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REGULAR SINGULAR STURM-LIOUVILLE OPERATORS AND
THEIR ZETA-DETERMINANTS
MATTHIAS LESCH AND BORIS VERTMAN
Abstract. We consider Sturm-Liouville operators on the line segment [0, 1] with
general regular singular potentials and separated boundary conditions. We establish
existence and a formula for the associated zeta-determinant in terms of the Wronski-
determinant of a fundamental system of solutions adapted to the boundary conditions.
This generalizes the earlier work of the first author, treating general regular singular
potentials but only the Dirichlet boundary conditions at the singular end, and the
recent results by Kirsten-Loya-Park for general separated boundary conditions but
only special regular singular potentials.
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1. Introduction and formulation of the result
In this paper we will investigate the zeta-determinant of Sturm–Liouville operators
of the form
H = − d
2
dx2
+
ν2 − 1/4
x2
+
1
x
V (x), Re ν ≥ 0, x ∈ (0, 1),
the regularity assumptions on V will be minimal.
Such operators are sometimes also called Bessel operators. H is the prototype of a
differential expression with one regular singularity and hence it appears naturally in the
classical theory of ordinary differential equations with regular singularities [CoLe55].
The physical relevance of H stems from the fact that it arises when separation of
variables is used for the radial Schro¨dinger operator in Euclidean space.
Quite recently there has been a lot of interest in the inverse spectral theory of H , see
e.g. [KST10b], [KST10a], [Car97] and the references therein.
Our motivation for looking at the zeta-determinant of H comes from geometry: Spec-
tral geometry on manifolds with singularities has been initiated by Cheeger in his sem-
inal papers [Che79b], [Che83]. Manifolds with conical singularities are an important
case study for this general programme. Separation of variables for the Laplacian on a
cone leads to an infinite sum of Bessel type operators like H above. Recently, there has
been a revived interest in extending the celebrated Cheeger-Mu¨ller Theorem [Che79a],
[Mu¨l78] on the equality of the analytic torsion and the Reidemeister torsion to mani-
folds with conic singularities [DaHu10], [dMHS09], [HaSp10], [Ver09], [Ver10].
The separation of variables mentioned above leads naturally to the problem of de-
termining the zeta-determinant of a single regular singular Sturm-Liouville operator
on the line segment [0, 1] with separated boundary conditions. We only make minimal
regularity assumptions on the potential. Nevertheless, we establish existence and a for-
mula for the associated zeta-determinant in terms of the Wronskian of a fundamental
system of solutions adapted to the boundary conditions, see Theorem 1.5 below.
We emphasize that for the calculation of the analytic torsion or the zeta-determinant
on a cone additional considerations are necessary. This is because on a cone one has to
deal with an infinite direct sum of operators like H .
The fundamental results of Bru¨ning-Seeley in [BrSe85], [BrSe87] guarantee the ex-
istence of zeta-determinants for regular singular Sturm-Liouville operators with Dirich-
let boundary conditions at the singularity. However, loc. cit. require the potential to
be of the form a(x)/x2 with a(x) smooth up to 0. For such operators Theorem 1.5
was proved in [Les98] by the first author, generalizing earlier results by Burghelea,
Friedlander and Kappeler [BFK95] to the regular singular setting.
The method of [Les98] is limited to the Friedrichs extension at the singularity. In
a recent series of papers Kirsten, Loya, and Park [KLP08b], [KLP08a], [KLP06]
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were able to calculate the zeta-determinant for an explicit example of a regular singular
Sturm-Liouville operator with general self-adjoint boundary conditions; cf. also the sub-
sequent discussion by the second author in [Ver09] and in the appendix to [KLP08a].
Their method, however, is based on an intricate analysis of Bessel functions and is
therefore limited to their explicit potential.
The main result of this paper combines and generalizes these two results, however
only for scalar valued potentials. Since we deal with a rather general class of potentials
it is natural that our method is closer to that of [Les98]. Special functions are used
in this paper only implicitly as we are using the formula from [Les98] for the zeta-
determinant of the Friedrichs extension of the regular singular model operator lν =
− d2
dx2
+ (ν2 − 1/4)/x2.
The paper is organized as follows. In the remainder of this section we will in-
troduce some notation, explain the basic concepts of regularized integrals and zeta-
determinants, and we will formulate our main result. In Section 2 we derive the as-
ymptotic behavior of a fundamental system for H , slightly generalizing a result due to
Boˆcher [Boˆc00].
In Section 3 we study the maximal domain of H and its closed extensions with sep-
arated boundary conditions. Let H(θ0, θ1) be such an extension, θ0, θ1 stand for the
boundary conditions at 0, 1 resp. We give criteria under which it is possible to factor-
ize H(θ0, θ1) into a product D1D2 of closed extensions of first order regular singular
differential operators. We prove a comparison result for the Wronskians of normalized
fundamental solutions for D1D2 and D2D1.
In Section 4 we discuss the asymptotic expansion of the resolvent trace. We start
with the Friedrichs extension. The resolvent of the Friedrichs extension Lν of the
regular singular model operator lν is explicitly known and rather well–behaved with
respect to perturbations of the form X−1V . From [BrSe85] we only use the result
that the resolvent of the model operator Lν has a complete asymptotic expansion.
The expansion of the resolvent of Lν +X
−1V then follows by a perturbation analysis.
Boundary conditions other than the Friedrichs extension at 0 are more subtle since the
resolvent does not absorb high enough negative powers of x. For the resolvent of general
boundary conditions we therefore use the factorization results of Section 3. In addition
one needs to treat compactly supported L2-perturbations of factorizable operators. For
this we employ a standard method of pasting together local resolvents, cf. [LMP09,
Appendix].
In Section 5 we derive a variational formula for the dependence of the zeta-
determinant under variation of the potential. The method is well–known [BFK95],
[Les98]. However, due to the low regularity assumptions on the potential and due
to the singularity of the operator the analysis becomes a little delicate. In particular
we have to analyze the dependence of a normalized fundamental system (and its as-
ymptotic behavior near 0) on the parameter. At the end of Section 5 we compile the
established results to a proof of the main Theorem 1.5.
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1.1. Function and Distribution Spaces. Following the requests of several of the
referees we are going to specify in detail the notation for function and distribution
spaces used throughout the paper.
Let I ⊂ R be an interval, which may be of any of the possible forms (a, b), [a, b), (a, b]
or [a, b] for real numbers a < b. Let I◦ = I \ {a, b} denote the interior of I.
For a map f : I → E into some vector space E the support of f , denoted by supp f ,
is defined as the closure in I of {x ∈ I | f(x) 6= 0}
supp f := {x ∈ I | f(x) 6= 0} I . (1.1)
supp f is always closed in I but not necessarily compact, since I might be non-compact
itself.
For spaces of continuous, respectively differentiable complex-valued functions we use
the standard notation C(I), Ck(I), C∞(I), cf. e.g. [Ho¨r90, Sec. 1.1, 1.2]. The space
Ck0 (I), 0 ≤ k ≤ ∞, denotes the subspace of those f ∈ Ck(I) with compact support.
The space C∞0 (I
◦) carries a natural locally convex topology and its dual space D ′(I◦)
is called the space of distributions on I◦.
For T ∈ D ′(I◦) one can define suppT [Ho¨r90, Sec. 2.2]. For an arbitrary subset
A ⊂ R one now writes E ′(A) = {T ∈ D ′(R) | suppT ⊂ A}, cf. [Ho¨r90, Sec. 2.3].
For the half open interval I = (a, b], e.g., T ∈ E ′((a, b]) if there is a δ > 0 such that
suppT ⊂ (a+ δ, b].
For distributions it also makes sense to talk about restrictions. If J ⊂ I are intervals
and T ∈ D ′(I◦), we put T |J := T ↾ C∞0 (J◦).
Let F be a map which assigns to each interval I ⊂ R a subspace F (I) ⊂ D ′(I◦).
Furthermore, assume that F is compatible with restrictions in the following sense: if
J ⊂ I are intervals and f ∈ F (I), then f |J ∈ F (J). Then Floc(I) denotes the space
of T ∈ D ′(I◦) such that T |K ∈ F (K) for each compact interval K ⊂ I. Furthermore,
Fcomp(I) := Floc(I) ∩ E ′(I).
Example 1.1. For an interval I ⊂ R we denote by Lp(I), 1 ≤ p ≤ ∞, the Banach space
of p-summable (equivalence classes modulo equality almost everywhere) functions with
respect to Lebesque measure; for f ∈ Lp(I) the norm is given by
‖f‖Lp :=
(∫
I
|f(x)|pdx
)1/p
.
Lp(I) is naturally embedded into D ′(I◦) by identifying f ∈ Lp(I) with the distribution
C∞0 (I
◦) ∋ φ 7→
∫
I
f · φ; (1.2)
needless to say that (1.2) is independent of the choice of a function representative of the
class f . The support of f ∈ Lp(I) is now defined as the closure in I of the support of
the corresponding distribution in D ′(I◦). For continuous functions C(I) ⊂ Lp(I) (each
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Lp-class has at most one continuous representative) the latter definition of support
coincides with (1.1), assuming that I is closed.
The assignment I 7→ Lp(I) is an example for the map F discussed above. Hence,
Lpcomp(I) and L
p
loc(I) are defined. Note that although L
p(I) = Lp(I), we only have
Lpcomp(I) ⊂ Lpcomp(I), Lploc(I) ⊂ Lploc(I).
Sobolev spaces will only be used in the Hilbert space setting p = 2. We write
Hk(I) for the Sobolev space W k,2(I) of those f ∈ L2(I) ⊂ D ′(I◦), for which all weak
distributional derivatives ∂jf, 1 ≤ j ≤ k, taken a priori in D ′(I◦), are actually in L2(I).
1.1.1. The Schatten Ideals. For a Hilbert space H we denote by B(H) the space of
bounded and by K(H) the space of compact operators on H. For 1 ≤ p < ∞ let
Bp(H) ⊂ K(H) be the von Neumann-Schatten ideal of p-summable operators, cf. e.g.
[Ped89, Sec. 3.4]. For T ∈ Bp(H) the p-norm is given by
‖T‖p :=
(
Tr(T ∗T )p/2
)1/p
=
( ∑
λ∈spec T ∗T
λp/2
)1/p
.
Tr denotes the trace [Ped89, Sec. 3.4]. We will only need p = 1 and p = 2. Operators in
B1(H) are called trace class operators and elements of B2(H) are called Hibert-Schmidt
operators. To avoid possible confusion with the Lp-norm of functions, we write ‖ · ‖tr
for the trace norm ‖ · ‖1 and ‖ · ‖HS for the Hilbert-Schmidt norm ‖ · ‖2.
1.1.2. Regularized Integrals. Let us briefly recall the partie finie regularization, cf.
[Les97, Sec. 2.1], [Les98] and [LeTo98], of integrals on R+ := [0,∞). Let
f : (0,∞) → C be a locally integrable function. Assume furthermore, that for x ≥ x1
we have a representation
f(x) =
N∑
j=1
f∞j x
αj + g(x), (1.3)
with real numbers αj , numbered in descending order with αN = −1, and g ∈ L1[x1,∞).
Then ∫ R
x1
f(x)dx
=:
N−1∑
j=1
f∞j
αj + 1
Rαj+1 + f∞N logR +−
∫ ∞
x1
f(x)dx+ o(1), as R→∞.
(1.4)
o(1), R→∞, is the usual Landau notation for a function of R whose limit as R→∞
is zero; here we have explicitly o(1) =
∫∞
R
g. The regularized integral −∫∞
x1
f(x)dx is
therefore defined as the constant term in the asymptotic expansion of
∫ R
x1
f(x)dx as
R→∞.
If for 0 < x ≤ x0 we have a representation
f(x) =
M∑
j=1
f 0j x
βj + h(x), (1.5)
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Figure 1. The contour of integration Γ.
with real numbers β1 < β2 < · · · < βM = −1, and h ∈ L1[0, x0], then∫ x0
δ
f(x)dx
=: −
M−1∑
j=1
f 0j
βj + 1
δβj+1 − f 0M log δ +−
∫ x0
0
f(x)dx+ o(1), as δ → 0,
(1.6)
and the regularized integral −∫ x0
0
f(x)dx is defined as the constant term in the asymptotic
expansion of
∫ x0
δ
f(x)dx as δ → 0.
Now assume that f satisfies (1.3) and (1.5). Since f is locally integrable, it is clear
that (1.4) holds for any x1 > 0 and (1.6) holds for any x0 > 0. One then puts for any
c > 0
−
∫ ∞
0
f(x)dx := −
∫ c
0
f(x)dx+−
∫ ∞
c
f(x)dx, (1.7)
and in fact the right hand side is independent of c > 0.
1.2. The zeta-determinant. Let H be a closed not necessarily self-adjoint operator
acting on some Hilbert space with spec(−H) ∩ R+ finite, 0 6∈ specH . We assume that
the resolvent of H is trace class, and that for z ∈ R, z ≥ z0 > max
(
spec(−H) ∩ R+
)
Tr(H + z)−1 =
a√
z
+
b
z
+R(z) (1.8)
with
lim
z→∞
zR(z) = 0, (1.9)∫ ∞
z0
|R(z)|dz <∞. (1.10)
Let Γ be the contour as sketched in Figure 1, where the bullets indicate the eigenvalues
of −H . Fix a branch of the logarithm in the simply connected domain C \ {−Γ}. Note
that the previous definition (1.7) of the regularized integral can easily be adapted to
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functions defined on the contour Γ, since there are 0 < x0 < x1 < ∞ such that [0, x0]
and [x1,∞) are contained in (the image of) Γ. Consider for fixed s ∈ C the function
fs(x) := x
−s Tr(H + x)−1.
In view of (1.8) and (1.10) it satisfies (1.3) if Re s ≥ 0. Furthermore, since H is assumed
to be invertible, the function x 7→ Tr(H + x)−1 is smooth up to x = 0 and its Taylor
expansion at x = 0 shows that fs satisfies (1.5) for all s ∈ C.
Exploiting the definition of −∫
Γ
it is now not hard to see, cf. [LeTo98, (2.30)], that
for 1 < Re s < 2 the zeta-function is given by
ζH(s) :=
∑
λ∈specH\{0}
λ−s =
sin pis
pi
−
∫
Γ
x−s Tr(H + x)−1dx. (1.11)
Furthermore using the asymptotic expansions as x → ∞ and x → 0 of x−s Tr(H +
x)−1 one deduces that the right hand side of (1.11) extends meromorphically to the
half plane Re s > 0, [LeTo98, Prop. 2.1.2]. The identity (1.11) persists except for the
poles of the function s 7→ pi
sinpis
ζH(s). Thanks to (1.10) the function ζH is differentiable
from the right at s = 0 and one puts
log detζ H := −ζ ′H(0) = −−
∫
Γ
Tr(H + x)−1dx. (1.12)
detζ H is called the zeta-regularized determinant of H . For non-invertible H one puts
detζ H = 0. With this setting the function z 7→ detζ(H + z) is an entire holomorphic
function with zeroes exactly at the eigenvalues of −H . The multiplicity of a zero z
equals the algebraic multiplicity of the eigenvalue z.
1.3. A regular singular operator. We now introduce the class of operators we are
going to study in this paper. Put
lν = − d
2
dx2
+
ν2 − 1/4
x2
, Re ν ≥ 0, (1.13)
acting as an operator in the Hilbert space L2[0, 1], a priori with domain C∞0 (0, 1). We
will study perturbations of lν of the form
H = lν +X
−1V, (1.14)
with suitable conditions on the operator V to be specified below. X denotes the function
X(x) = x. We view V resp. X−1V as a multiplication operator on functions on the
unit interval. In order not to overburden the notation we will in general not distinguish
between a function f and the operator of multiplication by f .
Definition 1.2. 1. For an interval I ⊂ R we denote by ACk(I), k ≥ 1, the space
of f ∈ C(I) ⊂ D ′(I◦) such that ∂jf ∈ C(I), 0 ≤ j ≤ k − 1, and ∂kf ∈ L1loc(I).
AC1(I) = AC(I) is the well–known space of absolutely continuous functions. Note
that for this definition it matters whether a boundary point p ∈ ∂I belongs to I or not.
2. Denote by Vν the space of those V ∈ L2loc(0, 1) such that
V · log( ·
2
) ∈ L1[0, 1], if ν 6= 0, (1.15)
V · log2( ·
2
) ∈ L1[0, 1], if ν = 0. (1.16)
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A natural norm on Vν is given by
‖V ‖Vν =
∥∥log( ·
2
)
V
∥∥
L1
, if ν 6= 0, (1.17)
‖V ‖Vν =
∥∥log( ·
2
)2
V
∥∥
L1
, if ν = 0. (1.18)
Vν is a Fre´chet space with seminorms ‖ · ‖Vν and ‖V∣∣[1/n,1−1/n]‖L2 , n = 2, 3, . . ..
3. Finally, let A be the space of those f ∈ AC2(0, 1) such that f ′, Xf ′′ ∈
log
( ·
2
)−1
L1[0, 1].
Some of the results will hold under the weaker hypothesis V ∈ log( ·
2
)
Vν ⊃ Vν . Unless
said otherwise, function spaces consist of complex valued functions.
In Section 2 we will prove the following refinement of a Theorem of Boˆcher [Boˆc00]
(Theorem 2.1 and Proposition 2.6):
Theorem 1.3. Let V ∈ VRe ν , H = lν + X−1V , Re ν ≥ 0, and let ν1 = ν + 1/2, ν2 =
−ν+1/2 be the characteristic exponents of the regular singular point 0 of the differential
equation Hg = 0. Then there is a fundamental system g1, g2 of solutions to the equation
Hg = 0 such that
g1(x) =x
ν1 g˜1(x), (1.19)
g2(x) =
{
− 1
2ν
xν2 g˜2(x), if ν 6= 0,√
x log(x)g˜2(x), if ν = 0,
(1.20)
where g˜j ∈ A .
The spectra and fundamental system of solutions to Bessel type Sturm-Liouville dif-
ferential expressions on finite intervals have also been studied (mainly in connection with
the inverse spectral problem) in a number of recent publications [AHM07], [Car97],
[EvKa07], [KST10a], [KST10b] and [Ser07].
1.4. Separated boundary conditions. Denote by H0 the differential expression H
restricted to C∞0 (0, 1) ⊂ L2[0, 1]. Let H t0 be the formal adjoint of H0. This is the
differential expression − d2
dx2
+ ν
2−1/4
x2
+ 1
x
V (x) acting on C∞0 (0, 1). H0 is symmetric if
both ν ∈ R and V is real valued.
As usual we denote by Hmin = H0 the closure of H0 and by Hmax = (H
t
0)
∗ =(
H tmin
)∗
. For convenience we introduce the left minimal and right maximal domain
DL(H) as the domain of the closure ofH ↾ C
∞
0 (0, 1]. The left maximal and right minimal
domain DR(H) is defined accordingly with C
∞
0 (0, 1] replaced by
{
f ∈ D(Hmax)
∣∣
supp f ⊂ [0, 1) compact}. Note that by the definition of support in (1.1), compactness
of supp f ⊂ [0, 1) means that supp f has a positive distance from the point x = 1.
Although there is no simple Weyl alternative in the non-self-adjoint context, we say
that x = 0 (resp. x = 1) is in the limit point case for H if DL(H) = D(Hmax) (resp.
DR(H) = D(Hmax)). Otherwise, we say that it is in the limit circle case.
We will see in Section 3 that there are continuous linear functionals cj , j = 1, 2, on
D(Hmax) such that for f ∈ D(Hmax)
f = c1(f)g1 + c2(f)g2 + f˜ , f˜ ∈ DL(H), (1.21)
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where g1, g2 are defined in (1.19) and (1.20).
A boundary condition at the left end point is therefore of the form
B0,θf := sin θ · c1(f) + cos θ · c2(f) = 0, 0 ≤ θ < pi. (1.22)
θ = 0 gives the Dirichlet boundary condition (Friedrichs extension near 0).
It should be noted here that 0 is in the limit point case for H if and only if Re ν ≥ 1.
In this case g2 6∈ L2[0, 1], c2 = 0, and hence DL(H) = D(Hmax). Thus if Re ν ≥ 1 we
consider only the case θ = 0. Boundary conditions such as (1.22) at the singular end
point have been studied in depth by Rellich [Rel44] and extended by Bulla-Gesztesy
[BuGe85].
From the well–known fact that a linear second order ODE with L1–coefficients has
AC2–solutions it follows in view of our assumptions on V that D(Hmax) ⊂ AC2(0, 1]
and hence 1 is always in the limit circle case for H . At the right end-point we therefore
impose boundary conditions of the form
B1,θf := sin θ · f ′(1) + cos θ · f(1) = 0, 0 ≤ θ < pi. (1.23)
For each admissible pair (θ0, θ1) ∈ [0, pi)2 (0 ≤ θ0 < pi if Re ν < 1, θ0 = 0 if Re ν ≥ 1) we
obtain a closed realization H(θ0, θ1) of the operator with separated boundary conditions
B0,θ0, B1,θ1 . All eigenvalues of H(θ0, θ1) are therefore simple.
Under the technical assumption that V is of determinant class, see Definition 4.4,
which is satisfied for all real valued potentials V ∈ Vν we can prove (Theorem 4.3 and
Theorem 4.10)
Theorem 1.4. Let ν ≥ 0, V ∈ Vν, and assume that θ0 = 0 or that V is of determinant
class and ν > 0. Then the resolvent of H(θ0, θ1) is trace class. Moreover, there is
a z0 > 0 such that H(θ0, θ1) + z is invertible for z ≥ z0 and there is an asymptotic
expansion
Tr
(
H(θ0, θ1) + z
)−1
=
a√
z
+
b
z
+R(z), z ≥ z0, z ∈ R, (1.24)
with
lim
z→∞
zR(z) = 0, (1.25)∫ ∞
z0
|R(z)|dz <∞. (1.26)
In view of this Theorem we may define detζ
(
H(θ0, θ1)
)
according to (1.12).
1.5. The main result. To explain our result we need to introduce the notion of a
normalized solution at one of the end points. First, we define an invariant of the
boundary operator Bj,θ:
µ0 := µ(B0,θ) :=
{
ν, if θ = 0,
−ν, if 0 < θ < pi; (1.27)
resp.
µ1 := µ(B1,θ) :=
{
1/2, if θ = 0,
−1/2, if 0 < θ < pi. (1.28)
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To explain the ±1/2 we note that the right end point may artificially be viewed as a
regular singular point with ν = 1/2. Hence µj depend in fact on θ and the characteristic
exponent of the regular singular point.
A solution of the homogeneous differential equation Hg = 0 is called normalized at
0 with respect to the boundary operator B0,θ if B0,θg = 0 and if g(x) ∼ xµ0+1/2, as
x→ 0; here we use the notation
f(x) ∼ h(x), as x→ x0 :⇔ lim
x→x0
f(x)
h(x)
= 1. (1.29)
Similarly, g is called normalized at 1 with respect to the boundary operator B1,θ if
B1,θg = 0 and if g(x) ∼ (1−x)µ1+1/2 as x→ 1. It is straightforward to check that there
is always a unique normalized solution.
Theorem 1.5. Let Bj,θj , j = 0, 1 be admissible boundary operators for H. Under the
same assumptions as in Theorem 1.4 the zeta–regularized determinant of H(θ0, θ1) is
given by
detζ
(
H(θ0, θ1)
)
=
pi
2µ0+µ1Γ(µ0 + 1)Γ(µ1 + 1)
W (ψ, ϕ). (1.30)
Here, ϕ, ψ are solutions to the homogeneous differential equation Hg = 0 such that
ϕ is normalized for B0,θ0 (at 0) and ψ is normalized for B1,θ1 (at 1). Furthermore,
W (ψ, ϕ) = ψϕ′ − ψ′ϕ denotes the Wronskian of ψ, ϕ.
Theorem 1.5 has a relatively straightforward extension to the case where the potential
has regular singularities at both end points. The proof does not require any essentially
new idea; the details, however, are a bit tedious and are therefore left to the reader, cf.
Remark 5.6.
The case ν = 0 and θ0 > 0, which is not covered by Theorem 1.5, requires specific
analysis of unusual singular phenomena in the trace expansion of H , as observed first
by Falomir, Muschietti, Pisani, and Seeley [FMPS03]; see also the nice elaboration by
Kirsten, Loya and Park in [KLP06]. The discussion of the zeta-determinant in this
case therefore requires another publication.
To outline the proof of Theorem 1.5 we first observe that ifD1, D2 are closed operators
in a Hilbert space then specD1D2 ∪ {0} = specD2D1 ∪ {0} and, even more, nonzero
eigenvalues of D1D2 and D2D1 have the same multiplicity. Hence if both D1D2 and
D2D1 satisfy the general assumptions of Section 1.2 then for z ∈ C
detζ(D1D2 + z) = z
d detζ(D2D1 + z), d := dim kerD1D2 − dimkerD2D1. (1.31)
We will show in Proposition 3.5 that H(θ0, θ1) can always be written in the form
H(θ0, θ1) = D1D2 +W (1.32)
with a compactly supported L2-potential W and D1, D2 suitable closed extensions of
the operators
d1 =
d
dx
+
ω′
ω
, d2 = − d
dx
+
ω′
ω
(1.33)
with a certain function ω which is singular at 0; its properties will be described in detail
in the text. The crucial point is that for the interesting case θ0 > 0 one can choose
D1, D2 in such a way that D2D1 also is an operator to which Theorem 1.4 applies
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and such that the boundary condition at 0 is the Friedrichs extension. The Friedrichs
extension at 0 is much better behaved and can be treated for our class of operators
basically as in [Les98]. The proof is completed then by employing a variation result
for the behavior of the zeta-determinant under variation of the potential W (Theorem
5.4).
2. The fundamental system of a regular singular equation – Boˆcher’s
Theorem
Consider the following regular singular model operator
lν := − d
2
dx2
+
ν2 − 1/4
x2
, ν ∈ C, (2.1)
acting on C∞0 (0, 1) ⊂ L2[0, 1]. ν is a complex number for which without loss of generality
we may assume Re ν ≥ 0.
We are interested in perturbations of the form
H := lν +X
−1V, (2.2)
with V ∈ L1loc(0, 1) and X denoting the function X(x) = x. In this section we are
concerned with the description of the asymptotic behavior as x → 0 of a fundamental
system of solutions to the equation Hf = 0.
If V is analytic, then the classical theory of ordinary differential equations with regular
singularities, cf. e.g. [CoLe55, Chap. 5], applies and the characteristic exponents of
the regular singular point at x = 0 are given by
ν1 = ν + 1/2, ν2 = −ν + 1/2.
Furthermore, there is a fundamental system of solutions to Hf = 0 of the form
f1(x) = x
ν1 f˜1(x), f2(x) =
{
− 1
2ν
xν2 f˜2(x), if ν 6= 0,√
x log(x) f˜2(x), if ν = 0,
(2.3)
where f˜j, j = 1, 2, are analytic functions with f˜j(0) = 1. The normalization of solutions
is chosen so that
W (f1, f2) = f1f
′
2 − f ′1f2 = 1. (2.4)
It is less known that already M. Boˆcher [Boˆc00] investigated regular singular points
of ordinary differential equations with non-analytic coefficients. For Bessel operators
with L2 potentials a thorough analysis of the fundamental system of solutions was made
e.g. by Carlson [Car97]. Boˆcher’s result reads as follows.
Theorem 2.1. [M. Boˆcher] Let
H = − d
2
dx2
+
ν2 − 1/4
x2
+
1
x
V (x),
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where ν ∈ C,Re ν ≥ 0, and V ∈ log( ·
2
)
Vν . Then the differential equation Hg = 0 has
a fundamental system of solutions g1, g2, such that
g1(x) = x
ν1 g˜1(x), (2.5)
g2(x) =
{
− 1
2ν
xν2 g˜2(x), if ν 6= 0,√
x log(x)g˜2(x), if ν = 0,
(2.6)
where g˜j ∈ C[0, 1], g˜j(0) = 1 for j = 1, 2.
Furthermore,
g′1(x) = ν1x
ν1−1h1(x), (2.7)
g′2(x) =
{
− ν2
2ν
xν2−1h2(x), if ν 6= 0,
1
2
√
x
log(x)h2(x), if ν = 0,
(2.8)
where hj ∈ C[0, 1], hj(0) = 1 for j = 1, 2.
Finally, with these normalizations
W (g1, g2) = g1g
′
2 − g′1g2 = 1.
Remark 2.2. In the case ν = 0 the theorem as stated is slightly more general than
[Boˆc00], where V log2 ∈ L1[0, 1] is assumed. Moreover, note that the conditions on the
potential V in the theorem are satisfied whenever V ∈ Lp[0, 1], p > 1, or more generally
V ∈ Vν .
We briefly sketch a proof of Theorem 2.1 in modern language. Being self–contained
is not the only reason for presenting the proof in some detail: the method of proof will
allow a more precise analysis of the regularity properties of g˜j (see Prop. 2.5 and Prop.
2.6 below) which will be needed later on. Furthermore, the method will be needed for
deriving the variation formula for the zeta-determinant under variation of the potential
(Section 5).
Proof. The regular singular operator lν has the following fundamental system of solu-
tions to lνf = 0:
f1(x) = x
ν1 , f2(x) =
{
− 1
2ν
xν2, if ν 6= 0,√
x log x, if ν = 0.
For the Wronskian we have W (f1, f2) = f1f
′
2 − f ′1f2 = 1. For a solution to Hg = 0
we make the ansatz
g1(x) = f1(x) + x
ν1φ(x) = xν1(1 + φ(x)).
Plugging this ansatz into the ordinary differential equation Hg = 0 yields for ψ(x) =
xν1φ(x)
−ψ′′(x) + ν
2 − 1/4
x2
ψ(x) = −1
x
V (x)[f1(x) + ψ(x)], (2.9)
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thus
φ(x) =− x−ν1f1(x)
∫ x
0
f2(y)
1
y
V (y)yν1[1 + φ(y)]dy
+ x−ν1f2(x)
∫ x
0
f1(y)
1
y
V (y)yν1[1 + φ(y)]dy
=:(KνV 1)(x) + (KνV φ)(x),
(2.10)
where Kν is the Volterra operator with the kernel
kν(x, y) =
1
2ν
(
1− x−2νy2ν), y ≤ x, if ν 6= 0, (2.11)
k0(x, y) =− log(y) + log(x), y ≤ x, if ν = 0. (2.12)
We view KνV as an operator on the Banach space C[0, 1]. Indeed, for any φ ∈ C[0, 1]
one easily checks
|KνV φ(x)| ≤ 1|ν|
∫ x
0
|V (y)||φ(y)|dy, if ν 6= 0, (2.13)
|K0V φ(x)| ≤ 2
∫ x
0
| log(y)||V (y)||φ(y)|dy, if ν = 0. (2.14)
From (2.13) and (2.14) one infers by induction
|(KνV )nφ(x)| ≤ 1|ν|nn!‖φ‖∞,[0,x]
(∫ x
0
|V (y)|dy
)n
, if ν 6= 0, (2.15)
|(K0V )nφ(x)| ≤ 2
n
n!
‖φ‖∞,[0,x]
(∫ x
0
|V (y) log y|dy
)n
, if ν = 0. (2.16)
Hence for any ν ∈ C,Re ν ≥ 0, the Volterra operator KνV is a bounded operator
on C[0, 1] with spectral radius zero. Consequently the equation (2.10) has a unique
solution in C[0, 1] given by
φ = (I −KνV )−1KνV 1. (2.17)
Moreover, by (2.15) and (2.16) one has
|φ(x)| ≤
{
C1
∫ x
0
|V (y)|dy, if ν 6= 0,
C2
∫ x
0
|V (y) log y|dy, if ν = 0, (2.18)
for some constants C1, C2, not depending on V . This proves that
g1(x) = x
ν1(1 + φ(x)) = xν1 g˜1(x),
is indeed a non-trivial solution to Hg = 0 with g˜1 ∈ C[0, 1] and g˜1(0) = 1. To see (2.7),
note that by (2.10) φ is absolutely continuous in (0, 1) with its derivative given by
φ′(x) = x−2ν−1
∫ x
0
y2νV (y)(1 + φ(y))dy, for all Re ν ≥ 0. (2.19)
This implies
|φ′(x)| ≤ C
x
∫ x
0
|V (y)|dy
and thus (2.7) and the claims about g1 are proved.
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The second solution g2 can now be constructed as usual by putting near x = 0
g2(x) = C(x)g1(x), (2.20)
where
C(x) = −
∫ x0
x
g−21 (y)dy =
{
− 1
2ν
x−2ν1+1C˜(x), if ν 6= 0,
log(x)C˜(x), if ν = 0.
(2.21)
C˜ is continuous over [0, x0) and x0 ∈ (0, 1] is chosen so that g˜1(y) 6= 0 for 0 < y ≤ x0.
Such an x0 exists, since g˜1(0) = 1 and g˜1 ∈ C[0, 1]. It is then straightforward to check
that g2 extends to a solution to lg = 0 on (0, 1] which has the claimed properties. 
Now we come to the aforementioned improvement of the regularity properties of g˜j(x)
as x→ 0.
Lemma 2.3. Let f ∈ AC2(0, 1) with f ′, Xf ′′ ∈ L1[0, 1]. Then (Xf ′)(0) = 0. This
holds in particular for f ∈ A (cf. Def. 1.2).
Proof. By assumption the function F (x) := xf ′(x) − ∫ x
0
h(s)ds, h := (Xf ′)′, is locally
absolutely continuous and F ′ = 0, hence F = (Xf ′)(0) =: c is constant. Thus
f ′(x) =
c
x
+
1
x
∫ x
0
h(s)ds. (2.22)
By assumption we have f ′, h ∈ L1[0, 1]. Thus
f(1)− f(x) =
∫ 1
x
f ′(s)ds
= −c log x− log x
∫ x
0
h(s)ds−
∫ 1
x
h(s) log s ds
= −c log x+ o(log x), as x→ 0,
(2.23)
since for 0 < δ < 1 we have | ∫ 1
x
h(s) log s ds| ≤ Cδ+ | log x|
∫ δ
0
|h|. Because the left hand
side of (2.23) is bounded it follows that c = 0.
The last claim follows, since f ∈ A implies f ′, (Xf ′)′ ∈ L1[0, 1]. 
Lemma 2.4. Let α ∈ C and ρ ∈ log( ·
2
)
VReα. Put
f(x) :=

x−α−1
x∫
0
yαρ(y)dy, if Re(α) ≥ 0,
−x−α−1
1∫
x
yαρ(y)dy, if Re(α) < 0.
(2.24)
Then we have
f ∈ L1[0, 1] ∩ AC(0, 1), Xf ′ ∈ L1[0, 1], (Xf)(0) = 0.
If ρ ∈ VReα then f,Xf ′ ∈ log
( ·
2
)−1
L1[0, 1], that is
∫ ·
0
f ∈ A .
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Proof. Integration by parts shows easily that f ∈ L1[0, 1] (resp. f ∈ log( ·
2
)−1
L1[0, 1]
if ρ ∈ VReα). Moreover, clearly f and hence also Xf are both locally absolutely
continuous in the interval (0, 1]. Furthermore, we have
Xf ′ = (Xf)′ − f = −(α + 1)f + ρ ∈ L1[0, 1]
(resp. ∈ log( ·
2
)−1
L1[0, 1] if ρ ∈ VReα).
(Xf)(0) = 0 follows from Lemma 2.3 applied to
∫ ·
0
f . 
Proposition 2.5. In the setup and notation of Theorem 2.1 we have for j = 1, 2
g˜j ∈ AC[0, 1], Xg˜′j ∈ AC[0, 1], (Xg˜′j)(0) = 0.
Proof. We have for the first fundamental solution
g1(x) = x
ν1 g˜1 = x
ν1(1 + φ(x)),
where by φ is given by (2.10). The claim about g˜1 now follows from Lemma 2.4 and
the explicit form of the derivative (2.19). To prove the claim for g˜2, recall that for some
x0 ∈ (0, 1], such that g1(y) 6= 0 for 0 < y ≤ x0, the second fundamental solution is
given by
g2(x) = −g1(x)
∫ x0
x
g1(y)
−2dy.
If ν 6= 0, then
g˜2(x) = −2νxν−1/2g2(x)
= 2νg˜1(x)x
2ν
∫ x0
x
y−2ν−1g˜1(y)−2dy =: g˜1(x)f(x).
(2.25)
In view of the statement being proved for g˜1 before and since the claimed properties
are preserved under multiplication, it suffices to prove the claim for f . Integration by
parts gives
f(x) = −x2ν (y−2ν g˜1(y)−2)
∣∣x0
x
+ x2ν
∫ x0
x
y−2νρ(y)dy
= c(x0)x
2ν + g˜1(x)
−2 + x2ν
∫ x0
x
y−2νρ(y)dy, (2.26)
where ρ = (g˜−21 )
′ ∈ L1[0, x0].
The first two summands are a priori in AC[0, x0]. The last one is AC[0, x0] by Lemma
2.4. Furthermore, from the definition we infer
Xf ′ = 2νf − 2νg˜−21 ∈ AC[0, x0].
(Xf ′)(0) = 0 then follows from Lemma 2.3.
Clearly, g˜2 and Xg˜
′
2 are locally absolutely continuous in the whole interval (0, 1] and
hence the claim is proved for g˜2 and ν 6= 0.
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Finally, for ν = 0 we have
g˜2(x) =− 1√
x log x
g1(x)
∫ x0
x
y−1g˜1(y)−2dy
=− 1
log x
g˜1(x)
∫ x0
x
y−1g˜1(y)−2dy =: g˜1(x)f(x).
Again, it suffices to prove the claim for f . We compute with ρ := (g˜−21 )
′ ∈ L1[0, x0]
as before
f(x) =− 1
log x
∫ x0
x
y−1g˜1(y)−2dy
=− 1
log x
log(y)g˜1(y)
−2∣∣x0
x
+
1
log x
∫ x0
x
log(y)ρ(y)dy
=
c(x0)
log x
+ g˜1(x)
−2 +
1
log x
∫ x0
x
log(y)ρ(y)dy.
From this one checks that f ∈ AC[0, x0] and hence g˜2 ∈ AC[0, 1]. Furthermore
xf ′(x) = − c(x0)
log2 x
− 1
log2(x)
∫ x0
x
log(y)ρ(y)dy,
and differentiating this again shows (Xf ′)′ ∈ L1[0, 1]. The remaining claims now follow
as in the case ν 6= 0. 
Finally we prove the following refinement of the properties of g˜j , j = 1, 2, which will
be crucial for the rest of the paper.
Proposition 2.6. Let V ∈ VRe ν. Then, in the notation of Theorem 2.1 we have for
j = 1, 2
g˜′j log
( ·
2
)
, X g˜′′j log
( ·
2
) ∈ L1[0, 1],
i.e. g˜j ∈ A .
Proof. We prove the result only for ν 6= 0 and leave the case ν = 0 to the reader. The
result for ν = 0 will not be used in the rest of the paper.
Recall that g1(x) = x
ν1 g˜1(x) = x
ν1(1+φ(x)), where φ ∈ AC[0, 1] (Prop. 2.5) is given
by (2.10) and observe that by (2.19) we have
φ′(x) = x−2ν−1
x∫
0
y2νr(y) dy, (2.27)
with r := V · (1+φ), rlog( ·
2
) ∈ L1[0, 1] since V ∈ VRe ν . The claims about g˜1 now follow
from (2.27) and Lemma 2.4.
Recall from (2.25) g˜2(x) = g˜1(x)f(x) with f given by (2.26). Differentiating the
latter we find
f ′(x) = c˜(x0)x2ν−1 + 2νx2ν−1
∫ x0
x
y−2ν(g˜−21 )
′(y)dy. (2.28)
The first summand is still in L1[0, x0] after multiplying by log
( ·
2
)
. For the sec-
ond summand note that (g˜−21 )
′ log
( ·
2
)
= −2g˜−31 g˜′1 log
( ·
2
) ∈ L1[0, x0] by the inclusion
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g˜′1 log
( ·
2
) ∈ L1[0, 1], proved above. Hence we can apply Lemma 2.4 to the second
summand to conclude f ′ log
( ·
2
) ∈ L1[0, x0]. Differentiating (2.28) we infer similarly
Xf ′′ log
( ·
2
) ∈ L1[0, x0]. Then one easily checks the claimed properties for the product
g˜2 = g˜1f . Since g˜
′
2 log
( ·
2
)
and X g˜′′2 log
( ·
2
)
are locally integrable in the interval (0, 1] we
reach the conclusion. 
3. The maximal domain of regular singular operators
We continue in the notation of the preceding section and consider the regular sin-
gular Sturm-Liouville operator H with the fundamental system (g1, g2) of solutions to
the differential equation Hg = 0 (cf. Theorem 2.1). We will freely use the notation
introduced in Section 1.4.
We have the following characterization of the maximal domain of H , compare
[BrSe88] and [Che79b] and the basic discussion of the second author in [Ver09,
Proposition 2.10]. Note that it holds under a slightly weaker assumption on the poten-
tial
(
V ∈ log( ·
2
)
Vν
)
than the one imposed in the rest of the paper.
Theorem 3.1. Let lν be the operator (2.1) and let H = lν +X
−1V with V ∈ log( ·
2
)
Vν,
Re ν ≥ 0, and let g1, g2 be the fundamental system to Hg = 0 of Theorem 2.1. Let f be
a solution of the ordinary differential equation
Hf = −f ′′ + qf = g ∈ L2[0, 1], (3.1)
q(x) =
ν2 − 1/4
x2
+
1
x
V (x).
Then f ∈ AC2(0, 1] and
f(x) = c1(f)g1(x) + c2(f)g2(x) + f˜(x), (3.2)
for some constants cj(f), j = 1, 2, depending only of f ,
f˜(x) = O
(
x3/2 log(x)
)
, f˜ ′(x) = O
(
x1/2 log(x)
)
, x→ 0 + . (3.3)
Remark 3.2. We emphasize that the solution g1 is completely determined by the
equation (2.5) and therefore canonical. However this is not so for g2. Surely, any
function g2 + λg1 also satisfies (2.6). We mention this because as a consequence the
functional c2 (!) is canonically given while c1 depends on the choice of g2.
Proof. We first note that it is well–known that solutions to linear differential equations
with L1loc coefficients are locally absolutely continuous. Therefore a solution f to (3.1)
is absolutely continuous in the interval (0, 1] and from f ′′ = g− qf one then infers that
f ′ is also absolutely continuous in (0, 1].
For x0 ∈ {0, 1}
f˜(x) = g1(x)
∫ x
x0
g2(y)g(y)dy− g2(x)
∫ x
0
g1(y)g(y)dy (3.4)
18 MATTHIAS LESCH AND BORIS VERTMAN
is a solution to (3.1); note W (g1, g2) = 1. Depending on ν we will choose x0 such that
(3.3) is satisfied. We first note that by applying the Cauchy-Schwarz inequality∣∣g2(x) ∫ x
0
g1(y)g(y)dy
∣∣ ≤ |g2(x)|(∫ x
0
|g1(y)|2dy
)1/2
‖g‖L2
=
{
O
(
x3/2
)
, if ν 6= 0,
O
(
x3/2 log(x)
)
, if ν = 0,
x→ 0 + .
(3.5)
Furthermore, if Re ν ≥ 1, we put x0 = 1 and find∣∣g1(x)∣∣∣∣∣∫ 1
x
g2(y)g(y)dy
∣∣∣ ≤ CxRe ν+1/2(∫ 1
x
y−2Re ν+1dy
)1/2
‖g‖L2
=
{
O(x3/2| log(x)|1/2), if Re ν = 1,
O(x3/2), if Re ν > 1,
x→ 0 + .
(3.6)
Finally, if 0 ≤ Re ν < 1, we put x0 = 0 and estimate∣∣g1(x)∣∣∣∣∣∫ x
0
g2(y)g(y)dy
∣∣∣ ≤ CxRe ν+1/2(∫ x
0
|g2(y)|2dy
)1/2
‖g‖L2
=
{
O
(
x3/2
)
, if ν 6= 0,
O
(
x3/2 log(x)
)
, if ν = 0,
x→ 0 + .
(3.7)
This proves the estimates for f˜(x). Differentiating (3.4) we find
f˜ ′(x) = g′1(x)
∫ x
x0
g2(y)g(y)dy− g′2(x)
∫ x
0
g1(y)g(y)dy,
and (2.7), (2.8) together with (3.5),(3.6) and (3.7) immediately give the claimed esti-
mate for f˜ ′. Thus f˜ is a solution to (3.1) satisfying (3.3). (3.2) is now clear. 
Remark 3.3. The above proof shows that for ν 6= 0,Re ν 6= 1, the estimate (3.3) can
actually be replaced by
f˜(x) = O(x3/2), f˜ ′(x) = O(x1/2), x→ 0+ , (3.8)
and for Re ν = 1 by
f˜(x) = O(x3/2| log(x)|1/2), f˜ ′(x) = O(x1/2| log(x)|1/2), x→ 0 + . (3.9)
Corollary 3.4. Under the assumptions of Theorem 3.1 there are continuous linear
functionals cj, j = 1, 2 on D(Hmax) such that for f ∈ D(Hmax)
f = c1(f)g1 + c2(f)g2 + f˜ , (3.10)
with f˜ ∈ DL(H) (cf. Section 1.4). Let ctj be the corresponding functionals for H t0. Then
we have for f ∈ D(Hmax), g ∈ D(H tmax)
〈Hmaxf, g〉 − 〈f,H tmaxg〉 = −f ′(1)g(1) + f(1)g′(1) + c2(f)ct1(g)− c1(f)ct2(g). (3.11)
Finally, 0 is in the limit point case for H if and only if Re ν ≥ 1. In this case c2 = 0.
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Proof. (3.11) follows easily from (3.2), (3.3) and the Lagrange formula. The formu-
las (3.11) and (3.3) show that f˜ ∈ DL(H); the latter was defined in Section 1.4.
Now, it follows from (3.2) that the quotient space D(Hmax)/DL(H) is spanned by
g1 + DL(H), g2 + DL(H) if g2 ∈ L2[0, 1] and by g1 + DL(H) if g2 6∈ L2[0, 1]. This im-
plies the continuity of the functionals c1, c2 on D(Hmax). Finally, c2 = 0 if and only if
g2 6∈ L2[0, 1]. The latter is equivalent to Re ν ≥ 1 and the claim is proved. 
As already outlined in Section 1.4 we obtain a closed extension of H0 with separated
boundary conditions by choosing boundary operators Bj,θj
B0,θ0f := sin θ0 · c1(f) + cos θ0 · c2(f),
B1,θ1f := sin θ1 · f ′(1) + cos θ1 · f(1),
(θ0, θ1) ∈ [0, pi)2. (3.12)
B0,θ0 depends on the choice of a fundamental system, cf. Remark 3.2. To treat the
limit point and limit circle cases at 0 in a unified way we call a pair of boundary
operators admissible if θ1 ∈ [0, pi) and either (θ0 = 0 and Re ν ≥ 1) or (θ0 ∈ [0, pi) and
0 ≤ Re ν < 1).
Given an admissible pair Bj,θj , j = 0, 1, of boundary operators we denote by H(θ0, θ1)
the closed extension of H0 with domain
H(θ0, θ1) :=
{
f ∈ D(Hmax)
∣∣ Bj,θjf = 0, j = 0, 1}. (3.13)
If ν ∈ R and V is real valued then H0 is symmetric and H(θ0, θ1) is self–adjoint. If
Re ν ≥ 1 then all self–adjoint extensions are obtained in this way. If Re ν < 1 there also
exist self–adjoint extensions with non–separated boundary conditions. These extensions
will not be studied in this paper.
3.1. Factorizable operators. Next we investigate when H can be factorized as d1d2
with dj = ± ddx + ω
′
ω
. For simplicity we confine ourselves to the case ν 6= 0. Clearly, with
some modifications one has similar results for ν = 0.
We have seen in Proposition 2.6 that if V ∈ VRe ν and ω is a solution to the differential
equation Hω = 0 then ω(x) = xµ+1/2ω˜(x) with ω˜ ∈ A and µ = ±ν.
Conversely, let µ ∈ C and ω˜ ∈ A with ω˜(x) 6= 0, 0 ≤ x ≤ 1, be given. Put
d1 :=
d
dx
+
ω′
ω
=
d
dx
+
µ+ 1/2
x
+
ω˜′
ω˜
,
d2 := − d
dx
+
ω′
ω
.
(3.14)
Then
H12 := d1d2 = − d
2
dx2
+
ω′′
ω
= − d
2
dx2
+
µ2 − 1/4
x2
+ 2
µ+ 1/2
x
ω˜′
ω˜
+
ω˜′′
ω˜
, (3.15)
H21 := d2d1 = − d
2
dx2
+ 2
(ω′
ω
)2
− ω
′′
ω
,
= − d
2
dx2
+
(µ+ 1)2 − 1/4
x2
+ 2
µ+ 1/2
x
ω˜′
ω˜
+ 2
( ω˜′
ω˜
)2
− ω˜
′′
ω˜
, (3.16)
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thus we have H12 = lµ + X
−1V12, H21 = lµ+1 +X−1V21 and using ω˜ ∈ A one directly
checks V12, V21 ∈ Vν (see Definition 1.2).
Hence for a given V ∈ VRe ν the operator H = lν + X−1V can be factorized in the
form H = d1d2 with d1, d2 as above if and only if there is a solution to the homogeneous
equation Hω = 0 with ω(x) 6= 0 for 0 < x ≤ 1. Indeed, if ω solves Hω = 0 and
is nowhere vanishing in (0, 1], one directly verifies from the first line of (3.15) that
H12 = d1d2 coincides with H . Conversely, given a factorization of H = d1d2 with d1, d2
as in (3.14) it is immediate that d2ω = 0 and thus Hω = 0.
By Proposition 2.6, ω is then of the form ω(x) = x±ν+1/2ω˜(x) with ω ∈ A .
The problem is that such a nowhere vanishing solution does not necessarily exist.
However, we will be able to reduce the calculation of the zeta-determinant to the calcu-
lation for factorizable operators. In fact, the main essence of the Proposition 3.5 below
is that although H itself may not be factorizable, it becomes factorizable after adding
a suitable L2comp(0, 1) potential. For such perturbations a variational formula for the
zeta-determinant will be established subsequently.
Next we investigate the separated boundary conditions for dj. For dj we can choose
four possibly different closed extensions with separated boundary conditions: For p, q ∈
{a, r} denote by dj,pq the closed extension of dj with boundary condition p at the
left end point and boundary condition q at the right end point. Here, r stands for
the relative boundary condition and a for the absolute boundary condition. More
concretely, dj,rr = dj,min is the closure of dj on C
∞
0 (0, 1), dj,aa = dj,max = (d
t
j,min)
∗ is the
maximal extension. The domains of the mixed extensions can be characterized by
D(dj,ar) =
{
f ∈ D(dj,max)
∣∣ f(1) = 0},
D(dj,ra) =
{
f ∈ D(dj,max)
∣∣ f(x) = O(√x | log(x)|1/2) as t→ 0+}. (3.17)
For each choice of a closed extension D1 of d1 with boundary condition of the form
aa, rr, ar, ra we choose D2 to be the closed extension with dual boundary condition, i.e.
rr, aa, ra, ar, for d2. If ω is real then this means that D2 = D
t
1. We summarize case by
case the corresponding boundary conditions for H12, H21:
Note that ω is a solution to the homogeneous differential equation H12g = 0. In the
notation of Section 1.4 we assume that
ω = cosϑ0 · g1 − sinϑ0 · g2, (3.18)
with 0 ≤ ϑ0 < pi, thus B0,ϑ0ω = 0. Moreover, we assume that B1,ϑ1ω = 0 for a
0 < ϑ1 ≤ pi. We have to exclude ϑ1 = 0 because in that case ω(1) = 0 and hence there
would be a regular singularity also at the right end point. But see Remark 5.6.
For future reference we now list the
3.2. Separated boundary conditions for the factorized operator D1D2.
Case I: D1 = d1,rr, D2 = d2,aa. f ∈ D(D1D2) if and only if f ∈ D(d2,max) and d2f ∈
D(d1,min). Thus one checks that D1D2 = H12(ϑ0, ϑ1) and D2D1 = H21(0, 0) is the
Friedrichs extension of H21.
Case II: D1 = d1,ra, D2 = d2,ar. Then
D1D2 = H12(ϑ0, 0), D2D1 = H21(0, pi − ϑ1).
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Case III: D1 = d1,ar, D2 = d2,ra. Then
D1D2 = H12(0, ϑ1), D2D1 = H21(pi − ϑ0, 0).
Case IV: D1 = d1,aa, D2 = d2,rr. Then
D1D2 = H12(0, 0), D2D1 = H21(pi − ϑ0, pi − ϑ1).
We summarize the previous considerations in the following
Proposition 3.5. Let V ∈ VRe ν be given and let H = lν +X−1V be the corresponding
regular singular Sturm-Liouville operator. Suppose that we are given admissible sepa-
rated boundary conditions Bj,θj , j = 0, 1, for H. Then for 0 < ϑ1 < pi there exists a
function ω(x) = xµ+1/2ω˜ such that ω˜ ∈ A (see Def. 1.2), ω˜(x) 6= 0 for 0 ≤ x ≤ 1 and
B0,θ0ω = 0, B1,ϑ1ω = 0. Moreover, Hω = 0 in a neighborhood of 0 and in a neighborhood
of 1.
If θ1 = 0 we choose any 0 < ϑ1 < pi and if 0 < θ1 < pi we let ϑ1 = θ1.
Putting D1 = d1,ra, D2 = d2,ar if 0 < θ0 < pi, θ1 = 0; D1 = d1,rr, D2 = d2,aa if
0 < θ0 < pi, θ1 > 0; D1 = d1,aa, D2 = d2,rr if θ0 = θ1 = 0 and D1 = d1,ar, D2 = d2,ra if
θ0 = 0, θ1 > 0 we have
H(θ0, θ1) = D1D2 +W (3.19)
with W ∈ L2comp(0, 1).
If V is real then ω can be chosen to be real.
Proof. We can certainly find an ε > 0 and solutions ωj, j = 0, 1, to the differential
equation Hg = 0 on the intervals (0, ε) resp. (1−ε, 1] such that ω0(x) 6= 0 for 0 < x < ε,
ω1(x) 6= 0 for 1 − ε ≤ x ≤ 1 and B0,θ0ω0 = 0, B1,ϑ1ω1 = 0. If V is real we may choose
ωj to be positive. In any case we may choose a nowhere vanishing extension ω to the
whole interval with the claimed regularity properties.
By construction D1D2 has the same boundary conditions as H(θ0, θ1) and there are
neighborhoods of 0, 1 resp. on which the potential of D1D2 coincides with that of H ,
whence (3.19). 
3.3. Comparison of Wronskians. For a factorizable operator H = D1D2 and given
admissible boundary conditions we are now able to compare the Wronskians of normal-
ized fundamental solutions of D1D2 and D2D1.
Proposition 3.6. Let Re ν ≥ 0 and let ω(x) = x−ν+1/2ω˜(x) with ω˜ ∈ A , ω˜(x) 6= 0 for
0 ≤ x ≤ 1. Put d1, d2 as in (3.14) with µ = −ν. Assume that B0,ϑ0ω = 0, B1,ϑ1ω = 0
with admissible boundary conditions Bj,ϑj , 0 < ϑj < pi for H12 = d1d2. Choose D1, D2
as in Proposition 3.5 with θ0 = ϑ0 and θ1 = 0 or θ1 = ϑ1. Let ϕz, ψz be normalized
solutions for (D2D1 + z)g = 0.
Case I: 0 < ϑ1 = θ1 < pi. Then ϕ˜z :=
1
2−2ν d1ϕ, ψ˜z = −d1ψz are normalized solutions
for (D1D2 + z)g = 0. Furthermore, we have
W (ψ˜z, ϕ˜z) =
z
2− 2νW (ψz, ϕz). (3.20)
D2D1 is invertible and the kernel of D1D2 is one–dimensional, hence specD1D2 =
specD2D1 ∪ {0}.
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Case II: θ1 = 0. Then ϕ˜z := (2− 2ν)−1d1ϕ, ψ˜z = −z−1d1ψz are normalized solutions
for (D1D2 + z)g = 0. Furthermore, we have
W (ψ˜z, ϕ˜z) =
1
2− 2νW (ψz, ϕz). (3.21)
D2D1, D1D2 are both invertible and specD2D1 = specD1D2.
Proof. In view of (3.15), (3.16) the characteristic exponents of d1d2 are ±ν + 1/2 and
the characteristic exponents of d2d1 are ±(−ν+1)+1/2. d1ϕz satisfies (d1d2+z)d1ϕz =
d1(d2d1 + z)ϕz = 0. Furthermore, since ϕz is normalized at 0 for D2D1 + z we have in
the notation of (1.29) ϕz(x) ∼ x3/2−ν as x→ 0 and using (3.14) we obtain
d1ϕz(x) ∼ (3/2− ν + 1/2− ν)x1/2−ν = (2− 2ν)x−ν+1/2, (3.22)
hence 1
2−2νd1ϕz is normalized at 0 for D1D2 + z as claimed. This applies to both cases
I and II.
Now consider d1ψz which also solves (d1d2 + z)d1ψz = 0.
Case I: 0 < ϑ1 = θ1 < pi. Then D2D1 = H21(0, 0) and hence ψz being normalized at
1 means ψz(1) = 0, ψ
′
z(1) = −1. Then d1ψz(1) = ψ′z(1) + (ω
′
ω
ψz)(1) = −1 and hence
−d1ψz is normalized at 1.
We now find for the Wronskian
W (ψ˜z, ϕ˜z) =
−1
2− 2νW (d1ψz, d1ϕz) =
−1
2− 2ν
(
d1ψz(d1ϕz)
′ − (d1ψz)′d1ϕz
)
=
1
2− 2ν
(
d1ψz(d2d1ϕz)− (d2d1ψz)d1ϕz
)
=
−z
2− 2ν
(
(d1ψz)ϕz − ψzd1ϕz
)
=
z
2− 2νW (ψz, ϕz). (3.23)
Case II: θ1 = 0. Then D2D1 = H21(0, pi − ϑ1) with 0 < pi − ϑ1 < pi. Thus ψz
being normalized at 1 means ψz(1) = 1 and B1,pi−ϑ1ψz = 0. Then ψz ∈ D(D1 = d1,ra)
thus 0 = d1ψz(1). Hence (d1ψz)
′(1) = −(d2d1ψz)(1) = zψz(1) = z. Thus −z−1d1ψz is
normalized at 1 for H12. Now the same calculation as in (3.23) yields (3.21) and the
Proposition is proved. 
4. The asymptotic expansion of the resolvent trace
Standing assumptions. Let lν := − d2dx2 + ν
2−1/4
x2
be the regular singular model oper-
ator. In this Section we assume ν to be real and non-negative.
4.1. The Dirichlet condition at 0. Let B1,θ = sin θ ·f ′(1)+cos θ ·f(1) be a boundary
operator for the right end point and let Lν = Lν(0, θ) be the closed extension of lν with
domain
D(Lν) =
{
f ∈ D(lν,max)
∣∣ c2(f) = 0, B1,θf = 0}. (4.1)
The following perturbation result will be crucial for establishing the resolvent trace
expansion Theorem 1.4 (cf. [Les98, Lemma 3.1]).
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Proposition 4.1. Let ν ≥ 0. Then Lν is self–adjoint and bounded below.
Let W be a measurable function on [0, 1] such that{
W 2 ∈ L1[0, 1], if ν > 0,
W 2 log
( ·
2
) ∈ L1[0, 1], if ν = 0. (4.2)
Then for z20 > max spec(−Lν) there is a constant C(z0) such that for z ∈ R, z ≥ z0, we
have for the Hilbert–Schmidt norms
‖x−1/2W (Lν + z2)−1/2‖2HS + ‖(Lν + z2)−1/2x−1/2W‖2HS
≤ C(z0)

(
1
z
+
∫ 1/z
0
|W (x)|2dx+ 1
z
∫ 1
1/z
1
x
|W (x)|2dx
)
, if ν > 0,(
1
z
+
∫ 1/z
0
|W (x)|2| log(xz)|dx+ 1
z
∫ 1
1/z
1
x
|W (x)|2dx
)
, if ν = 0,
=: R(z).
(4.3)
If (4.2) is replaced by W 2 ∈ Vν, i.e.{
W 2 log
( ·
2
) ∈ L1[0, 1], if ν > 0,
W 2 log2
( ·
2
) ∈ L1[0, 1], if ν = 0, (4.4)
then
lim
z→∞
R(z) = 0, (4.5)∫ ∞
z0
1
z
|R(z)|dz <∞. (4.6)
Proof. The boundary conditions for Lν are separated and admissible. Therefore, Lν is
self–adjoint. We will see below that the resolvent is Hilbert-Schmidt. Thus Lν has a
pure point spectrum. An eigenfunction satisfying Lνf = λ
2f, λ ∈ R∪ iR, is therefore a
multiple of
√
xJν(λx), where Jν denotes the Bessel function of order ν [Wat95]. From
the known asymptotic behavior of the Bessel functions with imaginary argument one
deduces that Lν has at most finitely many negative eigenvalues and hence is bounded
below.
The kernel kν(x, y; z) of the resolvent (Lν + z
2)−1 is given in terms of the modified
Bessel functions Iν , Kν
kν(x, y; z) =
√
xyIν(xz)
(
Kν(yz)− β(z)Iν(yz)
)
, x ≤ y, (4.7)
where β(z) is determined by the requirement B1,θk(x, ·; z) = 0 (cf. [BrSe85]). One
finds
β(z) =
(cos θ + 1
2
sin θ)Kν(z) + zK
′
ν(z) sin θ
(cos θ + 1
2
sin θ)Iν(z) + zI ′ν(z) sin θ
=
(cos θ + (1
2
+ ν) sin θ)Kν(z)− zKν+1(z) sin θ
(cos θ + (1
2
+ ν) sin θ)Iν(z) + zIν+1(z) sin θ
,
(4.8)
where in the last equation we used the recursion relations [Wat95, 3.71]
zI ′ν(z) = zIν+1(z) + νIν(z), zK
′
ν(z) = −zKν+1 + νKν(z). (4.9)
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Recall the following asymptotic relations for the modified Bessel functions [Wat95,
7.23]
Iν(z) =
1√
2piz
ez
(
1 +O(z−2)
)
,
Kν(z) =
√
pi
2z
e−z
(
1 +O(z−2)
)
,
z →∞, (4.10)
and [Wat95, Sec. 3.7]
Iν(z) ∼ 1
2νΓ(ν + 1)
zν , Kν(z) ∼
{
2ν−1Γ(ν) z−ν , if ν 6= 0,
− log z, if ν = 0, as z → 0; (4.11)
for the notation ∼ see (1.29). From the asymptotics as z →∞ one infers
β(z) = O(e−2z), z →∞. (4.12)
To prove the estimate (4.3) we fix z0 > max spec(−Lν) and find for z ≥ z0
‖x−1/2W (Lν + z2)−1/2‖2HS = ‖(Lν + z2)−1/2x−1/2W‖2HS
= Tr
(
x−1/2W (Lν + z2)−1Wx−1/2
)
=
∫ 1
0
x−1|W (x)|2kν(x, x; z)dx
=
∫ 1
0
|W (x)|2Iν(xz)Kν(xz)dx − β(z)
∫ 1
0
|W (x)|2|Iν(xz)|2dx.
(4.13)
In the following C denotes a generic constant depending only on z0 and ν. We split the
integrals into an integration from 0 to 1/z and from 1/z to 1. In the first regime (4.11)
yields
|Iν(xz)Kν(xz)| ≤
{
C, if ν 6= 0,
C| log(xz)|, if ν = 0, (4.14)
and |Iν(xz)| ≤ C. Thus,∫ 1/z
0
x−1|W (x)|2kν(x, x; z)dx
≤
{
C
∫ 1/z
0
|W (x)|2dx, if ν 6= 0,
C
∫ 1/z
0
|W (x)|2| log(xz)|dx, if ν = 0.
(4.15)
For 1/z ≤ x ≤ 1 we apply (4.10) and find |Iν(xz)Kν(xz)| ≤ Cxz , |Iν(xz)|2 ≤ Cxze2xz.
Thus ∫ 1
1/z
|W (x)|2|Iν(xz)Kν(xz)|dx ≤ C 1
z
∫ 1
1/z
1
x
|W (x)|2dx, (4.16)
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and in view of (4.12)
|β(z)|
∫ 1
1/z
|W (x)|2|Iν(xz)|2dx
≤ Ce−2z
∫ 1
1/z
|W (x)|2 1
xz
e2xzdx
≤ C
(
e−z
1
z
∫ 1/2
1/z
1
x
|W (x)|2dx+ 1
z
∫ 1
1/2
|W (x)|2dx
)
≤ C 1
z
, z ≥ z0.
(4.17)
The estimate (4.3) now follows from (4.13), (4.15), (4.16), (4.17).
Under the assumptions (4.4) we apply Lemma 2.4 to 1
x
R( 1
x
) since
∫∞
z0
1
z
|R(z)|dz =∫ 1/z0
0
1
x
|R( 1
x
)|dx and conclude (4.5), (4.6). 
We return to the discussion of the operator H = lν +X
−1V ; recall that X denotes
the function X(x) = x. We have seen in the previous Proposition that Lν is a bounded
below self–adjoint operator. In fact Lν is the Friedrichs extension of lν restricted to the
domain
D(lν) =
{
f ∈ C∞0 (0, 1]
∣∣ B1,θf = 0}. (4.18)
We now want to construct the Friedrichs extension of H on D(lν) and compare its
resolvent to that of Lν ; cf. [Kat95, VI, 2.3]. The problem is that the domains of Lν
and of the Friedrichs extension of H on D(lν) are not necessarily equal. This is because
the domain of Lν contains functions f(x) with f(x) ∼ xν+1/2 as x → 0. For such a
function, X−1V f is not necessarily in L2[0, 1].
Proposition 4.2. Let H = lν+X
−1V with V ∈ Vν (cf. Def. 1.2). Moreover, let D(lν)
be given by (4.18), 0 ≤ θ < pi, and let q(f, g) := 〈lνf, g〉 be the form of the operator lν.
Then the form
v(f, g) := 〈X−1V f, g〉L2[0,1], f, g ∈ D(lν) (4.19)
is q–bounded with arbitrarily small q–bound b.
Proof. We compute for any g ∈ D(lν) and z ≥ z0
|v(g, g)| =‖x−1/2|V |1/2g‖2L2
≤‖x−1/2|V |1/2(Lν + z2)−1/2‖2〈(Lν + z2)g, g〉.
Now Proposition 4.1 implies, that for any b < 1 there exists z ∈ R+ sufficiently large,
such that
|v(g, g)| ≤ b〈(Lν + z2)g, g〉 = bz2‖g‖2L2 + bq(g, g). 
The quadratic form q is bounded below and closable with closure Q. By the second
representation theorem [Kat95, IV, 2.6 Theorem 2.23], we have
D(Q) = D((Lν + z
2
0)
1/2). (4.20)
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As a consequence of Proposition 4.2 we find in view of [Kat95, VI, 1.6, Theorem
1.33] that (q + v) is a sectorial form with
D(q + v) = D(Q) = D((Lν + z
2
0)
1/2). (4.21)
By the first representation theorem ([Kat95, VI, 2.1, Theorem 2.1]) it determines
uniquely a closed m-sectorial extension H(0, θ) of H = lν +X
−1V , with domain given
by
D
(
H(0, θ)
)
=
{
f ∈ D((Lν + z20)1/2)
∣∣ (lν +X−1V + z20)f ∈ L2[0, 1]},
=
{
f ∈ D(Hmax)
∣∣ c2(f) = 0, B1,θf = 0}. (4.22)
Note that the functional c2 (as well as c1) depends on the potential and the c2 in (4.22)
is the one associated to H .
Theorem 4.3. The operator H(0, θ) is m-sectorial, in particular specH(0, θ) is a subset
of a sector {ξ ∈ C | | arg(ξ− η)| ≤ α}, for some fixed angle α ∈ (0, pi/2) and η ∈ R. Its
resolvent is trace class and
R1(z) := ‖(H(0, θ) + z)−1 − (Lν + z)−1‖tr, z ∈ R+, z > max(−η, 0) (4.23)
satisfies
lim
z→∞
zR1(z) = 0, z ∈ R+, (4.24)∫ ∞
z0
|R1(z)|dx <∞. (4.25)
Furthermore,
Tr
(
H(0, θ) + z
)−1
= Tr
(
Lν + z
)−1
+R2(z)
=
a√
z
+
b
z
+R3(z),
(4.26)
where
a =
1
2
, b = −1
2
(
ν + µ1(B1,θ)
)
=
{
−1
2
(ν + 1
2
), if θ1 = 0,
−1
2
(ν − 1
2
), if 0 < θ1 < pi.
(cf. (1.28)) (4.27)
The remainders R2(z), R3(z) satisfy (4.24) and (4.25) and therefore the zeta-
determinant of H(0, θ) is well–defined by the formula (see (1.12) and Figure 1).
log detζ H(0, θ) = −−
∫
Γ
Tr
(
(H(0, θ) + z)−1
)
dz. (4.28)
Proof. The operator H(0, θ) is m-sectorial, as it arises from the sectorial form (q + v),
see [Kat95, VI.2, Theorem 2.1]. Since by Proposition 4.1 we have
lim
z→∞
‖x−1/2|V |1/2(Lν + z)−1/2‖HS = 0,
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we may invoke the Neumann series to obtain
(H(0, θ) + z)−1 − (Lν + z2)−1
=
∑
n≥1
(−1)n(Lν + z)− 12
[
(Lν + z)
− 1
2x−1V (Lν + z)
− 1
2
]n
(Lν + z)
− 1
2 . (4.29)
There is a little subtlety here since D
(
H(0, θ)
)
does not necessarily equal D(Lν). How-
ever, by Proposition 4.2 the forms of H(0, θ) and Lν have the same domain. This is
used decisively by writing (Lν + z
2)−1/2 at the beginning and at the end of (4.29).
We estimate the trace norm of the individual summands by
‖(Lν + z)−1/2‖2 · ‖(Lν + z)−1/2x−1V (Lν + z)−1/2‖ntr
≤ ‖(Lν + z)−1‖‖x−1/2|V |1/2(Lν + z)−1/2‖nHS · ‖(Lν + z)−1/2x−1/2|V |1/2‖nHS
≤ Cz−1R˜(z)n,
where R˜(z) = ‖x−1/2|V |1/2(Lν + z)−1/2‖HS · ‖(Lν + z)−1/2x−1/2|V |1/2‖HS. The claim
about R1(z) now follows from Proposition 4.1.
The first line of (4.26) follows since |R2(z)| ≤ R1(z). As for the second line of (4.26)
we note that Tr(Lν + z)
−1 has a complete asymptotic expansion as z →∞ [BrSe85],
in particular
Tr
(
Lν + z
)−1
=
a√
z
+
b
z
+O(z−3/2 log z),
with a, b as in (4.27).
For the claim about the zeta-determinant see Section 1.2. 
4.2. General boundary conditions. We now extend Theorem 4.3 to general bound-
ary conditions at 0. Recall that 0 is in the limit point case if and only if ν ≥ 1.
So the following discussion is of relevance only in the case ν < 1. The case ν = 0
bears more difficulties (see [FMPS03], [KLP06]) and therefore we assume from now
on 0 < ν(< 1). The difficulty then is that for 0 < θ0 < pi the resolvent of lν(θ0, θ1)
does not absorb negative x powers as the operator lν(0, θ1) does. Therefore, we do not
have (4.3) at our disposal and hence the resolvent of H(θ0, θ1) cannot be constructed
as a perturbation of the resolvent of lν(θ0, θ1). Instead we will employ the results about
factorizable operators in Section 3.1. However we have to impose a slight restriction on
the class of potentials:
Definition 4.4. Let V ∈ Vν and let H = lν + X−1V be the corresponding regular
singular Sturm-Liouville operator. V is called of determinant class if for any pair of
admissible boundary conditions Bj,θj the operator H(θ0, θ1) satisfies for z ≥ z0, z ∈ R+,∥∥(H(θ0, θ1) + z)−1∥∥ = O(|z|−1), (4.30)∥∥(H(θ0, θ1) + z)−1∥∥tr = O(|z|−1/2), (4.31)
and for any ϕ ∈ C∞0 (0, 1]∥∥ϕ(H(θ0, θ1) + z)−1∥∥L2→H1 = O(|z|−1/2). (4.32)
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Here, ‖ · ‖L2→H1 denotes the norm of a map from L2[0, 1] into the first Sobolev space
H1[0, 1]. We denote the set of determinant class potentials by V detν .
We note some consequences and give some criteria for V being of determinant class.
Lemma 4.5. Let V ∈ V detν and let W ∈ L2comp(0, 1] with suppW ⊂ [δ, 1], δ > 0. Then∥∥W (H(θ0, θ1) + z)−1∥∥ ≤ Cδ‖W‖L2 |z|−2/3, z ≥ z0. (4.33)
For W ∈ L∞[0, 1] we have∥∥W (H(θ0, θ1) + z)−1∥∥ ≤ C‖W‖∞ |z|−1, z ≥ z0. (4.34)
Proof. Choose a cut-off function ϕ ∈ C∞0 (0, 1] with ϕ(x) = 1 for x ≥ δ. Then (4.30),
(4.32) and the complex interpolation method [Tay96, Sec. 4.2] yield for 0 ≤ s ≤ 1∥∥ϕ(H(θ0, θ1) + z)−1∥∥L2→Hs ≤ Cs|z|−1+s/2. (4.35)
By Sobolev embedding we have Hs[0, 1] ⊂ C[0, 1] for s > 1/2 and thus for these s mul-
tiplication by W is continuous Hs → L2 with norm bounded by Cs‖W‖L2. Combining
this with (4.35) gives∥∥W (H(θ0, θ1) + z)−1∥∥L2→L2 ≤ Cs,δ‖W‖L2|z|−1+s/2. (4.36)
(4.33) follows by putting s = 2/3, (4.34) is obvious from (4.30). 
Lemma 4.6. Let V ∈ V detν . If W = W1 +W2,W1 ∈ L∞[0, 1],W2 ∈ L2comp(0, 1] then
V +XW ∈ V detν . 1
Consequently, if V1 ∈ V detν , V2 ∈ Vν and V1(x) = V2(x) for almost all x in a neighbor-
hood of 0 then V2 ∈ V detν . Furthermore, there is a constant depending only on H(θ0, θ1)
and the support of W2 such that for z ≥ z0∥∥(H(θ0, θ1) +W + z)−1 − (H(θ0, θ1) + z)−1∥∥tr
≤ C(‖W1‖∞ + ‖W2‖L2) |z|−7/6. (4.37)
Proof. It follows from Lemma 4.5 that for z large enough we can employ the Neumann
series
(H(θ0,θ1) +W + z)
−1 − (H(θ0, θ1) + z)−1
=
∞∑
n=1
(−1)n(H(θ0, θ1) + z)−1(W (H(θ0, θ1) + z)−1)n (4.38)
and (4.30), (4.31), (4.32) follow for H(θ0, θ1) +W ; also (4.37) immediately follows.
The second claim follows from the first with W = X−1(V2 − V1) ∈ L2comp(0, 1]. 
Proposition 4.7. Let V ∈ Vν be real valued in a neighborhood of 0. Then V ∈ V detν .
Together with Lemma 4.6 this shows that at least potentials of the form V +λ, where
V ∈ Vν is real valued and λ ∈ C, are of determinant class.
1Note that then H +W = lν +X
−1(V +XW ).
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Proof. In view of Lemma 4.6 and Proposition 3.5 we may change V outside a neighbor-
hood of 0 such that V becomes real valued everywhere and such that H(θ0, θ1) = D
∗D,
where D is a closed extension of d = − d
dx
+ω′/ω. For the properties of ω see Proposition
3.5. Note that since V is real valued we may choose ω to be real valued, too and hence,
in the notation of Proposition 3.5, D1 = D
∗
2.
Since D∗D is self–adjoint, elliptic and non-negative (4.30), (4.32) follow immediately
from the Spectral Theorem. If θ0 = 0 then (4.31) follows from Theorem 4.3. If θ0 6= 0
then by Proposition 3.5 the operatorDD∗ has Dirichlet boundary condition at 0. Hence
by Theorem 4.3 the estimate (4.31) holds forDD∗. Since for a non-negative operator the
estimate (4.31) depends only on the spectrum and since specDD∗ ∪ {0} = specD∗D ∪
{0} we reach the conclusion. 
Next we prove two comparison results for the asymptotics of the resolvent in the trace
norm. These will then lead to an asymptotic expansion of the trace of the resolvent
for H(θ0, θ1) for arbitrary admissible boundary conditions and all determinant class
potentials. The technique used in the first comparison result is well–known for elliptic
operators with smooth coefficients on manifolds (cf. e.g. [LMP09, Appendix B]). We
have to be slightly more careful here due to the low regularity assumptions on the
potential.
Proposition 4.8. Let Vj ∈ V detν , j = 1, 2 with V2 − V1 ∈ L2comp(0, 1], that is there
is a δ > 0 such that V1(x) = V2(x) for 0 ≤ x ≤ δ. Let Hj = lν + X−1Vj be the
corresponding regular singular Sturm-Liouville operators and let Bθ0 , Bθ1 resp. Bθ˜1, be
admissible boundary conditions for Hj. Then there is a z0 ≥ 0 such for any δ′ < δ and
z ≥ z0 the difference
(
H1(θ0, θ1) + z
)−1 − (H2(θ0, θ˜1) + z)−1 restricted to L2[0, δ′] is of
trace class and∥∥((H1(θ0, θ1) + z)−1 − (H2(θ0, θ˜1) + z)−1)∣∣L2[0,δ′]∥∥tr = O(|z|−3/2), z ≥ z0, z ∈ R+.
Proof. We choose cut-off functions φ, ψ ∈ C∞0 [0, δ), cf. Figure 2, such that they are
identically one over [0, δ′] and
• supp(φ) ⊂ supp(ψ),
• supp(φ) ∩ supp(dψ) = ∅.
1
δ′ δ
φ ψ
Figure 2. The cutoff functions φ and ψ.
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In particular these conditions yield ψφ = φ. In this proof we will write for brevity
H1 instead of H1(θ0, θ1) and H2 instead of H2(θ0, θ˜1).
We now consider
R(z) := ψ
[
(H1 + z)
−1 − (H2 + z)−1
]
φ.
R(z) maps into the domain of Hj and on the support of ψ the differential expressions
H1 and H2 coincide; moreover ψD(H1) = ψD(H2). Thus (H1+z)R(z) = [H1, ψ]
(
(H1+
z)−1 − (H2 + z)−1
)
. Arguing similarly for R(z)∗ and taking adjoints one then finds
(H1 + z)R(z)(H2 + z) = [−∂2x, ψ]
(
(H1 + z)
−1 − (H2 + z)−1
)
[∂2x, φ],
where [·, ·] denotes the commutator of the corresponding operators and any function is
viewed as a multiplication operator. Hence
R(z) = (H1 + z)
−1[−∂2x, ψ]
(
(H1 + z)
−1 − (H2 + z)−1
)
[∂2x, φ](H2 + z)
−1
and thus
‖R(z)‖tr ≤ ‖(H1 + z)−1‖tr
(
‖[∂2x, ψ](H1 + z)−1‖+ ‖[∂2x, ψ](H2 + z)−1‖
)
·
· ‖[∂2x, φ](H2 + z)−1‖.
By (4.31) we have ‖(H1 + z)−1‖tr = O(|z|−1/2). Let f denote ψ or φ. Then [∂2x, f ] is
a first order differential operator whose coefficients are compactly supported in (0, 1),
hence it maps H1[0, 1] continuously into L2comp(0, 1). Therefore by (4.32), with a cut–off
function χ ∈ C∞0 (0, 1) with χ = 1 in a neighborhood of supp([∂2x, f ]),
‖[∂2x, f ](Hj + z)−1‖ ≤ ‖[∂2x, f ]‖H1→L2‖χ(Hj + z)−1‖L2→H1 = O(|z|−1/2)
for z ≥ z0. Hence ‖[∂2x, φ](Hj+ z)−1‖ = O(|z|−1/2) and ‖[∂2x, ψ](Hj+ z)−1‖ = O(|z|−1/2)
and the proposition is proved. 
We note that in this proof the estimate (4.31) was used only for H1.
Proposition 4.9. Let Vj ∈ V detν , Hj = lν +X−1Vj , j = 1, 2, and let B0,θ˜0 , B0,θ0, B1,θ1
be admissible boundary conditions. Then for any δ > 0∥∥((H1(θ0, θ1) + z)−1 − (H2(θ˜0, θ1) + z)−1)∣∣L2[δ,1]∥∥tr = O(|z|−3/2), z ≥ z0, z ∈ R+.
Proof. Fix δ > 0 and put
H3 := − d
2
dx2
+
(ν2 − 1/4
X2
+
1
X
V1
)
1[δ/2,1] =: ∆ + q, (4.39)
with q ∈ L2comp(0, 1],∆ := − d
2
dx2
.
Exactly as in Proposition 4.8 one now shows∥∥((H1(θ0, θ1) + z)−1 − (H3(θ˜0, θ1) + z)−1)∣∣L2[δ,1]∥∥tr = O(|z|−3/2), (4.40)
for z ≥ z0, z ∈ R+. Furthermore, an elementary calculation involving the explicitly
computable resolvent kernel of ∆(θ˜0, θ1) shows ‖q(∆(θ˜0, θ1) + z)−1‖tr = O(|z|−1/2). A
Neumann series argument then gives∥∥((H3(θ˜0, θ1) + z)−1 − (∆(θ˜0, θ1) + z)−1)∣∣L2[δ,1]∥∥tr = O(|z|−3/2). (4.41)
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(4.40) and (4.41) imply for z ≥ z0, z ∈ R+,∥∥((H1(θ0, θ1) + z)−1 − (∆(θ˜0, θ1) + z)−1)∣∣L2[δ,1]∥∥tr = O(|z|−3/2). (4.42)
The same line of reasoning applies to H2 and hence (4.42) also holds with H2(θ˜0, θ1)
instead of H1(θ0, θ1), whence the result. 
Theorem 4.10. Let V ∈ V detν , ν > 0, and let H = lν + X−1V be the corresponding
regular singular Sturm-Liouville operator. Let 0 ≤ θj < pi (θ0 = 0 if ν ≥ 1).
Then the resolvent of H(θ0, θ1) is trace class. Moreover, there is a z0 ≥ 0 such that
H(θ0, θ1) + z is invertible for z ≥ z0 and
Tr
(
H(θ0, θ1) + z
)−1
=
a√
z
+
b
z
+R3(z), z ≥ z0,
where a = 1
2
,
b = −1
2
(
µ(B0,θ0) + µ(B1,θ1)
)
=

−1
2
ν − 1
4
, if θ0 = θ1 = 0,
−1
2
ν + 1
4
, if θ0 = 0, 0 < θ1 < pi,
1
2
ν − 1
4
, if 0 < θ0 < pi, θ1 = 0,
1
2
ν + 1
4
, if 0 < θ0, θ1 < pi,
(4.43)
(cf. (1.28)) is independent of V , and the remainder R3(z) satisfies
lim
z→∞
zR3(z) = 0, z ∈ R+, (4.44)∫ ∞
z0
|R3(z)|dx <∞, z0 > max spec
(−H(θ0, θ1)) ∩ R. (4.45)
In particular the zeta-determinant of H(θ0, θ1) is well–defined by the formula (1.12),
log detζ L = −−
∫
Γ
Tr(H(0, θ) + z)−1)dz. (4.46)
Proof. By Proposition 3.5 we may choose a factorizable operator H1(θ0, θ1) = D1D2
such that there is a δ > 0 such that the coefficients of H1 and H coincide on the
interval [0, δ]. Here, D1, D2 are appropriate closed extensions of the operators d1, d2 in
(3.14) with µ = −ν. Then by Propositions 4.8, 4.9 we find∥∥((H(θ0, θ1) + z)−1 − (D1D2 + z)−1)∥∥tr = O(|z|−3/2), z ≥ z0, z ∈ R+, (4.47)
and hence
Tr
(
H(θ0, θ1) + z
)−1
= Tr
(
D1D2 + z
)−1
+O(|z|−3/2). (4.48)
We now have to discuss the four possible cases listed in Section 3.2, see also (3.15),
(3.16):
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Case I: D1 = d1,rr, D2 = d2,aa. Then D1D2 has a one-dimensional null space and D2D1
is invertible. Applying Theorem 4.3 to D2D1 we obtain
Tr
(
D1D2 + z
)−1
= Tr
(
D2D1 + z
)−1
+ z−1 =
a√
z
+
b
z
+R3(z), (4.49)
where R3(z) has the claimed properties (4.44) and (4.45) and a = 1/2, b = −1/2(1 −
ν+1/2−2) = 1/2(ν+1/2). Note that in formulas involving D2D1, according to (3.16),
the ν has to be replaced by 1− ν.
Case II: D1 = d1,ra, D2 = d2,ar. Then D1D2 and D2D1 are both invertible and hence
Tr(D1D2 + z)
−1 = Tr(D2D1 + z)−1, and we can proceed as in Case I.
In the remaining cases III (D1 = d1,ar, D2 = d2,ra) and IV (D1 = d1,aa, D2 = d2,rr)
one can apply Theorem 4.3 directly to D1D2. 
5. Variation of the regular singular potential
In this section we discuss the behavior of the fundamental system of solutions un-
der a certain variation of the potential and derive a variational formula for the zeta-
determinant.
Standing assumptions. Let ν ≥ 0, V ∈ V detν and let Wη ∈ L∞[0, 1]+L2comp(0, 1] be a
family of functions depending on a real or complex parameter η. To avoid unnecessary
technicalities we assume that Wη is of the form Wη = W1,η + W2,η where W1,η ∈
L∞[0, 1],W2,η ∈ L2comp(0, 1] satisfy
(i) η 7→W1,η is differentiable as a map into the Banach space L∞[0, 1],
(ii) there is a fixed δ > 0 such that suppW2,η ⊂ [δ, 1] and η 7→ W2,η
∣∣
[δ,1]
is differen-
tiable as a map into the Banach space L2[δ, 1].
For notational convenience we assume W0 = 0 and put Vη := V +XWη and
Hη := lν +X
−1Vη = lν +X−1(V +XWη) =: H0 +Wη =: − d
2
dx2
+ qη. (5.1)
η0 = 0 serves as a base point for a perturbative construction of a fundamental system.
5.1. Fundamental solutions and their asymptotics. According to Theorem 2.1
let g1,η be the unique solution of the ODE Hηg1,η = 0 with g1,η(x) ∼ xν1 , as x → 0+.
Note that the second solution g2,η in Theorem 2.1 is not uniquely determined by the
requirement g2,η(x) = − 12νxν2 , cf. Remark 3.2. Since the solutions now depend on the
parameter η, the choice of g2,η becomes important. Before we specify g2,η we discuss
the dependence of g1,η on η. To do so recall the operator Kν from (2.11) in Section 2.
For α ≥ 0 consider the Banach space XαC[0, 1] with norm
‖f‖α := sup
0≤x≤1
|x−αf(x)|, (5.2)
and the Banach space C1α[0, 1] consisting of those functions in f ∈
(
XαC[0, 1]
)∩C1(0, 1]
with f ′ ∈ Xα−1C[0, 1] and norm
‖f‖C1α := ‖f‖α + ‖f ′‖α−1. (5.3)
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For f ∈ XαC[0, 1] the inequality (2.15) gives
|(KνV )nf(x)| ≤ xα 1|ν|nn!‖f‖α
(∫ x
0
|V (y)|dy
)n
, ν 6= 0, (5.4)
thus KνV is a bounded operator on X
αC[0, 1] with spectral radius zero. Furthermore,
for f ∈ XαC[0, 1] (cf. (2.19))
|(KνV f)′(x)| ≤ xα−1‖f‖α
∫ x
0
|V (y)|dy, (5.5)
hence KνV maps X
αC[0, 1] continuously into C1α[0, 1].
Recall from (2.17) that g1,η(x) = x
ν1(1 + φη(x)) with
φη = (I −KνVη)−1KνVη1. (5.6)
Consequently φη is differentiable in η and
∂ηφη = (I−KνVη)−1Kν(X∂ηWη)1
+ (I −KνVη)−1Kν(X∂ηWη)(I −KνVη)−1KνVη1.
(5.7)
Since ∂ηWη is bounded near 0, the operator Kν(X∂ηWη) maps C
1
α[0, 1] continuously
into C1α+2[0, 1] and hence we have proved
Lemma 5.1. Under the assumptions stated at the beginning of this section, g1,η is dif-
ferentiable in η with ∂ηg1,η(x) = O(x
ν1+2), ∂ηg
′
1,η(x) = O(x
ν1+1) as x→ 0+. Moreover,
the O–constants are locally uniform in η and hence g1,η(x)− g1,η0(x) = O(xν1+2).
After these preparations we can discuss the second fundamental solution g2,η. For η
in a neighborhood of 0 we can fix x0 ∈ (0, 1) such that g1,η(x) 6= 0 for 0 ≤ x ≤ x0. For
these x we note
g1,η(x)
−2 − g1,0(x)−2
=
[g1,η(x) + g1,0(x)][g1,0(x)− g1,η(x)]
(g1,η(x))2(g1,0(x))2
= O(x2−2ν1), x→ 0+ , (5.8)
where the O–constant is independent of η. Hence g−21,η − g−21,0 is integrable over (0, x0]
and we put for x ∈ (0, x0)
g2,0(x) = g1,0(x)
∫ x0
x
g1,0(y)
−2dy, (5.9)
g2,η(x) = −g1,η(x)
∫ x
0
[g1,η(y)
−2 − g1,0(y)−2]dy + g1,η(x)
g1,0(x)
g2,0(x). (5.10)
From (5.8), (5.9) and (5.10) we immediately get
Lemma 5.2. g1,η, g2,η is a fundamental system of solutions for the ODE Hηg = 0
satisfying (2.5), (2.6). Moreover, g2,η is also differentiable in η and we have for ν > 0
g2,η(x) = g2,0(x) +O(x
ν2+2), (5.11)
∂ηg2,η(x) = O(x
ν2+2), ∂ηg
′
2,η(x) = O(x
ν2+1), (5.12)
as x→ 0. For ν = 0 the estimates are O(x5/2−ν log x) = O(x5/2 log x), O(xν2+2 log x) =
O(x5/2 log x), O(xν2+1 log x) = O(x3/2 log x), respectively.
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Lemma 5.1 and 5.2 imply:
Corollary 5.3. For ν > 0 we have the following asymptotics for the Wronskians
W (gj,η, ∂ηgk,η) = gj,ηg
′
k,η − g′j,ηgk,η, j, k = 1, 2, as x→ 0+:
W (g1,η, ∂ηg1,η)(x) = O(x
2ν1+1), (5.13)
W (g2,η, ∂ηg1,η)(x) = O(x
ν1+ν2+1) = O(x2), (5.14)
W (g1,η, ∂ηg2,η)(x) = O(x
ν1+ν2+1) = O(x2), (5.15)
W (g2,η, ∂ηg2,η)(x) = O(x
2ν2+1). (5.16)
If ν = 0 then the estimates are O(x2 log x) in all four cases.
Hence for ν ≥ 0 and all j, k = 1, 2, we have
lim
x→0
W (gj,η, ∂ηgk,η)(x) = 0.
Now we are ready to state the variational result which generalizes [Les98, Prop. 3.4]
to arbitrary boundary conditions and to more general potentials:
Theorem 5.4. 1. Let 0 < ν < 1, V ∈ V detν and let η 7→ Wη ∈ L∞[0, 1] + L2comp(0, 1]
be differentiable in the sense described at the beginning of this section. Furthermore,
let 0 ≤ θj < pi, j = 0, 1 and let Hη = lν + X−1V + Wη. Fix η0 and let gj,η be the
fundamental system constructed above, relative to the base point η0 (gj,η0 plays the role
of the gj,0 above).
Then we have Hη(θ0, θ1) = Hη0(θ0, θ1) +Wη −Wη0 . Moreover, if Hη0(θ0, θ1) is in-
vertible then η 7→ log detζ Hη(θ0, θ1) is differentiable at η0 and if ϕη, ψη denotes a fun-
damental system which is normalized for the boundary conditions Bj,θj , j = 0, 1 we
have
d
dη
∣∣
η0
log detζ Hη(θ0, θ1) =
d
dη
∣∣
η0
logW (ψη, ϕη). (5.17)
2. Let ν ≥ 0 and let η 7→ Vη ∈ Vν be differentiable (recall from Def. 1.2 that Vν is
naturally a Fre´chet space). Let Hη = lν +X
−1Vη, 0 ≤ θ < pi. If Hη0(0, θ0) is invertible
then η 7→ log detζ Hη(0, θ) is differentiable at η0 and formula (5.17) holds accordingly.
Proof. 1. Let 0 < ν < 1. By Lemma 5.1 and Lemma 5.2 we have
g1,η(x)− g1,η0(x) = O(x5/2),
g2,η(x)− g2,η0(x) = O(x3/2),
x→ 0. (5.18)
Hence by Theorem 3.1 the domain of Hη,max as well as the functionals c1, c2 are inde-
pendent of η. Thus we have indeed Hη(θ0, θ1) = Hη0(θ0, θ1) +Wη −Wη0 . The proof
of Lemma 4.5 shows that Wη is Hη0(θ0, θ1)-bounded and the assumptions on the map
η 7→Wη then imply that η 7→ Hη(θ0, θ1) is a graph continuous family of self-adjoint op-
erators; in particular there is an ε > 0 such that Hη(θ0, θ1) is invertible for |η− η0| < ε.
From now on we assume |η − η0| < ε.
From the estimate (4.37) we conclude that
log detζHη(θ0, θ1)− log detζ Hη0(θ0, θ1)
= −
∫
Γ
Tr
(
(Hη(θ0, θ1) + z)
−1 − (Hη0(θ0, θ1) + z)−1
)
dz
(5.19)
REGULAR SINGULAR OPERATORS, ZETA-DETERMINANTS 35
where the integrand on the right is absolutely summable as it is O(|z|−7/6), z →∞.
Furthermore, according to our assumptions on Wη we have
d
dη
(
(Hη(θ0, θ1) + z)
−1 − (Hη0(θ0, θ1) + z)−1
)
= −(Hη(θ0, θ1) + z)−1(∂ηWη)(Hη(θ0, θ1) + z)−1.
(5.20)
By (4.37) the trace norm of the right hand side is O(|z|−7/6) where the O−constant
is locally independent of η. By the Dominated Convergence Theorem we may thus
differentiate under the integral and find
d
dη
log detζ Hη(θ0, θ1)
=
∫
Γ
Tr
(
(Hη(θ0, θ1) + z)
−1(∂ηWη)(Hη(θ0, θ1) + z)−1
)
dz
=−
∫
Γ
d
dz
Tr
(
(∂ηWη)(Hη(θ0, θ1) + z)
−1)dz
=Tr
(
(∂ηWη
)
Hη(θ0, θ1)
−1).
(5.21)
Having established this identity we can now proceed as in the proof of [Les98, Prop.
3.4], making essential use of Corollary 5.3.
The kernel Gη(x, y) of Hη(θ0, θ1) is given by
Gη(x, y) =W (ψη, ϕη)
−1ϕη(x)ψη(y), x ≤ y, (5.22)
W (ψη, ϕη) 6= 0 since Hη(θ0, θ1) is invertible by assumption. Since gj,η are differentiable
in η (Lemma 5.1 and Lemma 5.2) so are ϕη, ψη. In fact, the normalization condition
implies
ϕη =
{
− cot θ0 · g1,η + g2,η, if 0 < θ0 < pi,
g1,η, if θ0 = 0.
ψη = aηg1,η + bηg2,η,
(5.23)
where aη, bη depend differentiably on η. Differentiating the formula ϕ
′′
θ,η = qηϕθ,η with
respect to η gives
∂ηϕ
′′
η = (∂ηqη)ϕη + qη∂ηϕη = (∂ηWη)ϕη + qη∂ηϕη, (5.24)
and hence
(∂ηWη)ϕηψη =(∂ηϕ
′′
η)ψη − qη(∂ηϕη)ψη = (∂ηϕη)′′ψη − (∂ηϕη)ψ′′η
=
d
dx
(
(∂ηϕη)
′ψη − (∂ηϕη)ψ′η
)
=
d
dx
W (ψη, ∂ηϕη).
(5.25)
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Thus we find
d
dη
log detζ Hη(θ0, θ1) = Tr
(
(∂ηWη)Hη(θ0, θ1)
−1)
=W (ψη, ϕη)
−1
∫ 1
0
d
dx
W (ψη, ∂ηϕη)(x)dx
=W (ψη, ϕη)
−1(W (ψη, ∂ηϕη)(1)− lim
x→0+
W (ψη, ∂ηϕη)(x)
)
.
By Corollary 5.3 we have
lim
x→0+
W (ψη, ∂ηϕη)(x) = 0. (5.26)
On the other hand
W (∂ηψη, ϕη)(1) = 0, (5.27)
since ψη is normalized with ψη(1) = 0 and ψ
′
η(1) = −1 in case of Dirichlet boundary
conditions and with ψη(1) = 1 in case of generalized Neumann boundary conditions.
Note that in contrast to [Les98], the proof of relation (5.26) requires a careful as-
ymptotic analysis of the fundamental solutions as summarized in Corollary 5.3.
In view of (5.26) and (5.27) we arrive at
d
dη
log detζ Hη(θ0, θ1) = W (ψη, ϕη)
−1(W (ψη, ∂ηϕη)(1) +W (∂ηψη, ϕη)(1))
= W (ψη, ϕη)
−1 d
dη
W (ψη, ϕη) =
d
dη
logW (ψη, ϕη)
and the proof of 1. is complete.
2. For the proof of 2. we only have to note that by Proposition 4.1 we can estimate
the trace norm of (Hη(0, θ) + z)
−1(∂ηVη)(Hη(0, θ) + z)−1 by C|z|−1R(z) where R(z)
satisfies (4.6) and the constant C is locally independent of η. Thus we conclude the
variation formula (5.21). The remaining arguments are then completely analogous to
the proof of 1. 
Remark 5.5. One can also prove a variation formula for the dependence of the zeta-
determinant on the boundary conditions θ0, θ1. For the variation of θ1 at the regular
end this is standard, see e.g. [Les98, Prop. 3.6]. For the variation of θ0 the proof is
much more delicate. Due to our approach via factorizable operators the result is not
needed and therefore omitted. However, the factorization method does not extend to
matrix valued potentials in a straightforward way. So, if one would like to generalize
the results of this paper to matrix valued potentials with regular singularities then one
would probably need to establish a formula for the variation of the zeta-determinant
under the variation of the boundary conditions at the singular end.
5.2. Proof of the Main Theorem 1.5. We are now finally ready to prove the Main
Theorem 1.5. As in [Les98, Sec. 4] we first note that (1.30) is obviously true ifH(θ0, θ1)
is not invertible. Furthermore, if ϕ(·, z), ψ(·, z) denote the normalized solutions for
H(θ0, θ1) + z it follows from Theorem 5.4 (surely, for V ∈ V detν the family z 7→ V + zX
satisfies the standing assumptions of the beginning of this section) that detζ(H(θ0, θ1)+
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z) and W (ψ(·, z), ϕ(·, z)) are holomorphic functions in C with the same logarithmic
derivative. Hence it suffices to prove the formula for H(θ0, θ1) + z for one z ∈ C.
Let us now first assume that θ0 = 0, i.e. at the left end point we have the Dirichlet
boundary condition. Except for the low regularity assumptions on the potential this
case was treated in [Les98]. From loc. cit. we will only use the result that the formula
(1.30) holds for θ0 = 0 and V (x) = xz, i.e. for the operator lν(0, θ1) + z. To reduce
the claim to this case we consider Vη := ηV . By Proposition 4.1, Lν := lν(0, θ1) is self–
adjoint and bounded below and from (4.3) we infer that Hη(0, θ1)+z := Lν+ηX
−1V +z
is invertible for 0 ≤ η ≤ 1 and z ≥ z0. Hence we may apply the variation result Theorem
5.4, 2. and we are reduced to the case V = 0 and thus to [Les98].
Next we consider the case 0 < θ0 < 1. As noted before this necessarily means ν < 1,
since for ν ≥ 1 the left end point is in the limit point case. The case ν = 0 is beyond
the scope of this paper and so we assume 0 < ν < 1. By Proposition 3.5 we have
H(θ0, θ1) = D1D2 +W with W ∈ L2comp(0, 1] and D1 = d1,ra, D2 = d2,ar if θ1 = 0, and
D1 = d1,rr, D2 = d2,aa if θ1 > 0. Putting Wη = ηW, 0 ≤ η ≤ 1, we infer from Lemma
4.5 that D1D2 + ηW + z is invertible for 0 ≤ η ≤ 1 and z ≥ z0, thus invoking again
the variation result Theorem 5.4, 1. we are reduced to prove the formula (1.30) for
the operator D1D2 + z. Note that D2D1 has the Dirichlet boundary condition at 0
and hence (1.30) holds for D2D1 + z by the first part of this proof. We now look at
the cases already discussed in the proof of Proposition 3.6. We use the notation from
loc. cit., in particular ϕz, ψz denote a pair of normalized solutions for (D2D1+ z)g = 0
and ϕ˜z =
1
2−2νd1ϕz, ψ˜z = −d1ψz the corresponding pair of normalized solutions for
(D1D2 + z)g = 0.
Denote by µ0, µ1 the invariants defined in (1.27), (1.28) of the boundary conditions
for D1D2. Denote by µ
′
j the corresponding invariants for D2D1.
Case I: 0 < θ1 < pi. The kernel of D1D2 is one–dimensional and D2D1 is invertible.
We have µ0 = −ν, µ1 = −1/2. µ′0 = 1 − ν, µ′1 = 1/2. Thus, using the proven formula
(1.30) for D2D1 and Proposition 3.6
detζ(D1D2 + z) = z detζ(D2D1 + z)
=
zpi
2µ
′
0
+µ′
1Γ(µ′0 + 1)Γ(µ
′
1 + 1)
W (ψz, ϕz)
=
2(1− ν)pi
2µ0+µ1+2Γ(µ0 + 2)Γ(µ1 + 2)
W (ψ˜z, ϕ˜z)
=
pi
2µ0+µ1Γ(µ0 + 1)Γ(µ1 + 1)
W (ψ˜z, ϕ˜z).
(5.28)
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Case II: θ1 = 0. Here D1D2 and D2D1 are both invertible and we have µ0 = −ν, µ1 =
1/2. µ′0 = 1− ν, µ′1 = −1/2. Thus
detζ(D1D2 + z) = detζ(D2D1 + z)
=
pi
2µ
′
0
+µ′
1Γ(µ′0 + 1)Γ(µ
′
1 + 1)
W (ψz, ϕz)
=
2(1− ν)pi
2µ0+µ1Γ(µ0 + 2)Γ(µ1)
W (ψ˜z, ϕ˜z)
=
pi
2µ0+µ1Γ(µ0 + 1)Γ(µ1 + 1)
W (ψ˜z, ϕ˜z).
(5.29)
The proof is complete. 
Remark 5.6. We conclude by mentioning that Theorem 1.5 can be extended to po-
tentials with regular singularities at both end points (and otherwise having the same
regularity properties as the class V detν ). The formula (1.30) remains the same. For the
proof one first employs the factorization method we used here to arrange that, say at
the left end point, one has Dirichlet boundary conditions. For this boundary condition
a variation formula for the variation of the singular potential was proved in [Les98,
Prop. 3.7]. This variation formula is still valid for our class of potentials and it allows
to deform the parameter ν to ν = 1/2. Now one is basically in the situation with one
regular end point and one singular end point and Theorem 1.5 can be applied. The
details are left to the reader.
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