We prove several results concerning classifications, based on successive observations (X 1 , . . . , X n ) of an unknown stationary and ergodic process, for membership in a given class of processes, such as the class of all finite order Markov chains.
Introduction and Statement of Results
If G is a subclass of all stationary and ergodic binary processes then a sequence of functions g n : {0, 1} n → {Y ES, NO} is a classification for G in probability if lim n→∞ P (g n (X 1 , . . . , X n ) = Y ES) = 1 for all processes in G, and lim n→∞ P (g n (X 1 , . . . , X n ) = NO) = 1 for all processes not in G.
Similarly, g n : {0, 1} n → {Y ES, NO} is a classification for G in a pointwise sense if g n (X 1 , . . . , X n ) = Y ES eventually almost surely for all processes in G, and g n (X 1 , . . . , X n ) = NO eventually almost surely for all processes not in G. Of course, if g n is a classification in a pointwise sense then it is a classification in probability but a classification in probability is not necessarily a classification in a pointwise sense.
For the class M k of k-step mixing Markov chains of fixed order k, there is a pointwise classification of the type we have just described. (For mixing Markov chains see Proposition I.2.10 in Shields (1996) .) It was carried out in detail for independent processes by Bailey (1976) . (Actually he proved the result only for independent processes and indicated how to generalize his result for the class of M k .) For the class M mix = ∞ k=0 M k of mixing Markov chains of any order, Bailey showed that no such classification exists.
See Ornstein and Weiss (1990) for some further results on this kind of question. Our concern in this paper is with the class of finitarily Markovian processes which is defined as follows.
Let {X n } ∞ n=1 be a stationary and ergodic binary time series. A one sided stationary time series {X n } ∞ n=1 can always be thought to be a two sided time series {X n } ∞ n=−∞ . For m ≤ n let X n m = (X m , . . . , X n ).
Definition: A stationary and ergodic binary time series {X n } is said to be finitarily 
This class includes all finite order Markov chains (mixing or not) and many other processes such as the finitarily deterministic processes of Kalikow, Katznelson and Weiss (1992 
and
Now we define the binary hidden Markov chain {X i }, which we denote as,
Let f (0) = 0, f (1) = 0, and f (s) = 1 for all even states s. A feature of this definition of f (·) is that whenever X n = 0, X n+1 = 0, X n+2 = 1 we know that M n = 0 and vice versa. and transition probabilities P (X 2 = 1|X 1 = 0) = P (X 2 = 2|X 1 = 1) = 1, P (X 2 = 0|X 1 = 2) = P (X 2 = 1|X 1 = 2) = 0.5. This yields a stationary and ergodic Markov chain {M n }, cf. Example I.2.8 in Shields (1996) . Clearly, the resulting time series X n = I {Mn=0} will not be Markov of any order. The conditional probability P (X 1 = 0|X Shields (1996) . )
Our main result is that there is no classification for membership in the class of finitarily Markovian processes. As a byproduct we will also improve Bailey's result from mixing Markov chains to the class of Markov chains. Our results apply to both pointwise classifications and classifications in probability.
Theorem 1 Given a sequence of functions
• for all stationary and ergodic binary Markov chains {X n } with arbitrary finite order
• for all stationary and ergodic binary non finitarily Markovian processes
we construct a single stationary and ergodic binary process {X n }such that
Corollary 1 There is no classification for the class of all stationary and ergodic binary
Markov chains with arbitrary finite order, in a pointwise sense or in probability.
Remark 1 For motivation consider the universal intermittent estimation problem where
the goal is to find stopping times τ k such that one can estimate 
Proofs
The following lemma is well known.
Lemma 1 Let {X n } be a stationary and ergodic binary time series and N a positive integer. Then there is a stationary and ergodic binary Markov chain {Z n } of some finite order ≤ N such that the N dimensional distributions of {X n } and {Z n } are identical.
). This yields a stationary and ergodic Markov chain {Z n } of some finite order ≤ N with the original marginal
Clearly {Z n } is a stationary Markov chain of some finite order ≤ N since {X n } was stationary. The chain {Z n } can be thought of as one step Markov chain by passing to N-tuples. The ergodicity of the {X n } process guarantees that this chain is irreducible when considered as a chain on those N-tuples which have positive measure under the distribution of X N 1 . The process {Z n } is also ergodic since stationary binary irreducible Markov chains of some finite order are ergodic by Proposition I.2.9 in Shields (1996).
(Cf. also Kemeny and Snell (1960) .) The proof of Lemma 1 is complete.
Definition:
The entropy rate H associated with a stationary binary time series {X n } is defined as
Lemma 2 Given a stationary and ergodic binary process {X n }, an integer N > 0 and a real number 0 < δ < 1, there exists a stationary and ergodic non finitarily Markovian process {Y n } such that
Proof: Let {Z n } be a stationary and ergodic binary time series with zero entropy rate such that all finite words have positive probability. It is well known that such processes exist. For the sake of completeness we supply a proof in Lemma 3 in the Appendix. This process is clearly not finitarily Markovian.
By ergodicity of the {X n } process, there exists an r and a word w We would like to define a process in which we alternate between the fixed word w Thus there is at least one word u m 1 with the desired property. The word u m 1 will serve as a synchronyzing word.
We will define the desired {Y n } process in two steps. First we will define a nonstationary process {W n } as follows. Consider n − 1 = η(m + r + 1) + θ, where 0 ≤ θ ≤ m + r and η ≥ 0. The process {W n } will be obtained by inserting a fixed block u 
Our assumptions on the synchronizing word imply that such a process will not be stationary and to ensure stationarity we need to randomize over m + r + 1. Here is a formal description. Let ζ be distributed on {0, . . . , m + r} uniformly. Let ζ be independent from
(That is, {Y n } is constracted from {W n } by averaging over the m + r + 1 shifts of the {W n } process. )
The fact that u m 1 was synchronyzing means that ζ is a function of the {Y n } process. Thus from {Y n } one recovers exactly the {Z n } process. Now {Y n } is a stationary and ergodic binary non finitarily Markovian time series since {Z n } was such. To see that (3) is satisfied one uses the property of w r 1 and takes r sufficiently large so that the edge effects caused by u m 1 are negligible. The proof of Lemma 2 is complete.
Proof of Theorem 1:
To construct {X n } we will alternately use the two lemmas to construct a sequence of processes {Y (i) n }, which for odd i will be a Markov chain and for even i will not even be finitarily Markovian but the entire sequence will converge to an ergodic process {X n } which will have the required properties. Here is how this is done.
Let 0 < ǫ k < 1 such that ǫ k → 0 and 0 < δ k < 1 such that ∞ k=1 δ k < 0.25. We construct our process as follows: Let {Y (1) n } be independent and identically distributed random variables assuming the values {0, 1} with equal probabilities. Let N 1 > 1 be so large that
and there exists a set U N 1 ⊆ {0, 1}
Assume for k = 2, . . . , i − 1 we have already defined a sequence of stationary and ergodic binary time series {Y (k) n } and positive integers N k > k 2 and sets
n } is not finitarily Markovian and
n } is a Markov chain with some order and
Now we define it for i. If i is odd then apply Lemma 1 for {Y
denote the resulting stationary and ergodic binary Markov chain. Now let N i > i 2 be so large that
and there is a set
By assumption (1) and the ergodicity of {Y n } denote the resulting non finitarily Markovian process. Now let N i > i 2 be so large that
By assumption (2) and the ergodicity of {Y
Now it follows from the construction that for any n ≤ N k and k ≤ K,
which tends to zero as k → ∞. Now define {X n } in the following way: For each n let
Clearly {X n } is stationary since all {Y (4) and Lemma 4 in the Appendix, {X n } is also ergodic. Now it follows from the construction that
Thus for k even,
and the right hand side tends to 1 as k → ∞. Similarly. when k is odd,
and the right hand side tends to 1 as k → ∞. The proof of Theorem 1 is complete.
Appendix
We present now the proofs of two fairly standard lemmas that we used before. Partition A into A k = {x ∈ A : τ A (x) = k}. Note that T i A k : 0 ≤ i < k} are disjoint sets. We will define a particular set A with the property that for all k the sets A k will have positive measure. Indeed, one can choose inductively points {x n } and δ n > 0, ∞ m=n+1 mδ m < 0.1δ n sufficiently small so that if I n = [x n − δ n , x n + δ n ] the A defined as follows will have the required property:
It is easy to see that for all k, µ(A k ) > 0. In this case we can list all binary words with finite length, {0, 1, 00, 01, . . . } = {w 1 , w 2 , . . . }, and denote by |w k | the length of w k .
Define a partition of [0, 1] into two sets {P 0 , P 1 } by taking the k-th word w k in the list and assigning the first |w k | sets of ( 
It is clear that all finite words have positive probability. Furthermore it is well known that any process defined by an irrational rotation as above is stationary and ergodic and has zero entropy cf. Cornfeld et al. (1982) . The proof of Lemma 3 is complete.
Lemma 4 A binary stationary time series {X n } is ergodic if there is a sequence of positive integers N k > k 2 tending to ∞, ǫ k > 0 tending to zero and a sequence of sets
Proof: First observe that (5) implies that for all u
(Indeed,
which is, by assumption, less than ǫ k .)
Now for any M ≤ k and u
where we used (6) . Thus for any M ≤ k and u
Assume the process {X n } is stationary but not ergodic. Then for some M and for some almost surely exists, but the limit is not a constant on any set of probability one. (Cf.
Theorem 7.2.1 in Gray (1988) .) This means that there exist δ > 0 and positive integer n 0 such that for all n > n 0 there will be sets E n , F n ⊆ {0, 1} n of probability > 10δ such that for all u n 1 ∈ E n and v However this leads to a contradiction since U N k fills all but δ while on sets E N k and F N k , which have probability at least 10δ, the empirical distributions differ. (U N k should have nonempty intersection with both E N k and F N k and so on U N k the emprical distribution should differ by 10δ which contradicts (7) and the fact that ǫ k +2 M (k−M)/(N k −M +1) < δ. ) The proof of Lemma 4 is complete.
