NLP (Natural Language Processing) is a technology that enables computers to understand human languages. Deep-level grammatical and semantic analysis usually uses words as the basic unit, and word segmentation is usually the primary task of NLP. In order to solve the practical problem of huge structural differences between different data modalities in a multi-modal environment and traditional machine learning methods cannot be directly applied, this paper introduces the feature extraction method of deep learning and applies the ideas of deep learning to multi-modal feature extraction. This paper proposes a multi-modal neural network. For each mode, there is a multilayer sub-neural network with an independent structure corresponding to it. It is used to convert the features in different modes to the same-modal features. In terms of word segmentation processing, in view of the problems that existing word segmentation methods can hardly guarantee long-term dependency of text semantics and long training prediction time, a hybrid network English word segmentation processing method is proposed. This method applies BI-GRU (Bidirectional Gated Recurrent Unit) to English word segmentation, and uses the CRF (Conditional Random Field) model to annotate sentences in sequence, effectively solving the long-distance dependency of text semantics, shortening network training and predicted time. Experiments show that the processing effect of this method on word segmentation is similar to that of BI-LSTM-CRF (Bidirectional-Long Short Term Memory-Conditional Random Field) model, but the average predicted processing speed is 1.94 times that of BI-LSTM-CRF, effectively improving the efficiency of word segmentation processing.
I. INTRODUCTION
With the rapid development of Internet information technology and the continuous advancement of science and technology, a large amount of data of various types and structures have been accumulated in the real life and scientific research fields. In the real world, for the observation target of the same semantic conceptual ontology, multiple observation methods can often be used to obtain data information from multiple different observation channels, and these data from different information channels describe the same concept. Each of these kinds of information data can be called a different modal, or different observation perspectives. Different infor-there is no necessary connection between increasing the layer structure and obtaining better feature representations. For example, in a neural network, the more hidden layers, the less impact the first layer in the backpropagation algorithm. When using the gradient descent algorithm, it will also fall into the local optimum and lose the effect of continued transmission.
Related scholars have proposed a word segmentation algorithm based on supervised machine learning. This method implements a word-based word segmentation system. The main innovation is to use the maximum entropy model as a tokenizer to automatically label characters. This method has the highest recall rate of 72.9% in the AS2003 closed test experiment [14] - [17] . In the method of English word segmentation based on the dictionary and rules, it mainly focuses on the word segmentation algorithm and dictionary structure [18] , [19] . The advantages of dictionary-based and rulebased methods are simple, easy to implement, and suitable dictionaries can be formulated according to special scenarios. In addition, in systems that require real-time performance, dictionary-based and rule-based methods are often more suitable because of their high efficiency [20] , [21] . The disadvantages are: there is a problem of word segmentation ambiguity; there is no universal standard for word division, so the quality of the dictionary cannot be clearly defined. The dictionary has a great impact on the segmentation result [22] - [25] . With the advent of the era of big data, data has become more and more in natural language processing problems [26] , [27] . Improving these labeling problems to support parallel computing and being able to perform parallel learning on large-scale training data has also become a research hotspot [28] - [32] . Parallel learning is currently supported, including maximum entropy models and conditional random field models. Some researchers have proposed the technical route of ''understand first and then segmentation'' [33] - [35] . The idea of understanding the segmentation first is to solve the lack of global information in the traditional matching segmentation, while the statistical method lacks the structural information of the sentence [36] - [39] . Relevant scholars use deep learning to perform sequence labeling in the NLP field [40] , [41] . It can also add a sequence labeling model to combine with the output of the previous neural network to extract the best labeling sequence through the Viterbi algorithm. Related scholars have proposed an open domain question answering system based on relationship matching [42] , [43] . The problem analysis problem based on relation matching is solved through the associated data in the question answering system. The fragments in the question match the binary relationship in the triples and are automatically collected using the relational text pattern. Existing models do not take into account the importance of different modalities for the current learning task, but only focus on how to effectively use multiple modalities for feature extraction at the same time. Moreover, the selection of modals and the filtering of harmful modals are not involved, and this issue is also an important issue addressed in this paper. In terms of word segmentation processing, in view of the problems that existing word segmentation methods can hardly guarantee long-term dependency of text semantics and long training prediction time, a hybrid network English word segmentation processing method is proposed. Experimental results show that this method improves the efficiency of natural language processing.
In terms of English word segmentation, since traditional machine learning methods cannot solve the long-distance dependencies of texts, it is difficult to analyze the information contained in the problem as a whole and grasp the user's true intention. In order to solve the above problems and save the relevance of the forward and reverse information of the text, this paper uses BI-GRU (Bidirectional Gated Recurrent Unit) neural network and combines the CRF (Conditional Random Field) model to solve the problem of sequence labeling at the sentence level analysis, based on BI-GRU-CRF (Bidirectional-Gated Recurrent Unit-Conditional Random Field) hybrid network English word segmentation processing method. Specifically, the technical contributions of this article are summarized as follows:
Firstly, a multimodal fusion feature extraction method is proposed. The problem of heterogeneity of multi-modal data is solved through the feature transformation of deep neural networks.
Secondly, in view of the problems that traditional neural network models cannot capture the long-distance dependencies of text and the long cost of training and prediction of LSTM (Long Short Term Memory) neural networks, a word segmentation processing method based on BI-GRU-CRF hybrid network is proposed.
Thirdly, the proposed method is tested from two aspects, accuracy and timeliness. According to these two sets of experiments, the proposed hybrid network word segmentation processing method has good performance in English word segmentation processing.
The rest of this article is organized as follows: Section 2 analyzes English language feature extraction based on semi-supervised multi-modal neural networks. Section 3 studies the processing of English word segmentation based on BI-GRU-CRF hybrid network. Finally, the full text is summarized in Section 4.
II. ENGLISH LANGUAGE FEATURE EXTRACTION BASED ON SEMI-SUPERVISED MULTI-MODAL NEURAL NETWORK A. NATURAL LANGUAGE PROCESSING 1) TEXT SEGMENTATION
When a computer processes text information, it is mainly a processing operation of words in the text information. The first problem it faces is the segmentation of words. For each NLP process, word segmentation plays a vital role. Word segmentation can separate written or spoken text into meaningful word tags, and determine the division range between words in English spaces, so the division between words is obvious. Conversely, there is no space between words in the English text. At this time, the computer must separate the words in the text to be able to correctly process the text content. It can be seen that text segmentation is an important part of NLP, especially when the amount of text information to be processed is large, the scope of the content will be wider. At this time, there will be many professional vocabulary, how to correctly identify segmenting text information is an important factor that affects the performance of the word segmentation system.
When processing English text information, words are the most basic unit. Generally speaking, the research content in terms of semantics and grammar, etc., must use words as the smallest unit. Words are the central problem of text information mining. With the help of a computer, the words in the text content are segmented one by one to analyze the text content. Therefore, automatic word segmentation of text is the premise of research and analysis such as automatic information retrieval, automatic information extraction, and natural language understanding.
Since there are spaces between English words, the basic method of word segmentation in English text is introduced here:
(1) Word-by-word traversal matching method: It matches the text content with the words stored in the dictionary one by one, until all the words in the text content are segmented out. Because this method needs to compare all the words in the dictionary one by one, it takes time, the computer is slow, and the word segmentation efficiency is not high.
(2) Maximum matching method: The vocabulary table is stored in the computer, which is called the bottom table. A text string of a specific length is selected according to a predetermined sequence of text content, and the length of the string is called a maximum word length. Compared the words in the bottom table with the maximum word length, if the comparison result is the same, you can say that the string is a word, and the pointer of the computer continues to move backwards. The number of words with the maximum word length continues to follow.
(3) Reverse maximum matching method: It is basically the same as the principle of the maximum matching method, the main difference is that the scanning direction is opposite when comparing, that is: if the scanning is from left to right when the maximum matching method is compared, the maximum matching method is reversed.
(4) Two-way scanning method: This method is a word segmentation method combining the above (2) and (3). Compared the segmentation results of the two, if the results of the two methods are the same, it means that the results are correct, otherwise it is regarded as a doubt. This requires choosing a more accurate word segmentation method based on text content or manual intervention. Because this method is a twoway scan, it will consume more time and cost.
2) PART-OF-SPEECH TAGGING
After the text is tokenized, you can then analyze the part of speech of each word. Part-of-speech tagging refers to the process of assigning a part-of-speech or tagging the vocabulary type in text to each word in text information. It uses a computer to identify the part-of-speech of each word in the text.
Because there are many vocabularies in English texts, and the same words may have different parts of speech in different language paragraphs, and the combinations between words are various, the results of using the rule method in English texts may not be ideal. Commonly used English Part-ofspeech tagging is a statistical method.
The computer counts all the text information to get the probability of label co-occurrence and the probability that the word represents a certain part of speech.
3) FEATURE EXTRACTION
Data is represented by a fixed number of characteristics, which can be binary, categorical, or continuous. Characteristics are synonyms for input variables or attributes. Finding a good data representation as an effective feature measurement is crucial.
There are various ''sizes'' and ''forms'' of data in text information. An important point when extracting features in text is structured data. Generally, the raw data that has not been processed in the text is converted into structured data. The process of tools to get valid information is called information extraction.
Feature extraction solves the problem of finding the most compact and informative feature set. For classification and regression problems, defining feature vectors remains the most common and convenient method of data representation. It stores data in simple tables, and each feature is the result of a quantitative or qualitative measurement, which is an ''attribute'' or ''variable''. Feature selection is a key technology for processing high-dimensional data and has applications in industrial detection and diagnostic systems, speech recognition, biotechnology, the Internet, targeted marketing, and many other emerging applications. The commonly used feature extraction method is driven by the size of the data table. With the increasing efficiency of data storage, the size of data tables is also increasing. Extracting effective features from text and avoiding useless data processing is the key to experimental research.
B. NON-LINEAR MAPPING METHOD IN SINGLE-MODE ENVIRONMENT FOR LOW-DIMENSIONAL FEATURE EXTRACTION
For data sets in which some internal structures are hidden in a high-dimensional nonlinear space, the effect of such methods is not obvious. As a new non-linear feature transformation method, the flow pattern learning method learns the flow pattern structure of the original data from the original highdimensional feature space, and maps it to the new feature space of lower dimensions. For data sets with complex internal structures, the method of flow pattern embedding learning is often more effective. Common flow pattern learning methods include iso-metric mapping and LLE (Locally Linear Embedding). The isometric mapping method assumes that the lowdimensional embedded flow pattern of the data distribution is equidistant from a subset of the Euclidean space, and requires that the subset be convex. The basis of the isometric mapping algorithm is a multi-dimensional scaling method. When measuring the distance between two points, the multidimensional scaling method uses the Euclidean distance, while the isometric mapping method uses the geodesic distance between the two. The isometric mapping algorithm first needs to determine which points on the flow structure are adjacent. For each point x i and x j in the original space, the distance between them is δ i,j . For each sample point x i , if the distance to other sample points is less than the threshold ε, or the first k nearest neighbors of the sample x i are connected, these adjacent points are connected to obtain a directed graph G. Assume that the mapping point of sample x i in the new lowdimensional feature space is z i , and the optimization goal of isometric mapping is min
The isometric mapping method uses geodesic distance to measure the distance between two points, and uses the Euclidean distance between two points that are closer when calculating the distance, and uses the shortest path length between the two points between two samples that are farther away. Isometric mapping method is suitable for lowdimensional flow structure with flat data distribution, and is not suitable for learning flow structure with large curvature and noise. When solving the geodesic distance, the shortest distance between the sample point pairs needs to be calculated. The calculation complexity is very high. When the data dimension is high and the number of samples is large, the calculation time and space is huge.
LLE is another common nonlinear dimensionality reduction method. The low-dimensional data obtained by the LLE method can maintain the topological relationship of the original data space. The LLE method assumes that the low-dimensional flow pattern in which the data resides is locally linear, and that each sampling point can be reconstructed by its nearest neighbors. Similar to the isometric mapping method, the LLE method first needs to find the k nearest neighbor sample points of each sample, and then obtain the local reconstruction weights of the sample point pairs, and use these sample points to linearly reconstruct the original high-dimensional data points. Compared with equal-metric mapping, the local linear embedding method can learn a locally linear low-dimensional manifold structure of any dimension, and it does not need to calculate the distance of all sample point pairs, which greatly reduces the computational cost. However, the LLE method is sensitive to the size selection of the neighbors and is not robust to noise data.
C. MODEL STRUCTURE DESIGN OF MULTIMODAL FUSION FEATURE EXTRACTION BASED ON DEEP LEARNING
As shown in the Figure 1 , the overall framework of the model which we proposed has a tree structure. It has been divided into two main parts, the one part is the root network, another is the upper layer network. The BP (Back Propagation) algorithm is used in the parameter training of the root network. The function loss defined in the auxiliary bridge layer is shared by each sub-network and is used to adjust each subnetwork simultaneously. 
D. ISOMORPHIC FEATURE EXTRACTION OF THE ROOT NEURAL NETWORK
One of the main problems in multimodal feature learning tasks is the heterogeneity in different data modalities. The raw data of different modalities are in their own different feature spaces. The key to most multimodal learning methods is to project different modalities into the same subspace. Deep learning models show outstanding advantages in revealing hidden hierarchical feature expressions and performing feature transformations on raw data. Therefore, the model proposed in this paper makes full use of the characteristics of deep neural networks to eliminate the different data modalities. Figure 2 shows the basic structure of the root network. Each data mode corresponds to a sub-network. Here, the number of hidden layers contained in the sub-networks m corresponding to the m-th mode is defined as n m , the i-th hidden layer is denoted as h i m , and the connection weight between the i-th hidden layer and its lower layer is expressed as w i m .
E. SEMI-SUPERVISED FUSION FEATURE LEARNING BASED ON AUTOENCODER
In order to effectively utilize the valuable supervision information in the data, the auxiliary optimization layer is actually a Logistic classifier. When the top three layers of the network have been trained, the final loss function is defined as:
The entire loss function is divided into three parts: discriminative loss L dis with supervision, generation loss L gen with no supervision, and regular terms. The generation loss is used to measure the reconstruction loss between the input x and the outputx . The smaller reconstruction error means that the extracted fused features retain more original information. The reconstruction lossx is defined as:
s (·) represents the sigmoid function, and b and b are bias terms.
The weight matrix W is learned from both supervised class information and unsupervised reconstruction input. The parameter β is used to balance the discriminating losses L dis and L gen . Two regular terms are introduced to sparse the weight parameter W . When the gradient descent method is used to optimize the training of the model, the regular term W 1 is not differentiable at zero. In this case, the method of gradient descent is not suitable. For this purpose, the term is approximately smoothed to:
σ is a small positive real number.
F. SIMULATION RESULTS ANALYSIS
In order to evaluate the discrimination ability of multi-modal fusion features extracted using the proposed model, this paper first gives the classification accuracy obtained when different algorithms are applied to the experimental dataset, as shown in Table 1 .
Experimental results show that the proposed algorithm model has the best classification accuracy compared to other algorithms on the image classification data set used. For the NUS-WIDE-Object dataset, it is not difficult to find that features using text modalities are more accurate than features using image modality. This also reflects the structural dissimilarity between the features obtained in different modes, and simple splicing may even destroy the original internal structure. Due to the loss of information of the PCA (Principal Components Analysis) method, the classification accuracy obtained using the PCA + SVM method is even lower, which also confirms that the traditional feature extraction method cannot be directly applied to multi-modal data, especially modal when the difference is large, such as images and text.
The modalities of the data set AWA are all derived from language. Using the stitched feature vectors, both the SVM classifier and the PCA + SVM classification can achieve higher classification accuracy than using a single feature. The classification accuracy obtained using multi-core learning methods is rather low. The classification accuracy obtained by the model proposed in this paper is still the highest among several methods. The experimental structures on both datasets show that the multimodal fusion features extracted using the proposed model have strong discriminative ability.
The obtained discriminative ability of the fused features is an important criterion for measuring whether the algorithm can effectively integrate multiple modalities. In addition to good discriminative ability, a good feature should also save as much information as possible in the original data in the lowest possible dimension. Therefore, this paper also tested the model's feature dimensionality reduction capability on the original multimodal data. The accuracy results are shown in Figure 3 .
In many existing deep learning structures, only the discriminative loss of the model is considered, and the model proposed in this paper considers both discriminative loss and generation loss. Therefore, this paper also compares the model classification performance when considering only discriminative loss and considering both discriminative loss and generation loss. In Figure 3 , the model using only discriminant loss is represented as L dis , and the green line segment is used; the model that considers discriminative loss and generation loss is represented as L dis + L gen , and the blue line segment is used.
Obviously, the model proposed in this paper can extract low-dimensional features from the original high-dimensional features, effectively integrate a variety of original features, and have a lower dimension while maintaining strong discriminative ability. It can be seen that the introduction of the generation loss L gen makes the features extracted by the model have a stronger discriminative ability under the same feature dimensions, which also verifies the validity of the model again.
In order to verify the ability of the proposed model to discover the implicit connections between different modalities, this paper also conducted a set of verification experiments in the absence of modalities to verify the performance of the model in the absence of modalities. In the model training phase, all modals are used for training, and when testing the data set, one of the modals is removed in order to observe whether the multi-modal fusion features extracted from the remaining modals using the trained model are still valid. The experimental results are shown in Figure 4 , where U + L indicates that all labeled and unlabeled data are used during model training, and L indicates that only labeled data is used during model training. ''None'' indicates that all data modalities are used. The experimental results show that if one of the modalities is missing during the test, the features extracted from the remaining modalities can still obtain valid features, and the feature discrimination ability obtained when different modalities are missing is only slightly lost. At the same time, it was found that using unsupervised data for model training can improve the discriminative ability of the model to extract features. The decrease in classification accuracy when the modal is missing is more moderate and the accuracy decline is smaller than using only labeled data. The accuracy of the pairwise classification of the dataset in different layers is shown in Figure 5 .
III. ENGLISH WORD SEGMENTATION PROCESSING BASED ON BI-GRU-CRF MIXED NETWORK A. SEGMENTATION PROCESSING FRAMEWORK BASED ON NEURAL NETWORK
The character-based sequence labeling task can be similarly regarded as an English word segmentation task. Specifically, given a mark for each character in the input sentence, during the word segmentation processing phase, these marks can be used to identify the position of the word in the sentence. In the research of word segmentation processing based on deep learning methods, the commonly used annotation set for researchers is the four-position (B, M, E, S) annotation set, where B represents the beginning of the sentence and M represents the middle, E is the ending participle, and S is the participle composed of individual words. The other tag set is a six-position (B, B1, B2, M, E, S) tag set, where B1 and B2 are used to finely divide characters and more effectively label the position of the characters in the sentence. English word segmentation framework based on neural network generally includes three parts: (1) the character embedding layer, that is, the input English characters are converted into a vector matrix through Word Embedding; (2) a conversion layer with multiple neural networks; (3) a labeling discrimination layer, which is used for subsequent discrimination, and each word marks its own tag information.
We open a context window for each character in the sentence, which is a commonly used method of character marking, and then use other character characteristics in the window to determine the category mark of the character. Given a sentence c (n) of input length n, it sets the size of the window to w, and the starting character c (1) slides through the window to the end character c (n). The specific steps of neural network English word segmentation are as follows:
(1) Let z i be the linear conversion result from the input layer to the hidden layer, and its expression is:
In the above formula, w 1 is the weight matrix and b 1 is the deviation coefficient.
(2) We pass the linear transformation result through the element-level activation function σ to obtain the hidden layer function. The expression is:
(3) Using the given set of labels, we use the linear transformation method to do the final linear transformation to get the probability y i of the current input character being labeled. The linear expression is:
In the above formula, w 2 is the weight matrix and b 2 is the deviation coefficient.
B. WORD SEGMENTATION PROCESSING BASED ON BI-GRU-CRF HYBRID NETWORK
Although the BI-LSTM network model has achieved excellent results in the accuracy of English word segmentation processing, the internal structure of the model is complex and the time cost of processing data is high. Therefore, this paper uses the BI-GRU neural network to reduce the time cost under the premise of ensuring that the accuracy of the word processing is close to that of the BI-LSTM network. Combined with the CRF model, a word segmentation model based on the BI-GRU-CRF hybrid network is proposed. This model can not only cost less time, but also retains the function of BI-LSTM to resolve long-distance dependencies, and also uses the CRF layer to efficiently consider the label information before and after the sentence. The model structure diagram is shown in Figure 6 .
Let the newly introduced state transition matrix be A, and the output of the double-layer GRU neural network be matrix P. Where A i,j represents the weight transferred from label i to label j in time series. If the value of A i,j is greater, it means that the probability of transfer from label i to label j is greater; P i,j is the input observation sequence. The i-th word is the probability of the j-th label. It can be concluded that the prediction output of the labeled sequence y = (y 1 , y 2 ,. . . , y n ) corresponding to the observation sequence T = (t 1 , t 2, . . . , t n ) can be expressed as:
C. SIMULATION EXPERIMENT AND ANALYSIS 1) TRAINING METHOD AND EXPERIMENTAL STEPS USING THE MODEL
In the process of English word segmentation, what we have to solve is how to correctly label each word in the input text so that the required vocabulary can be identified according to the label in the subsequent processing. This paper uses the sixposition tagging method to mark the text separately and uses the dropout method to avoid overfitting problems in neural networks. The steps of BI-GRU-CRF-based English word segmentation processing method proposed in this paper are as follows:
(1) We input the question sentence into the word embedding layer, and perform word vector conversion through the method of word2vec, so that each word is transformed into a space vector with a length of d;
(2) We use the two-way gate recurrent network to autonomously learn the space vector obtained by the previous conversion, obtain the positive and negative semantic features in the vector, adjust the weight and deviation coefficients in the network, and finally obtain the feature vector of the problem;
(3) Probability calculation is performed on the feature vector through the Softmax layer to obtain the part-of-speech probability distribution of words;
(4) We input the part-of-speech probability distribution of the words into the conditional random field layer, perform sequence labeling at the sentence level, and obtain the final word segmentation processing result.
2) EXPERIMENTAL DATA AND PARAMETER SETTINGS
The data used in the experiment are from three corpus databases: SQuAD, Wiki Text, and NarrativeQA. During the experiment, this data set is divided into three categories: training data set, development data set, and test data set. Since the SQuAD and Wiki Text datasets directly contain test sets, the test sets provided by them are directly adopted. 10% of the training set is randomly selected as the development set, and the rest of the training set is used as the training set for this experiment. All data are pre-processed before training on the input data set. Idioms, consecutive English words or numbers in the data set are replaced with * . In order to ensure the reliability of the experimental comparison, the parameters of the experimental environment and the neural network are set uniformly in this paper. The same parameters are used for all network models. The specific parameter data is shown in Table 2 .
3) EXPERIMENTAL RESULTS AND ANALYSIS
This article conducts comparative experiments from two aspects of accuracy and time consumption. In terms of accuracy, the BI-GRU-CRF network model proposed in this paper is compared with the CRF, LSTM, BI-LSTM, GRU, and BI-LSTM-CRF network models. The comparison results are shown in Figure 7 .
It can be concluded from Figure 7 (a) that the test accuracy of the proposed BI-GRU-CRF hybrid network word segmentation method is higher than that of the CRF logarithmic linear model, which shows that the method in this paper has outstanding word segmentation. In the remaining groups of neural network models, they are able to solve the long-distance dependence of text information. From the experimental results in Figures 7 (b) and 7 (c), it can be concluded that the results of the two-way neural network model are superior to the single-term network model, such as the F1 value of BI-LSTM is higher than the F1 value of LSTM and GRU This also shows that the two-way neural network is better at understanding and saving text information than the one-way neural network model.
It can be seen from Table 3 and Table 4 , the BI-GRU-CRF neural network proposed in this paper reduces the sentence training time and prediction time consumption of the data set, and the time cost is lower than BI-LSTM-CRF neural network.
It is obvious from Figures 8, training time for each of the 500 sentences, The training time of BI-LSTM-CRF is higher than BI-GRU-CRF. On the other hand, the results of predicted time of each of the 500 sentences as shown in Figure 9 , we can see that the prediction time of BI-LSTM-CRF is higher than BI-GRU-CRF. From the above results, we can see that the predicted results are relatively close to the actual results.
From the training and prediction of a single sentence in the above three data sets, it can be obtained from Table 3 and Table 4 that the network proposed in this paper is 1.62 of the BI-LSTM-CRF network in training speed. The average speed of making predictions on the test set is 1.94 times that of the BI-LSTM-CRF network. The reason for these huge differences is that the core network elements of the two VOLUME 8, 2020 models are different. The model proposed in this paper is based on the GRU neural network, and the GRU replaces the input and output gates in the LSTM with an update gate, discards the complicated memory cells in the LSTM, and uses the reset gate to control the input of hidden node information. This simplification allows the GRU to perform two non-linear transformation calculations each time compared to the LSTM for hidden node calculations. In a two-way neural network, the GRU performs four fewer than the LSTMs for each hidden node calculation. The faster the training and prediction, the less time cost. The loss curves of the BI-LSTM-CRF network and BI-GRU-CRF network are shown in Figure 10 . It is obvious from Figure 10 that the Loss of the BI-GRU-CRF network is generally smaller than that of the BI-LSTM-CRF network.
IV. CONCLUSION
This paper proposes a multimodal shared feature expression extraction algorithm based on deep neural network, gives the entire model structure of the algorithm, and details the design of the model structure and the model training method. In order to verify the effectiveness of the proposed model, a series of comparative experiments were carried out. The experimental results show that the proposed multimodal fusion feature extraction model can effectively extract lowdimensional fusion features from the original multiple highdimensional data. The obtained fusion feature expression has a strong discriminative ability while possessing a lower feature dimension, thereby proving the validity of the proposed model. In terms of English word segmentation, this article has studied LSTM and GRU in depth. After analysis and research, both networks can solve the problem of traditional word segmentation in the long-range dependency relationship of text. However, due to the complexity of its structure, LSTM consumes a lot of time in the process of training and predicting the data set. The GRU is a simplified version of the LSTM. It has a simple structure and consumes less time in training and prediction. Based on the two-way network's ability to better capture the contextual relationship between semantics, this paper combines BI-GRU and CRF models, and proposes a hybrid neural network word segmentation processing method. The experimental results show that the model proposed in this paper is better than most previous models in terms of accuracy, and in terms of timeliness, the method proposed in this paper is 1.62 times faster than the BI-LSTM-CRF network word segmentation method in training speed. The average speed is 1.94 times that of the word segmentation method based on BI-LSTM-CRF network. Based on these two sets of data, the hybrid network word segmentation method proposed in this paper has good performance in English word segmentation. In future work, we can consider analyzing the impact of different feature extraction methods and feature selection methods on the model, thereby further enhancing the learning ability of the model. The proposed method treats different features obtained by different extraction methods in each kind of raw data as an independent mode, and does not learn directly on the raw data. How to get the multi-modal fusion low-dimensional features directly from the original multi-modal data needs further research.
