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Abstract
We discuss risk diversification in multivariate regularly varying models and provide explicit
formulas for Value-at-Risk asymptotics in this case. These results allow us to study the influence of
the portfolio weights, the overall loss severity, and the tail dependence structure on large portfolio
losses. We outline sufficient conditions for the sub- and superadditivity of the asymptotic portfolio
risk in multivariate regularly varying models and discuss the case when these conditions are not
satisfied. We provide several examples to illustrate the resulting variety of diversification effects and
the crucial impact of the tail dependence structure in infinite mean models. These examples show
that infinite means in multivariate regularly varying models do not necessarily imply negative
diversification effects. This implication is true if there is no loss-gain compensation in the tails,
but not in general. Depending on the loss-gain compensation, asymptotic portfolio risk can be
subadditive, superadditive, or neither.
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1 Introduction
Imagine you manage a portfolio of assets or insurance risks. Building a mathematical portfolio
model leads to the problem of adding random variables with general dependence structures. In
particular, dependence of risks or asset returns in benign conditions can be quite different from that
caused by market crashes or other catastrophic events.
The mathematical basis of portfolio diversification was given by Markowitz (1952) for multivariate
Gaussian models. The mean-variance approach of Markowitz can also be extended to the class of
elliptical distributions. Under these assumptions, diversification is always good in the sense that the
portfolio risk is always minimized by a mixed portfolio. However, this is not true in general.
Negative diversification effects in heavy-tailed models with independent a-stable asset returns are
known at least since Fama & Miller (1972, Chapter 5).
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Various financial asset returns and insurance loss data exhibit heavy tails. One of the earliest
references is Mandelbrot (1963), followed by Fama (1965) and many others. A recent empirical
study of Moscadelli (2004) concludes that operational risk data may even suggest distributions with
infinite means. Another example is to be found in the realm of nuclear losses, see Hofert &
Wu¨thrich (2011). In such cases, portfolio diversification needs tools that go far beyond the classical
mean-variance method.
Although the Markowitz approach still remains popular, the recurring financial crises and natural
catastrophes raise questions about tail dependence and diversification of extremes. Recent
contributions in this area include Rootze´n & Klu¨ppelberg (1999), Ibragimov et al. (2009),
Ibragimov et al. (2011), Embrechts et al. (2009), Zhou (2010), Mainik & Ru¨schendorf (2010) and
references therein. This list is, of course, by no means complete.
Another mathematical field related to diversification problems is the theory of risk
measures. It addresses the general question for mathematical methods to quantify risk. Risk
measurement in asymmetric models needs downside risk measures, such as the Value-at-Risk (VaR)
and the Expected Shortfall (ES). The question for compatibility of risk measurement with
diversification initiated the development of the theory of coherent risk measurement by Artzner
et al. (1999).
Moreover, there is a recent result in this area that is related to negative diversification effects.
As shown by Delbaen (2009), it is impossible to define a coherent risk measure on Lp spaces with
pA(0, 1). The practical consequence of this result is that in case of potentially infinite loss
expectations one always has to be aware that diversification can increase the portfolio risk.
One more topic worth mentioning here is the non-coherence of VaR. It is well known that VaR is
not subadditive in general. As VaR is very popular in practice, both sufficient conditions for VaR
subadditivity and the analysis of models that do not satisfy them are very important.
This paper is dedicated to asymptotic diversification effects in portfolios with heavy-tailed returns. The
central model assumption we make is multivariate regular variation (MRV). It implies that all assets
are heavy-tailed with the same tail index, and that there is a non-degenerate tail dependence structure.
Under this assumption all assets can contribute to the extremal behaviour of the portfolio loss.
MRV is, of course, a strong simplification of the real world, where tail indices can be different.
However, many popular models are MRV. This includes the multivariate Student-t distribution,
multivariate stable models, models with appropriate copulas, e.g., of Gumbel or Galambos type,
and identical, regularly varying margins. Assuming that all assets have relevance to extremes, we
reduce the study to the case with non-trivial asymptotics. The results we present give insight into the
properties of many models and highlight some pitfalls in this area.
Our main contribution is the answer to the question whether infinite means inMRV models always
imply asymptotic superadditivity of VaRl for l% 1. We show that the answer depends on the loss-
gain compensation in the tails. On the one hand, this implication is true if large losses cannot be
compensated by large gains. This result is related to the non-diversification result from Mainik and
Ru¨schendorf, 2010. On the other hand, we show that this implication is wrong in general. The
possibility of loss-gain compensation allows for a wide range of diversification effects. The final
result is crucially influenced by the particular tail dependence structure, and VaR may be
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superadditive, subadditive, or neither. We demonstrate this by examples for each case and discuss
some related modelling traps.
One of the models we discuss is used by Danı´elsson et al. (2005), Danı´elsson et al. (2012) in
simulation studies on VaR subadditivity. The results of this simulation study have not yet been fully
explained and may cause confusion if regarded without proper analysis of the underlying model.
This model is a particularly interesting example for the influence of the tail dependence structure
and the tail index on the diversification effects.
The paper is organized as follows. In Section 2 we introduce the basic notation, the modelling
framework of multivariate regular variation, and give an outline of general results on portfolio VaR
asymptotics in MRV models. This includes calculation of the asymptotic portfolio risk and
sufficient criteria for sub- or superadditivity. Section 3 comprises examples illustrating these results.
Here we discuss the variety of diversification effects in infinite mean models with loss-gain
compensation and highlight related modelling traps. In Section 4 we outline model specific and
more general conclusions. The spectral measure of the model used by Danı´elsson et al. (2005),
Danı´elsson et al. (2012) is derived in Appendix A.
2 Portfolio losses and multivariate regular variation
2.1 Basic notation
Consider a random vector X5 (X(1),y, X(d)) in Rd representing risks or asset returns. Focusing on
the risky side, let positive component values X(i) represent losses and let the gains be indicated by
negative X(i). Then the portfolio loss is given by
x>X :¼
Xd
i¼1
xðiÞXðiÞ;
where j5 (j(1),y, j(d)) is a vector of portfolio weights. If not mentioned otherwise, all vectors in Rd
will be regarded as column vectors. In particular, j5 (j(1), y, j(d)) actually means j5 (j(1), y,
j(d))?. To keep the writing as simple as possible, the transposition operation (  )? will be mentioned
explicitly only if really necessary.
According to the intuition of diversifying a unit capital over different assets, we restrict j to the
hyperplane
H1 :¼ x 2 Rd : xð1Þ þ . . .þ xðdÞ ¼ 1
n o
:
Additional constraints on the portfolio weights can be implemented by restriction of j to smaller
subsets of H1. A particularly important special case is the exclusion of negative portfolio weights,
so-called short positions. The corresponding portfolio set is the unit simplex:
Sd :¼ x 2 Rdþ : xð1Þ þ . . .þ xðdÞ ¼ 1
n o
:
2.2 Multivariate regular variation
Aiming at dependence of extremes, we assume that the probability distribution of X features a non-
trivial dependence structure in the tails. This assumption is made precise in the following definition.
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Definition 2.1 A random vector X in Rd is multivariate regularly varying (MRV), if, as t-N,
L ðt1kXk; kXk1XÞ j kXk4t !w ra C ð1Þ
where ra is the Pareto(a) distribution, i.e., ra((x,N)):5 x
2a for xZ1, and C is a probability
measure on the k  k-unit sphere Sdkk :¼ s 2 Rd : ksk ¼ 1
n o
.
The parameter a. 0 is called tail index of X, and the measure C in (1) is called spectral or angular
measure of X. In the sequel we will use the short notation XAMRV2a,C for multivariate regular
variation with tail index a and spectral measure C.
It is obvious that XAMRV2a,C entails univariate regular variation of kXk with same tail index a.
That is, the distribution function FkXk of kXk satisfies
8r40 lim
t!1
1FkXkðtrÞ
1FkXkðtÞ
¼ ra: ð2Þ
We will also use the short writing kXk 2 RVa for this property. It is well known that the tail index a
separates finite moments from the infinite ones: (2) implies that EkXkbo1 for b, a and EkXkb ¼1
for b. a. Regular variation of random variables taking positive and negative values can be considered
for the upper and the lower tail separately.
Moreover, XAMRV2a,C implies jXðiÞj 2 RVa for all i if
8i 2 f1; . . . ; dg C s 2 Sdkk : sðiÞ ¼ 0
n o 
o1: ð3Þ
This non-degeneracy condition guarantees that all components X(i) are relevant to the extremes of
the portfolio loss x>X. It should also be noted that XAMRV2a,C implies x>X 2 RVa for all j
under appropriate non-degeneracy conditions in the spirit of (3). For further details and for inverse
results of Crame´r-Wold type we refer to Basrak et al. (2002) and Boman & Lindskog (2009).
The MRV property can also be defined without polar coordinates. One can start with the
assumption that there exists a sequence an-N and a (non-zero) Radon measure n on the Borel s-
field Bð½1;1dnf0gÞ such that nð½1;1dnRdÞ ¼ 0 and, as n-N,
nPa
1
n X!v n on B ½1;1dnf0g
 
; ð4Þ
where !v denotes the vague convergence of Radon measures and Pa1n X is the probability
distribution of a1n X. (cf. Resnick, 2007). This formulation is more technical than (1), but the
measure n in (4) is a very useful object. It is unique except for a multiplicative factor and exhibits the
scaling property
8t40 nðtAÞ ¼ tanðAÞ; ð5Þ
which is the key to the most applications of MRV models. It already implies that n ¼ ðc ra CÞ  t
where tðxÞ :¼ ðkxk; kxk1xÞ is the polar coordinate transform, raððx;1Þ :¼ xa is an extension of
ra to (0,N], and c. 0 is a constant. One can always obtain c5 1 by choosing an ¼ F kXkð11=nÞ
where F kXk is the quantile function of kXk. We assume this standardization of n throughout the
following.
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The measure n also provides a link to the multivariate Extreme Value Theory. If
n x 2 Rd : xðiÞ41
n o 
40; i ¼ 1; . . . ; d; ð6Þ
then n also characterizes the asymptotic distribution of the componentwise maxima Mn :¼
ðMð1Þ; . . . ;MðdÞÞ with MðiÞ :¼ maxfXðiÞ1 ; . . . ;XðiÞn g. An equivalent writing of (6) is Cðfs 2 Sdkk :
si40gÞ40 for all i, which is a special case of (3). This assumption implies that
P a1n Mn 2 ½1; x
 !w exp n ½1;1dn½1; x   ð7Þ
for xA (0,N]d and an ¼ F kXkð11=nÞ. Therefore n is also called exponent measure. For
further details on the asymptotic distributions of maxima see Resnick (1987) and Haan &
Ferreira (2006).
Although the domain of C depends on the norm underlying the polar coordinates, the MRV
property is norm-independent in the following sense: if (1) holds for some norm k  k, then it holds
also for any other norm k  k} that is equivalent to k  k. In this paper we use the sum norm
kxk1 :¼
Pd
i¼1 jxðiÞj and let C denote the spectral measure on the unit sphere Sd1 induced by k  k1. In
the special case of Rdþ-valued random vectors it may be convenient to reduce the domain of C to
Sdkk \ Rdþ. For Sd1 this is the unit simplex Sd.
Further details on regular variation of functions or random variables can be found in Bingham et al.
(1987), Resnick (1987), Basrak et al. (2002), Mikosch (2003), Hult & Lindskog (2006), Haan &
Ferreira (2006), Resnick (2007).
2.3 Portfolio loss asymptotics
The MRV assumption has strong consequences on the asymptotic behaviour of large portfolio
losses. It allows to assess the asymptotics of the Value-at-Risk VaRl and the Expected Shortfall ESl
for l% 1, i.e., far out in the tail. The next result provides a general characterization of the
asymptotic portfolio losses in multivariate regularly varying models. The special case of random
vectors in Rdþ was studied in Mainik & Ru¨schendorf (2010). The general case is treated in Mainik
(2010, Lemma 3.2).
Lemma 2.2. Let XAMRV2a,C. Then
(a)
lim
t!1
Pfx>X4tg
PfkXk14tg
¼ gx :¼
Z
Sd1
ðx>sÞaþdCðsÞ; ð8Þ
(b)
lim
u%1
F 
x>X
ðuÞ
F kXk1 ðuÞ
¼ g1=ax : ð9Þ
The immediate consequence of (8) and (9) is that the functional gj characterizes the asymptotics
of portfolio loss probabilities and the corresponding high loss quantiles. In particular, the limit
relation (9) allows for an asymptotic comparison of the Value-at-Risk associated with different
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portfolio vectors j. The Value-at-Risk VaRl(Y) of a random loss Y is defined as the l-quantile of
Y (cf. McNeil et al. 2005):
VaRlðYÞ :¼ F Y ðlÞ: ð10Þ
In the context of diversification effects, the basic question is the comparison of portfolio losses x>1 X
and x>2 X for standardized portfolio vectors j1, j2 A H1. From (10) we immediately obtain an
asymptotic comparison of the portfolio VaR.
Corollary 2.3. Let XAMRV2a,C and j1, j2 A H1. Then
lim
l%1
VaRlðx>1 XÞ
VaRlðx>2 XÞ
¼ gx1
gx2
 !1=a
: ð11Þ
Analogous comparison results for the Expected Shortfall ESl and other spectral risk measures are
also possible (cf. Mainik & Ru¨schendorf, 2010).
A particularly important case is j25 ei, where ei is the i-th unit vector for iA{1,y,d}. This portfolio vector
represents the single asset strategy investing all capital in the i-th asset. The ratio gj /gei is well defined if
gei.0. If gei50 for some i, then the risk optimal portfolio cannot contain any asset j with gej.0.
The non-degeneracy assumption (6) is equivalent to gei.0 for all i. It keeps the losses of all assets on the
same scale and focuses the discussion on the non-trivial cases. Henceforth we assume (6) to be satisfied.
2.4 Sub- and superadditivity
The limit relation (11) links asymptotic subadditivity of VaR to the functional g1=ax . Indeed, we can
write XðiÞ ¼ e>i X and Xð1Þ þXð2Þ ¼ 2Z>X with Z :¼ 12 ; 12
 
. Applying (11), we obtain that
VaRlðXð1Þ þXð2ÞÞ
VaRlðXð1ÞÞ þ VaRlðXð2ÞÞ
!
g1=a1
2;
1
2ð Þ
1
2g
1=a
e1 þ 12g
1=a
e2
:
Thus we see that checking the asymptotic subadditivity of VaR for X5 (X(1),X(2)) is related to the
comparison of g1=aZ and Zð1Þg
1=a
e1 þ Zð2Þg1=ae2 .
A more general approach is the analysis of the mapping x 7! rðx>XÞ for some risk measure r.
Extending from the equally weighted portfolio Z to jASd, we see that the asymptotic subadditivity
of VaRl for l% 1 is related to the inequality
g1=ax 
Xd
i¼1
xðiÞg1=aei :
That is, we need to know whether the mapping x 7! g1=ax is convex on the unit simplex Sd. In terms of
diversification, convexity of g1=ax means that a mixed portfolio is typically better than a one-asset strategy.
The convexity of g1=ax is related to the Minkowski inequality on the function space L
aðCÞ. This was
already pointed out by Embrechts et al. (2009) in a slightly different setting related to the
aggregation of risks. Applying (8), one immediately obtains that
g1=ax ¼ khxkC;a ð12Þ
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with hxðsÞ :¼ ðx>sÞþ and kfkC;a :¼ ð
R
f adCÞ1=a. Although k  kC;a is not a norm for a, 1, one still
can define function spaces La(C) as collections of all measurable functions f : Sd1 ! R such that
kfkC;ao1. We demonstrate below that the missing triangle inequality for k  kC;a is the origin of
asymptotic risk superadditivity in MRV models with a, 1.
The next theorem summarizes the diversification properties in the special case C(Sd)5 1, as it
occurs for random vectors in Rdþ. For R
d-valued random vectors, C(Sd)5 1 means that the excess
behaviour of the gains is weaker than that of the losses, so that compensation of high losses by high
gains is impossible. This setting is typical for risk aggregation in insurance and reinsurance, with
small incremental premia constantly coming in and potentially large losses from rare events.
In financial applications, risk aggregation without loss-gain compensation is particularly important
in the area of operational risk.
Theorem 2.4. Let XAMRV2a,C with a. 0 and C(Sd)5 1, and restrict the portfolio vector j to
Sd. Then the mapping x 7! g1=ax is
(a) convex for a. 1;
(b) linear for a5 1;
(c) concave for a, 1.
Proof. Let j1, j2AS
d and lA(0, 1). Then
8s 2 Sd hlx1þð1lÞx2 ðsÞ ¼ lhx1 þ ð1lÞhx2 :
Thus the case a5 1 is trivial and the rest follows from the Minkowski inequality for Lp spaces with
pA(0,N). The standard case pZ1 is well known, whereas for p, 1 and non-negative functions the
inequality is inverse. (cf. Hardy et al. 1934, Theorem 2.24, p.30). &
Remark 2.5 The concavity or convexity in Theorem 2.4 for a 6¼ 1 is strict if C is not concentrated
on a linear subspace in the sense that Cðfs : a>s ¼ 0gÞ ¼ 1 for some a 2 Rd. This follows from the
fact that klhx1kC;a þ kð1lÞhx2kC;a ¼ klhx1 þ ð1lÞhx2kC;a for a 6¼ 1 implies hx1 ¼ bhx2 C-a.s. for
some bZ0. (cf. Hardy et al. 1934, Theorem 2.24).
There are two general conclusions from Theorem 2.4. On the one hand, if the MRV assumption
accords with the real world data and a is greater than 1, then one can expect VaRl to be subadditive
for l close to 1. Although appropriate choice of dependence structure for given marginal distributions
always allows to violate the subadditivity of VaR (cf. McNeil et al. 2005, Example 6.22, and
Embrechts & Puccetti, 2010),MRV excludes these pathological cases at least in the asymptotic sense.
On the other hand, if a,1 and the MRV assumption fits the reality, then diversification is generally
bad for any asymptotic dependence structure C on Sd. Surprising as it may appear at the first glance,
this phenomenon has an intuitive explanation. The mathematical background of diversification is the
Law of Large Numbers, which essentially means that the fluctuation of averages is lower than that of
separate random variables. If the expectations are infinite, this reasoning breaks down. In the
insurance context, this means that sharing catastrophic risks may increase the danger of insolvency. In
the context of operational risk data having a tail index below 1, the increased financial power of a
larger bank may still be insufficient to compensate the increased intensity of operational losses. With
infinite means in the risk data, one can only reduce the total risk by reducing the number of risk
exposures.
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The next theorem summarizes the diversification properties in the general case, where C is
not concentrated on Sd. This setting allows the gains to be on the same scale with losses, so that
loss-gain compensation can take place in the tail region.
Theorem 2.6. Let XAMRV2a,C, a. 0. Then the mapping x 7! g1=ax is
(a) continuous;
(b) convex for aZ1.
Proof. Part (a). As sASd is bounded, the mapping x 7! hxðsÞ is continuous uniformly in sASd. This
implies the continuity of the mapping x 7! khxkC;a.
Part (b). Let x1; x2 2 Sd1 and lA (0,1). The convexity of the mapping t 7! tþ yields
8s 2 Sd hlx1þð1lÞx2 ðsÞ  lhx1 ðsÞ þ ð1lÞhx2 ðsÞ:
The result follows from the Minkowski inequality. &
Compared to Theorem 2.4, the most important difference in Theorem 2.6 is the missing statement
for a, 1. This is not only because the techniques used before do not apply here. Diversification
effects for a, 1 in models with loss-gain compensation are much more complex than in the pure
loss setting. The crucial factor here is the tail dependence structure, i.e., the spectral measure C. For
some C one can have convexity, for some others piecewise concavity. Models that appear similar at
a first glance turn out to have very different VaR asymptotics. Some of these modelling traps and the
resulting confusion will be discussed in the next section.
3 Examples and discussion
3.1 Catastrophic risks: dependence vs. independence
According to Theorem 2.4, superadditivity of portfolio risks is inevitable if a, 1 and the losses
cannot be compensated by gains. In addition to that, it turns out that the influence of dependence on
the diversification effects is inverse in this case. That is, lower dependence of risk components X(i)
increases the risk of any portfolio x>X for jASd. The upper bound for asymptotic portfolio risk is
attained by the random vector with independent components, whereas the lower bound is achieved
by taking all risk components equal. This inverse ordering of diversification effects for a, 1 was
shown by Mainik & Ru¨schendorf (2012).
Figure 1 shows the diversification effects arising in a bivariate regularly varying model with a
Gumbel copula CW and identically distributed, non-negative, regularly varying margins X
(i). The
dependence parameter W ranges from 1 toN, thus covering both extremal cases: the independence
(W5 1) and the monotonicity (W5N). To make the diversification effect curves comparable, the
portfolio risk functional is normalized according to (11). That is, the plots show the asymptotic VaR
ratio of the portfolio j>X and the single asset X(1):
gnx
1=a
:¼ gx
ge1
 	1=a
¼ lim
l%1
VaRlðx>XÞ
VaRlðXð1ÞÞ
:
The ordering of the asymptotic risk profiles gnx
1=a with respect to the dependence parameter W
suggests a uniform ordering of diversification effects for jASd. The direction of this ordering
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depends on a: smaller W improves the diversification effects for a. 1, but increases the portfolio risk
for a, 1. For the calculation of gnx in this model and a mathematical proof of the ordering result see
Mainik & Ru¨schendorf (2012).
The inverse diversification effects for a, 1 and the inverse impact of dependence on the portfolio
risk illustrated in Figure 1 are typical for regularly varying models in Rdþ. Moreover, the parameter
values W5 1 and W5N represent ultimate bounds for diversification effects that can be attained at
any dependence structure (cf. Mainik & Ru¨schendorf, 2012). In particular, additive VaR is the best
case one can have for a, 1.
3.2 Elliptical distributions
An important class of stochastic models is that of elliptical distributions. It can be considered as a
generalization of the multivariate Gaussian distribution that preserves the elliptical shape of sample
clouds but allows for non-Gaussian tails. In particular, the standard variance-covariance aggregation
rules for VaR remain valid for all elliptical distributions (cf. McNeil et al. 2005, Theorem 6.8).
A random vector X in Rd is elliptically distributed if it satisfies
X¼d m þ RAU;
where mARd, AARdd, U is uniformly distributed on the Euclidean sphere Sd2, and R is a non-
negative random variable that is independent of U. If ER,N, then EX5 m, and if ER2,N, then
the covariance matrix of X is given by
E ðXmÞðXmÞ>  ¼ E R2AUU>A>  ¼ ER2AA>:
The matrix C :¼ AA> is called ellipticity matrix of X. It is unique except for a constant factor.
Given a symmetric and positive semidefinite matrix C, we can always find A such that C5AA> by
Cholesky decomposition.
0.0 0.2 0.4 0.6 0.8 1.0
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1.0
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α = 3
ξ(1)
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Figure 1. The asymptotic VaR ratio gnx
1=a forMRV models with a Gumbel copula: diversification is
bad for a, 1.
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For elliptically distributed X, XAMRV is equivalent to RARV2a for some a. 0 (cf. Hult &
Lindskog, 2002). To exclude degenerate cases, we assume throughout the following that C is
positive definite. The spectral measure of X depends on C and a. Explicit formulas for the spectral
density in the bivariate case are derived in Hult & Lindskog (2002), and a general representation for
dZ2 is given in Mainik (2010).
However, the calculation of the asymptotic risk profile gnx
1=a for elliptical distributions can be
carried out without spectral measures. Let a:5 j?A. Then
x>X¼d x>m þ kak2Rðkak12 aÞ
>
U:
By symmetry of Sd2 we have that ðkak12 aÞ
>
U¼d e>1 U ¼ Uð1Þ. This gives
x>X¼d x>m þ kx>Ak2Z
with Z¼d RUð1Þ.
Hence VaRlðx>XÞ ¼ x>mþ kx>Ak2F Z ðlÞ. As F Z ðlÞ ! 1 for l% 1, we obtain from (11) that
gnx
1=a ¼ gx
ge1
 	1=a
¼ lim
t!1
x>mþ tkx>Ak2
mð1Þ þ tke>1 Ak2
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x>Cx=C1;1
q
:
It is also easy to see that this diversification effect is non-asymptotic for all centred elliptical distributions
with any R (not necessarily regularly varying). That is, for m50 and l 2 12 ; 1
 
we always have
VaRlðx>XÞ
VaRlðXð1ÞÞ
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x>Cx=C1;1
q
:
This is exactly the variance-covariance VaR aggregation rule, which was originally derived in the
Gaussian setting.
Figure 2 shows plots of this ratio in the bivariate setting with C ¼
1 r
r 1
 !
for different values
of r. In particular, the asymptotic diversification effect gnx
1=a ¼ ðgx=ge1 Þ1=a does not depend on a if
X is elliptical. Moreover, we have a uniform ordering of portfolio risks in the sense that lower r
implies lower portfolio risk for any jASd. This remarkable property is a consequence of the
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Figure 2. The asymptotic VaR ratio gnx
1=a for elliptical distributions does not depend on a.
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geometric structure of elliptical distributions. On the other hand, the asymptotic ratio of excess
probabilities for different portfolios depends on a. Applying (8), we immediately obtain that
lim
t!1
Pðx>X4tÞ
PðXð1Þ4tÞ ¼
gx
ge1
¼ x>Cx=C1;1
 a=2
:
Plots of this ratio are shown in Figure 3.
3.3 Heavy-tailed linear models are not elliptical
An appealing property of multivariate Gaussian models is their interpretation in terms of linear
regression. In the bivariate case this essentially means that a bivariate Gaussian random vector
X5 (X(1), X(2)) with margins Xð1Þ; Xð2Þ 	 N ð0; 1Þ and correlation rA (21, 1) satisfies
Xð2Þ ¼ rXð1Þ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1r2
p
Yð2Þ;
where Yð2Þ 	 N ð0; 1Þ, independent of X(1). Setting Y(1) :5X(1) and Y:5 (Y(1), Y(2))?, we can write it as
X ¼ AY; A :¼
1 0
r
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1r2
p !: ð13Þ
That is, X can be obtained as a linear transformation of a random vector with independent margins.
The generation of X 	 N ð0;CÞ for an arbitrary covariance matrix CARdd uses (13). It suffices to
choose A such that AA>5C. As N ð0;CÞ is elliptical with ellipticity matrix C, the diversification
effects in the model (13) are the same as in Figure 2.
However, the Gaussian case is the only one where the linear model (13) with independent Y(i) is
elliptical. To demonstrate the difference between elliptical and linear models in the heavy-tailed
case, we compare the multivariate elliptical Student-t distribution with the model generated
according to (13) from Y with independent t-distributed margins. The same heavy-tailed linear
model was used by Danı´elsson et al. (2005), Danı´elsson et al. (2012) in simulation studies on risk
sub- and superadditivity. The simulation results obtained there deviated strongly from what one
would expect in an elliptical model. In particular, the VaR subadditivity depended on the tail index
a, which should not be the case for an elliptical t distribution. The analysis presented below will
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Figure 3. Asymptotic excess probabilities may be misleading: gj/ge1 for elliptical distributions
depends on a (whereas gnx
1=a ¼ ðgx=ge1 Þ1=a does not).
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explain the simulation results of Danı´elsson et al. (2005) and give additional insight into the
behaviour of VaR in MRV models with a, 1.
Let X5AY with A from (13) and assume that the margins Y(1),Y(2) of Y are independent Student-t
distributed with degrees of freedom equal to a. 0. Note that EðYðiÞ2Þo1 for a. 2. In this case, the
correlation matrix of X is well defined and given by
CorðXÞ ¼ AA> ¼ 1 r
r 1
 	
:
The generation of elliptical t random vectors is quite easy. Let W(1),W(2), V be independent random
variables with WðiÞ 	 N ð0; 1Þ and V, x2 with a degrees of freedom. Then the random vector
Z :¼
ﬃﬃﬃﬃ
a
V
r
AW; W ¼ Wð1Þ;Wð2Þ > ð14Þ
is elliptically distributed with Z(i), t(a), i5 1, 2 (cf. McNeil et al. 2005, Example 3.7). The
ellipticity matrix is equal to C, which is also Cor(Z) for a. 2.
Figure 4 shows scatterplots of 1000 simulated i.i.d. observations of Z and X, respectively. Although
Z and X have the same ‘‘correlation structure’’ (correlation is only defined for a. 2), the difference
between the samples is remarkable. While large observations of Z concord with the elliptical shape
of the sample cloud, the excess points of X are concentrated on two axes. This concentration gets
stronger for heavier tails, i.e., for smaller a. The cross-shaped sample clouds indicate that the
spectral measure of the linear heavy-tailed model (13) consists of four atoms. The calculation of this
spectral measure is given in Appendix A.
This property of the linear model originates from the polynomial tails of the t distribution. It is well
known that the t(a) distribution is regularly varying with tail index a. Moreover, symmetry
arguments give jYðiÞj 2 RVa, i.e., FjYðiÞ jðrÞ ¼ ralðrÞ with some l 2 RV0.
The asymptotic diversification effect gnx
1=a can be calculated directly. It is obvious that e>1 X ¼ Yð1Þ
and
x>X ¼ ðxð1Þ þ xð2ÞrÞYð1Þ þ xð2Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1r2
p
Yð2Þ:
Due to (8), regular variation and independence of Y(i) imply that
gnx ¼ limt!1
Pðx>X4tÞ
Pðe>1 X4tÞ
¼ lim
t!1
Pððxð1Þ þ xð2ÞrÞYð1Þ4tÞ
PðYð1Þ41Þ þ limt!1
Pðxð2Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1r2
p
Yð2Þ4tÞ
PðYð1Þ41Þ
(cf. Embrechts et al. 1997, Lemma 1.3.1). Moreover, from Yð1Þ ¼d Yð2Þ and Y(2)ARV2a we obtain
that
lim
t!1
P xð2Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1r2
p
Yð2Þ4t
 
P Xð1Þ4t
  ¼ lim
t!1
P Yð2Þ4t= xð2Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1r2
p  
PðXð2Þ4tÞ
¼ xð2Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1r2
p a:
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Similar arguments yield
lim
t!1
Pððxð1Þ þ xð2ÞrÞYð1Þ4tÞ
PðYð1Þ41Þ ¼ limt!1
P Yð1Þ4t=jxð1Þ þ xð2Þrj 
PðYð1Þ4tÞ
¼ xð1Þ þ xð2Þr
 a:
Hence
ðgnxðXÞÞ1=a ¼ xð1Þ þ xð2Þr
 a þ xð2Þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1r2p a 1=a: ð15Þ
In contrast to the diversification effects in elliptical models, this expression depends on a. If rZ0,
then the function x 7! gnx1=a is convex for aZ 0 and concave for rr0. In particular, gnx1=a is linear in
j for rZ1 and a5 1. This means that VaR is asymptotically additive in this case:
lim
l%1
VaRlðx>XÞ
xð1ÞVaRlðXð1ÞÞ þ xð2ÞVaRlðXð2ÞÞ
¼ 1: ð16Þ
Figure 5 shows plots of the asymptotic risk profile gnx
1=a in the linear model for selected values
of a and r. If r,0, then the asymptotic portfolio risk is piecewise linear for a51 and piecewise concave
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Figure 4. Elliptical vs. linear t model with a degrees of freedom and ‘‘correlation’’ parameter
r: 1000 simulated i.i.d. observations of the random vector Z defined in (14) and the random vector
X5AY with Y(i) i.i.d. , t(a).
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for a,1. This demonstrates explicitly that the statements of Theorem 2.4(b, c) do not hold for X with
CXðSdÞo1.
This is extremely different from the elliptical t model, where the diversification effects are the same
for all a (cf. Figure 2). Moreover, Figure 5 explains the violation of VaR subadditivity in the
simulation study of Danı´elsson et al. (2005), Danı´elsson et al. (2012). The design of those
simulation experiments was as follows. In each of N5 1000 repetitions, an i.i.d. sample of X5AY
with Y(1), Y(2) i.i.d., t was simulated (sample size n5 106). The empirical quantile of X(1)1X(2) in
each sample was used as the estimator of VaRl for l5 0.95 and l5 0.99. For a5 1 and r5 0 or
r5 0.5, the authors observed dVaRðXð1Þ þXð2ÞÞ4dVaRðXð1ÞÞ þ dVaRðXð2ÞÞ in roughly 50% of the
N5 1000 repetitions. This simulation study was also repeated in Danı´elsson et al. (2012) with
smaller n and larger N. The results for smaller n are not as pronounced, but they still point to the
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Figure 5. Asymptotic VaR ratio gnx
1=a in the linear heavy-tailed model.
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same direction. For a5 1, the subadditivity violation rates are above 40% and converge to 50%
with increasing n, whereas the violation rates for aZ2 become negligible for large n.
Looking at Figure 5 or at the formula (16), one recognizes immediately that VaRl is asymptotically
linear for a51 and rZ0. The convergence of the violation rate to 50% originates from the
asymptotic normality of the estimator dVaR for n-N. With the large sample size n5106, the
distribution of dVaR is very close to normal with the true VaR as a mean. As the true VaR is almost
additive, dVaRðXð1Þ þXð2ÞÞ lies below or above dVaRðXð1ÞÞ þ dVaRðXð2ÞÞ with probability close to 1/2.
Thus the 50% subadditivity violation rate is due to statistical noise, whereas the fact that we observe
it for a51 and rZ0 is a consequence of the asymptotic VaR additivity in this particular model.
The conclusion we can draw from the elliptical and the linear t examples presented above is that
asymptotic diversification effects in the loss-gain case depend on both the tail index and on the
dependence structure. Looking at samples and risk profiles on the entire portfolio range helps to
discover such modelling traps.
3.4 Negative vs. positive dependence, short positions
We have already seen in Figure 5 that positive dependence (r. 0) and negative dependence (r, 0)
have quite different implications on the diversification effects if loss-gain compensation is possible.
This observation can be made more precise by adjusting the linear model X5AY in a way that
makes the asymptotic excess probabilities of X(1) and X(2) equal. From (15) we see that
lim
t!1
PðXð2Þ4tÞ
PðXð1Þ4tÞ ¼ g
n
e2
¼ jrja þ 1r2 a=2:
Denoting eXð2Þ :¼ brXð2Þ with br :¼ gn1=ae2 , we obtain that
PðeXð2Þ4tÞ
PðXð1Þ4tÞ ¼
PðXð2Þ4tgnx1=aÞ
PðXð2Þ4tÞ
PðXð2Þ4tÞ
PðXð1Þ4tÞ ! g
n
e2
1gne2 ¼ 1; t!1:
Hence, defining eX ¼ eAY with A ¼ 1 0
brr br
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1r2
p 	, we obtain
gne1
eX  ¼ gne2 eX  ¼ 1:
Moreover, analogously to (15), we obtain that
ðgnxðeXÞÞ1=a ¼ xð1Þ þ xð2Þbrr a þ xð2Þbr ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1r2p a 1=a:
Figure 6 shows plots of ðgnxð ~XÞÞ
1=a
for different a and r. The portfolio set also includes some short
positions: j(1) ranges in (21, 2), and j(2)5 12j(1). The corresponding plot for the elliptical model is
shown in Figure 7.
First of all, we see that uniform ordering of portfolio risks is only possible for jASd, i.e., if short
positions are excluded. Furthermore, the re-weighting of X(2) to ~X
ð2Þ
shows that the linear t model
with rZ 0 exhibits inversion of diversification effects for a, 1 in the same way as it would be in the
pure loss case. If, however, r, 0, then there is no inversion of this kind, but also no uniform
ordering of portfolio risks even for jAS2.
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Moreover, the right part of Figure 6 shows that the downward pinnacles of the portfolio risk we saw
in Figure 5 also appear for r. 0. However, in this case they are associated with short positions.
These pinnacles correspond to the optimal hedging strategies that would minimize the asymptotic
portfolio risk. It is clear that in case of positive dependence, hedging needs a negative portfolio
weight. There are no such effects in the elliptical model.
This comparison shows that in case of compensation between losses and gains, asymptotic sub- and
superadditivity of VaR for a, 1 is strongly influenced by the dependence structure. In particular,
there is no general sub- or superadditivity result. Models that appear similar at a first glance can
exhibit very different features. There seems to be a tendency of positive dependence to cause
superadditivity. However, in models more complex than the linear model discussed here one would
typically find a mixture of positive and negative dependence with an unclear outcome.
4 Conclusions and a word of warning
This paper demonstrates that VaRl in MRV models with tail index aZ1 is asymptotically convex
(and, in particular, subadditive) for l% 1. On the other hand, VaR is asymptotically concave for
random vectors in Rdþ that are MRV with a, 1. Moreover, the influence of dependence on risk in
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Figure 6. Asymptotic VaR ratio gnx
1=a in the linear model ~X ¼ ~AY with balanced tails (short
positions included).
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Figure 7. Asymptotic VaR ratio gnx
1=a in the elliptical model (short positions included).
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the latter case is inverse, so that independence of asset returns increases the portfolio risk. For a
more practical interpretation, see our discussion below Theorem 2.4.
We also demonstrate that general sub- or superadditivity results on VaR cannot be obtained for
MRV models with a, 1 if loss-gain compensation takes place in the tails. That is, with large losses
and gains on the same scale, VaR can be asymptotically sub- or superadditive, or neither. The final
result is determined by the particular tail dependence structure. A full description of the asymptotic
diversification effects for VaR can be obtained from the asymptotic risk profile gnx
1=a.
The examples discussed above also demonstrate the general fact that subadditivity of VaR always
depends on the combination of marginal distributions and the dependence structure. In particular,
the convexity results for aZ 1 do not hold if the assumption XAMRV2a,C is replaced by
X(i)ARV2a for all i. That is, the influence of marginal distributions on the subadditivity of VaR
cannot be clarified without assumptions on the dependence structure. All statements like ‘‘VaR is
subadditive for Gaussian returns’’ or ‘‘VaR is subadditive for heavy-tailed returns with tail index
aZ1’’ are at least misleading. Strictly speaking, statements on VaR subadditivity that do not specify
the dependence structure are simply wrong. Given marginal distributions F1,y, Fd, one can always
construct a dependence structure such that VaR is either subadditive, additive, or superadditive
( cf. Embrechts & Puccetti, 2010).
One also has to be careful when specifying the dependence structure. There are several alternative
methods, such as linear or non-linear regression and copulas. Dependence models that are
equivalent for some margins can be very different for others. In particular, the equivalence of
elliptical and linear models is a special property of Gaussian margins. The comparison of the
elliptical t model with a linear model based on t distributed factors shows how different the results
can be in the general case. This example also demonstrates how misleading a blind trust in
correlation parameters can be (see also Embrechts et al. 2002).
Similar issues arise in copula models. One should always be aware that transformation of marginal
distributions has a crucial impact on the sample shape (cf. Balkema et al. 2010). In particular, the
notion of elliptical copulas means only that these copulas are obtained from elliptical distributions.
Combining such a copula with new margins, one can get highly non-elliptical samples. Gaussian
copulas, for example, belong to the class of elliptical copulas. However, it is well known that they
are asymptotically independent (cf. Sibuya, 1959). Endowing a Gaussian copula with t margins, one
obtains a cross-shaped sample, similar to (but not the same as) the linear heavy-tailed model
discussed in Subsection 3.3.
There are lots of modelling traps related to dependence. The best way to recognize and to circumvent
them in practice is looking at the generated samples. For questions related to portfolio VaR
asymptotics inMRV models one can also look at the risk profile x7!gnx1=a on the entire portfolio set.
As demonstrated above, this kind of analysis helps to understand the difference between elliptical and
linear models and also explains the simulation results of Danı´elsson et al. (2005).
After various general and model specific conclusions outlined above, a word of warning should be
said concerning the non-asymptotic sub- and superadditivity of VaR. The results presented here
affect only the limit of VaR ratios, and the quality of the approximation they give to non-asymptotic
problems depends on the distance between the true conditional excess distribution
LððkXk; kXk1XÞjkXk4tÞ and the limit distribution ra C. The convergence rate of portfolio
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VaR ratios depends on so-called second order parameters, and can be quite slow (cf. Degen
et al. 2010). Moreover, the second-order parameters are even more difficult to estimate than the
first-order parameters a and C. This may put a practitioner into the paradoxical situation where
the limit gnx
1=a is easier to estimate than the distance between this limit and the non-asymptotic
quantity it should approximate. Being very useful from the qualitative point of view, VaR
asymptotics should not be trusted blindly in quantitative non-asymptotic applications. No matter
how fascinating theoretical results in a particular model may be, good practice always needs a
humble approach and an appropriate awareness of the real questions and the relevant properties of
the underlying data.
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A: Spectral measures in linear models
In this section we derive an explicit representation for the 4-point spectral measure of the linear
heavy-tailed model. Independence of Y(1) and Y(2) implies that
FkYk1 ðrÞ
2 FjYð1Þ jðrÞ
¼ P Y
ð1Þ þ Yð2Þ 4r 
P Yð1Þ
 4r þ P Yð2Þ 4r ! 1
as y-N (cf. Embrechts et al. 1997, Lemma 1.3.1). For any fixed e. 0 this yields
P Yð1Þ
 4r; Yð2Þ 4rjkYk14r   ð FjYð1Þ jðrÞÞ2FkYk1 ðrÞ ! 0; r!1:
This implies that observations of Y with large kYk1 are concentrated around the coordinate axes. By
symmetry arguments we easily obtain that the conditional probabilities Pf
YðiÞ  rjkYk14rg are
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equal for i5 1, 2. This entails that Y 2MRVa;CY with spectral measure
CY ¼
1
4
ðdv1 þ dv2 þ dv3 þ dv4 Þ;
where n1 :5 (1,0)>, n2 :5 (1,0)>, n3 :52n1, and n4:52n2. The corresponding exponent measure
nY ¼ cðra CYÞ  t (cf. (4) and (5)) is concentrated on the coordinate axes. As the constant c. 0
can be chosen freely, we simplify the writing by setting c :54. In this case we have that
nYð
ð1;1ÞeiÞ ¼ 1; i ¼ 1:2;
with the notation Bv :¼ fx 2 R2 : x ¼ rv; r 2 Bg for nAR2 and BR.
To obtain the spectral measure CX of the linear model X5AY with the matrix A defined in (13),
consider the definition (4) of MRV. Denote TA(x):5Ax for xARd. Since A is invertible, we have
T1A ¼ TA1 . The inverse of A is given by
A1 ¼ 1 0r=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1r2
p
1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1r2
p 	:
As Y satisfies (4) with n5 nY and some sequence an, we immediately obtain
nP a1n X 2 B
  ¼ nP a1n Y 2 T1A ðBÞ ! nY ðT1A ðBÞÞ
for compact B 2 Bð½1;1dnf0gÞ. That is, X satisfies (4) with the same an and n ¼ nX :¼ nY  T1A .
In particular, the support of nX is the support of nY transformed by TA:
suppðnXÞ ¼ TAðsuppðnYÞÞ ¼ TA
[4
i¼1
ð0;1Þvi
 !
¼
[4
i¼1
ð0;1ÞAvi:
Hence the support of the spectral measure CX on S
2
1 is given by
suppðCXÞ ¼ suppðnXÞ \ S21 ¼ fw1;w2;w3;w4g
where wi :¼ kAvik11 Avi. That is, w1 ¼ ð1þ jrjÞ1ð1;rÞ>, w25(0,1)>, w352w1, w452w2. The
spectral measure CX is given by
CXðfwigÞ ¼
nXðð1;1ÞwiÞP4
j¼1
nXðð1;1ÞwjÞ
:
Since nXðð1;1ÞwiÞ ¼ nYðð1;1ÞA1wiÞ ¼ kA1wika1 for i51,y, 4, we obtain that
CXðfw1gÞ ¼ CXðfw3gÞ ¼
ð1þ jrjÞa
2ð1þ jrjÞa þ 2ð1r2Þa=2
;
CXðfw2gÞ ¼ CXðfw2gÞ ¼
ð1r2Þa=2
2ð1þ jrjÞa þ 2ð1r2Þa=2
:
&
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