Knowledge of the ecological and evolutionary causes of dispersal can be crucial in understanding the behaviour of spatially structured populations, and predicting how species respond to environmental change. Despite the focus of much theoretical research, simplistic assumptions regarding the dispersal process are still made. Dispersal is usually regarded as an unconditional process although in many cases fitness gains of dispersal are dependent on environmental factors and individual state. Condition-dependent dispersal strategies will often be superior to unconditional, fixed strategies. In addition, dispersal is often collapsed into a single parameter, despite it being a process composed of three interdependent stages : emigration, inter-patch movement and immigration, each of which may display different condition dependencies. Empirical studies have investigated correlates of these stages, emigration in particular, providing evidence for the prevalence of conditional dispersal strategies. Ill-defined use of the term ' dispersal', for movement across many different spatial scales, further hinders making general conclusions and relating movement correlates to consequences at the population level. Logistical difficulties preclude a detailed study of dispersal for many species, however incorporating unrealistic dispersal assumptions in spatial population models may yield inaccurate and costly predictions. Further studies are necessary to explore the importance of incorporating specific condition-dependent dispersal strategies for evolutionary and population dynamic predictions.
I. INTRODUCTION
Through simply moving from one habitat patch to another, the dispersal of an individual has consequences not only for individual fitness, but also for population dynamics and genetics, and species' distributions (Dunning et al., 1995; Hanski & Gilpin, 1997 ; Hanski, 1999 ; Clobert et al., 2001) . Due to this link between dispersal and population dynamics, understanding its causes and consequences is vital for population management and predicting the population response to changes in the environment. This is particularly important given the need to predict how populations will respond to habitat fragmentation and climate change, and the invasion and spread of alien species. The evolutionary causes of dispersal have been the centre of much theoretical work, and a number of potential driving forces has been identified including kin competition, inbreeding, resource competition and environmental stochasticity ( Fig. 1 ; Johnson & Gaines, 1990 ; Clobert et al., 2001) . The importance of these factors in selecting for dispersal will vary among species according to their life history and how they interact with the environment. Dispersal also carries its costs, which are equally important in determining when dispersal is adaptive. These costs may be paid during dispersal movements (Waser, Creel & Lucas, 1994) or through prior resource investment in dispersal capacity (Denno, Olmstead & McClould, 1989) . For most animals, these costs and benefits of dispersal will vary in space and time, and among individuals. The profitability of dispersal as a lifehistory strategy will vary as a result, and a plastic dispersal strategy is typically expected to respond to this variation ( Fig. 1B ; Ims & Hjermann, 2001 ; Ronce et al., 2001; Massot et al., 2002) . This is supported by a vast number of empirical studies, demonstrating the effects of various parameters on dispersal rates.
At the level of the population, dispersal can have both beneficial and detrimental effects on the persistence of spatially structured systems. Extinction risk can be decreased through the colonisation of empty habitat, which may balance the loss of other local populations. This effect is particularly central to metapopulation theory (Hanski & Gilpin, 1997; Hanski, 1999) . In addition, movement into declining populations, through dispersal, may help buffer them from extinction (Brown & Kodric-Brown, 1977) . On the other hand, high rates of movement within a system can increase extinction risks, by increasing the synchrony in the dynamics of local populations, and thus the probability of simultaneous extinctions (Heino et al., 1997) . These population effects of dispersal can also have an importance for the evolution of dispersal itself. Changes in spatial dynamics as a result of dispersal can in turn affect the costs and benefits of dispersal and result in eco-evolutionary feedback ( Fig. 1A ; Doebeli & Ruxton, 1997 ; Murrell, Travis & Dytham, 2002) .
Due to the practical problems associated with the study of dispersal, theoretical studies play a particularly important role in predicting population effects of dispersal. However, model assumptions of the dispersal process typically lack a great deal of realism (Travis & French, 2000 ; Goodwin, 2003) , and do not incorporate condition-dependent dispersal strategies (e.g. Gadgil, 1971; Hastings, 1983 ; Holt, 1985 ; Hanski, 1994 ; Hanski & Thomas, 1994 ; Doebeli, 1995 ; Murrell et al., 2002) . In general, dispersal is treated as a fixed strategy, with a constant fraction of the population dispersing each generation. Studies that have incorporated more realistic dispersal functions indicate that model behaviour can be sensitive to the dispersal function (McPeek & Holt, 1992 ; Ruxton & Rohani, 1999 ; Saether, Engen & Lande, 1999; Kindvall & Petersson, 2000; Poethke & Hovestadt, 2002) .
Apart from a desire for an analytically tractable model, one reason for this shortcoming of theoretical studies may rest with problems associated with the results of empirical studies. Despite an abundance of empirical studies on dispersal, few consistent patterns have emerged, which may have led to the simplest assumptions being incorporated into models. A greater understanding of the behavioural basis underlying dispersal decisions would aid with predicting the movement of individuals within a spatial system. The process of dispersal can be subdivided into three stages : the decision to leave the current patch (emigration), movement between patches (inter-patch movement), and the decision to enter, and remain in, a new patch (immigration). This is rarely taken into account in experimental and field studies of dispersal. Most studies have focused on the correlates of patch emigration, or overall dispersal success. Investigating the whole process has rarely, if ever, been carried out for a single species.
The search for generalities in dispersal rules and behaviour is further complicated by differences in the spatial scale of dispersal studies. The term ' dispersal ' has been applied to movement over many different spatial scales, with more or less arbitrary distances used to define dispersal ( Johnson & Gaines, 1990) . Probably the most common definition is movement from the natal patch to the breeding patch, or movement between breeding patches , which is easily applied to species such as birds and butterflies and is convenient for modelling. However, imagine an organism that moves away from one food patch, perhaps because competition is intense, if it encounters another suitable patch quickly, this may be viewed as a foraging movement, however if it does not encounter a patch for some distance this may be defined by some as ' dispersal' even if the biological mechanisms underlying the movements are identical. To avoid this semantic issue, we use a broad definition of dispersal as any movement between habitat patches, and habitat patches as areas of suitable habitat separated in space from other such areas, irrespective of the distance between them. This definition recognises that ' dispersal' is used to encompass movement at different scales but we will later emphasise the importance of scale to the interpretation of dispersal.
As the impact of dispersal on population dynamics is being increasingly recognised, the causes and consequences of dispersal have become a focus of much current research (see reviews by Dieckmann, O'Hara & Weisser, 1999; Ferriere et al., 2000 ; Nathan, 2001 ). The present review aims to bring together the theoretical and empirical literature on dispersal, and more specifically to review : (1) the theoretical work on the evolution of dispersal, (2) the empirical literature, specifically considering condition-dependent dispersal to establish whether there are general patterns emerging, and (3) the link between dispersal and population dynamics, in particular highlighting the effects of incorporating more realism in the assumptions of the dispersal process for model predictions. Examples are only restricted to the animal kingdom, although with some bias towards invertebrates. 
II. ULTIMATE CAUSES OF DISPERSAL
Most generally, dispersal can be a selective advantage when the fitness benefits of moving to a new patch exceed the costs of movement. Variability in an individual's fitness between habitat patches is key to the evolution of dispersal, where such variation may arise from population dynamics or kin structure, or from factors determining the intrinsic quality of the habitat.
(1 ) Kin interactions
Kin selection occurs when selection on individuals favours traits that increase the fitness of close relatives. According to Hamilton's rule, selection will depend on the balance between the inclusive fitness benefits of the trait and the direct fitness costs to the individual (Hamilton, 1964) . Kin selection may favour dispersal as a mechanism to reduce competition between kin at the natal site. Instead of siblings competing amongst themselves at the natal site, dispersal will result in siblings competing with nonsiblings at many sites. This was first formally presented by Hamilton & May (1977) , demonstrating selection in the absence of any other environmental factors, and even assuming a high cost to dispersal. Conceptually, the original Hamilton & May (1977) model assumes very strong kin competition : after reproduction, the parent dies and the offspring compete together for the single space left by the parent per site. As local populations become larger and most of the competitive interactions occur between non-kin, the evolutionarily stable dispersal rate will tend towards zero (Comins, Hamilton & May, 1980) . Further work has identified several factors that may interact with kin structure, such as dispersal distance and the number of patches within the system (Gandon & Rousset, 1999 ; Rousset & Gandon, 2002) , demographic stochasticity and patch population density (Crespi & Taylor, 1990) . These modelling predictions rest on the assumption that interactions between kin have the same direct fitness costs as interactions between non-kin. For some animals, the presence of kin within a patch may have a positive effect on fitness, for instance through cooperative behaviour, and thus change the predicted relationship between relatedness and dispersal rate. The balance between the costs and benefits of dispersal has been proposed to influence the formation of kin societies (Lambin, Aars & Piertney, 2001 ; Baglione et al., 2003) . When dispersal is costly, for instance if territory acquisition elsewhere is unlikely, then dispersal may be selected against, and provide the environment for the evolution of cooperative behaviour, which may be aided by kin selection (Baglione et al., 2003) .
(2 ) Inbreeding avoidance
The negative fitness consequences associated with breeding between close relatives are expected to select for mechanisms to avoid such matings (Pusey & Wolf, 1996) . Dispersal can potentially be an efficient inbreeding avoidance strategy since kin will tend to be clustered around the natal site (Bengtsson, 1978 ; Greenwood, 1980) . In practice, separating the evolution of dispersal as a means to avoid inbreeding as opposed to avoiding kin competition is difficult (Perrin & Goudet, 2001 ). Both these causes of dispersal are expected in situations where kin interact frequently and dispersal will result in a reduction of both pressures regardless of the predominant evolutionary force.
Dispersal is predicted to be sex-biased to avoid inbreeding but asymmetries in the level of intrasexual kin competition may also lead to sex-biased dispersal (Gandon, 1999) . The study of the proximate causes of dispersal, in particular, the social environment in which animals are observed to disperse could be indicative of the ultimate cause of dispersal. A dispersal strategy sensitive to the presence of opposite-sex kin would be suggestive of inbreeding avoidance (Lambin, 1994; Gundersen & Andreassen, 1998) . When driven by kin competition, both sexes may disperse, and the dispersal rate may be sensitive to the numbers of all kin, or promoted by the numbers of the more competitive sex (e.g. Léna et al., 1998) . However, these predictions assume that animals possess the ability to recognise kin. This has been demonstrated for some animals, but not for others, thus a fixed strategy, and not a dispersal strategy conditional on population relatedness may evolve even when the selection pressure for dispersal is avoidance of inbreeding or kin competition.
( 3) Habitat variability
Variation in population dynamics can affect the realised patch quality, even if the intrinsic patch quality is constant. This arises from changes in population densities leading to changes in the social and competitive environment over time. Demographic stochasticity, which most affects small populations, has been shown to be capable of selecting for dispersal although separating the effects of demographic stochasticity from kin selection is problematic (Travis & Dytham, 1998 ; Cadet et al., 2003) . Similarly, chaotic dynamics can introduce selection pressures for dispersal (Holt & McPeek, 1996) .
Most research has centred on the role of intrinsic variation in habitat quality (such as resource availability) on the evolution of dispersal. Theoretical studies agree that spatially uncorrelated, temporal variation in patch carrying capacity should select for dispersal (Gadgil, 1971 ; Roff, 1975 ; McPeek & Holt, 1992 ; and equally, variation in individual demographic parameters caused by temporal environmental variation favours dispersal (Wiener & Tuljapurkar, 1994) . At the extreme, variation leading to habitat extinctions can select for dispersal (Comins et al., 1980; Friedenberg, 2003 but see Gyllenberg, Parvinen & Dieckmann, 2002 ; Poethke, Hovestadt & Mitesser, 2003) and is proposed as the main selective advantage of dispersal for insect species living in ephemeral habitats (Roff, 1990 ; Denno et al., 1996) . Dispersal in response to stochastic temporal variation in patch quality may be considered as a bet-hedging strategy, acting to reduce the variance in fitness (den Boer, 1968) .
Variation in environmental parameters has often been shown to be temporally autocorrelated, so that good and bad years do not occur at random but in runs (Pimm & Redfearn, 1988; Boulinier & Lemel, 1996; Halley, 1996) . This has been predicted to be important in shaping the optimal dispersal rate (Venable & Brown, 1988 ; Cohen & Levin, 1991; Travis, 2001) and also for the selection of condition-dependent dispersal strategies. When there is some autocorrelation, future environmental conditions can be predicted on the basis of the current conditions, and so condition-dependent dispersal may evolve, with dispersal cueing on the environmental parameters correlating with patch quality (Scheiner, 1993; Danchin, Heg & Doligez, 2001 ; Doligez et al., 2003) .
Turning towards spatial variation in habitat quality, most studies are in agreement that dispersal should not be selected when patch carrying capacities vary spatially but remain constant over time (Hastings, 1983 ; Holt, 1985 ; Cohen & Levin, 1991 ; Greenwood-Lee & Taylor, 2001) . Dispersal is selected against as the individuals with most to gain from dispersal are those occupying low-quality patches, but as low-quality patches contain relatively fewer individuals, dispersal is not selected on average. However, McPeek & Holt (1992) showed this result to be dependent on the dispersal strategy assumed : when there is conditional dispersal, in this case with dispersal depending on the patch carrying capacity, spatial variation in habitat can select for dispersal.
Given that change in the spatial variation of habitat quality is one of the most important threats to biodiversity, understanding its evolutionary pressures on dispersal may be crucial in predicting how populations respond. For some populations, spatial variation in habitat quality is increasing, as habitat is lost to development. Habitat loss has been predicted to make dispersal more costly, and so to introduce evolutionary pressures opposing dispersal . When habitat loss leads to habitat fragmentation, both the costs and benefits of dispersal can be increased, specifically if the remaining fragments are more liable to extinction. In this case, it is not immediately obvious in which direction dispersal will be pulled (Heino & Hanski, 2001 ). For some populations new habitat is being opened up, for instance during the invasion of alien species, or through climate change. Dispersal propensity has been predicted to increase during range expansion as dispersing individuals are able to harvest the benefits of colonising an empty habitat patch . In reality, whether these pressures actually lead to changes in dispersal will depend on the speed of habitat change relative to the speed of evolutionary change.
III. PROXIMATE CAUSES OF DISPERSAL
Variation in fitness between patches can select for dispersal as part of a life-history strategy on an evolutionary timescale. Often though, whether or not an individual actually disperses in its own lifetime will depend on the environment that it has experienced itself (Fig. 1B) . A plastic, conditional dispersal strategy has the advantage of being able respond to variation in the costs and benefits of dispersal over the short term (Ronce et al., 2001 ; Massot et al., 2002) . Study of the proximate causes of dispersal will often yield insight into the evolutionary causes. For instance, dispersal dependent on environmental factors such as food availability is indicative of the importance of variation in intrinsic patch quality for the evolution of dispersal. The majority of evolutionary and population models typically treat dispersal as a fixed, unconditional strategy (for exceptions see Tables 1 and 2 ) though fixed strategies, insensitive to the environment, may only be expected when there are constraints on obtaining information on patch quality or when changes in habitat quality are unpredictable (Scheiner, 1993; Doligez et al., 2003) .
Reflecting different evolutionary causes, the factors that influence dispersal are expected to vary among different species. Different cues may be used at different stages of the dispersal process: emigration, inter-patch movement and immigration. Some empirical studies have investigated the ecological variables influencing each stage ; however, how factors are integrated at each stage and between stages has been comparatively ignored.
(1 ) Emigration Individuals can be reasonably assumed to have more information about their current patch, relative to other patches. Expected fitness in the current patch, and factors affecting emigration, are expected to play a major role in determining the overall dispersal rate. A number of factors have been found to be important in empirical investigations.
( a ) Density
Experimental studies have shown emigration propensity to increase with density for a variety of taxa (insects : Otronen & Hanski, 1983; Hurd & Eisenberg, 1984; Doak, 2000; other invertebrates : Bengtsson, Hedlund & Rundgren, 1994 ; Byers, 2000 ; Albrectsen & Nachman, 2001; French & Travis, 2001 ; vertebrates : Léna et al., 1998 ; Aars & Ims, 2000) . Increasing population density can reduce individual fitness, and hence become a driving force for dispersal, through two main types of competitive interactions : exploitative competition (density effects on per capita resources) and interference competition (direct effects of density itself). Both these types of competitive interactions are known to induce emigration in insects (Harrison, 1980 ; Dixon, 1985; Denno & Peterson, 1995 ; Herzig, 1995) .
A few studies have found a negative density-dependent relationship, such that emigration rate becomes higher at lower densities. This has been reported in populations of the Glanville fritillary Melitaea cinxia (Kuussaari, Nieminen & Hanski, 1996) and the alpine butterfly, Parnassius smintheus (Roland, Keyghobadi & Fownes, 2000) . When the benefits of living in a group exceed the costs of competition, a negative density-dependent emigration may be adaptive, where such benefits include diluted predation risk or foraging facilitation. The occurrence of Allee effects, causing a decline in fitness at low population densities, such as increased time searching for mates, could also select for increased emigration at low population densities. As different factors will operate at different densities, a simple linear relationship between density and emigration may not be expected.
(b ) Food availability
Food is generally a limited resource for most animals, so it is no surprise that empirical studies have reported a correlation between food availability and emigration rate (e.g. Kuussaari et al., 1996 ; Hanski et al., 2002; Schneider, Dover & Fry, 2003) . Experimental food supplementation decreased the emigration propensity of juvenile northern goshawks Accipiter gentilis (Kennedy & Ward, 2003) . As both the density of competitors and food levels together determine the per capita resources available for a population, effects of food availability are predicted to vary with population density. This has been demonstrated in an experimental hostparasitoid system : the emigration rate of the parasitoid Anisopteromalus calandrae was shown to be dependent on the ratio of competing conspecifics to its larval host Callosobruchus chinensis (French & Travis, 2001 ).
( c ) Interspecific interactions
Not only interactions with competitors, but also with other guilds, such as parasites and predators, can determine the suitability of a patch for an individual. Experimental work with the pea aphid, Acyrthosiphon pisum, found that alate (winged morph) production could be induced by the presence of a predator such as a ladybird (Sloggett & Weisser, 2002) . For most species, this effect has not been considered, although predator-induced prey dispersal is likely to have some interesting consequences for the stability of spatial predator-prey systems.
( d ) Sex ratio
Sex ratio may influence dispersal if there is asymmetrical competition between males and females or if the mating success varies in space due to differences in the number of available mates. The hummingbird flower mite, Proctolaelaps kirmsei co-exists in small populations in inflorescences of their host plants and is subject to stochastic variation in the sex ratio. Using an experimental lattice system, males have been shown to respond to the local sex ratio by moving from male-biased groups to female-biased groups (Colwell & Naeem, 1999) . Similarly, a mark-recapture field study on Etienne (2000) the red milkweed beetle, Tetraopes tetraophthalmus revealed that the emigration rate of males increased from patches with a more male-biased sex ratio (Lawrence, 1987 (Lawrence, , 1988 .
Provided that a capacity for kin recognition exists, the kinship of interacting individuals can be a proximate mechanism triggering dispersal when dispersal has been selected as a means to avoid inbreeding or kin competition. Several studies have demonstrated the importance of the presence of the opposite-sex parent and kin in determining offspring dispersal (Lambin, 1994 ; Pusey & Wolf, 1996 ; Gundersen & Andresassen, 1998 ; Léna et al., 1998) . Experimental removal of the opposite-sex parent delayed offspring dispersal in white-footed mice Peromyscus leucopus (Wolff, 1992) . The lower dispersal propensity of common lizard, Lacerta vivapara, offspring from mothers in poor condition or senescent has been proposed to be due to kin competition, since offspring from these mothers can expect low levels of kin competition, and there was no apparent effect on offspring condition (Ronce, Clobert & Massot. 1998) . Studies on the male morphs of the side-blotched lizard Uta stansburiana have found evidence that dispersal decisions are related to genetic similarity (Sinervo & Clobert, 2003) . Blue morphs, that suffer aggressive competition from orange morphs, and lose females to yellow morphs through sneak matings, exhibit a tendency to settle together. Through this strategy, blue morphs have been found to yield significant fitness benefits, possibly through a form of cooperation as these males are mate guarders (Sinervo & Clobert, 2003) . However settlement patterns were related to genetic similarity and not kinship per se.
Patch size has been one of the more well-studied proximate correlates of emigration, and has been confirmed in numerous empirical studies to display a negative correlation with emigration rate (e.g. for butterflies : Hill, Thomas & Lewis, 1996 ; Kuussaari et al., 1996 ; Baguette, Petit & Quéva, 2000 ; and other insects: Kareiva, 1985; Kindvall, 1999 but no effect in Roland et al., 2000 ; Schneider et al., 2003) . Traditionally, patch size has been proposed to influence emigration rates through edge to size ratios. In smaller patches with a greater edge to size ratio, individuals are more likely to encounter the edge which may increase the likelihood of leaving the patch (Stamps, Buechner & Krishnan, 1987; Kindvall & Petersson, 2000) . In both root voles Microtus oeconomus (Andreassen & Ims, 2001 ) and field voles, Microtus agrestis (Crone, Doak & Pokki, 2001) , dispersal is more common from small patches than from large patches. However contrary to the theory, manipulation of edge to size ratio, while keeping patch size constant, failed to affect emigration in root voles (Gundersen & Andreassen, 1998) . The authors did concede that the small size of their experimental patches could have removed any edge to size effects.
Whether it is the size of the patch per se or associated factors is difficult to disentangle. Several factors have been identified that may covary with patch size, and be responsible for changes in dispersal rate with patch size. Andreassen & Ims (2001) suggested that ' patch-size dependent demography ' might explain greater emigration from small patches. In their study, movement out of a patch was greater when the population density was low and more variable due to demographic stochasticity, both characteristics of small patches. Patch size is likely to be a phenomenological description of patch carrying capacity, which has Doligez et al. (2003) also been predicted to be negatively correlated with dispersal rate (McPeek & Holt, 1992 ; Doncaster et al., 1997) . Covariation between patch size, population size and average degree of relatedness introduces further confounding variables. Experimental studies could hold the potential to tease apart the effect of these different variables on emigration (e.g. Léna et al., 1998) .
The costs of dispersal are crucial in determining whether dispersal can lead to fitness gains, and thus, if costs can be assessed, are likely to influence emigration strategies. Costs paid during inter-patch movement comprise factors such as greater energy expenditure and exposure to predation (Waser et al., 1994; Bélichon, Clobert & Massot, 1996) and may vary according to the matrix habitat (Wiens et al., 1993) . These costs of dispersal may be assessed prior to emigration, in the form of some exploratory behaviour at the patch boundary (Larsen & Boutin, 1994) , and even within the matrix. Individuals are predicted to exhibit a greater emigration propensity when the surrounding environment is more hospitable or less resistant to movement (Stamps et al., 1987 ; Haddad, 1999) . The nature of the matrix at the patch boundary is known to influence emigration in the Glanville fritillary, with individuals displaying a greater propensity to emigrate with more open matrix habitat (Kuussaari et. al., 1996; Moilanen & Hanksi, 1998) .
The degree of isolation of a patch, that is, the distance to other patches, will strongly impact the cost of dispersal, as costs of movement increase with travel time. Whether dispersal propensity is actually sensitive to the degree of isolation of a patch will depend on the ability to estimate patch isolation. Isolation could potentially be assessed by several different methods. Exploratory movements in the matrix may indicate the location of suitable habitat, depending on inter-patch distance and the movement capacity of the animal. The perception of cues indicative of suitable habitat may be useful to expand the distance over which patches are detectable without actually travelling the full distance (e.g. Conradt, Roper & Thomas, 2001 ). The transfer of information between individuals, regarding the direction and distance of other habitat patches, is also a possibility for some species.
(2 ) Inter-patch movement
Spatial models generally assume inter-patch movement to be a simple transfer between patches. Adaptations to increase patch-finding success may lead to deviations from the assumptions of dispersal in the majority of models (Wiens et al., 1993; Lima & Zollner, 1996 ; Conradt et al., 2003) . The difficulty in tracking the movements of individuals between patches, and the consequent lack of data, has meant that simplified movement assumptions have been justified on the basis that there is no evidence for a suitable alternative. However, studying movement behaviour is likely to become more feasible with advances in molecular techniques and tracking technology (Bullock, Kenward & Hails, 2001 ).
( a ) Matrix habitat
Movement behaviour of an organism can be strongly influenced by habitat type (Doncaster, Rondinini & Johnson, 2001; Desouhant et al., 2003 ; Hein et al., 2003) and fine-scale spatial heterogeneity (Crist et al., 1992 ; Johnson, Milne & Wiens, 1992 ; McIntyre & Wiens, 1999) . At larger spatial scales, matrix habitat has been found to be highly influential in determining the overall successful movement rates between patches (e.g. Pither & Taylor, 1998; Roland et al., 2000; Ricketts, 2001 ; Bonte et al., 2003) . A mark-recapture study of movement in the butterfly P. smintheus revealed movement between patches to be twice as high through open meadow than in forest habitat (Roland et al., 2000) . With only data on successful movement rates, these effects could arise through different mechanisms : differential movement rates, differential mortality in the matrix or differential resistance of the matrix at the patch boundary. Several (or all) of these factors are likely to act simultaneously ; indeed, habitat that is costly to move in would be predicted to promote the evolution of behaviour to avoid movement in it (e.g. Schtickzelle & Baguette, 2003) .
Creating corridors of suitable habitat between habitat patches, aiming to increase patch connectivity has been a much debated conservation measure (Simberloff et al., 1992) . With the aim of resolving this issue, a number of empirical studies have aimed to understand the effect of the presence of corridors on movement rates and population dynamics (e.g. Gonzalez et al., 1998; Boudjemadi, Lecomte & Clobert, 1999; Coffman, Nichols & Pollock, 2001 ). Corridors were found to increase movement in meadow voles Microtus pennsylvanicus (Coffman et al., 2001 ) but only slightly increased the movement rate of female root voles Microtus oeconomus (Aars, Johannesen & Ims, 1999) . In fact, a recent study investigating corridor use by a range of taxa from bees to small mammals concluded that, in general, corridors have a greater effect on directing movement between connected patches rather than increasing the overall movement rate (Haddad et al., 2003) .
Describing animal movement quantitatively can be useful in allowing comparison of movement behaviour under different conditions. A popular approach that has been applied successfully for many insect species is modelling individual movement as a random walk. This involves decomposing the pathway of an organism in terms of distributions of move-lengths and turning angles between moves, and with these parameters, predicting the rate of movement (see Kareiva & Shigesada, 1983 ; Turchin, 1991) . A correlated random walk, where the direction of the previous step influences the next direction taken is often more realistic. Animals are not expected to move at random, but this method assumes that the extra detail is unnecessary to reproduce observed movement patterns at the population level.
Not all animal movement can be successfully described with this approach (Kareiva & Shigesada, 1983 ; Crist et al., 1992 ; Johnson et al., 1992; Kindvall, 1999) , for instance if animals displayed continuous orientation in a particular direction, perhaps towards habitat cues. Non-random systematic search strategies, deviating from a correlated random walk, have been documented in the meadow brown butterfly, Maniola jurtina (Conradt et al., 2000) and the gatekeeper butterfly Pyronia tithonus (Conradt et al., 2001) . When released at large distances from their habitat, both species flew around in petal-like loops back to their starting point each time ; this strategy was termed 'foray search ' (Conradt et al., 2003) . This may allow them to explore the surrounding habitat but to return back if a suitable patch is not found, which may be adaptive if the chance of finding a new suitable patch is low (Conradt et al., 2000) . Modelling work has revealed these non-random search strategies often to achieve a greater dispersal success than random strategies (Zollner & Lima, 1999 ; Conradt et al., 2003) .
( c) Habitat cues
During inter-patch movement, the use of cues, identifying the direction and proximity of suitable habitat may reduce search time and potentially increase dispersal success. In addition to increasing patch detectability, cues can provide information on the quality of a patch prior to immigration (Lima & Zollner, 1996 ; Danchin et al., 2001) . The ability to detect environmental cues, by for example olfaction (e.g. Schooley & Wiens, 2003) or vision (e.g. Compton, 2002) amongst other sensory abilities, will undoubtedly vary among species, and also the type of information that is being sampled. What cues an animal can detect and the distances over which they are detectable, termed the perceptual range, is an unexplored area of research for most taxa (Lima & Zollner, 1996) . However, the perceptual range of an animal will determine the importance of such cues for interpatch movement. A soil collembolan, Onychiurus armatus, has been shown to be able to detect a food source (fungus) at 40 cm (Bengtsson et al., 1994) and the gatekeeper butterfly at 85 m (Conradt et al., 2001 ) but a lack of orientation towards host plants was reported for goldenrod beetles, Trihabda borealis and the cabbage butterfly, Pieris rapae (Fahrig & Paloheimo, 1987) .
(3 ) Immigration
Immigration is the choice of moving into, and staying within, a patch once it has been encountered. Patch finding and immigration are therefore different processes. Depending on the model framework, in particular whether space is modelled explicitly or implicitly, different assumptions are made about the process of immigration. In general, random habitat selection is the norm (Travis & French, 2000) . The significance of patch and landscape attributes, apart from patch isolation, on which immigration may be dependent, is rarely considered (reviewed by Lima & Zollner, 1996 ; for exceptions see Ruxton & Rohani, 1999; Saether et al., 1999 ; Kindvall & Petersson, 2000) .
( a ) Patch size Though the relationship between emigration and patch size has been predicted on the basis of edge to size ratios, it has been argued that patch size should affect immigration through patch area. Patch area is predicted to determine the probability that a patch will be located by a (randomly) dispersing animal as individuals are relatively more likely to find a larger patch than a small patch in the matrix (Kindvall & Petersson, 2000) . Field studies do show that larger patches tend to receive more immigrants (Eber & Brandl, 1996; Halley & Dempster, 1996 ; Hill et al., 1996; Kuussaari et al., 1996 ; Baguette et al., 2000) . As discussed earlier (see Section III. 1f ), other factors that covary with patch size, and produce the same predictions, may signify that large patches may not only receive more immigrants through this passive process, but that they also may be preferred.
( b ) Isolation
As movement costs accumulate with distance moved, successful movement is expected to be greater as the distance between patches decreases. Field studies support this expectation (e.g. butterflies : Hill et al., 1996 ; Kuussaari et al., 1996 ; Baguette et al., 2000 ; Roland et al., 2000; birds : Serrano & Tella, 2003) though studies have yet to reveal the exact relationship between dispersal distance and costs of dispersal. Following from the theory of island biogeography, and with strong empirical evidence, most metapopulation models assume patch colonisation rate to be a function of patch isolation (MacArthur & Wilson, 1967 ; Hanski & Thomas, 1994; Hanski, 1999) . Patch isolation is also likely to play a role in determining the importance of other immigration correlates, such as habitat cues.
( c) Habitat cues
Habitat cues used to orientate an animal towards a habitat patch whilst moving in the matrix can also be used in immigration decisions once a patch has been located. Other cues may also be used in immigration, which are not detectable at a distance, but can be sampled once a patch has been located. Though it is noted that when the costs of movement are high, or patches are well spaced, there may be little opportunity to explore different patches so cues may be used only to detect habitat, and not for patch discrimination (Kareiva, 1982 ; Mayhew, 1997) .
There is some empirical evidence for greater immigration into higher quality patches. For example, the immigration rate of the scarce copper, Lycaena virgaureae, is greater on flower-rich patches (Schneider et al., 2003) , while the abundance of nectar flowers, larval host plant and females influences immigration in male P. smintheus (Matter & Roland, 2002) . Potentially any environmental variable that reflects habitat suitability could be used in immigration. A general habitat cue that has long been proposed is the presence of conspecifics and is unsurprisingly documented for colonial species (e.g. lesser kestrel, Falco naumanni, Serrano & Tella, 2003) but has also been shown to be influential in a wide variety of other animals (Turchin, 1987 ; Smith & Peacock, 1990; Muller, 1998; Danchin et al., 2001) . A strategy of conspecific attraction may be adaptive if individuals receive direct benefits from the presence of conspecifics, such as diluted predation risk (Foster & Treherne, 1981) . However, such direct benefits are not a necessity for conspecific attraction as conspecifics may be used simply as an integrative cue, reflecting the suitability of the habitat to be occupied by the species. It also cannot be ruled out that the presence of conspecifics only makes a patch more detectable rather than reflecting or increasing patch suitability (Lima & Zollner, 1996) .
The use of conspecific attraction alone may be devalued by the costs of immigrating into a high-density population. Immigration success can be depressed by a high-density population ( Jones et al., 1988; Wiklund, 1996 ; Gundersen, Andreassen & Ims, 2002) . Immigration decisions made on conspecific performance instead of just conspecific presence could be a superior strategy, and in particular made on conspecific reproductive success, as this parameter is likely to integrate all component variables of habitat quality Doligez et al., 2003) . Evidence that reproductive performance is used as a cue in immigration, and also emigration, has been shown in several bird species (Danchin, Boulinier & Massot, 1998 ; Doligez, Danchin & Clobert, 2002) . The immigration rate of collared flycatchers, Ficedula albicollis, was found to be greater into populations experimentally manipulated to have more offspring (Doligez et al., 2002) . Though this may be the theoretically superior immigration strategy, the availability of this information will vary among species, perhaps being greatest for aggregative animals.
(4 ) Integration of environmental factors in decision making
A number of factors will influence the decisions made at each stage of the dispersal process. Furthermore, the environment may be sampled at different times, both within the lifetime of the individual and in some cases, the environment of past generations may be transmitted through maternal effects (e.g. Dixon, 1985; Diss et al., 1996; Massot et al., 2002; see Ims, 1990 for a counter example). How the organism integrates the information from different environmental cues and thereby reaches its decision has largely been overlooked (Ronce et al., 2001 ; Massot et al., 2002) . Massot et al. (2002) working with the common lizard manipulated humidity, of both the pre-and post-natal environment, and temperature in a factorial experiment to determine how these factors are integrated to produce the emigration response. Significant interactions were found between humidity at different stages, and with temperature (Massot et al., 2002) . The main conclusion from this experiment, that factors are combined non-additively, supports the further use of factorial experiments in studies of condition-dependent dispersal.
Environmental information also has to be integrated between different stages of dispersal. This has rarely been studied, despite this being essential to understanding the functioning of the whole process. For example, to what extent do the conditions in the original patch influence the distance that organisms move and immigration decisions. Once again, factorial experiments would provide the strongest evidence of interactions between different stages of the dispersal process.
IV. VARIATION IN INDIVIDUAL DISPERSAL PROPENSITY
Differences in life-history traits between dispersers and residents are generally ignored in current evolutionary and population models ( Johnson & Gaines, 1990 ; Lemel et al., 1997) . Nonetheless, in response to any of the variables discussed above only a fraction of the population will usually disperse. A partial genetic basis has been shown in several studies (Harrison, 1980 ; Fairbairn & Roff, 1990 ; Hansson, Bensch & Hasselquist, 2003) and hormones are also known to influence dispersal (Zera & Denno, 1997) . Much of the variation in individual dispersal propensity can be understood by considering variation in the costs and benefits of dispersal to different individuals. Discussion is focussed here on understanding this variation and how the pressures to disperse can be unequally distributed among individuals.
( 1) Sex Sex-biased dispersal is the norm in birds and mammals: albeit with great generality, dispersal of mammals tends to be male-biased, and of birds, female-biased (Greenwood, 1980) . Sex-bias has been reported in dispersal of some invertebrates, many displaying female-biased dispersal (Kuussaari et al., 1996 ; Albrectsen & Nachman, 2001 ; Petit et al., 2001 ) and others, male-biased (Lawrence, 1988) . A shortcoming of many studies analysing sex-biased dispersal is that only immigration success is analysed. Sex-biased immigration may result from sex differences in emigration or in dispersal mortality (see Waser et al., 1994) .
Arising from sex-specific life-history strategies, differences in movement between the sexes can be expected. Both inbreeding avoidance and asymmetries in intrasexual competition have been implicated in determining sex-biased dispersal strategies for birds and mammals (Greenwood, 1980) , the relative importance of each is, however, contentious ( Johnson & Gaines, 1990 ; Perrin & Mazalov, 2000) . Empirical studies have also shown differential sensitivity to environmental cues, reflecting differences in the evolutionary pressures to disperse (Lawrence, 1987; Kuussaari et al., 1996; Aars & Ims, 2000 ; Byers, 2000 ; Albrectsen & Nachman, 2001 ). For instance, female, but not male, tephritid flies, Parpxyna plantaginis display an emigration propensity strongly dependent on patch population density. Competition for virgin flower heads by ovipositing females may select for this dispersal strategy, while the reproductive strategy of males comprises a sit-and-wait strategy within a territory (Albrectsen & Nachman, 2001 ).
( 2) Developmental stage
The relationship between age and dispersal propensity may be determined by differing constraints or costs of dispersal or differences in the pressures to disperse among age classes, or some combination of the two. To some extent, it can often be clear when there are movement constraints, for instance, when a stage is sessile. Identifying differing costs of movement, when all stages are vagile, may be less obvious. Pressures for dispersal, such as resource competition, are likely to affect different age classes to different extents. In many cases, younger individuals tend to be subordinate in competitive interactions. For instance, in many birds, territory acquisition by a young adult may only be possible through dispersal. Pressure to disperse prior to sexual maturation would also be expected when dispersal is selected to avoid inbreeding.
(3 ) Body size/condition
On a general level, larger individuals are expected to be competitively superior, and so, as the level of competition increases, smaller and competitively inferior individuals may 'feel ' the pressure first and display a greater dispersal propensity (Lawrence, 1987 ; Léna et al., 1998) . There is some empirical support for this hypothesis (Lawrence, 1987 ; Hanski, Peltonen & Kaski, 1991) . Hanski et al. (1991) compared skeletal traits of dispersers and residents of the common shrew Sorex araneus, reflecting intrinsic traits of the animals not affected by the dispersal process. They found that individuals dispersing were often smaller than individuals in patches and that the traits measured were correlated with individual performance in arena tests, such that larger individuals were more competitive (Hanski et al., 1991) .
Contrary to this, there is also some evidence that dispersers are not always the most competitively inferior or smallest individuals in a population. Dispersers have been reported to be larger or in better condition than the average resident across a range of taxa (insects : Lawrence, 1987; Anholt, 1990 ; mammals: O'Riain, Jarvis & Faulkes, 1996; reptiles: Léna et al., 1998 ; birds : Barbraud, Johnson & Bertault, 2003) . In these cases, larger individuals may show a greater dispersal tendency if individuals require a certain amount of reserves before they can undertake dispersal. Larger individuals could also be more prone to disperse if they are more capable of immigrating into a new competitive patch. This is supported by a study on root voles ; individuals showing a behavioural propensity to disperse were heavier than residents, and they also displayed a greater survival rate when forced to immigrate into a competitive patch (Gundersen et al., 2002) . For animals with specialised morphs, differences between dispersers and residents can be due to specific adaptations to increase their dispersal potential. For instance, dispersers of the naked mole-rat Heterocephalus glaber have a number of distinct traits, including higher body fat reserves, which could improve their chances of surviving the dispersal process (O'Riain et al., 1996) .
These results reflect the importance of considering the traits of dispersers in the context in which they are dispersing. Dispersal decisions are known to be affected by a variety of environmental parameters, which may affect all or only a subset of the individuals within a population. The characteristics of dispersers may vary according to the specific environmental pressures on dispersal. Evidence for this context-dependence is apparent when dispersers of the same species are compared in different ecological scenarios (Léna et al., 1998 ; Spinks, Jarvis & Bennett, 2000) . For instance, in optimal habitat, dispersers and residents of the common mole-rat, Cryptomys hottentotus were of similar mass, however in the more arid, sub-optimal habitat, dispersing animals were on average heavier than residents (Spinks et al., 2000) .
V. SCALE-DEPENDENCE
The spatial scale of a study determines both the description of dispersal movements and the spatial structure of the population (Wiens, 1989; Thomas & Kunin, 1999) . For most population studies, the smallest scale of resolution at which parameters are estimated is the level of the patch. Births and deaths are estimated as within-patch processes and immigration and emigration as between-patches processes. As a consequence, how the area defined as a 'patch' is delimitated in space is important. However, the environment is often 'patchy ' across several scales of resolution (Kotliar & Wiens, 1990 ; Samu, Sunderland & Szinetar, 1999 ; Muller-Landau, Levin & Keymer, 2003) leading to varied use of the term 'patch', and hence different scales between studies (Thomas & Kunin, 1999) . In addition, scale differences between studies can exist even in simple landscapes when habitat patches are discrete and can be clearly separated from non-habitat. This can arise as the scale of between-patch movements will be determined by the specific patch structure of the study site. Studies taking an experimental approach, in which the patch structure is set by the researcher, have tended to study movement only at small scales. As a consequence, 'dispersal ' has been applied to movement across a range of spatial scales (Fig. 2) .
Causes of dispersal are predicted to vary over different scales as both costs and benefits of dispersal are likely to depend on the scale of movement. Costs will simply increase as the animal moves greater distances. The benefits that can be achieved through dispersal are also likely to vary with scale (Ronce et al., 2001 ; Rousset & Gandon, 2002; MullerLandau et al., 2003) . For example, the distances required to avoid inbreeding are likely to differ from those required to escape resource competition. Thus not only is the dispersal rate under selection but also the dispersal distance (Ezoe, 1998 ; Hovestadt, Messner & Poethke, 2001 ; Murrell et al., 2002 ; Rousset & Gandon, 2002) . Few studies have investigated differences in dispersal behaviour according to scale (Orians & Wittenberger, 1991 ; Tenhumberg et al., 2001 ; Hansson, Bensch & Hasselquist, 2002) . A study of the movement of the great reed warbler, Acrocephalus arundinaceus found birth site to explain some variation in dispersal distance within a small census area, however considering a much larger census, variation in dispersal could be explained by year of birth (Hansson et al., 2002) . The characteristics of the dispersing individuals may also vary with the scale of movement (Matter, 1996 ; Fraser et al., 2001) . Male milkweed beetles Tetraopes tetraophthalmus have been found to move greater distances than females, and are more likely to be the sole colonists of more distant patches (Matter, 1996) .
Further work is necessary to draw any general conclusions regarding the importance of scale to understanding dispersal but these studies are suggestive that the causes of dispersal may vary with scale. To be able to compare movement at the same and different scales, future research must take scale into account to a greater extent than it has previously (Wiens, 1989 ; Thomas & Kunin, 1999; Roslin, 2000) . A biological approach would be to attempt to describe the landscape in terms of patches and their distribution, over multiple scales, and to study movements within this context (Kotliar & Wiens, 1990) . Comparing closely related species, inhabiting landscape of differing structures, could illustrate the effects of scale and dispersal distance on dispersal strategies. This still would require objective criteria for defining a patch. A framework for empirical studies proposed by Thomas & Kunin (1999) is another approach. This avoids the conceptual difficulties associated with defining a patch in favour of dividing the landscape into a grid system (see Thomas & Kunin, 1999 ; Menéndez & Thomas, 2000) . Scaling effects could be studied with spatial statistics, in particular, measures of variance could identify changes in patterns with scale (Wiens, 1989) .
VI. DISPERSAL AND POPULATION DYNAMICS
Most populations have, to some degree, a patchy distribution. The structure of spatially structured systems can be referred to along a continuum from high connectivity between patches to low connectivity with few dispersal events (Thomas & Kunin, 1999) . The effects of dispersal on the dynamics of local populations, and the system as a whole, varies according to the position of the system along this connectivity continuum (Hanski & Gilpin, 1997; Thomas & Kunin, 1999) . The dispersal ability of an organism is also expected to be a strong determinant of the range of a population system, and the ability and speed of invasion into a new habitat (Kot & Lewis, 1996) . The importance of dispersal for patch (re)colonisation is well recognised (Hanski & Gilpin, 1997 ; Hanski, 1999) , while other effects of dispersal are not, and equally how the population dynamic consequences may vary between dispersal strategies. Up until recently, few models moved far from the assumption of a fixed fraction of individuals dispersing and few empirical studies have attempted simultaneously to study dispersal movements and their consequences for local population dynamics (Bowne & Bowers, 2004; Lecomte et al., 2004) . Recent models incorporating more realistic dispersal strategies highlight differences in population-level effects according to individual dispersal behaviour (Table 1 ; e.g. Ray, Gilpin & Smith, 1991 ; Saether et al., 1999 ; Kindvall & Petersson, 2000) .
( 1) Colonisations and extinctions Both emigration and immigration can affect extinction and colonisation rates within a metapopulation system. Immigration has the potential to increase the colonisation rate, if the animals successfully establish in an empty patch, or decrease the extinction rate if the animals move into an occupied patch. Immigration of individuals into an occupied patch can decrease extinction risks by simply increasing the size of a population. This consequence of immigration has been termed the rescue effect (Brown & Kodric-Brown, 1977) and is most important for the persistence of small populations most at risk from extinction due to stochasticity (Fahrig & Merriam, 1985; Halley & Dempster, 1996) or from Allee effects (Amarasekare, 1998) . Experimental studies confirm that the presence of corridors, maintaining some dispersal between isolated populations, can decrease the extinction rate (Forney & Gilpin, 1989; Gonzalez et al., 1998; but not Burkey, 1997) .
The consequences of immigration on dynamics are likely to vary among different dispersal strategies, in particular the relationship between immigration and density, which may be positive or negative. A positive density-dependent immigration strategy will result in higher density patches receiving more immigrants than small populations. Models Depending on how patches are defined in space, the distance individuals are reported to disperse will vary, which may impact the factors found to affect dispersal.
incorporating this strategy observe both an increase in the extinction rate and also a reduction in the colonisation rate. This leads to a smaller metapopulation size and reduced viability of the system, compared to systems with animals following negatively density-dependent immigration (Saether et al., 1999) . Similarly, if an animal exhibits conspecific attraction, and tends to immigrate into patches that are already occupied, the colonisation rate of empty patches can be low, despite high dispersal rates (e.g. Hanski, Kuussaari & Nieminen, 1994) . The effect of this immigration strategy is also predicted to reduce the number of patches occupied within a metapopulation (Ray et al., 1991) . Emigration strategies can also be important in determining colonisation and extinction rates (Hill et al., 1996; Petit et al., 2001) . In general, emigration would be predicted to increase the extinction risk of a local population as population size is reduced, however this will depend on the density-dependence of the local population dynamics and the emigration strategy (e.g. Heino & Hanski, 2001) . Emigrants also have to be produced before any immigration can occur within a system. Positive density-dependent emigration, which has been found in many empirical studies, has been predicted to lead to greater colonisation rates and lower extinction rates than for density-independent emigration (Saether et al., 1999) . Higher emigration rates from small patches, with small carrying capacities, which have been predicted in evolutionary models (McPeek & Holt, 1992; Poethke & Hovestadt, 2002) , can also reduce the extinction risk of a metapopulation system. This strategy leads to individuals leaving patches where competition is most intense and becoming more evenly distributed among patches according to patch carrying capacities (Kindvall & Petersson, 2000) . A general prediction emerges from these studies : when dispersal leads to individuals becoming unevenly distributed among habitat patches with respect to patch carrying capacities, a lower metapopulation viability emerges (Kindvall & Petersson, 2000) .
Considering the population-level consequences of other dispersal strategies may lead to some further interesting predictions but most have yet to be explored. For instance, how would animals using public information such as conspecific reproductive success differ in their population dynamics from animals with other strategies ? The impacts of dispersal are also expected to vary according to the characteristics of the dispersers, in particular factors such as sex, age or condition which will strongly determine their reproductive value, and their ability to successfully immigrate into new patches (Dingle, 1972; Hansson, 1991; Altwegg, Ringsby & Saether, 2000) . Much scope remains to explore the population dynamic consequences of different dispersal strategies.
(2 ) Local dynamics Even for persistent populations, dispersal has been predicted to affect dynamics (Coffman et al., 2001; Lecomte et al., 2004) . Both mean densities and variation in density can be affected, but factors such as within-patch densitydependence, dispersal strategy and the level of environmental variability are predicted to determine the outcome Ives et al., 2004) . Ives et al. (2004) reached the general conclusion that dispersal can lead to increases in mean densities if dispersers move into growing populations and leave declining populations.
Within the theoretical literature, more work has been devoted to understanding how dispersal may affect the stability of the underlying population dynamics. Dispersal may have a stabilising effect on unstable dynamics (Gyllenberg, Söderbacka & Ericsson, 1993 ; Doebeli, 1995 ; Ruxton & Rohani, 1999) and convert chaos to cyclic dynamics (Gyllenberg et al., 1993 ; Hastings, 1993; Ruxton, 1994 . It has also been found to induce destabilisation under some scenarios (Amarasekare, 1998 ; Doebeli & Ruxton, 1998) or have no effect (Ranta & Kaitala, 2000) . To an extent, some of these differences can be put down to different modelling frameworks and assumptions made regarding the dispersal process (see Ruxton, 1994 , Doebeli & Ruxton, 1998 Hanski, 1999) .
Models incorporating a positive density-dependent emigration strategy tend to find a stabilising effect on dynamics ( Jánosi & Scheuring, 1997 ; Ruxton & Rohani, 1999 ; but see Ruxton, 1996a) . Ruxton and Rohani (1999) incorporate a threshold 'fitness-dependent dispersal' strategy whereby density, and parameters reflecting environmental conditions, determine emigration, and where individuals are allowed to visit several sites, only halting on arriving at a patch below the dispersal-inducing density threshold. Thus both emigration and immigration are conditional ; compared to similar models with more simplistic dispersal rules, dispersal was observed to have a much greater stabilising effect, even when isolated populations were intrinsically unstable (Ruxton & Rohani, 1999) . Other models have shown how the specific form of the relationship between dispersal and density are important in predicting the consequences for stability (Amarasekare, 1998 ; Ylikarjula et al., 2000) .
(3 ) Population synchrony
For a variety of taxa and in a number of locations, local populations of conspecifics within a region have been observed to fluctuate in synchrony (Ranta et al., 1995) . As synchrony among local populations increases the chance of simultaneous extinctions, and hence also the extinction risk of the whole system (Bolker & Grenfell, 1996 ; Heino et al., 1997) , identifying the causes of this phenomenon has been an active area of research (Bjørnstad, Ims & Lambin, 1999; Benton, Lapsley & Beckerman, 2001) .
Theoretical studies predict that the extent of synchrony that may arise from dispersal will vary according to the dispersal rate (e.g. Hanski & Woiwood, 1993 ; Ranta, Kaitala & Lundberg, 1998) , dispersal distance (Murrell et al., 2002) and local dynamics (Hanski & Woiwood, 1993 ; Ranta et al., 1998) . The relationship between dispersal and population synchrony is complicated as the dispersal-induced synchrony can feedback on the selection pressures for dispersal ( Fig. 1A ; Doebeli & Ruxton, 1997) . The level of synchrony generated by dispersal may also depend on the type of dispersal strategy (Ruxton & Rohani, 1999 ; Johst & Schöps, 2003) . Ranta & Kaitala (2000) studied the synchrony emerging within a two-patch system for both a fixed dispersal rule and an ideal free dispersal rule, assuming that individuals leave their patch when patch conditions are worse than the average. The ideal free rule was found to synchronise even chaotic populations, unlike the fixed rule (Ranta & Kaitala, 2000) .
VII. DISPERSAL AND MODEL PREDICTIONS
Dispersal, and in general, spatial processes, have been shown to be important for the persistence of populations in the face of environmental change and the success of different management strategies (Hanski & Thomas, 1994; Dunning et al., 1995; Swinton et al., 1997; Clutton-Brock et al., 2002) . For instance, the effect of habitat degradation on the persistence of a population may depend on whether immigrating animals can distinguish between habitats of differing quality. Mismatches between the quality of the habitat and the cues used in immigration (Remeŝ, 2000) may result in individuals dispersing into low-quality habitat, which can reduce the growth rate of the whole system (Delibes, Ferraras & Gaona, 2001 ; Gundersen et al., 2001) .
One issue that is beginning to receive some attention is the degree of realism required in the assumptions of the dispersal process to be able to capture the spatial dynamics of a system (Conroy et al., 1995 ; Moilanen & Hanski, 1998; Moilanen & Nieminen, 2002; Lindenmayer et al., 2003) . The level of complexity incorporated will vary according to the aims of the model. For models exploring the general impacts of varying specific parameters, further work is needed to explore how different condition-dependent strategies, and search strategies such as foray search affect populations and the evolution of dispersal. When quantitative predictions of real systems are being produced, there is a balance between incorporating enough detail on dispersal to be able to make useful predictions, while not requiring the estimation of an unfeasible number of parameters from the field.
The relative importance of different factors affecting dispersal, for predicting dispersal success, has been considered in several studies. Using an individual-based model of random walkers in spatially explicit landscapes, Gustafson & Gardner (1996) investigated the effect of matrix habitat heterogeneity on dispersal success. They found that habitat patch structure (patch size and distance) could explain 89% of the variation in dispersal success. Empirical work and simulations on the movement of goldenrod beetles, T. borealis, in experimental landscapes also reported the influence of the matrix habitat to be less consequential than habitat patch structure for determining movement rates . This is despite demonstrating effects of matrix habitat on individual movement parameters (Goodwin & Fahrig, 2000a) . The total amount of habitat in the landscape can be important in determining the relative importance of different factors for predicting dispersal success. King & With (2002) observed the effect of whether movement was assumed to be random or not to only become important for predicting dispersal success when the abundance of habitat declined. The next question that arises is how sensitive are predictions of population dynamics to the rate of dispersal success ? Most likely this will depend on other aspects of the population, such as the spatial structure and degree of patch connectivity (South, 1999 ; Thomas & Kunin, 1999) .
The importance of dispersal behaviour in modelling population dynamics has been examined in a few studies ; most have concluded that detailed individual behaviour is not always necessary (Moilanen & Hanski, 1998; South, 1999; Crone et al., 2001 ; French & Travis, 2001) . The incidence function model developed by Hanski (1994) is a simple spatially realistic metapopulation model, assuming colonisation dependent on patch isolation and extinction rates dependent on patch area, and has found some success in representing the dynamics of butterfly metapopulations (Hanksi & Thomas, 1994 ; Hanski, 1999) . It is known, however, from field studies that dispersal rates between patches are influenced by several environmental parameters, other than patch isolation (Kuussaari et al., 1996) , hence further work has investigated the importance of incorporating this information into the model (Moilanen & Hanksi, 1998) . The amount of nectar-producing flowers and the matrix habitat of the patch boundary, both known to affect dispersal processes, were found to improve the fit of the model. However, as the improvement was only small, the extra detail was concluded to be unimportant (Moilanen & Hanski, 1998) . In another study, the ability of models with simple assumptions, such as simplistic dispersal, to predict patch occupancy and population size of several vertebrate populations varied markedly between taxa (Lindenmayer et al., 2003) . Dispersal processes, such as conspecific attraction, could have explained the poor fit for some animals (Lindenmayer et al., 2003) . With limited resources and the amount of data that can be collected from the field, future studies should address the importance of incorporating different biological data on dispersal, such as the proximate causes of dispersal and disperser characteristics.
VIII. CONCLUSIONS
(1) Dispersal is a strategy to increase fitness in a heterogeneous landscape by changing the environment in which an organism lives. Variability in expected fitness between different habitat patches is the driving force for the evolution of dispersal, where such variation is driven by kin interactions, or factors determining the quality of the habitat, and the amount of competition within. Temporal variation has generally been thought to be required for selection of dispersal, though under some circumstances it has been shown that spatial variation can select for dispersal when dispersal is condition-dependent.
(2) Most evolutionary and population models have made simplistic assumptions regarding dispersal, and in particular incorporate a fixed dispersal strategy. However plastic, condition-dependent dispersal strategies are predicted to be superior to fixed strategies in many cases. Dispersal can be dependent on the presence of kin, which may indicate plasticity in response to the predicted level of inbreeding or kin competition. Dispersal may also be dependent on environmental parameters that form the basic components of patch quality.
(3) In contrast to theoretical studies, condition-dependent dispersal strategies have been the centre of much empirical work and are shown to be widespread. Although few general results on dispersal behaviour are apparent from the literature, and a number of different environmental factors have been shown to affect dispersal. Most empirical studies fail to recognise that dispersal is composed of three stages : emigration, inter-patch movement and immigration. In general, the factors affecting emigration have been most studied. Scale, and differing interpretations of dispersal, is another issue that has hindered the study of dispersal. Many previous studies have been conducted either with little regard to scale, or to a scale that seems appropriate for their system. This has led to ' dispersal' describing movement across different spatial scales. Costs and benefits of dispersal are predicted to vary with spatial scale, and dispersal distance, as well as dispersal rate, is likely to be under selection. This needs to be taken into account in both future empirical and theoretical work.
(4) Several empirical studies demonstrate that competition can play a role in dispersal decisions, and have observed positive density-dependent emigration, and some, negative density-dependent immigration. Further work should aim to understand how costs of dispersal affect decisions to leave a patch, and how far individuals travel. The use of immigration cues is also an important area for research, and in particular, the spatial scale over which these cue can be used. As different pressures on dispersal are likely to operate simultaneously, empirical research should work towards an understanding of how different factors are integrated at each stage of the dispersal process, and between different stages. In addition to understanding the environmental determinants of dispersal, more information on the traits of individuals that disperse in response to a specific pressure could reveal the importance of different costs and benefits of dispersal.
(5) Considering the population dynamic consequences of dispersal, different effects can be observed. Most studies only recognise a role for dispersal in patch colonisation, though dispersal can influence extinction risks as well as colonisation, and the outcome that emerges also varies between dispersal strategies. The prevalence of condition-dependent dispersal strategies should encourage further study of the population dynamical consequences of different strategies.
(6) Dispersal behaviour can be important in understanding responses to changes in the environment, and thus has implications for the management of populations. In fact, dispersal will affect how populations cope with some of the most important threats to biodiversity such as climate change, habitat loss and fragmentation, and the invasion of alien species. However, the study of dispersal for most taxa is hindered by logistical problems. Theory could be useful in this respect to understand how much information on the behaviour and traits of dispersers is necessary to represent the dynamics of real systems. This has only been investigated in a few studies, but so far these generally indicate that detailed information is not always required. Further studies investigating this question are called for before the generality of these conclusions can be assured.
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