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Latin symbols   
   
Symbol Dimension Definition 
LA  and MA  2m  Laminar and turbulent flame front area 
fjA  - Pre-exponential frequency factor in Arrhenius law for 
elementary reaction j 
b - Regress variable 
C - Progress variable or model constant 
dC , Cε, CS, pC  - Model constants 
D 1s−  Diffusion coefficient 
Da - Damköhler number 
jE  J kg  Activation Energy for species k 
Eω  3 2m s  Turbulent kinetic enrgy density 
g 2m s  Gravity acceleration 
G( ) - Filter function 
Ka - Karlovitz number 
fjK  and rjK  - Forward and reverse constants of the reaction rates 
kω  1 m  Wave number 
sgsk   Subgrid scale kinetic energy 
L m Characteristic length scale 
ijL   Leonardo stress term 
Le - Lewis number 
tl   Integral length scale 
Fl  m Laminar flame thickness 
p pa Static pressure 
Pr - Prandtl number 
R  Ideal gas constant 
L
ijR  and ij
TR   Spatial and Time correlation function 
Re - Reynolds number 
u m/s Velocity 
L d tS ,S and S  m/s Laminar flame speed, displacement flame speed and 
turbulent flame speed respectively 
Sc - Schmidt number 
ijS   Filtered rate-of-strain tensor 
t s Time 
T K Temperature or time scale 
tT  s Integral turbulent time scale 
Tij and ijτ   Sub test and grid stresses 
x,y,z m Cartesien coordinates 
 v
ky  - Mass fraction of species k 
z - Mixture fraction 
 
Greek symbols 
   
Symbol Dimension Definition 
ρ  Kg/m2 Density 
ε   Kinetic energy dissipation rate 
δij  Kronecker delta 
kη  m Kolmogorov length scale 
ν  2m s  Kinematic viscosity 
kτ  s Kolmogorov time scale 
∆  m Filter width 
ω  1s−  Spatial frequency 
kjω  3kg m s  Reaction rate  
Ξ   Flame wrinkling factor 
Σ   Flame surface density 
Ω   Angular velocity ψ   Conserved variable 
σ   Surface 
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Abbreviation  Definition  
BML Bray-Moss-Libby  
CDS Central Difference Scheme  
CFM Coherent Flame Model  
CMC Conditional Moment Closure  
EBU Eddy-Break-Up model  
EDM Eddy-Dissipation model  
FSD Flame Surface Density  
ILDM Intrinsic Low Dimentional Manifolds  
LDA Laser Doppler Anemometry  
LES Large Eddy Simulation  
LHS Left Hand Side 
NSE Navier-Stokes equations 
 
PDF Probability DensityFunction  
RANS Reynolds Averaging based numerical Simulation  
RHS Right hand side  
RMS Root Mean Square  
SGS Subgrid scale  
SIP Strongly Implicit Pressure  
UDS Upwind   
ZFK Zeldovich Frank Kamenetsky von Karman theory  
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Chapter 1
Introduction
1.1 Motivation and Objective 
The energy generation over the world remains primarily due to the fossil fuel. Over 80% of all 
the energy produced by combustion (Coal, Gas, Oil) [1]. During the last decades many 
attempts have been paid towards the renewable energy. Among the most important of these 
sources are solar and wind. They are characterized by their environmental cleanliness and 
their virtual inexhaustibility. In most cases, however, they are not suitable for large-scale 
power generation as well as relatively expensive to build and maintain. Despite its known 
disadvantages, combustion remains the cheapest and the most direct way to generate energy. 
It is therefore important to seek for improvements of combustion processes in order to 
promote the efficiency of the energy conversion. The combustion process typically burns fuel 
in a device to create heat and power. Most fuels are mixtures of hydrocarbons, e.g. gasoline 
and diesel fuels, which are compounds that contain hydrogen and carbon atoms. In ‘perfect’ 
combustion, oxygen in the air would combine with all the hydrogen in the fuel to form water 
and with all the carbon in the fuel to form carbon dioxide. Nitrogen in the air would remain 
unaffected. In reality, the combustion process is not ‘perfect’, and combustion devices emit 
several types of pollutants as combustion by-products. Pollutants generated by combustion 
include particulate matter [2,3], such as fly ash, soot, various aerosols, etc.; the sulphur 
oxides, SO2 and SO3; unburned and partially burned hydrocarbons (UHC); oxides of 
nitrogen, NOx, which represents the combination of NO and NO2; carbon monoxide, CO; and 
greenhouse gases, particularly CO2. These pollutants affect our environment and human 
health in many ways. 
Many advanced combustors have been developed up to date to satisfy the emission limits; 
however, they are still facing many problems. For example, there are many problems that are 
related to the lean combustion: lean blow-off, flame stabilization, acoustic resonance, and so 
on. Considering the future coming more stringent emission limits, the working condition of 
the combustors will be more rigorous, and the problems will be more serious. To meet this 
high industry demand, a deeper and better understanding of the physics of the turbulent 
combustion process is required. In doing this, both experimental and computational studies 
 2
are necessary. During the last twenty years, substantial experimental studies have been 
conducted with non-intrusive optical measuring equipments. They have proven successful in 
providing information on turbulence and flame structures, interaction between turbulence and 
combustion, and have become standard tools in combustion research. Based on the data 
obtained using these measuring techniques, a better understanding of the complex physical 
and chemical mechanisms that govern turbulent combustion can be expected. A recent review 
of the combustion diagnostic techniques based on laser equipments is given by [4]. 
The experimental studies, however, suffer from many limitations, such as the time required to 
design, manufacture, prepare experimental setup, high cost of the setup and measuring 
equipments, and especially, they can not provide detailed whole flow field information. Due 
to these limitations, the main objectives of the experimental studies are not to help combustor 
design directly, but to improve the physical understanding of the combustion process and to 
provide databases for validation or development of the combustion prediction models. 
On the other hand, in the design process of economically efficient as well as ecologically 
justifiable combustion applications, the numerical simulation of technically relevant 
combustion phenomena has gained increasing importance in the recent years. In the past, 
numerical simulation of combustion processes in turbulent flows has been primarily the focus 
of scientific research. Also formerly, design and process advancement were primarily due to 
the intuitive ideas and experimental analysis. Now, numerical simulation of the combustion 
process promises a fast and inexpensive method to supplement and even advance the design 
process. Secondly, computational resources have increased exponentially over time. Thus, 
today, and especially in the near future, the computational power needed to model turbulent 
premixed combustion processes is available, not only in scientific research but also for 
industrial applications. The combustion models presented in this work aims at the industrial 
design process. These models require relatively less computational resources compared to 
other methods like levelset techniques [56] whilst retaining the relevant underlying physics of 
turbulent premixed combustion. 
In premixed combustion flows, fuel and oxidizer are mixed on a molecular level. If the 
mixture lies within the flammability limits, a local increase in temperature, for example by a 
spark, initiates the combustion process. The chemical reactions taking place are typically very 
fast, so that propagating thin flame fronts develop whose widths are in the order of a tenth of a 
mille metre in the case of hydrocarbon fuels. The propagation of the premixed combustion 
front normal to itself, the so-called burning velocity, is the key feature of premixed 
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combustion. In turbulent premixed flows proper capturing of the turbulence–combustion 
interactions is important. Even though, direct numerical simulations (DNS) of Navier-Stokes 
equations can predict turbulence without models, these types of simulations are restricted to 
very simple geometries. On the other hand, The Large eddy simulations (LES) are now 
viewed as a promising tool to address turbulent combustion flows where classical Reynolds-
averaging numerical simulations (RANS) approaches have proved to lack precision or where 
the intrinsically unsteady nature of the flow makes RANS clearly inadequate. LES allows a 
better description of the turbulence–combustion interactions because large structures are 
explicitly computed and instantaneous fresh and burnt gas zones, where turbulence 
characteristics are quite different, are clearly identified. But LES of premixed combustion is 
difficult due to the thickness of the premixed flame is about 0.1–1 mm and generally smaller 
than the LES mesh size.  By using progress variable approaches it is very difficult to resolve 
the flame front. To overcome this difficulty certain modifications have to be made for the 
progress variable equation. For this purpose, by using flame surface density approach [57] and 
the artificially thickened flame model [58] large eddy simulation of premixed combustion is 
performed in this work.  Nevertheless for better modelling of premixed combustion one has to 
capture the turbulence as accurately as possible and which requires better understanding of 
SGS models. 
So, for good numerical simulations of the turbulent premixed combustion one has to model 
the turbulence properly. For this a detailed study of the SGS models is required in the case of 
LES. In this work, first detailed study of the different SGS models have presented. In the later 
part of the thesis LES of premixed combustion is presented by considering flame surface 
density model and the artificial thickened model. 
1.2 Structure of the Thesis 
This work is arranged into seven main chapters. 
 
In chapter 2, basics of the turbulence and the combustion are presented. First an overview of 
the turbulence and its modelling techniques are discussed with more emphasis on large eddy 
simulation. Thereafter different combustion processes are presented. Additionally, premixed 
combustion is explained in detail. 
In Chapter 3, subgrid scale (SGS) modeling in large eddy simulation is presented. In the first 
part, necessary requirements of the SGS modeling are discussed. In the second part different 
SGS models, which are used in the present work, are discussed in detail.  
 4
Chapter 4 describes the modelling techniques for turbulent premixed flames. Initially the 
basic difficulties existing in the modelling of the premixed flames are presented and then 
various modelling techniques for the premixed flames are discussed. Especially modelling 
techniques based on the progress variable are presented clearly. Finally different techniques to 
handle the flame-wrinkling and flame-wall interactions are presented. 
Chapter 5 introduces the numerical procedure used. First the basic structure of the 
FASTEST3D code is presented.  Additionally, the numerical technique which is proposed for 
the extension of the incompressible solver to variable density solver is presented.  
Chapter 6 contain results and discussions. In this chapter, some applications of the derived 
LES code to the simulation of non-reactive flows and premixed combustion are presented. In 
the first part a study of the performance of different SGS models is presented. In the last part 
LES of the bluff-body stabilized premixed flame by considering flame surface density and 
thickened flame model are presented. 
Finally, Chapter 7 summarizes the contents of this thesis and suggests some possible 
directions for future research. 
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Chapter 2
Basics of the turbulence and combustion
In this chapter the basics of the turbulence and the combustion or presented. First an overview 
of the turbulence and its modelling techniques are presented with more emphasis on large 
eddy simulation. In the second part basics of the combustion are presented. Additionally, 
premixed combustion is explained in detail. 
2.1 Turbulence simulation 
Turbulence is experienced by us every day. Fluid flows around cars, ships and airplanes can 
be turbulent. Atmospheric flows, water currents below the ocean’s surface and rivers can be 
characterized as turbulent as well. Many other examples of turbulent flows arise in 
aeronautics, hydraulics, nuclear and chemical engineering, environmental sciences, 
oceanography, meteorology, and others. The incompressible Navier-Stokes equations contain 
a full description of turbulence given that they describe the motion of every Newtonian 
incompressible fluid based on conservation principles without further assumptions. 
Unfortunately, except for very simple flows, there is no analytical solution to these equations. 
Moreover, the Navier-Stokes equations can exhibit great sensitivity to initial and boundary 
conditions leading to unpredictable chaotic behaviour. Although the fundamental laws behind 
the Navier-Stokes equations are purely deterministic, these equations, similar to other simpler 
deterministic equations, can often behave chaotically under certain conditions. For laminar 
flows, analytical or numerical solutions can be directly compared to experimental results. 
However, due to the randomness in turbulent flows, it is hopeless to track instantaneous 
behaviour. Instead, the goal is to measure this behaviour in the temporal or spatial mean. 
2.1.1 Physical description of turbulence 
There is no widely accepted definition of turbulence, as it is one of the least-known physical 
processes. Here are some of the features of the turbulence: 
• Turbulent flows are irregular. This is a very important feature, appearing in almost any 
definition of turbulence [5]. Because of irregularity, the deterministic approach to 
turbulence becomes impractical, in that it appears impossible to describe the turbulent 
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motion in all details as a function of space and time. However, it is believed possible 
to indicate average (in time and/or space) velocity and pressure. 
• Turbulent flows are diffusive. This causes rapid mixing and increased rates of 
momentum, heat and mass transfer. Turbulent flows should be able to mix passive 
transported quantities such as temperature, density, etc. much more rapidly than if 
only molecular diffusion processes were involved. For example, if a passive scalar is 
being transported by the flow, a certain amount of mixing will occur due to molecular 
diffusion. In a turbulent flow, a similar mixing occurs, but with a much greater amount 
than predicted by molecular diffusion. From the practical stand point, diffusivity is 
very important. The engineer, for instance, is mainly concerned with the knowledge of 
turbulent heat diffusion coefficients, or the turbulent drag (depending on turbulent 
momentum diffusion in the flow). 
• Turbulent flows are rotational. For a large class of flows, turbulence arises due to the 
presence of boundaries or obstacles, which create vorticity inside a flow which was 
initially irrotational. Turbulence is thus associated to vorticity, and it is impossible to 
imagine a turbulent irrotational flow. 
• Turbulent flows occur at high Reynolds numbers. The Reynolds number represents the 
ratio between inertial forces and viscous forces in the flow. Turbulence often arises 
from instabilities in laminar flows when the Reynolds number becomes high enough. 
These instabilities are related to the complex interaction of viscous and convective 
(inertial) influences. 
• Turbulent flows are dissipative. Viscosity effects result in the conversion of kinetic 
energy of the flow into heat. If there is no external source of energy to make up for 
this kinetic energy loss, the turbulent motion will decay. 
• Turbulent flows are characterized by a wide range of scales of motions, unlike in 
laminar flows in which there are usually a few scales. As per Kolmogorov’s theory 
[5], which has been demonstrated countless of times through experiments as well as 
computations, energy is transferred from the largest to the smallest scales at which 
point viscosity acts as a converter of energy into heat. 
• Turbulent flows are continuum phenomena. Even the smallest scales in a turbulent 
flow are ordinarily far larger than any molecular length scale. 
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• Turbulence is a feature of fluid flows, and not of fluids. If the Reynolds number is 
high enough, most of the dynamics associated to the smaller scales in the turbulence is 
the same in all fluids. In short, the main characteristics of turbulent flows are not 
controlled by the molecular properties of the particular fluid. 
First, let us take a look at the equations that govern turbulent flows. In the following section 
governing equations for the turbulent flows are presented. 
2.1.2 Mathematical description of turbulence 
The governing equations describing any incompressible Newtonian fluid motion including 
turbulence are the well-known Navier-Stokes equations (NSE): 
0i
i
u
t x
ρρ ∂∂ + =∂ ∂  (2.1)
i j ji i
i
j i j i j
u u uu up g
t x x x x x
ρρ ρν ρ⎡ ⎤⎛ ⎞∂ ∂∂ ∂∂ ∂+ = − + + +⎢ ⎥⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂⎢ ⎥⎝ ⎠⎣ ⎦
 (2.2)
 
In the equations (2.1) and (2.2), ρ  represents density and ui ( 1, 2,3i = ) denotes three 
components of the velocity along the xi direction. In the equation (2.2), gi represents gravity 
acceleration; p is pressure andν  is kinematic viscosity.  
Thus, since all turbulent flows satisfy the Navier-Stokes equations, it seems natural to use a 
mathematical approach in trying to understand turbulence. However, the present state of the 
mathematical theory of the Navier-Stokes equations is not encouraging. Except for very 
simple settings like Couette flow or Poiseuille flow, we do not have an analytical solution. 
2.1.3 Characteristic Turbulent Time and Length Scales 
Turbulent flows are characterized by the existence of a multitude of eddies of different sizes. 
This is due to the fact that in high Reynolds number turbulent flows large eddies break up into 
smaller eddies which in turn break up into even smaller eddies. This process continues until 
viscous forces start to dominate and the smallest eddies are dissipated. This so-called eddy 
cascade hypothesis goes back to Kolmogorov's theory for homogeneous, isotropic turbulence 
[6, 7]. It states that a stationary energy transfer from the large eddies down to the smallest 
eddies occurs in the so-called inertial subrange of turbulence. This energy transfer is local in 
the sense that energy from one eddy is transferred only to the eddy of the next smaller length 
scale. Due to the locality of the energy transfer, the energy transfer rate, i.e., the kinetic 
energy per eddy turnover time, is independent of the length scale of the eddies and thus 
constant within the inertial subrange. This scale invariance is the most important hypothesis 
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for large Reynolds number flows. It is integrated into every standard turbulence model, 
thereby satisfying the requirement of Reynolds number independence in the large Reynolds 
number limit, and a model for turbulent combustion should also abide by this premise. 
 
Figure 2.1 Energy spectrum 
Fig. 2.1 shows the energy spectrum ( )E kω ω  of homogeneous, isotropic turbulence as a 
function of the reciprocal of the eddy size, the wave number kω . The constant energy transfer 
rate in the inertial subrange leads to a slope of -5/3, which results from dimensional analysis. 
Two important characteristic turbulent length scales bounding the inertial subrange can also 
be identified in this figure, the Kolmogorov length scale kη and the integral length scale tl . 
The Kolmogorov length scale kη denotes the scale of the smallest eddies. At this length scale, 
viscous forces dominate and thereby converting the kinetic energy of the smallest eddies into 
thermal energy. The Kolmogorov length scale thus has to be a function of the kinematic 
viscosity ν  and the kinetic energy dissipation rateε . It can be determined by dimensional 
analysis as: 
3/ 4
1/ 4k
νη ε=  (2.3)
In addition, the Kolmogorov time scale kτ , which is proportional to the turnover time of a 
Kolmogorov eddy, can be calculated by dimensional analysis as: 
1/ 2
1/ 2k
ντ ε=  (2.4)
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The integral length scale tl corresponds to the length scale of those eddies that contain the 
most energy. The integral length scale can be defined with the help of the two-point spatial 
correlation function for statistically steady (time independent) turbulence  
( ) ( ) ( )( ) ( )
' '
'2 '2
, i jLij
i i
u x u x x
R x x x
u x u x x
+ ∆+ ∆ =
+ ∆
 (2.5)
as 
( ) ( )1( ) ,
2
L
ij ijL x R x x x d x
+∞
−∞
= + ∆ ∆∫  (2.6)
Here, ijL  denotes the length scale tensor. For homogeneous isotropic turbulence the integral 
length scale is independent of the direction and is given by 
1
3t ii
l L=  (2.7)
The two-point velocity correlation function for homogeneous isotropic turbulence and the 
corresponding integral turbulent length scale are schematically shown in Fig. 2.2. The 
corresponding time scale can be determined from the known time correlation function 
( ) ( ) ( )( ) ( )
' '
'2 '2
, ,
ij
i jT
i i
u t u t t
R x t t t
u t u t t
+ ∆+ ∆ =
+ ∆
 (2.8)
as 
( ) ( )1( ) , ,
2
T
ij ijT x R x t t t d t
+∞
−∞
= + ∆ ∆∫  (2.9)
Assuming isotropy and homogeneity leads to 
1
3t ii
T T=  (2.10)
Qualitatively the integral turbulent time scale can be interpreted as an averaged inverse 
rotational frequency of the typical big eddy appearing in the spatial location x. 
Though turbulence in practical flows is neither isotropic nor homogeneous, the idealized 
integral length scale in equation (2.7) provides at least coarse quantitative information about 
spatial correlation and sizes of typical energy containing eddies in turbulent flows. 
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Qualitatively the integral turbulent length scale can be interpreted as an averaged radius of the 
typical big eddy appearing in the spatial location x.  
 
Figure 2.2 Two-point velocity correlation function versus the distance between two 
point x∆  for homogeneous isotropic turbulence 
The turbulent kinetic energy spectrum obtained from the Fourier transformation of the spatial 
isotropic two-point correlation function LijR  is schematically plotted in Fig. 2.1. ( )E kω ω  is the 
kinetic energy density per wave number kω  or the inverse turbulent length scale.  
2.1.4 Numerical Approach to Turbulence 
As we have seen from the previous sections, both approaches (mathematical and physical) are 
pretty far from giving a complete answer to the understanding of turbulence. However, mainly 
due to the efforts in the engineering and geophysics communities, the numerical simulation of 
turbulent flows emerged as an essential approach in tackling the turbulence. Even though the 
numerical approach has undeniable accomplishments, it is by no means an easy and 
straightforward one. In the following sections some of the simulation techniques are 
presented. 
2.1.4.1 Direct numerical simulation (DNS) 
The most natural approach to turbulence is direct numerical simulation (DNS), in which all 
the scales of motion are simulated or resolved by the numerical method solely using the 
Navier-Stokes equations. As discussed earlier, the range of scales of motions in a turbulent 
flow grows with the Reynolds number. More specifically, small scales exist down 
to ( )3 4O Re− , as per Kolmogorov’s theory discussed in any introductory turbulence text such 
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as (2.1). Thus, in order to capture all of the scales on a grid, a grid size of 3 4h Re−≈ is 
required, translating to a grid of approximately 9 4Re  grid points. One can get a fair idea of 
the large numbers of grid points required in a DNS by looking the following some typical 
Reynolds numbers encountered in turbulent flows of interest. 
• Flow around a model airplane with characteristic length and velocity scales of 1 m and 
1 m/s, respectively: 47 10Re ≈ ⋅  
• Flow around cars with characteristic velocity of 3 m/s: 56 10Re ≈ ⋅  
• Flow around airplanes with characteristic velocity of 30 m/s: 72 10Re ≈ ⋅  
• Atmospheric flows: 72 10Re ≈ ⋅  
Thus, for 610Re ≈ , a reasonable number for many flows of practical interest, the number of 
grid points would be about 13 510 . . Present computational resources make such calculations 
impractical. Moreover, in an expensive DNS a huge amount of information would be 
generated which is mostly not required by the practical user. He or she would mostly be 
content with knowing the average flow and some lower moments to a precision of a few 
percent. Hence, for many applications a DNS which is of great value for theoretical 
investigations and model testing is not only unaffordable but would also result in 
computational overkill. 
Even though DNS is unsuited for most simulations of interest, in some cases it can be a useful 
tool to validate turbulence models. For example Kim et al. in [8] present a DNS of channel 
flow, and Le et al. in [9] present a DNS of flow over a backward-facing step. Both of these 
studies were conducted to gain new insight into the physical mechanisms involved in 
turbulent flow.  
Because the DNS approach, based solely on the Navier-Stokes equations, is not suitable for 
most turbulent flows, researchers had to find different approaches. The first of such approach 
is that of the Reynolds-averaged Navier-Stokes equations. 
2.1.4.2 Reynolds-averaging: Reynolds-averaged Navier-Stokes simulation (RANS) 
As was pointed out earlier, irregularity is one of the most important features in turbulent 
flows. Even though it seems impossible to describe the turbulent motion in all details as a 
function of time and space coordinates, it appears possible to indicate average values of the 
flow variables (velocity and pressure). As is pointed out in [10], mere observation of turbulent 
flows and time histories of turbulent quantities show that these averages exist because of the 
following reasons: 
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1. At a given point in the turbulent flow domain a distinct pattern is repeated more or 
irregularly in time. 
2. At a given instant a distinct pattern is repeated more or less irregularly in space; so 
turbulence, broadly speaking, has the same over-all structure throughout the domain 
considered. 
Furthermore, although general assumptions regarding the behaviour of the smallest scales 
lead to turbulence models, details of the motion at this level are not of interest for most 
applications in engineering and geophysics. Motivated by the latter, Osborne Reynolds 
developed a statistical approach in 1895 and derived the famous equations that bear his name 
to describe the dynamics of the mean or average flow, otherwise the largest of the scales. 
Formally, the Reynolds equations are obtained from the Navier-Stokes equations (2.1) and 
(2.2) by decomposing the velocity u and the pressure p into mean (average) and fluctuation 
components as  
u u u ; p p p′ ′= + = +  (2.11)
where the fluctuations reflect the turbulent intensities of the variables. There are essentially 
two ways to define the mean components u and p . These are ensemble averaging and time 
averaging: 
Ensemble Averaging: This is done by performing many physical experiments on the same 
problem, measuring the velocity and pressure at every time and at every point in the domain, 
and then averaging over this set of experimental data. Ensemble averaging can be done via 
multiple realizations of a physical experiment or via multiple computational simulations with 
white noise introduced into the problem data such as boundary and initial conditions. 
Time Averaging: This was Reynold’s original approach, who defined the mean flow 
variables as 
( ) ( ) ( ) ( )1 1t T t T
t t
u x,t u ,x d , p x,t p ,x d
T T
λ λ λ λ+ += =∫ ∫  (2.12)
The time scale T has to be sufficiently long that choosing a larger time scale would produce 
the same mean components. At the same time, T should be short enough relative to temporal 
variations in the mean not associated with turbulence as vortex shedding. For statistically 
stationary turbulence, the means are time independent thus they can be defined as 
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( ) ( ) ( ) ( )1 1t T t T
t t
u x u x,t dt , p x p x,t dt
T T
+ += =∫ ∫  (2.13)
In the limit as T →∞ the following properties hold for the means and fluctuations of u and p: 
0 0u u , p p, u , p′ ′= = = =  (2.14)
The previous conditions are often imposed when approximating a sufficiently large T. 
Substitution of the decomposition given in equation (2.11) into the Navier-Stokes equations 
(2.1) and (2.2) leads to the well-known Reynolds-averaged Navier-Stokes equations. These 
are of the same form as the original ones, except that they describe the behaviour of ( )u , p  
instead of ( )u, p . Furthermore, in addition to the mean viscous stress in terms of the gradient 
of u , the Reynolds-averaged Navier-Stokes equations also possess a second stress, namely 
the Reynolds stress, representing the influence of the fluctuating components upon the mean 
flow components ( )u , p . Resulting Reynolds averaged equations are given by 
0i
i
u
t x
ρρ ∂∂ + =∂ ∂  (2.15)
( ) ( ) ' 'i j i ij
i j i
j i j i j
u u u up u u u g
t x x x x x
ρ ρ ρν ρ ρ⎛ ⎞∂ ∂ ⎛ ⎞∂∂ ∂ ∂⎜ ⎟+ = − + + − +⎜ ⎟⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠⎝ ⎠
 (2.16)
In the equation (2.16), the new term ' 'i ju u is called as Reynolds stress tensor and one has to 
model it. There are different models available in the literature. Numerical solution of the 
Reynolds-averaged Navier-Stokes equations together with a model for the Reynolds stress is 
what is referred to as Reynolds-averaged Navier-Stokes simulation (RANS). The present 
work will not focus on the Reynolds-averaged Navier-Stokes equations and its closure 
problem. Instead, it will focus on an analogous set of equations referred to as the filtered 
Navier-Stokes equations, introduced in the following subsection. 
2.1.4.3 Spatial filtering: Large-eddy simulation (LES) 
In the spatial filtering approach to turbulence, a low-pass, local, spatial filter is applied to the 
Navier-Stokes equations, instead of an ensemble or temporal average. The main idea is 
similar to that of Reynolds-averaging in which the equations governing the mean components 
of the flow are derived. The mean components can be thought of as the largest of the scales in 
the turbulence. With spatial filtering, the equations governing the larger components of the 
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turbulent scales are derived. Spatial filtering decomposes the variables into two components 
as 
u u u and p p p′ ′= + = +  (2.17)
Here u and p are the resolved (filtered or larger) components and u′ and p′  are the residual 
(subgrid or smaller) components. 
The effect of filtering can be seen in the sketch shown in Fig. 2.3 in which the filtered 
component of a function and the original function are depicted. The filtering operation serves 
to damp scales on the order of the filter width denoted as ∆ . The width is a certain 
characteristic length of the filter. 
 
 
Figure 2.3 
 
Filtered functions u and u obtained from ( )u x  by applying a box filter 
 
Leonard [5] proposed to define ( )u x  by 
( ) ( )u x G( x x )u x dx+∞−∞ ′ ′ ′= −∫  (2.18)
An integral of this kind is called a convolution. Here, G is a compactly supported or at least 
rapidly decaying filter function with ( ) 1G x dx =∫  and width ∆ . The latter can be defined by 
the second moment of G as ( )212 x G x dx∆ = ∫ .  
Figure 2.4 Gaussian filter GG and box filter BG  
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Fig. 2.4 displays the Gaussian filter ( )2 26 1 6GG exp xπ= ∆ − ∆ and the box filter defined 
by 1BG = ∆  if 2x ≤ ∆ and 0BG =  elsewhere. According to equation (2.18), ( )u x  is a 
continuous smooth function as displayed in Fig. 2.3 which can subsequently be discretized by 
any numerical method. This has the advantage that one can separate conceptually the filtering 
from the discretization issue. 
It is helpful to transfer equation (2.18) to Fourier space by means of the definition 
( ) ( ) i xuˆ u e dxωω ω −= ∫ , since in Fourier space, where the spatial frequency ω  is the 
independent variable, a convolution integral turns into a simple product. Equation (2.18) then 
reads 
( ) ( ) ( )ˆˆ ˆu G uω ω ω=  (2.19)
 
Figure 2.5 Effect of filtering on the spectrum 
Fig. 2.5 illustrates the filtering in Fourier space. Equation (2.19) allows the definition of 
another filter, the Fourier cut-off filter with ( ) 1FGˆ ω =  if ω π≤ ∆ and 0 elsewhere. From 
equation (2.19) it is obvious that only this filter yields u u= , since ( )2F Fˆ ˆG G= . In all other 
cases the identity is not fulfilled.  This can be understood by comparing u  and u  for the box 
filter in Fig. 2.3 and 2.5. In filtering operations following relations are true for the box filter or 
Gaussian filter: 
u u , uv u v≠ ≠  (2.20)
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which distinguishes clearly the filtering in LES from Reynolds averaging given in equation 
(2.14) (see Germano [11] ). The vertical line in Fig. 2.5 represents the nominal cutoff at π ∆  
related to the grid. The Fourier cutoff filter mFG  would yield a spectrum of u which is equal to 
the one of u left of this line and zero right of it. Equation (2.19) and Fig. 2.5 therefore 
demonstrate that when a general filter is applied, such as the box filter, this does not yield a 
neat cut through the energy spectrum but rather some smoother decay to zero. This is 
important since SGS modelling often assumes that the spectrum of the resolved scales near 
the cutoff follows an inertial spectrum with a particular slope and a particular amount of 
energy transported from the coarse to the fine scales on the average. 
Applying the three dimensional equivalent of the filter in equation (2.18) to the equation (2.1) 
and (2.2), the following equations for the filtered velocity components iu result 
0i
i
u
t x
ρρ ∂∂ + =∂ ∂  (2.21)
( ) ( )i j i ij
ij i
j i j i j
u u u up u g
t x x x x x
ρ ρ ρν τ ρ⎛ ⎞∂ ∂ ⎛ ⎞∂∂ ∂ ∂⎜ ⎟+ = − + + − +⎜ ⎟⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠⎝ ⎠
 
(2.22) 
ijτ represents the impact of the unresolved velocity components on the resolved ones and has 
to be modelled. In mathematical terms it arises from the nonlinearity of the convection term 
which does not commute with the linear filtering operation. There are two different 
procedures exist based on the type of filtering operation. These are implicit and explicit 
filtering procedures. Eventhough the present work follows the implicit filtering approach 
some differences between these approaches are explained in the following section. 
2.1.4.4 Implicit filtering versus explicit filtering 
The filtering approach relaxes the link between the size of the computed scales and the size of 
the grid since the filter can be coarser than the employed grid. Consequently, the modelled 
motion should be called subfilter rather than subgrid scale motion. The latter labelling results 
from the Schumann type approach and is frequently used for historical reasons to designate 
the former. In practice, however, the filter G does not appear explicitly at all in many LES 
codes, so that in fact the Schumann approach is followed. Due to the conceptual advantages of 
the filtering approach reconciliation of both is generally attempted in two ways. The first 
observation is that a finite difference method for equations (2.21) and (2.22) with a box filter 
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employs the same discrete unknowns as Schumann’s approach, such as ( ) kVku x u=  (volume 
averaging) with k referring to a grid point. Choosing appropriate finite difference formulae 
the same or very similar discretization matrices are obtained in both cases. Another argument 
is that the definition of discrete unknowns amounts to an ‘implicit filtering’ - i.e., filtering 
with some unknown filter (but one that in principle exists) -since any scale smaller than the 
grid is automatically discarded. In this way the filter is more or less used symbolically only to 
make the effect of a later discretization appears in the continuous equations. This is easier in 
terms of notation and stimulates physical reasoning for the subsequent SGS modelling. 
In contrast to implicit filtering one can use a computational grid finer than the width of filter 
G and only retain the largest scales by some (explicit) filtering operation. This explicit 
filtering is recently being advocated by several authors such as Moin [12] since it 
considerably reduces numerical discretization errors as the retained motion is always well 
resolved. This procedure leads to grid independent LES. On the other hand it increases the 
modelling demands since for the same number of grid points more scales of turbulent motion 
have to be modelled and it is up to now not fully clear which approach is more advantageous 
[13].  
The filtering approach of Leonard is almost exclusively introduced today in papers on LES 
and has triggered substantial development, e.g. in subgrid-scale modelling. In practice, 
however, it is most often used rather as a concept than as a precise algorithmic construction. 
2.2 Basics of the Combustion 
The intensive development of mathematical combustion theory began in the first half of the 
twentieth century. It was originally initiated by military objectives. The definition of 
combustion in terms of macroscopic kinetics is given in [14], one of the pioneering works in 
this area: ''Combustion is the proceeding of a chemical reaction under condition of 
progressive self-acceleration, which is, in turn, caused by the accumulation in a system either 
of heat or catalyzing reaction products''. The macroscopic theory of combustion deals with 
investigation of the role of convection, diffusion and heat exchange and their interaction in 
chemical reaction processes. The elements of chemical kinetics necessary for further 
considerations are briefly described in section 2.2.1. Generally speaking, single-phase 
combustion can be subdivided into two major parts. These include non-premixed or diffusion 
and premixed combustion that are described in the next sections. The less idealized and more 
commonly occurring in practice partially premixed combustion is considered next. 
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2.2.1 Chemical kinetics 
The chemical kinetics is the study and research of reactions with respect to reaction rates, 
formed species, formation of new intermediates etc. The points of interest are basically linked 
to amounts reacted, formed, and the speed of their formation, i.e., the rate at which the 
concentration of reactants and products change. Consider the following example:  
' ' '
A B CA B Cν ν ν+ →  (2.23)
Factors 'Aν , 'Bν  and 'Cν  denote the molar stoichiometric coefficients of species A, B and C. 
The equation (2.23) states that the chemical reaction involves direct conversion from reactant 
in to product. In reality the chemical reaction can have not only one step, but also few steps, 
that complicate the chemical kinetics and allow many possible reaction mechanisms. A 
complete mechanism must also account for all reactants used, and all products formed. The 
equation (2.23) is then not enough to describe a chemical reaction and a system of equations 
arise:  
' "
1 1
   for 1,
N N
kj k kj k
k k
M M j Mν ν
= =
=∑ ∑U  (2.24)
where kM represents the symbol of species k, 
'
kjν  and "kjν  are the molar stoichiometric 
coefficients of species k in reaction j. The above system of equations must obey the mass 
conservation given by: 
' "
1 1
    for 1,
N N
kj k kj k
k k
W W j Mν ν
= =
=∑ ∑U  (2.25)
here kW denotes the molecular weight of species k. However the balanced equation (2.25) 
does not tell us how the reactants become products. The rate of the overall process will be 
determined by the slowest (highest energy) step in the reaction mechanism. The mass reaction 
rate kjω of species k in the reaction j is given by: 
kj j k kjr Wω ν=     with      " '= -kj kj kjν ν ν  (2.26)
where jr  represents the rate of progress of reaction j. By considering all M reactions, which 
take palace within a reaction mechanism, the mass reaction rate kω is the sum of all produced 
rates kjω : 
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1 1
M M
k kj k j kj
j j
W rω ω ν
= =
= =∑ ∑   (2.27)
The sum of all mass reaction rates kω produced for all species k is given by equation (2.28) 
and obeys the law of mass conservation.  
1 1 1
0
N M N
k j k kj
k j k
r Wω ν
= = =
⎛ ⎞= =⎜ ⎟⎝ ⎠∑ ∑ ∑  (2.28)
The progress rate jr  of reaction j, which denotes the change of products formation in time, 
can be affected by four factors: 
 Concentrations 
 Phase of the reactants 
 Temperature 
 The presence of catalyst 
If we plot the concentration of a product forming against time we will get a curve. The 
tangential slope at any place on that curve would be the instantaneous rate at that moment in 
time. The reaction rate jr  for a considered reaction  j is written [15] as 
' "
1 1
ν νρ ρ
= =
⎛ ⎞ ⎛ ⎞= −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∏ ∏
kj kj
N Nk k
j fj rjk k
k k
y yr K K
W W
 (2.29)
where fjK  and rjK are the forward and reverse constants of the reaction rates. ρ k ky W  is the 
molar concentration of species k. The rate constants are difficult to determine and are related 
to the temperature of the system by what is known as the Arrhenius equation: 
exp expj ajj jfj fj fj
E T
K A T A T
RT T
β β⎛ ⎞ ⎛ ⎞= − = −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
 (2.30)
where R is the ideal gas constant (8.314 J/mole.K), T is the temperature in Kelvin with the 
temperature exponent jβ , jE  is the activation energy in joules/mole, ajT  is the activation 
temperature in K, and fjA  is a constant called the frequency factor; which is related to the 
fraction of collisions between reactants having the proper orientation. The backwards constant 
rates rjK  are calculated using the equilibrium and the forward rates constants: 
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1
0 0
exp
N
kj
k
fj
rj
j ja
K
K
S Hp
RT R RT
ν
=
=
∑ ⎛ ⎞∆ ∆⎛ ⎞ −⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
 
(2.31)
where 1 barap = . The ∆  symbols refer to changes occurring when passing from reactants to 
products in the jth reaction: 0jH∆  and 0jS∆  are respectively enthalpy and entropy changes for 
the reaction j. These quantities are obtained from tabulations [15]. The computing of jr  for 
every reaction necessitate the calculation of forward and backward constants, i.e., the 
knowledge of all variables: frequency factors fjA , temperature exponents jβ  and the 
activation energy jE . The huge number of variables and parameters required for the 
computation of jr  makes the tasks very complex. Using a detailed mechanism in the frame of 
numerical combustion leads to the resolution of a balance equation for each species included. 
Consequently it aggravates the tasks for the CFD. In order to use numerical simulation of 
practical combustion processes, one should use simplified models for the chemical kinetics 
i.e. the one step reaction mechanism, equilibrium model [16], Flamelet model [17] or ILDM 
[18] 
2.2.2 Governing equations for reacting flows 
In a combustion process, many species and chemical reactions are involved. To numerically 
simulate the combustion process, a system of species transport equations have to be solved in 
addition to the N–S equations for the flow field. Denote the mass fraction of species k with ky  
( k = 1,……N), where N is the number of species involved, then transport equation for species 
k can be derived as 
k k i k
k k
i i i
y y u yD
t x x x
ρ ρ ρ ω⎛ ⎞∂ ∂ ∂∂+ = +⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠  (2.32)
where kω  is formation rate of species k, it is calculated as summation of formation rates from 
total M elementary chemical reactions as explained in the previous section. 
 
In deriving equation (2.32), the diffusive flux in the first term on the r.h.s. is simplified based 
on Fick’s law. The molecular transport process that causes the diffusive flux, however, is very 
complex. Detailed description can be found in Williams [19]. 
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2.2.3 Non-premixed flame 
Diffusion flames represent a specific class of combustion problems. The main feature of these 
flames is that fuel and oxidizer are not mixed before they enter the domain where they are 
burnt. Mixing brings reactants into the reaction zone where thin layers of burnable mixtures at 
different equivalence ratios are formed and combustion takes place. Thus, mixing becomes 
one of the main issues in this type of flames controlling the behavior of the whole combustion 
system. Combustion occurs only in a limited region, where fuel and oxidizer are adequately 
mixed. Outside this region the mixture is either too rich (fuel side) or too lean (oxidizer side) 
for chemical reactions to proceed. In contrast to premixed flames that are considered in the 
next section, diffusion flames are not able to propagate against the flow. A definite 
''thickness'' can not be assigned to these flames either. Among industrial applications the 
diesel engine can be mentioned as a typical example for diffusion flame. Combustion in aero-
propulsion devices (aero engines) also takes place in diffusion mode. From the design and 
safety point of view, diffusion flames are simpler because no premixing with a given 
equivalence ratio is required and they do not propagate. However, their burning efficiency is 
restricted compared with premixed flames because the mixing or rather the rate of mixing 
limits the speed at which chemical reactions may proceed. In modern stationary gas turbines 
these flames are only employed for the piloting (or stabilization) of the main flame mostly in 
start-up regimes.  
The main disadvantage of pure diffusion flames is that they are less effectible in terms of 
combustion temperature and, consequently, xNO  emissions. The fuel can be diluted with 
nitrogen or exhaust gases, but the maximal combustion temperature is always achieved in the 
region of stoichiometric mixture where the greatest xNO  formation rates take place.  
Nevertheless, the fundamental understandings as well as modeling details of diffusion 
combustion phenomena are very important in context of partially premixed flames that 
actually appear in stationary gas turbine combustors.  
Besides the more complex methods like the flamelet [20], the simplest approach for the 
modeling of diffusion flames is the well-known mixture fraction [15] description. The 
transport equation of mixture fraction equation does not have reaction source term. All scalars 
such as temperature, species concentrations, and density are related to this variable in some 
way. Bilger [21] and Klimenko [22] proposed a conditional moment closure (CMC) concept 
for non-premixed turbulent combustion. They observed that most fluctuations of the reactive 
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scalars can be associated with the fluctuation of the mixture fraction. Unfortunately, this 
variable is not useful in premixed combustion, since the value of it is constant everywhere.  
2.2.4 Premixed flame 
Another special class of combustion processes is represented by premixed combustion. 
Contrary to the diffusion flames considered in the previous section, in premixed flames the 
fuel and oxidizer are completely mixed on the molecular level before combustion takes place. 
A schematic representation of an idealized one-dimensional flame is shown in Fig. 2.6. This 
idealized representation is introduced by Zeldovich and Frank-Kamenetsky (ZFK) (see e.g. 
[14]) in their asymptotic analysis. One can see the development of the gas temperature T 
along the only considered axis x from minimal value 0T  (reactants) to maximal value maxT  
(products) and, consequently, the one-dimensional flame structure. Actually the flame front, if 
it is considered as an interval where significant temperature changes occur, consists of two 
main zones: 
 Preheating zone where the diffusion of heat and mass proceeds very intensively while 
chemical reactions are not yet running; 
 Reaction zone where, in contrast to the preheating zone, chemical reaction rates 
rapidly grow up first and then go down so that chemistry dominates against diffusion.  
Behind the reaction zone a post flame region (or oxidation zone) is located where no 
significant heat is released and only some slow (in terms of kinetics) reactions occur at the 
high temperature achieved in the reaction zone. The fundamental issues of Zeldovich-Frank-
Kamenetsky-von-Karman (ZFK) asymptotic theory are as follows: 
 The reaction zone is located in the high temperature part of the flame and has a 
temperature nearly equal to maxT ; 
 The thickness of the reaction zone δ  is approximately one order of magnitude smaller 
than the thickness of the flame front fl ; 
 The flame front propagates in the reactants' direction with velocity sG . This velocity is 
proportional to the square root of the reaction rate (see equation (2.30)) taken at 
maxT T=  and to the thermal diffusivity 
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.exp
p
Es
c RT
λ
ρ
⎛ ⎞⎜ ⎟⎝ ⎠
G ∼  (2.33)
that reveals, consequently, the nature of the flame propagation coupled with the kinetics of the 
heat release and with heat conduction from the hot to the cold gas layers; 
 The maximal combustion temperature maxT  is equal to the adiabatic temperature of the 
chemical reaction that, in turn, can be determined independently on the flame 
propagation theory from thermodynamic equilibrium.  
 
Figure 2.6 Schematic illustration of the structure of laminar and stationary flame 
In spite of lots of simplification and assumptions introduced in ZFK asymptotical thermal 
propagation theory, it helps to understand the fundamental mechanism. Namely that the flame 
propagation is caused by diffusive processes and the gradients, necessary for diffusion, are 
sustained by the chemical reaction. This fact is common for all premixed flames 
independently on the flow regime: laminar or turbulent.  
First, it is the laminar burning velocity (called by some authors the laminar flame speed) 
which is defined as a flow velocity necessary to keep a laminar premixed flame in the steady 
state (no propagation in reactants' direction). It is also directed normal to the flame front from 
products (burnt) to reactants (unburnt). The laminar burning velocity can be determined 
analytically under certain assumptions (ZFK theory [14], Williams [23] etc.). However, these 
assumptions lead to quantitatively poor results especially for rich flames. More accurate 
results may be obtained either from one-dimensional computations using detailed chemistry 
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or from experiments. Actually the laminar burning velocity for a given fuel is only a function 
of the fuel/oxidizer ratio (equivalence ratioφ ), pressure and the initial temperature of 
reactants. The laminar burning velocity decreases with increasing pressure and it increases 
with increasing temperature of the fresh gases. The variation of the laminar burning velocity 
with respect to mixture fraction for a methane/air combustion system at pressure 1 p bars=  
and fresh mixture temperature 298T K=  is shown in Fig. 2.7. The measured values (points) 
and the fitted curve (line) are presented in Fig. 2.7. Here, the equivalence ratio φ  is converted 
into the mixture fraction z according to    
1 (1 )
st
st
zz
z
φ
φ= − −  (2.34)
 
Figure 2.7 Laminar burning velocity for methane/air system at p=bar, T0=298K 
where stz  is the stoichiometric mixture fraction value corresponding to the complete 
consumption of reactants or 1φ =  and calculated for the global reaction (2.23) as 
'
'
1
1
st
O O F
F F O
z
W Y
W Y
ν
ν
=
+
 
(2.35)
The left and the right boundaries in Fig. 2.7 (mixture fraction values at which 0Ls = ) 
correspond to the so called flammability limits. Beyond these limits, the mixture is either too 
lean or too rich for reactions to proceed. 
Another important aspect is that the fuel consumption and the main products formation take 
place in the narrow reaction zone, but for the pollutant formation, both the reaction zone and 
the post flame region are important. Due to the fact that the post flame region is significantly 
larger than the reaction zone and consequently the residence time, which is much longer, the 
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importance of this region for the ''slowly'' formed species (e.g. NOx) is even greater than that 
of the reaction zone.  
2.2.5 Partially premixed flame 
The non-premixed and premixed regimes of combustion discussed in the previous sections are 
actually separated in terms of mixing. However, in technical applications, that also include 
stationary gas turbines, there are very few situations when one of these combustion regimes 
appears in its pure form. More often a combination of non-premixed and premixed 
combustion modes takes place featuring the so-called partially premixed combustion 
phenomenon. The definition of partially premixed combustion given by Peters in [20] is as 
follows ''If the fuel and oxidizer enter separately, but partially mix by turbulence before 
combustion, the turbulent flame propagates through a stratified mixture. Such a mode of 
combustion has traditionally been called partially premixed combustion''. In partially 
premixed flames the equivalence ratio φ  of the fresh gas mixture directly in vicinity of the 
flame front is still located within the flammability limits but cannot be a priori specified like 
in perfectly premixed flames because of the additional mixing processes (not mandatory 
turbulent) appearing before combustion proceeds. Therefore, the equivalence ratio φ  changes. 
These changes directly influence the flame propagation process. If the equivalence ratio varies 
only within the lean region ( stz z< ), the complete fuel consumption occur in the flame front. 
But if the mixture includes rich values of φ  then the premixed flame is accompanied by an 
additional diffusion flame in the post flame region where the remaining fuel oxidizes. This 
type of flames is called triple flame. An example of a triple flame may be a lifted jet diffusion 
flame schematically shown in Fig. 2.8. One observes that depending on the nozzle exit 
velocity, the diffusion flame structure may be destroyed, i.e., at a sufficiently low nozzle exit 
velocity value a diffusion flame is attached to the nozzle. But increasing the exit velocity 
leads to stretching and finally disruption of the flame. Consequently, the flame lifts, the 
reactants mix above the nozzle without reaction to proceed, and a premixed flame stabilizes 
downstream within the jet. The stabilization appears at those points where the equilibrium 
between the flow velocity and the burning velocity (that depends on the local mixture) is 
achieved. In the region with rich (lean) mixture a rich premixed flame is stabilized. The fuel 
which is not consumed in the rich premixed flame diffuses across the flame into the post 
flame region and oxidizes building an additional diffusion flame along the stoichiometric 
mixture surfaces ( stz z= ). Thus, three flame zones can be distinguished at one spatial 
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location: lean premixed, rich premixed and diffusion flame. The location of the flame 
stabilization depends on the nozzle exit velocity and is characterized by the lift-off height. 
The lift-off height increases with increasing jet exit velocity but it can not exceed a critical 
value at which the flame is completely blown out. 
In real gas turbine combustors the situation is even more complicated. The flow is more 
complex, featuring different recirculation zones and gradients in different directions. The fuel 
is usually injected into a compact mixing chamber where it is mixed with the oxidizer. It is 
very important to accurately predict the mixing and flame stabilization processes for the 
construction of the burner.  
Partially premixed flames represent a very nice example of highly complicated phenomena 
where fluid dynamics mixing and combustion interact strongly influencing each other. 
Therefore, the importance of their understanding and possible prediction can not be 
emphasized enough. 
 
Figure 2.8                             Lifted jet diffusion flame 
Since this work is on premixed combustion, the non-premixed and partially premixed theory 
put aside and concentrated only on the premixed flames. 
 
 
rich 
lean 
lean 
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2.2.6 Regimes of Turbulent Premixed Combustion 
Turbulent premixed reacting flows can be described by a wide range of characteristic time 
and length scales, spanning several orders of magnitude. The relevant turbulent time and 
length scales are presented, followed by an overview of the relevant chemical time and length 
scales for laminar premixed combustion. When these characteristic chemical time and length 
scales are compared to those of the turbulent flow in a regime diagram, different regimes of 
premixed turbulent combustion can be identified. 
Combustion takes place, in most combustion engines, within a turbulent flow field. 
Turbulence increases the reactants mixture consumption rate and hence heat releasing rate to 
much greater values than those of laminar combustion. This is preferable for decrease of the 
combustion engines size for a given energy output. In turbulent premixed combustion, the 
unburnt mixture enters into the mean turbulent flame zone in a direction normal to the mean 
front at a speed much higher than the laminar flame speed LS . This speed is defined as 
turbulent flame speed TS . Fig. 2.9 shows an idealized steady premixed flame in a duct, with 
two zoom views of the flame at the bottom.  
 
Figure 2.9 A schematic drawing of an idealized steady premixed flame in a duct. 
Damköhler [24] was the first one to analyze the early experimental data for turbulent burning 
velocity TS . In his work, he specified two different regimes of turbulent premixed combustion: 
the small-intensity, large scale turbulence and the high intensity, small scale turbulence. For 
small-intensity, large scale turbulence, Damköhler proposed that 
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T L
L M
S A
S A
=  (2.36)
where LA  is the total laminar flame front area, MA  is the mean turbulent flame area, as shown 
in Fig. 2.9. Further, Damköhler proposed that the area ratio on the r.h.s. of equation (2.36) is 
proportional to1
L
u
S
′+ ; thus, the turbulent flame speed can be expressed as 
T LS S u′+∼  (2.37)
For high-intensity, small scale turbulence, Damköhler assumed that turbulence only modifies 
the transport between the reaction zone and the unburnt zone with an enhanced equivalent 
diffusivity to replace the molecular kinematic viscosity. From the scaling relation for the 
laminar flame speed 
( )1 2L FS tν∼  (2.38)
The turbulent flame speed is estimated with 
( )1 2T t FS tν∼  (2.39)
Here, ν and tν are the molecular and turbulent kinematic viscosity, respectively. From 
equations (2.38) and (2.39), a relation between TS  and LS  is obtained as 
1 2
tT
L
S
S
ν
ν
⎛ ⎞⎜ ⎟⎝ ⎠∼  (2.40)
Peters [20] identified the small-intensity, large scale and the high-intensity, small scale 
turbulence, with the corrugated flamelets regime and thin reaction zone regime (see Fig. 
2.10), respectively. The two zoom views in Fig. 2.9 are schematic plotting of these two 
regimes. For small-intensity turbulence (left of bottom zoom view), the Kolmogorov scale is 
larger than the flame thickness, and the interaction between the flame front and the turbulence 
field is purely kinematic, i.e. turbulence can wrinkle the flame but can not disturb its local 
structure. For high-intensity turbulence (right of bottom zoom view), the Kolmogorov eddy 
scale is smaller than the preheat zone; hence, it can enter into the preheat zone, and enhances 
the transport of radicals and heat between the reaction zone and the unburnt gas. 
A large number of experiments for measuring the turbulent flame speed have been conducted 
with different combustion configurations, such as the Bunsen flame, counter-flow flame, 
swirling flame and so on. Review articles on the turbulent flame speed are available in the 
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literature, e.g. [25]. It is found that, at low turbulence intensity, the turbulent flame speed 
increase almost linearly with the turbulence level. If the turbulence levels are higher than 
some critical value, the turbulent flame speed, however, only increases slightly, and even 
quenching of the combustion may happen. This effect is known as turbulent flame speed 
bending in combustion literature [25]. In order to distinguish the influence of different 
turbulence levels on the turbulent combustion, it is useful to classify the turbulent combustion 
into different regimes. To do this, a few dimensionless parameters are first introduced. 
To simplify the analysis, it is common to assume equal diffusivities for all reactive scalars and 
the Schmidt number Sc, Lewis number Le and Prandtl number Pr unity. 
1 1 1Le , Pr , Sc
D D
α ν ν
α= = = = = =  (2.41)
where ν, α and D are the momentum, thermal and mass diffusivity, respectively. In addition to 
this, relations for the laminar flame thickness Fl , reaction time scale Ft  and laminar flame 
speed LS are assumed based on the order analysis. 
2
F
F F
L L L
lD Dl , t
S S S
= = =  (2.42)
Then, the turbulent Reynolds number lRe  is expressed in terms of the turbulent fluctuation u′ 
and turbulent integral length scale tl  as 
t t
l
L F
u l u lRe
S lν
′ ′= =  (2.43)
The Damköhler number Da, the ratio of turbulent integral time scale tT  to the reaction time 
scale Ft , is expressed as 
t L
F F
T SlDa
t u l
= = ′  (2.44)
The Karlovitz number compares the reaction time scale Ft  to the Kolmogorov time scale kt  
2
2
F F
k
t lKa
t η= =  (2.45)
It is easy to derive a relation from equations (2.43) and (2.45) as 
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2 2
lRe Da Ka=  (2.46)
Figure 2.10 shows a turbulent premixed combustion regime diagram in terms of length and 
velocity scale ratios in the log–log scale. This diagram is similar to those of Peters [20], 
Borghi [26] and it categorizes the turbulent premixed combustion into five regimes. The 
laminar flames regime is located in the lower-left corner, which is separated from all turbulent 
flame regimes by line lRe  =1. In wrinkled flamelets regime, the large eddies turnover velocity 
u′ is less than the laminar flame speed, which does not exist in most of the practical 
applications. 
In Figure 2.10, the line Ka=1 is called the Klimov–Williams criterion. Below this line, the 
flame thickness Fl  is thinner than the Kolmogorov length scale. The turbulence eddies can 
only wrinkle the flame front and not able to disturb the reactive-diffusive laminar flame 
structure. This regime ( 1Ka < and 1Lu S′ > ) is called the corrugated flamelets regime, in 
which the flame front generally remains quasi-laminar. 
 
Figure 2.10 A regime diagram for premixed turbulent combustion 
The line Ka=100 is corresponding to the situation that the Kolmogorov length scale is equal 
to the inner layer thickness, which assumes the inner layer thickness is one tenth of the flame 
thickness Fl . The regime characterized by 1<Ka<100 and 1lRe >  is called the thin reaction 
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zones. Peters [20] argued that in this regime, the Kolmogorov eddies can enter into the preheat 
zone but can not penetrate into the inner layer, since Fl lδ η< < where lδ denotes the thickness 
of inner layer. Due to this, this regime is also called ‘thickened-wrinkled flame’ [15]. Above 
the line Ka=100, it is called broken reaction zones, in which both the preheat zone and inner 
layer are disturbed by the turbulence eddies, and thin flame could no longer be identified. 
Fig. 2.10 also shows the line Da=1, above which the turbulent mixing time is shorter than the 
reaction time, hence the overall reaction rate is limited by chemistry. This regime (Da<1) is 
often called the ‘well-stirred reactor’. In practical combustion engines, this regime is 
generally difficult to access, since complete fast mixing without quenching is almost 
impossible to achieve [3]. In theory analysis, however, it is useful, for example, it estimates 
the maximum overall energy release rate in a fixed volume. 
2.2.7 Turbulent Premixed Combustion Models 
The system of reacting Navier-Stokes equations together with equation (2.32), describes the 
underlying physics and chemistry of turbulent premixed combustion completely. However, 
the time scales of the chemical reaction rates are generally significantly smaller than the 
smallest turbulent time scales, thus leading to a very stiff system of coupled, non-linear 
differential equations. As compared to DNS calculations of non-reacting turbulent flows, the 
computational effort is drastically increased, exceeding the computational resources available 
today and in the foreseeable future by far. Hence, only very limited, isolated turbulent 
premixed combustion problems are solved by employing reduced mechanisms using reacting 
DNS.  Again, the computational effort can be reduced to acceptable levels if the averaged 
reacting Navier-Stokes equations are solved instead of the instantaneous ones. Unfortunately, 
the averaging of the reacting Navier-Stokes equations produces unclosed terms that require 
modeling. In this section only overview of Reynolds averaging modelling techniques are 
presented. Detailed discussion of Large eddy simulations of premixed combustion are 
presented in the chapter 4.  
In RANS modelling of reactive flows the Reynolds stress terms and the turbulent transport 
terms for non-reacting scalars are closed within the scope of turbulence models. The unclosed 
turbulent transport terms for reacting scalars and, above all, the mean chemical source terms, 
kω , have to be closed by appropriate turbulent combustion models. In the case of premixed 
turbulent combustion, the prevailing models in literature can be classified according to their 
underlying modelling assumptions into three main groups: turbulence controlled models [27], 
PDF models [15], and flamelet models [20] as shown in Fig. 2.11. 
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 Infinitely fast chemistry Finite rate chemistry 
Turbulence controlled models Eddy-Break-Up model 
Eddy-Dissipation model 
 
PDF models  PDF transport equations 
Flamelet models Bray-Moss-Libby 
 Coherent Flame Model level set 
Figure 2.11 Overview of turbulent premixed combustion models 
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Chapter 3
SGS modeling in LES
In this chapter, subgrid scale (SGS) modeling of large eddy simulation is presented. In the 
first part, necessary properties of the SGS modeling are discussed. In the second part different 
SGS models, which are used in the present work are discussed in detail. Finally in the last part 
further possibilities of the SGS modeling are presented. 
3.1 Ideal SGS modeling 
3.1.1 Dependence of the SGS model on energy in subgrid -scales 
• In low Reynolds number flow cases, where kSGS/k ≤ 30%, results are relatively 
insensitive to the type of SGS model used. However results can be very sensitive to 
the numerics if artificial dissipation is present (e.g., convective terms are discretized 
by using upwind schemes). Nevertheless with the use of coarse grids the importance 
of the SGS models increases even in the low Reynolds number cases. 
• In high Reynolds number flow cases, where kSGS/k > 30%, SGS model play a very 
important role. In these cases a better model gives better results. 
3.1.2 Requirements that a good SGS model must fulfil 
• A good SGS model must represent interaction between large and small scales. This 
property is very important especially in the case of high Reynolds number flows. 
• The most important feature of a SGS model is to provide adequate dissipation, which 
means proper transport of energy from the resolved grid scales to the unresolved grid 
scales. Especially in energy conserving codes (ideal for LES) the only way for 
turbulent kinetic energy to leave the resolved modes is by the dissipation provided by 
the SGS model. 
• The dissipation rate must depend on the large scales of the flow rather than being 
imposed arbitrarily by the model. In other words a SGS model must depend on the 
large-scales statistics and must be sufficiently flexible to adjust to the changes in these 
statistics. 
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• Ability to capture backscatter, i.e., the reintroduction of the energy from the small 
eddies to large eddies. 
• A good SGS model must not introduce noise. This property is very important in 
compressible flow simulations. 
3.2 Implemented SGS models 
In this section different SGS models, which are implemented in this work are presented and 
discussed in detail.  
3.2.1  Linear Eddy viscosity models 
The eddy viscosity approach is based on the assumption that small scale turbulence affects the 
flow in the same way as the molecular viscosity. Therefore, the fine structure term ijτ  (see 
equation (2.22)) may be modeled by adding a turbulent viscosity tν  to the molecular 
viscosityν , resulting in an effective viscosity eff tν ν ν= + . 
By using the turbulent viscosity tν , the deviatoric part of the SGS stress in the filtered 
incompressible Navier-Stokes equation can be approximated as 
1 12
3 2
j jd i i
ij ij kk ij t ij t ij
i j i j
u uu uS where S
x x x x
τ τ τ δ ν ν ⎛ ⎞ ⎛ ⎞∂ ∂∂ ∂= − = − = − + = +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠
 (3.1)
Dimensionally eddy viscosity is represented as l2t-1 and SGS eddy viscosity can be expressed 
in terms of velocity scale (q) and length scale (l) as follows 
t Cqlν =  (3.2)
Unlike RANS, in LES the length scale l can be easily defined as the largest size of unresolved 
scales which is approximately equal to the filter width ∆ , which is coherent with the idea that 
only the unresolved structures are to be modeled. But defining the velocity scale is quite 
difficult in LES compared to RANS. Based on the definition of the velocity scale there are 
two very popular eddy viscosity models. One is the Smagorinsky model [28] and the other 
one is based on the SGS kinetic energy [29]. 
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3.2.1.1 Smagorinsky model 
In this model the velocity scale q is expressed as the variation of velocity over one grid 
element (1d case). 
uq l lS
x
∂= =∂  (3.3)
where S is the filtered rate-of-strain. 
Better choice for the 3d flows is ( )1 22 ij ijS S S= and using this velocity scale one can get  
( )1 22 2 2 2t S ij ijC S C S Sν = ∆ = ∆  (3.4)
where CS  is the model parameter. This model was basically designed for the global weather 
modelling. Nevertheless it predicts many flows reasonably well. Model constant value varies 
with flow type from 0.065 to 0.25, for e.g., isotropic turbulence case it is 0.2 [30], for channel 
flows it is 0.1[31].  
Defining the length scale is uncertain with anisotropic grids for this model. There are two 
possibilities to calculate the filter width: 
( )1 31 2 3∆ = ∆ ∆ ∆  (3.5)
and 2 2 2 1 21 2 3( )∆ = ∆ + ∆ + ∆  (3.6)
where 1∆ , 2∆  and 3∆ represent grid dimensions in x, y and z dimensions. Usage of the filter 
size given by the formulation from equation (3.5) is problematic for the pencil type grids. To 
rectify this problem one must use formulation given by Scotti et. al. [32], which is based on 
an improved estimation of dissipation rate in the anisotropic grid case. In this formulation 
filter is assumed to be anisotropic but homogeneous, i.e., the cut-off length is constant in each 
direction of space. Length scale in this case is given by the  
( )1 31 2 3 1 2( , )f a a∆ = ∆ ∆ ∆  (3.7)
where                  ( ) ( ) ( )2 21 2 1 1 2 24, cosh ln ln ln ln27f a a a a a a⎡ ⎤= − +⎣ ⎦  (3.8)
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In the above equation (3.8) 1 2,a a  represent the aspect ratios of a grid and given by the 
1 2 1a = ∆ ∆  and 2 3 1a = ∆ ∆  with the assumption of max 1∆ = ∆ . 
This Smagorinsky model cannot predict the backscatter. Model constant requires a proper 
modification to account for complex phenomena’s like rotation, stratification etc. On the other 
hand, in the vicinity of a wall, CS should be reduced. This can be achieved with the damping 
function proposed by van Driest [33]. However, van Driest damping is not possible in  
complex configurations. A truly desirable approach is to calculate automatically the model 
parameter for each location of the flow field, as in the dynamic procedure (see section 3.2.2). 
As it can be seen from equation (3.1) Smagorinsky model basically assumes that the principal 
axes of the SGS stress tensor are aligned with those of the resolved strain rate tensor, a result 
which is not supported by the direct numerical simulation data [34]. 
3.2.1.2 Models based on SGS kinetic energy 
The Smagorinsky model does not contain any information regarding the total amount of 
energy in the subgrid scales, ksgs. Therefore, if the model coefficient becomes negative in any 
part of the domain, the model does not have any information on the available energy in the 
subgrid scales and is therefore unable to provide a mechanism to saturate the reverse flow of 
energy. A model that keeps the track of SGS kinetic energy will address this problem. 
Expressing the velocity scale sgsq k=  and based on the dimensional analysis linear eddy 
viscosity is given as 
t d sgsC kν = ∆  (3.9)
where dC  represents model parameter. In this approach we have to solve the partial 
differential equation for the SGS kinetic energy ksgs.  So these models are called one equation 
models. 
The model coefficient can still have either sign, but it was observed that numerical 
computations using this kind of models are much more stable when the coefficient is 
negative. In other words, these models can account for relatively large amounts of backscatter 
in a numerically stable way. The energy flows back and forth between the resolved and 
subgrid scales while their sum decays monotonically due to the viscous effects in the absence 
of external input of energy. 
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Typically, the equation for ksgs is similar to the one used in RANS models, but the form of the 
dissipation term is different. In the original model of Yoshizawa [29] the following equation 
was used: 
( ) ( )( )( ) 3 2, , ,sgs sgsj sgs t l sgs ij ijj j jk ku k k S Ct ευ υ τ∂ + = + − −∂ ∆  (3.10)
where dC =0.07 and Cε =1.05. In the equation (3.10) on the RHS, first term represents 
diffusion term, second term represents production and the last term represents dissipation. 
3.2.2 Dynamic SGS models 
From the previous sections it is apparent that for physical reasons one would prefer to replace 
the model constant values CS, dC  and Cε by a value changing in space and time. The dynamic 
procedure has been developed by Germano et al [35], in order to determine such a value from 
the information provided by the resolved scales, in particular the ones close to the cutoff 
scale. The basic idea of this dynamic procedure is to calculate the model parameter from the 
smallest resolved scales. In this procedure the chosen model is applied not only on the grid 
scale or filter scale ∆ , but also on a coarser scale ∆  as illustrated in the Fig. 3.1. This is the 
so called test scale filter with, e.g., 2∆ = ∆  
 
Figure 3.1 Illustration of the dynamic modelling idea 
Subgrid scale stresses at∆ -level is given by   
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( , , ,.......)ij i j i j iu u u u f C uτ = − ≈ ∆  (3.11)
Subgrid scale stresses at ∆ -level is given by        
k ii i i( , , ,.......)ij i j i j iT u u u u f C u= − ≈ ∆  (3.12)
From the known resolved velocities ui the velocities iiu  are computed by applying the proper 
filter for example box filter or Gaussian filter. Similarly, the term k iiij i j i jL u u u u= − can be 
evaluated by using these filters. It is this part of the subtest stresses Tij which is resolved on 
the grid ∆  as sketched in Fig. 3.1. The total stresses i ju u  in the expression for Tij can be 
decomposed into the contribution i ju u  resolved on the grid ∆  and the reminder ijτ . Inserting 
this in to equation (3.12) gives  
i
ij ij ijT L τ= +  (3.13)
known as Germano’s identity [35]. Hence, on one hand Lij can be computed, on the other 
hand the SGS model yields a model expression when inserting equations (3.11), (3.12) in 
(3.13): 
i i k( , , ,.......) ( , , ,.......)appij i iL f C u f C u= ∆ − ∆  (3.14)
Ideally C would be chosen such that residual ijE  becomes “0”. 
0appij ij ijE L L= − =  (3.15)
But this is a tensor equation and can only be fulfilled in some average sense, minimizing e.g. 
the root mean square of the left hand side as proposed by Lilly [36]. 
3.2.2.1 Dynamic Smagorinsky model (DSM) 
By applying the dynamic procedure to Smagorinsky model one can get the following 
expression by using equation (3.14) 
i i j k2 22 2appij ij ijL C S S C S S= − ∆ + ∆  (3.16)
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with 2SC C=  for convenience. Classically, the model is developed by extracting C from the 
filtered expression in the second term, assuming scale invariance, although in fact C can vary 
in space. The right hand side of equation (3.16) can then be written as 2CMij so that inserting 
it into equation (3.15) with the least-squares minimization mentioned above yields 
2
ij ij
ij ij
L M
C
M M
=  (3.17)
where          i i j k i i j k2 2 2 2ij ij ij ij ijM C S S C S S C S S C S S= − ∆ + ∆ = − ∆ + ∆  (3.18)
with iC C= . Now onwards this model is referred as Germano-Lilly dynamic Smagorinsky 
model. 
The advantage of equation (3.17) is that now the model parameter of the Smagorinsky model 
is no longer required from the user but is determined by the model itself. In fact, it is 
automatically reduced close to walls and vanishes for well resolved laminar flows. Negative 
values of C are possible and are interpreted by some authors as a way to model backscatter. In 
fact the resulting “backward diffusion” can however generate numerical instability so that 
often the condition or the clipping 0tν ν+ ≥  is imposed. Furthermore, C determined by 
equation (3.17) as it is, exhibits very large oscillations which generally need to be regularized 
in some way. Most often nominator and denominator are averaged in spatially homogeneous 
directions space before being used. However, this requires the flow to have at least one 
homogeneous direction. Another way is to relax the value in time.  
A further important observation based on results from numerical simulations of various flows 
is that the model coefficient has large variations in fairly small regions of the flow. For 
instance, in simulations of (decay of) isotropic turbulence: 
2 22 10d d dC C C− ≈  (3.19)
which suggests that the removal of C from the filter in equation (3.18) was not justified. 
Advantages of dynamic Smagorinsky model: 
• This model is self-contained, means no need to specify model parameter.  
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• Eliminates need to prescribe proper length scale means no need to choose formula for 
∆ with anisotropic grid. Dynamic method actually computes tν  rather than C means if 
∆ is changed then C changes to compensate the resultant turbulent viscosity.  
• No need to modify for ‘extra strains’ like stratification, rotation effects automatically 
included.  
• This model can predict zero eddy viscosity in laminar regions of the flow. 
• When it works well, it is self-compensating means if there is too much energy in 
smallest resolved scales then dynamic model will increase eddy viscosity. This implies 
reduction of energy in small scales later. On the other hand it behaves exactly opposite 
if energy is too small. 
Disadvantages of dynamic Smagorinsky model: 
• Model parameter variation is too large, means variance is too large (equation (3.19)) 
• Produces large negative values of tν . Unfortunately this behaviour stays for long time, 
and results in numerical instability. 
• Assumption of a scale-invariant coefficient C in equation (3.18) is incorrect means C 
should not be removed from the filter. 
• This model depends too much on smallest scales, which results in noise generation. 
3.2.2.2 Localized dynamic smagorinsky model 
There are several ways to improve the deficiencies of the dynamic Smagorinsky model, 
especially for non-homogeneous flows when averaging in one or two directions that would 
reduce the sharp fluctuations in the values of the model coefficient is not possible. A very 
consistent approach is the dynamic localization model of Ghosal et al.[37] in which an 
integral equation is solved to determine the model coefficient. There is no need to average 
expressions locally or in the homogeneous directions but an integral formulation of the 
identity equation (3.13) or (3.16) is used. This identity rigorously removes the mathematical 
inconsistency, i.e. the assumption of 
k2
2 ijC S S∆  is equal to k22 ijC S S∆ , at the expense of 
solving an integral equation at each time step (this is computationally quite expensive, 
comparable to the solution of a Poisson equation). The integral equation is obtained by 
minimizing a functional (in this case the integral of the error, see equation (3.15), over the 
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entire domain). If no additional constraints are imposed on C, the integral equation is linear. If 
the additional constraint that C>0 is imposed everywhere in the flow the integral equation is 
nonlinear, thus more expensive to solve. 
Several simpler variants exist that reduce the computational overhead related to solving 
exactly the integral equation, but then one cannot mathematically guarantee that C>0. 
Piomelli and Liu [38] proposed that instead of solving directly the integral equation for C, one 
can try to solve it iteratively. 
By recasting the equation (3.16) one can get the following form  
i i j k2 2*2 2appij ij ijL C S S C S S= − ∆ + ∆  (3.20)
by assuming i i j22ij ijS Sα = − ∆  and 22ij ijS Sβ = − ∆  , above equation can be expressed as 
k*app
ij ij ijL C Cα β= −  (3.21)
k( )*appij ij ij
ij ij
L C
C
α β
α α
+
=  (3.22)
`( 1)
* ( 1) .............
n
n CC C t
t
−
− ∂= + ∆ +∂  (3.23)
where the superscript (n-1) is related to the value of the variable at the (n-1)th time step, and 
t∆  is the value of the time step. For simplicity one can use *C = ( 1)nC − . The resulting 
procedure is fully local, and does not induce large extra computational effort as the original 
localized procedure does. Nevertheless the proposed method requires clipping to yield a well- 
behaved algorithm. 
3.2.2.3The Dynamic Lagrangian SGS Model: 
This approach proposed by Meneveau et al. [39] for non-homogeneous flows is to use 
Lagrangian averaging, meaning to take the average over a path line (back in time). 
The Lagrangian averaging <> is here defined as: 
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( ) ( )tfI f f t W t t dt
−∞
′ ′ ′= = −∫  (3.24)
22
n
ij ij LM
n
MMij ij
L M IC
IM M
= =  (3.25)
The idea behind using Lagrangian averaging in the formula for the model coefficient is based 
on the consideration that memory effects should be calculated in a Lagrangian framework, 
following the fluid particle, rather than in an Eulerian framework, which sees different 
particles, with different histories, at each instant. Thus the integral in equation (3.24) is 
carried out following a fluid path-line, W(t) is an exponential weighting function chosen to 
give more weight to recent times, n denotes the time step and, using equation (3.24): 
( ) ( ) ( )tLM ij ijI L t M t W t t dt
−∞
′ ′ ′ ′= −∫  (3.26)
( ) ( ) ( )tMM ij ijI M t M t W t t dt
−∞
′ ′ ′ ′= −∫  (3.27)
To simplify the numerical implementation (where it is not computationally efficient to 
integrate to far back in time) one can choose the weight function: 
( ) ( )1 expW t T t T= ⋅ −  (3.28)
with the time constant (T) defined as: 
( ) 181.5 8 n nLM MMT I I −= ∆ ⋅ −  (3.29)
in which case one can show that the integrals from equation (3.26) and (3.27) can be 
approximated by: 
( ) ( ) ( ){ }11n n n n nLM ij ij LMI x H L M I x u tε ε −= + − − ∆G G G  (3.30)
( ) ( ) ( ){ }11n n n n nMM ij ij MMI x H M M I x u tε ε −= + − − ∆G G G  (3.31)
where H is the ramp function, the coefficient ε is defined as: 
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1
t T
t T
ε ∆= + ∆  (3.32)
So that the evaluation of the integrals from equation (3.30) and (3.31) at nx u t− ∆ can be 
performed by linear interpolation. In order to avoid complex values for T (see equation 
(3.29)), if ( ),C x tG = 0 is reached, nLMI  is set to zero. Nevertheless an extra parameter T that 
characterizes the averaging time was introduced. Ideally the averaging time should depend on 
the local time scale. 
It was found that this way of estimating the model coefficient reduced the fraction of the 
points where the model will predict negative values and reduces the variability in the dynamic 
coefficient values with the effect of finally improving the robustness of the numerical 
simulation. 
3.2.2.4 Dynamic one equation model based on SGS kinetic energy 
This model has been proposed by Davidson group [40]. The modelled transport equation for 
the subgrid kinetic energy ( sgsk ) is given by below equation: 
( ) ( )
3
1 2
2
, ,
,
2
sgssgs sgs
sgs
sgs sgs
j sgs sgs sgs sgs ij ijxyzj j
j PC
D
k k
u k C k k S S C
t ε
ε
ν ν⎛ ⎞∂ ⎛ ⎞+ = ∆ + + −⎜ ⎟⎜ ⎟⎜ ⎟∂ ∆⎝ ⎠⎝ ⎠ 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 (3.33)
The production term sgsP  is given by the  
1
22 2sgs sgs ij ij sgs ij ijP S S C k S Sν= = − ∆  
The dynamic coefficient C in the production term is computed in a similar way as in the 
standard dynamic model, i.e.,  
ij ij
ij ij
L M
C
M M
=  (3.34)
where        k ii i j
k j1 12 2 1; 2 2 ,
2
ijij i j i j ij sgs ij sgs iiL u u u u M K S k S K k L= − = − ∆ + ∆ = +  (3.35)
Here ijL denotes the dynamic Leonard stresses, and 2iiK T=   is the subgrid kinetic energy 
on the test level. The dissipation term sgsε is given by: 
3
2
sgs
sgs
k
Cεε = ∆  (3.36)
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In order to estimate Cε in equation (3.33 or 3.36) let us consider the equations for the K and 
sgsk . They are given in symbolic form by: 
3
2
sgs
ksgs ksgs ksgs
k
C D P Cε− = − ∆  
(3.37)
and analogously: 
i
3
2
K K K
KC D P Cε− = − ∆  (3.38)
By applying test filter to the equation (3.37) one can assume that the transport of sgsk is 
proportional to that of K with the constant of proportionality  sgsk K , equation (3.37) and 
(3.38) give 
k
k j
i
3 32 2
sgs sgs
ksgs K
k k KP C P C
Kε ε
⎛ ⎞⎜ ⎟− = −⎜ ⎟∆ ∆⎝ ⎠
 (3.39)
k
k i
j
3
2
1
1
2
sgsn n
K ksgs
sgs
k
C P P C
K k
ε ε
+
⎛ ⎞ ∆⎜ ⎟= − +⎜ ⎟∆⎜ ⎟⎝ ⎠
 (3.40)
The dissipation cannot be negative which requires that we limit Cε to positive values. 
i.e., 0Cε ≥ . In equation (3.40) nCε  kept inside the filtering process which is similar to the 
procedure explained in the section (3.2.2.2). 
To ensure numerical stability a constant value of C in space ( xyzC ) is used in the momentum 
equations, which is determined by condition that the production in the whole computational 
domain should remain the same, i.e. 
1 1
2 22 2sgs ij ij sgs ij ijxyz
xyz xyz
C k S S C k S S∆ = ∆  (3.41)
The main idea behind this treatment is to include all local dynamic information through the 
source terms of the transport equation for sgsk . This is probably physically more meaningful 
since large local variations of C appear only in the source term, and the effect of the large 
fluctuations in the dynamic coefficients will be smoothed out in a natural way. This means 
that the need to restrict or limit the dynamic coefficient is reduced or may not be necessary 
altogether. However, if we have to restrict the dynamic coefficients in the sgsk equation this 
does not affect the results as much as if the coefficient in the original dynamic model is 
restricted. The reason is that in the one-equation model the coefficients affect the stresses only 
in an indirect way (the source terms are part of a transport equation) whereas in the original 
dynamic model the dynamic coefficient is linearly proportional to the stresses. 
  45
The spatial variation of C is included via the production term in the modelled sgsk equation. In 
this way backscatter is taken into account in an indirect way. Although it is not fed directly 
back to the resolved flow, it influences the resolved flow via the kinetic subgrid energy. A 
negative production reduces sgsk and this effect influences the neighbourhood through 
convection and diffusion of  sgsk . 
3.2.3 Anisotropic eddy viscosity models 
These models are based on tensorial eddy viscosity. There are several anisotropic models  
available [41, 42, 43]. In the present work the following model is developed and 
implemented. 
3.2.3.1 An anisotropic dynamic one equation subgrid scale model for large eddy simulation 
This model was proposed by Akula et.al. [44]. It has been shown by Speziale [45] that the 
anisotropy exists at inertial as well as dissipation scales. Although the existing one-equation 
models well account for backscatter, they are not suitable for the representation of anisotropy 
of the subgrid-scales due to the local isotropy assumption made in the eddy viscosity 
formulation. Due to this assumption, these models may lead to wrong prediction of 
backscatter, and thus of the production of SGS kinetic energy. The latter strongly influences 
the evaluation of the turbulent viscosity, which plays a dominant role in flow predictions. The 
present model considers an anisotropic eddy viscosity formulation. In general a one equation 
model is based on the transport equation of SGS kinetic energy given by equation (3.10) as 
( ) ( )( )( ), , ,sgs j sgs t l sgs ij ijj j jk u k k St υ υ τ ε∂ + = + − −∂  (3.42)
where                                           t sgsC kν = ∆  (3.43)
In the equation (3.43) the second and third terms in the right hand side represents production, 
dissipation. In the present approach the production term can be expressed as  
a
ksgs ij ijP Sτ= −  (3.44)
where                                             ( )aij ik kj jk kiS Sτ ν ν= − +  (3.45)
Here one can observe that we are using tensorial eddy viscosity instead of scalar eddy 
viscosity. The main reason behind this expression is to include the anisotropic effects in the 
prediction of the production of SGS kinetic energy.   
a
ij
ij p sgs
kk
L
C k
L
ν = ∆  (3.46)
where aijL  is given by  
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3
ija
ij ij kkL L L
δ= −  (3.47)
which is based on the assumption that the anisotropy of the unresolved turbulence-velocity 
scales is equal to the anisotropy of the resolved part of the SGS turbulent stress tensor (that is, 
the modified Leonard term): this assumption is somewhat similar to the similarity hypothesis 
formulated by Bardina [46] (see section 3.2.4), according to whom a strict analogy exists 
between the smallest resolved and the largest unresolved scales. 
An additional modification to the dissipation term is introduced following the RANS low 
Reynolds number modelling 
m
wε ε ε= +  (3.48)
2 sgs sgsw
j j
k k
x x
ε ν ∂ ∂= ∂ ∂  (3.49)
Model coefficient in the production term can be evaluated by using Germano identity from 
equation (3.14). 
( ) ( )ksgsTa Ta a ap ik kj jk ki p ik kj jk ki ijT m
kk kk
kKC L S L S C L S L S L
L L
⎛ ⎞∆∆ ⎜ ⎟− + + + =⎜ ⎟⎝ ⎠
    (3.50)
For more information see [44]. 
3.2.4 Scale similarity models 
Scale similarity models (SSM) have been created to overcome the drawbacks of eddy 
viscosity type models. Basic idea of this model is the smallest resolved scales are not very 
different from the largest unresolved scales.  This assumes that the most important 
interactions are the interactions between the largest subgrid scales and smallest resolved 
scales. In order to construct a model these scales have to be defined. 
Unresolved scales (≤ ∆) are represented by i i iu u u′ = − . Largest unresolved scales are given 
by i i iu u u
′ = − . Smallest resolved scales are defined by second filter on the resolved field and 
given by i iu u− . It is very clear that largest unresolved scales and smallest resolved scales are 
represented by the same expressions. So we assume that these scales have similar structure 
(near grid cutoff). In other words, it is assumed that the SGS stresses for the full velocity field 
are the same as the ones corresponding to the resolved field iu [46] 
i j i jij i j i ju u u u u u u uτ = − −∼  (3.51)
These ideas are clearer by looking at the Fig. 3.2, from which one can understand the relation 
among the different velocity fields. 
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Performance of scale-similarity model: 
 
• Improves energy spectra (compared to Smagorinsky) 
• Can account for the transfer of energy from Small resolved scales → large resolved 
scales (backscatter accounted in a physical way) 
• Correlates well with exact stress (a priori analysis) 
• Not dissipative (does not dissipate energy automatically as Smagorinsky model with 
constant coefficient does, e.g., in laminar region of a flow the eddy viscosity and 
turbulence dissipation predicted by Smagorinsky model will be different from zero 
and positive, which is obviously wrong) 
• Inadequate as stand-alone SGS model (not very robust numerically as it does not 
introduce enough dissipation in some cases, needs to be combined with a purely 
dissipative model, e.g., Smagorinsky like; this is the main idea behind mixed models 
to be discussed later) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2                Explanation of different velocity scales in scale similarity model 
Full field 
iu  
Resolved field 
iu  
Filter
Unresolved field 
i i iu u u′ = −  
Largest 
iu  
Smallest 
i i iu u u′′ ′ ′= −  
Border between 
resolved/unresolved 
i i iu u u
′ = −  
Filter again 
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Bardina model uses a second application of the same filter and therefore single cutoff scale. 
This model is generalized to the case of two cutoff levels by following Liu-Meneveau-Katz 
model [47]: 
k  ( )1 i jij i jC u u u uτ = −  (3.52)
One of the advantage of this model is that 1C can vary from 0 to 1. 
3.2.5 One parameter dynamic mixed model 
In spite of its remarkable success, DSM has several aspects that need improvement. Because 
the Smagorinsky model is employed as the base model, DSM is an eddy viscosity model 
which requires that the principal axes of the SGS stress tensor be aligned with the resolved 
strain rate tensor. As Lund [34] has shown, although DSM accurately predicts the mean 
dissipation rate, it does not correlate with the channel flow DNS data of Kim et al. [48] as 
well as the Smagorinsky model in the local dissipation rate. A related and more serious 
problem arises when the dynamic model coefficient C is computed locally. Excessive energy 
backscatter occurs due to large fluctuations of the coefficient which leads to an exponentially 
growing instability [49].These results show that DSM can accurately predict the mean flow 
quantities when the averaged model coefficient is used but gives inadequate representation of 
the local quantities. 
It is reasonable to argue that the local noise in the DSM may be reduced by using a base 
model which does not assume the alignment of the SGS stress and the resolved strain rate 
tensors. A model of this nature is the scale similarity model proposed by Bardina et al [46]. It 
was found that the scale similarity model did not dissipate energy, however, when it was 
combined linearly with the Smagorinsky model, the resulting “mixed model” did dissipate 
energy and predicted turbulence statistics better than the Smagorinsky model alone.  
Based on these insights, Zang et. al. proposed the mixed model as the base model in the 
dynamic closure. The new model, which one might call the one parameter dynamic mixed 
model, retains the favourable features of DSM and has several additional advantages. The 
scale similarity or the resolved term is expected to provide a major part of the SGS 
backscatter which will reduce the fluctuation of the model coefficient and enable the SGS 
model to have a better representation of the local flow dynamics. In this model Smagorinsky 
model constant is calculated by the dynamic procedure. The subgrid tensor deviator at ∆ -
level and ∆ -level are given by 
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12
3ij t ij ij kk ij
S L Lτ ν δ= − + −  (3.53)
i 12
3
ijij t ij kk ijT S Q Qν δ= − + −  (3.54)
in which 
k  
i jij i jQ u u u u= −  (3.55)
and tν is given by equation (3.4). 
The residual is given by 
( )2ij ij ij ij ij kkE L H CM Pδ= − − +  (3.56)
in which                                             k iiij i j i jH u u u u= −  (3.57)
and where kkP  represents the trace of the subgrid tensor. The Germano-Lilly procedure leads 
to: 
( )
2
ij ij ij
ij ij
L H M
C
M M
−=  (3.58)
Generally it has been observed that LES with this model reduce the value of the dynamic 
constant with respect to that predicted by the usual dynamic model, i.e., based on the 
Smagorinsky model. This can be explained by the fact that the difference between the ijL and 
ijH appears to be very small and gives small value for the dynamical constant. This shows that 
the subgrid viscosity model serves only to model a residual part of the full subgrid tensor and 
not totally, as in the usual dynamic model. 
Vremen et. al. [50] proposed a variant of this model. For the sake of mathematical 
consistency, by making the model for the tensor ijT dependent only on the velocity field that 
corresponds to the same level of filtering, i.e., u . In this model ijQ given as:  
iik iiii
ij i j i jQ u u u u= −  (3.59)
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3.3 Further possibilities of the SGS modeling 
In this section some further strategies for the SGS modelling are presented. Nevertheless these 
models are not implemented in this work.  
One can improve the performance of the Smagorinsky model by considering the classical 
theories of turbulence. For e.g. the Smagorinsky model coefficient is calculated by assuming a 
Kolmogorov spectrum. This strategy is also pursued when defining a wave-number dependent 
eddy viscosity to be employed with a spectral Fourier discretization and using EDQNM 
theory to determine ( )t kν  [51].The spectral eddy viscosity model has also been reformulated 
in physical space for application in complex flows yielding the structure function model [52]. 
Generally Dynamic models are based on the scale similarity approach. To remedy this 
deficiency Porte-Agel et. al. [53] have proposed the scale dependent dynamic model. The 
model is based on a second test-filtering operation which allows us to determine from the 
simulation how the coefficient varies with scale. Nevertheless this model requires more 
computation time compared to general dynamic model. There is another popular model called 
as approximate deconvolution model from Stolz et.al. [54], in which the model is an 
approximation of the non-filtered velocity field by a truncated series expansion of the inverse 
filter operator.  
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Chapter 4
 
LES of turbulent premixed combustion
This chapter describes the modelling techniques for turbulent premixed flames. Initially the 
basic difficulties that exist in the modelling of premixed flames are presented and then various 
modelling techniques for the premixed flames are discussed. Especially modelling techniques 
based on the progress variable are presented clearly. Finally different techniques to handle the 
flame-wrinkling and flame-wall interactions are presented. 
4.1 Introduction 
Premixed Turbulent Combustion is a highly complex process, but one which greatly affects 
everyday life. The quest to understand the physical processes better is continual, and one 
aspect of it is the search for computational models to describe the processes involved. Such 
models must of necessity be less detailed than the physical processes occurring in the system, 
but should aim to capture the essence of these processes. In turn, the models can provide a 
greater understanding of the processes involved, and provide us with the ability to predict the 
behaviour of specific combustion systems. Thus they are of great importance in the design of 
combustion devices such as Internal Combustion (IC) engines and gas turbines. 
A working model of turbulent combustion must provide adequate treatments for the 
turbulence, the chemical reactions of the combustion (and consequential heat release), as well 
as the mutual interaction of these areas, since the combustion alters the physical properties of 
the fluid and drives the flow, whilst the flow moves reactants and products around and thus 
influences the combustion. About the simplest possible model combines a Reynolds Averaged 
Navier–Stokes (RANS) description of the turbulence with a simplistic model of the 
combustion which provides a model for the heat release as a straightforward function of the 
reactant species concentration (for example, the Eddy Break-up model of Spalding [27]). 
Numerous improvements on these simple models have been investigated over the years, in 
particular concentrating on improved methods for characterising the species concentration at a 
point (and thus the prediction of the heat release) by PDF techniques, or improved flame 
modelling. 
The Large eddy simulations (LES) are now viewed as a promising tool to address combustion 
problems where classical Reynolds-averaging numerical simulations (RANS) approaches 
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have proved to lack precision or where the intrinsically unsteady nature of the flow makes 
RANS clearly inadequate. LES allows a better description of the turbulence–combustion 
interactions because large structures are explicitly computed and instantaneous fresh and 
burnt gas zones, where turbulence characteristics are quite different, are clearly identified 
[15]. But LES of premixed combustion is difficult due to the thickness of the premixed flame 
being about 0.1–1 mm and generally smaller than the LES mesh size. For example progress 
variable C is a very stiff variable and the flame front cannot be resolved in the computation 
leading to numerical problems. In fact, the most important contribution to the reaction rate 
probably occurs at the subgrid scale level suggesting that LES could be impossible for the 
reactive premixed flows. To overcome this difficulty several approaches have been 
developed, such as flame front tracking techniques (e.g., the G equation [55,56]), flame 
surface density approach [57], and the so called thickened flame approach (TF-LES)[58,59]. 
4.2 Models for turbulent premixed combustion 
There are mainly two different types of approaches are available for the modelling of 
turbulent premixed combustion. One is based on the flame tracking techniques (based on the 
G-equation) and other is based on the progress variable equation (C -equation). There are four 
different methods available based on the progress variable equation. They are 
• Turbulent flame (or flame-speed) closure (TFC) model 
• Flame wrinkling density model 
• Flame surface density model 
• Artificial thickened flame model 
These models have been presented in the following section. 
4.2.1 Flame front tracking techniques 
4.2.1.1 G-equation approach: 
Following Williams [23] and Kerstein et al. [60], a model equation that describes the 
convection and propagation of a thin, laminar fame is the G-equation. The G-equation, in 
conservative form, can be written as: 
( ) ( ) LG uG S Gt ρ ρ ρ
∂ +∇ ⋅ = − ∇∂  (4.1)
where G is a scalar variable defining the flame location and LS  is the laminar burning 
velocity of the flame (flame speed). G-equation assumes that the flame thickness is zero and 
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the flame front is described as a propagating surface tracked using G. The scalar field G is 
defined in the region between 0 to1 in which the unburnt products are assigned G = 1 and hot, 
reacted gases are G = 0. The flame surface is defined as an iso-scalar surface, oG  (0 < oG  < 
1). Essentially, this models a level-surface, at G = oG , being convected by the local flow field 
and propagating at LS . All chemical and diffusive processes are implicitly included in LS  
and, therefore, no specific species transport needs to be modelled. 
Applying the same spatial filtering operation, as before, equation (4.1) can be adapted for the 
LES formulation. The resulting filtered G-equation [55] and resulting SGS terms are: 
i( )  i( ) sgs sgsG uG S Gt ρ ρ∂ +∇ ⋅ = − −∂  (4.2)
Where the subgrid terms are 
L
sgs
oS S Gρ= − ∇  (4.3)
j i( )sgsG uG uGρ ρ= ∇⋅ −  (4.4)
Here oρ is the density of the unburnt reactants. These two sgs terms sgsS  and sgsG  represent 
the filtered reaction source term and unresolved turbulent transport. sgsG is modelled as  
i i( )sgs GtG D Gρ= ∇⋅ ∇  (4.5)
where iGtD  is the turbulent diffusivity defined as t tScν  ( tSc is the turbulent Schmidt number 
which is defined as the ratio of viscous to chemical turbulent diffusion rates and usually 
assumed to be unity). This closure model has been successfully used in past studies [55, 62] 
of turbulent swirling flows. 
The unresolved source term  sgsS can be modelled as, 
isgs
o tS S Gρ= − ∇  (4.6)
 
where tS  is the local turbulent flame speed averaged over a characteristic LES cell and 
generally calculated by using Pocheau's flame speed model [63] . This model is explained in 
the section 4.2.3. This G-equation approach is similar to regress variable approach explained 
in the section 4.2.2.2. 
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4.2.1.2 Levelset G-equation 
In this approach, G-equation is numerically tracked by using level-set methods [56]. Here a 
function G is constructed to have the property that the zero value iso-surface represents the 
combustion interface. G is not related to the progress variable, so other values of G have no 
physical significance and are merely chosen for computational convenience. The filtered 
flame front is represented by the oG -iso-surface and separates the domain into perfectly 
mixed un-burnt (fresh) and burnt gas. 
A straightforward transport equation is then solved for G: 
i ( ) iu TG u n S Gt∂ = ⋅ + ∇∂  (4.7)
Here TS  and uu  represents burning velocity and convective mass transport respectively. The 
unresolved wrinkling of the flame front is equivalent to an increase of the flame surface. This 
remains to be modelled. Under the assumption that the ratio of laminar to turbulent surface 
area is proportional to the ratio of laminar to turbulent flame propagation speed, the turbulent 
burning velocity is modelled by using: 
3 4
1T L
L
uS S L C
S
κ ∆⎛ ⎞⎛ ⎞′⎜ ⎟= + + ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
 (4.8)
Here, κ  is the locally resolved curvature, L the Markstein length and the model constant C is 
set to unity [64]. Peters [20] used the thermal diffusivity D instead of LS L , for a turbulent 
burning velocity valid in the regimes of the corrugated flamelets and the thin reaction zones. 
From theoretical arguments L lD S δ∼ and lL Mδ∼ can be derived, where M denotes the 
Markstein number and lδ  is flame thickness. Hence, equation (4.8) and the definition given in 
[20] are altered by the Markstein number, which is in the order of unity. The laminar flame 
speed, used in equation (4.8) depends only on the thermo-chemical state of the premixed gas 
[65]. 
4.2.2 Premixed combustion modelling based on progress variable equation 
Several turbulent premixed combustion modelling approaches based on a C-equation are 
described briefly in this section.  
4.2.2.1 C-equation 
In an adiabatic premixed combustion with one-step and irreversible chemistry, if the specific 
heat capacity of species is assumed constant, then the reactive species concentration and the 
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temperature are all linearly related to a non-dimensional temperature C, known as reaction 
progress variable. It is defined as 
u
b u
T TC
T T
−= −  (4.9)
The balance equation for the progress variable C may be written as [57]: 
( ) ( ). C
d
C uC D C
t
S C
ρ ρ ρ ω
ρ
∂ +∇⋅ = ∇ ∇ +∂
= ∇

 
(4.10) 
(4.11)
Here, D is the molecular diffusivity, u is velocity vector. Equation (4.11) is another form of 
C-equation written in terms of flame front displacement speed dS  . Appling the LES filter, it 
becomes 
i  i( ) j i( ) ( ). C
d
C uC uC uC D C
t
S C
ρ ρ ρ ρ ω
ρ
∂ ⎡ ⎤+∇ ⋅ +∇ ⋅ − = ∇ ∇ +⎣ ⎦∂
= ∇

 
(4.12) 
(4.13)
The three terms on the l.h.s. of equation (4.12) are unsteady effects, resolved convective flux 
and unclosed transport flux, respectively. On the r.h.s. of equation (4.12), the two terms 
denote respectively filtered molecular diffusion and filtered reaction rate. The unclosed 
transport flux is usually modelled with a simple gradient expression: 
j i( ) it
t
uC uC C
Sc
µρ − = − ∇  (4.14)
Several approaches are proposed to estimate the unclosed term on (4.13). A brief description 
of them is given in the following sections. 
4.2.2.2 Turbulent flame closure model 
In the turbulent flame (or flame-speed) closure (TFC) model, the unclosed term on (4.13) is 
estimated based on a turbulent flame speed as  
i
d u tS C S Cρ ρ∇ = ∇  (4.15)
tS  is the subgrid turbulent flame speed in LES framework. 
The TFC model was first proposed by [66] and has recently been applied and tested on some 
premixed combustion cases [67, 68]. Based on the Kolmogorov assumption of the equilibrium 
fine-scale turbulence and the assumption of the universal small-scale structure of the wrinkled 
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flamelet sheet, Zimont [68] proposed an expression for the turbulent flame speed tS  in RANS 
context. It is shown below: 
( )1 4tS C u Da′= ⋅ ⋅  (4.16)
C is an empirical parameter, which has a value around 0.5. Da is the Damköhler number. 
Flohr and Pitsch [69], and Zimont and Battaglia [70] have applied the TFC model in LES 
framework. The subgrid turbulent flame speed is tS expressed as [69] 
( )1 2 1 41 Re Prt LS S C Da−∆= +  (4.17)
Where Re u ν∆ ∆′= ∆ . The subgrid turbulent velocity u∆′ is estimated as 
jj( )1 22S ij iju C S S∆′ = ∆  (4.18)
where jijS  is the filtered strain rate tensor. 
4.2.2.3 Flame wrinkling density model 
This model is developed by the application of conditional averaging techniques to the 
turbulent flame interface. The flame distribution is represented by a flame wrinkle density 
scalar Ξ , which is the ratio between the turbulent flame surface and its projection in the 
propagation direction. A detailed derivation of this model in RANS framework may be found 
in Weller [71] 
A new flame wrinkling model in LES context is proposed by Weller et al. [72] and then 
applied to study combustion instabilities in a jet engine afterburner [73] Like the model used 
in RANS, it considers a regress variable b instead of progress variable C. Here b represents 
the unburnt gas mass fraction, which has a relation with C as b=1-C. A transport equation is 
obtained by filtering the conditional transport 
( ) ( ). u Lb ub D b S btρ ρ ρ ρ∂ +∇⋅ = ∇ ∇ + Ξ ∇∂      (4.19)
A transport equation for the flame wrinkle density scalar Ξ is then proposed 
o ( ) ( )1s s tG Rt υ σ σ
∂Ξ + ⋅∇Ξ = Ξ − Ξ − + − Ξ∂  (4.20)
where osυ  is the surface-filtered effective velocity of the flame. GΞ  and ( )1R Ξ − are the 
subgrid turbulent generation and removal rates, respectively. Expressions for osυ , GΞ  and 
 57
( )1R Ξ − are proposed by Weller et al. [72]  tσ and sσ are two resolved strain rates, which can 
be expressed with resolved quantities. 
In addition to the transport equation for Ξ , Weller et al. [72] even proposed a transport 
equation for the laminar flame speed LS  to account for the strain rate influence on the laminar 
flame speed though no rigorous validation is made. Information regarding this equation can 
be found in Weller et al. [72]   
4.2.2.4 Flame surface density model 
This model is based on the approach to describe the unclosed term in equation (4.13) is based 
on the concept of filtered flame surface density. The flame surface density ∑ describes the 
flame front convolutions.  
( )d u LS C Sρ ρ∇ = ∑  (4.21)
Where uρ is the unburnt gas mass density, LS is the laminar flame speed.  
The surface density ∑ can be expressed either in an algebraic form or in a balanced equation. 
In the present study the algebraic form is used. This approach was developed by [57]. They 
carried out 3-D DNS analysis of a laminar flame into a homogeneous and isotropic turbulent 
flow field and proposed to LES-filter the progress variable equation using a filter larger than 
the mesh size. The surface density ∑ was modeled with DNS data in their calculations.  
The proposed LES-filtered surface density reads as 
6 (1 )4
C
C C
π
−∑ = Ξ ∆  (4.22)
Here Ξ  denotes the sgs flame front wrinkling factor (Ξ =1 in absence of subgrid-scale flame 
surface wrinkling) and C∆ is the filter size larger than the actual LES mesh. 
Finally progress variable equation in the contest of LES is expressed as  
i  i( ) i i i(1 ). . 4 6
16 6
L C t
u u L
t C
SC C CuC C S
t Sc
µρ ρ ρ ρ ππ
⎡⎛ ⎤⎞∆∂ −+∇⋅ = ∇ + ∇ + Ξ⎢⎜ ⎥⎟⎜∂ ∆⎢ ⎠ ⎦⎝⎣
 (4.23a)
i i1
u uor C
C
ρ ρ ρρ ρ ττ
−= =+  (4.23b)
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Where tµ is the turbulent viscosity, tSc is turbulent Schmidt number, uρ is unburnt density 
and  τ  is expansion ratio. 
The extra diffusion term in equation (4.23a) is added to preserve the correct flame 
propagation speed and thickness even in the laminar regions of the flow [74]. 
One can also use a transport equation for the evaluation of the surface density ∑ , which is 
proposed by the Hawkes and Cant [75] and written as 
i( ) ( ) i( )( ) ( )
( )( )
i
i i Ts s
i i
i
L i Ls
i i s
u
u u a
t x x
NS N S
x x
∂ Σ∂Σ ∂+ + − Σ = Σ∂ ∂ ∂
⎛ ⎞∂∂− Σ + Σ⎜ ⎟∂ ∂⎝ ⎠
 (4.24)
where the subscript s  represents the subgrid scale. The three terms on the l.h.s of (4.24) are 
the rate of change, the mean flow convection, and the subgrid convection respectively. On the 
r.h.s. there are the effects of fluid strain, a planar propagation term, and production of flame 
surface density related to the curvature and propagation effect. The last four terms on (4.24) 
are unclosed and have to be modelled. Boger et al. [57] argued that these terms may be easily 
extracted from DNS or experimental results, since they are physically well defined terms. 
4.2.2.4 Artificial Thickened Flame Model 
It was argued that reducing the flame to an infinitely thin surface is interesting from a 
modeling point of view but that in practice, numerics always impose a certain thickness of the 
flame on the computational grid. This will compromise the accuracy of the approach if the 
thickness of the flame is not controlled and its influence not taken in the combustion 
modeling. An alternative method is to drop the theoretical “zero thickness” of G-equation 
approach and build a method where the flame has a controlled, non-zero thickness. This leads 
to the artificially thickened flame model (TFLES), described in the following. 
Thickening 
From asymptotic analysis on laminar premixed flames a simple expression for the laminar 
flame speed and thickness follows:  
l l
l
D DS DA
S A
δ∝ ∝ =  (4.25)
where A is the pre-exponential constant of a global reaction and D is the molecular 
diffusivity.If the thermal conductivity is increased by a factor F while the pre-exponential 
 59
constant is decreased by F, the flame thickness lδ  is multiplied by F while the flame speed is 
maintained. This approach was initially proposed by Butler et al. [76] and extended to LES by 
Colin et al. [77]. 
Unfortunately, when the flame is thickened from lδ  to lFδ , the interaction between 
turbulence and chemistry is modified because Karlovitz and Damköhler numbers change: 
. /m mKa Ka F Da Da F= =  (4.26)
By applying the thickening approach to the progress variable equation one can get the 
following equation [58,59]                              
( ) ( ) (1 )exp aTc Auc DF c c
t F T
ρ ρ ρ ρ∂ ⎛ ⎞+∇⋅ = ∇ ⋅ ∇ + − −⎜ ⎟∂ ⎝ ⎠
      (4.27)
Here A represents pre-exponential factor and aT  is the activation temperature. The thickened 
flame approach has several attractive features [77]: (1) From a numerical point of view, the 
chemical reaction is described in a way which properly tends to the DNS expressions when 
F→1, and whose implementation is attractive since it has the same form as DNS (i.e., the 
same code can be used for LES and DNS). (2) Because of the use of an Arrhenius law, 
various phenomena such as ignition, flame stabilization, flame/wall interactions, and so forth 
can be described, at least qualitatively. 
However, as discussed in Refs. [77] the thickening of the flame implies that flame turbulence 
interaction is modified since the Damköhler number Da comparing turbulent and chemical 
time scales is decreased by the factor F when thickening the flame. Thus, the response of the 
thickened flame to the spectrum of eddies found in turbulent flows will not be the same as that 
of the unthickened flame. Moreover, it obviously cannot be wrinkled at scales below the 
resolution limit of the LES. To account for this FE  is introduced which is explained in the 
section 4.2.3. With this factor the equation (4.27) is written as: 
( ) ( ) (1 )exp aF F Tc Auc DE F c E ct F T
ρ ρ ρ ρ∂ ⎛ ⎞+∇⋅ = ∇ ⋅ ∇ + − −⎜ ⎟∂ ⎝ ⎠
      (4.28)
Local optimal thickening 
Assuming that the computational grid in the region where combustion takes place is uniform 
(∆ ≈ const.), the thickening factor F can be fixed as a constant value. This rarely applies to 
meshes describing complex geometries. Two extreme cases may occur: 
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• If the flame is thicker than e∆ =10∆, the sub-grid contribution to combustion will 
be too large, the flame will not be wrinkled and the LES will actually be a URANS 
computation. 
• If the flame is thinner than the resolution capability of the numerical scheme, 
either the solver will diverge or the efficiency function will be dominated by 
numerical errors. 
This requires the computation of a local, optimal value of F. As the efficiency function needs 
the thermal flame thickness lδ as an input, this value can be used and compared to the local 
mesh spacing ∆C (characteristic length of the computational cell). This results in a relation for 
the thickening factor: 
.1 1 .C C
l
NF Sδ
⎛ ⎞∆= + −⎜ ⎟⎝ ⎠
 (4.29)
where CN  is the number of computational cells needed to resolve a flame without significant 
numerical errors. CN  depends on the numerical scheme used but not on the cell-type. S is a 
flame sensor for the local thickening and is generally taken as 1 for premixed flames. 
4.3 Flame-wrinkling models 
4.3.1 Pocheau's flame speed model  
In this flame speed model [63], the turbulent flame speed is calculated by the following 
expression: 
1
1T L
L
uS S
S
αα
β ∆⎡ ⎤⎛ ⎞′⎢ ⎥= + ⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
 (4.30)
 
where u∆′  is the unresolved fluctuating velocity and is calculated as: 
( )S ij iju C S S∆′ = ∆  (4.31)
Here SC is Smagorinsky model constant which can be evaluated by using dynamic procedure 
explained in the chapter 3. Following Kim et al. [55] α  and β  are taken as 2 (based on 
energy conservation) and 20, respectively. 
4.3.2 Efficiency Function 
In this approach an “efficiency function” FE  takes into account the effects of thickening and 
residual turbulence on the turbulent flame speed [77]. Based on the ideas behind the ITNFS 
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approach by Meneveau et al. [78], the ability if different turbulence length scales to wrinkle 
the flame was incorporated in this model. This is essential, as shown for example by Poinsot 
et al. [79] via flame/vortex interactions. 
The wrinkling factor of the flame surface Ξ is estimated from the flame surface density Σ, 
assuming equilibrium between the turbulence and the residual flame surface:                                               
1 ef T s
l
a
S
α ∆Ξ = +  (4.32)
where T sa  is the residual strain rate, e∆  is the filter size and fα  is a model constant. 
T s
a is estimated from the filter size e∆ and the associated turbulent velocity fluctuation u∆′ :                         
T s
e
u
a ∆
′= Γ ∆  (4.33)
The function Γ  corresponds to the integration of the effective strain rate induced by all scales 
affected by the artificial thickening. They range from Kolmogorov scale to ηk to the filter 
scale e∆  [4.24].Γ  is written as: 
( )
2
3
0.3
1.2, 0.75 expee e
l l ll
u
S u Sδ δ
∆
∆
⎡ ⎤′⎛ ⎞ ⎛ ⎞∆ ∆⎢ ⎥Γ = −⎜ ⎟ ⎜ ⎟⎢ ⎥′ ⎝ ⎠⎝ ⎠ ⎣ ⎦
 (4.34)
Finally, the efficiency function is defined as the wrinkling ratio between the non-thickened 
reference flame and the artificially thickened flame: 
( )
( )
1 ,
1 ,
e
F
l l ll
l e
F
l l l
uu
S S
E
F u u
F S S
α δδ
δ α δ
∆∆
∆ ∆
′⎛ ⎞′∆+ Γ⎜ ⎟Ξ ⎝ ⎠= =Ξ ⎛ ⎞′ ′∆+ Γ⎜ ⎟⎝ ⎠
 (4.35)
The constant Fα depends nearly exclusively on the turbulence Reynolds number Ret . Details 
on its evaluation can be found in the literature [77]. The filter size e∆  is generally not 
identical to the LES filter. In practical calculations it is set to e∆ =10∆.  The obtained FE  is 
varies between 1 (for weak turbulence) and  
2
3
maxE F≈  (4.36)
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(for large residual scale wrinkling). Multiplying the thermal diffusivity and the pre-
exponential constant by the efficiency function FE keeps the flame thickness constant and 
accelerates the flame by a factor FE . In summery, the residual turbulent flame speed ST and 
the LES flame thickness δT  become: 
. .T F L T LS E S Fδ δ= =  (4.37)
This has an impact on the Karlovitz and Damköhler numbers. The error introduced by the 
thickening is partly compensated (when replacing LS with TS ): 
. .F FKa Ka F E Da Da E F′ ′= =  (4.38)
In combination with equation (4.36) it is seen that the final model still modifies the regime 
depending on the thickening factor chosen. Therefore, too high values of F should be avoided. 
However in practical simulations it is assumed that e lF∆ δ  is equal to 1 [58]. With this 
assumption, efficiency function calculated as ( )F lE δ= Ξ . 
4.3.3 Charlette model 
This model [58] is based on calculating the unresolved flame surface density in terms of a 
general power-law expression that involves an inner cutoff scale. This scale is derived from 
an equilibrium assumption of flame-surface production and destruction. In this model, flame 
wrinkling is calculated as: 
1 min ,
l L
u
S
β
δ
∆⎡ ⎤⎛ ⎞′∆Ξ = + Γ⎢ ⎥⎜ ⎟⎝ ⎠⎣ ⎦
 (4.39)
 
Γ  represents efficiency function and calculated by using the following fit. 
( )( ) 11 Re bbaa a buf f f −−−− − −∆⎡ ⎤Γ = + +⎢ ⎥⎣ ⎦  (4.40)
 
Where 
21 227 184
110 55
k k
u
L
C C uf
S
∆⎛ ⎞′⋅⎛ ⎞ ⎛ ⎞= ⋅ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠
 (4.41)
1 24 34 327 1
110
k
L
Cf π δ∆
⎡ ⎤⎛ ⎞⎛ ⎞∆⎢ ⎥⎜ ⎟= × −⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎝ ⎠⎣ ⎦
 (4.42)
1 2
4 3 1 1 2
Re
9 3exp Re Re
55 2 k
f C π −∆ ∆⎡ ⎤⎛ ⎞= − ×⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦  (4.43)
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Here kC  is universal Kolmogorov constant and is equal to 1.5. Re∆ can be evaluated as 
u
ν
∆′ ∆ . 
In the equation (4.40) exponents a and b control the sharpness of the transitions between the 
asymptotic behaviours, and good results are obtained with the following expressions: 
( ) ( )0.60 0.20exp 0.1 0.20exp 0.01l la u S δ∆′= + − − − ∆⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦  (4.44)
1.4b =  (4.45)
 
In equation (4.39) β  represents power exponent and it varies in between 0 to 1.0. 
Nevertheless this constant value can be calculated by dynamic procedure [59]. For the present 
work 0.5β =  is used. 
4.4 Flame-wall interactions: 
Flame wall interactions are handled by the two different approaches [15] based on the flame 
propagation relative to the wall.  These approaches are 
4.4.1 Head on quenching (HOQ): 
If the premixed flame propagates towards the wall, HOQ is observed; the flame stops at a 
certain distance from the wall (of the order of the flame thickness) and the maximum wall 
flux (reached when the flame quenches) is of the order of one third of the total flame. 
4.4.2 Side–wall quenching (SWQ):  
If the premixed flame propagates along the wall, the distance between wall and flame is larger 
than HOQ and the flux slightly lower. 
  
Fig. 5.1        Head on quenching Fig. 5.2        Side wall quenching 
But the above two methods can be used only if the wall temperatures are available as mention 
by Poinsot et al [15]. But, in general, this information is very rarely available.   
4.4.3 Two-zones approach 
For the cases where wall temperatures are not available the following numerical quenching 
method has been proposed by the author in the present work. This has been performed in two 
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zones near the wall. The basic idea of this method is not to allow the flame in to viscous sub-
layer.  
                     
Fig. 5.3                                   Quenching used in this work 
In the immediate zone to the wall progress variable has been always taken as zero. In the next 
zone reaction term in equation is neglected first and then the diffusion term is neglected. 
Neglecting the reaction term represents numerical quenching and whereas neglecting 
diffusion term means not allowing the excessive thickening of the flame near the wall.  
wall 
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Chapter 5
Numerical Methodology
 
This chapter describes the numerical techniques used for the present work based on the 
governing equations described in the previous chapters. In the present work the CFD package 
FASTEST-3D (Flow Analysis Solving Transport Equations Simulating Turbulence 3 
Dimensional) was used. In this chapter initially the overall structure of the code has been 
presented and then finally methodologies of the implemented techniques are presented. 
5.1 Introduction to FASTEST -3D code 
FASTEST -3D was originally developed by INVENT computing company and obtained as a 
source code in the framework of the collaborative research project SFB-568. The basic 
features of this code are: 
• Finite Volume discretisation method based on hexahedral control volumes 
• Cartesian coordinate and basis vector system 
• Boundary-fitted non-orthogonal block-structured grid with matching interfaces and 
collocated variable arrangement 
• Implicit and semi-implicit temporal treatment and first (upwind) and second (central 
difference and TVD schemes) order discretisation schemes. 
• Strongly implicit procedure for the iterative solution of the linearised equation system 
• Parallelisation based on domain decomposition in space using the MPI message 
passing library 
 
Nevertheless for the present work only the fully implicit scheme with second order 
discretisation was used. 
5.1.1 Finite volume method 
The finite volume method is used in the frame of this work to describe the continuous phase. 
This method is based on the governing equations in the integral form given by the equation 
(5.1): 
( ) ( )i
i i iV V V V
dV u dV dV S dV
t x x xψ ψ
ψρψ ρ ψ ⎛ ⎞∂ ∂ ∂ ∂+ = Γ +⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠∫ ∫ ∫ ∫ (5.1)
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 .  
The quantity ψ  represents a conserved variable (velocity component, scalar, etc.), ψΓ  notes 
the diffusivity coefficient, Sψ  the sum of all source terms and V  the volume of the considered 
cell. The volume integrals are transformed to area integrals by using Gauss’ Law as: 
( ) i i
iV V
dV u n d S dV
t xψ ψσ
ψρψ ρ ψ σ⎛ ⎞∂ ∂+ −Γ =⎜ ⎟∂ ∂⎝ ⎠∫ ∫ ∫  (5.2)
 
where σ  represents the surface confining the volume V  (of the cell) and in  the unit vector 
normal to the surface σ . The equation (5.2) is applied for each control volume (CV) of the 
numerical grid which defines the computational domain where the discrete locations at which 
the variables are to be calculated (see Fig. 5.1). The storage of the flow information related to 
every CV divides the discretization problem into two different arrangements, namely: 
collocated grid and staggered grid.  
 
Figure 5.1         Topology and control volume notification 
Collocated grid, as used in this work, is one in which the pressure and velocity variables 
share the same grid (see Fig. 5.2). Thus all variables are stored on the same grid point and the 
same control volume is used for all variables. It is the preferred method for nonorthogonal 
coordinates. The implementations of collocated grids on nonorthogonal coordinates require 
regularization to prevent the formation of oscillations because of pressure velocity decoupling 
[80]. 
Now consider a hexahedral control volume with central point denoted as P, having six 
neighbors CVs: E (east), W (west), N (north), S (south), T (top) and B (bottom) (see Fig. 5.1) 
and sharing common faces with neighbors: e, w, n, s, t and b, respectively. The final objective 
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within finite volume method is to transform the integral differential equation (5.2) into an 
algebraic equation of the following form: 
 
      Figure 5.2                                          Collocated grid 
 
N
explicit part
implicit part
p p Nb Nb p
Nb
A A Sψ ψ− =∑
	

 
(5.3)
 
Here, the subscript Nb corresponds to the 6 neighbors  CVs: W, E, S, N, B, T and pA , NbA  
denote the coefficients belonging to the dependent variable values pψ , Nbψ  in the point P, Nb 
derived from the discretization. All the remaining terms resulting from the discretization that 
can not be included into the implicit part of equation (5.3) are treated explicitly and put into 
the source term pS  on the RHS. 
5.1.2 Coordinate transformation 
Taking into account the non-orthogonality of the grid used, it is plausible to use in each CV 
and on each CV face a local coordinate system and then to transform the operators 
(derivatives) from local into the global (Cartesian) coordinate system. In Fig. 5.3 a local 
coordinate system arranged in the CV central point is shown. The basis vectors of the local 
coordinate system are obtained connecting the CV central point with the central points of the 
CV's faces. 
The local coordinates are in the following denoted as ( 1 2 3, ,ζ ζ ζ ) while global (Cartesian) 
coordinates are denoted as ( 1 2 3, ,x x x ). The transformation matrix (for transformation from the 
global into the local coordinate system) is shown in equation (5.4). 
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Figure 5.3 Local coordinate system arranged in the CV central point. 
1 1 1
1 2 3
2 2 2
1 2 3
3 3 3
1 2 3
x x x
x x xA
x x x
ζ ζ ζ
ζ ζ ζ
ζ ζ ζ
⎛ ⎞∂ ∂ ∂⎜ ⎟∂ ∂ ∂⎜ ⎟⎜ ⎟∂ ∂ ∂= ⎜ ⎟∂ ∂ ∂⎜ ⎟⎜ ⎟∂ ∂ ∂⎜ ⎟⎜ ⎟∂ ∂ ∂⎝ ⎠
 (5.4)
The derivative of some field variable ψ  with respect to Cartesian coordinates can be 
expressed in terms of the local coordinates according to 
j
i j ix x
ζψ ψ
ζ
∂∂ ∂=∂ ∂ ∂  (5.5)
The elements of the inverse transformation matrix, 1A− , (local to global), 
1 1 1
1 2 2
1 2 2 2
1 2 3
3 3 3
1 2 3
x x x
A
x x x
x x x
ζ ζ ζ
ζ ζ ζ
ζ ζ ζ
−
⎛ ⎞∂ ∂ ∂⎜ ⎟∂ ∂ ∂⎜ ⎟⎜ ⎟∂ ∂ ∂= ⎜ ⎟∂ ∂ ∂⎜ ⎟⎜ ⎟∂ ∂ ∂⎜ ⎟⎜ ⎟∂ ∂ ∂⎝ ⎠
 (5.6)
are obtained from the well-known linear algebraic relation: 
( )1 1 TadjA AJ− =  (5.7)
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where ( )detJ A=  is the Jacobean and ( adjA ) is the transpose adjoint matrix obtained from 
matrix A . I.e. 
1 1
T
j j
ij
i i
x
adj
x J J
ζ βζ
⎡ ⎤∂ ∂⎛ ⎞= =⎢ ⎥⎜ ⎟∂ ∂⎝ ⎠⎣ ⎦
 (5.8)
and  
1
ij
i jx J
ψ ψβ ζ
∂ ∂=∂ ∂  (5.9)
where ijβ  is the element of matrix B  given by  
3 3 3 32 2 1 1 1 2 1 2
2 3 3 2 3 2 2 3 2 3 3 2
3 3 3 32 2 1 1 1 2 1 2
3 1 1 3 1 3 3 1 3 1 1 3
3 3 3 32 2 1 1
1 2 2 1 2 1 1
x x x xx x x x x x x x
x x x xx x x x x x x xB
x x x xx x x x
ζ ζ ζ ζ ζ ζ ζ ζ ζ ζ ζ ζ
ζ ζ ζ ζ ζ ζ ζ ζ ζ ζ ζ ζ
ζ ζ ζ ζ ζ ζ ζ
∂ ∂ ∂ ∂∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂− − −∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
∂ ∂ ∂ ∂∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂= − − −∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
∂ ∂ ∂ ∂∂ ∂ ∂ ∂− −∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
1 2 1 2
2 1 2 2 1
x x x x
ζ ζ ζ ζ ζ
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂−⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
(5.10)
 
Substitution of the expression for the differential operator (5.9) into equation (5.2) gives  
( ) i i
iV V
dV u n d S dV
t xψ ψσ
ψρψ ρ ψ σ⎛ ⎞∂ ∂+ −Γ =⎜ ⎟∂ ∂⎝ ⎠∫ ∫ ∫ (5.11)
5.1.3 Discretization of the convective and diffusion terms 
The discretization of the convective term is given by: 
( ) ( )
( ) ( ) ( ) ( )
, , ,
               
i i k k e we w
k e w n s
n s t bn s t b
u n d a u u
u u u u
σ
ρ ψ σ σ ρ ψ σ ρ ψ σ
ρ ψ σ ρ ψ σ ρ ψ σ ρ ψ σ
=
= = − +
− + −
∑∫
(5.12)
 
The problem now is how to approximate the value ψ  at the faces e, w, n, s, t and b. There are 
three basic discretization schemes. 
The first common way is to use linear interpolation leading to a Central Differencing 
Scheme (CDS). The value of ψ  (e.g. at the east face) is estimated using the neighbors nodes 
P and E (see Fig. 5.1)  
( )1e x E x Pf fψ ψ ψ= + −  (5.13)
where xf  is the interpolation function, and for a constant mesh spacing 0.5xf = . The central 
differencing scheme has a second order accuracy. One can prove this by applying the Taylor 
series expansion on the point P. The accuracy is proportional to the square of grid width. I.e. 
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if the number of cells within one direction is doubled, the error will be divided by a factor of 
4. 
The Upwind Differencing Scheme (UDS) assumes that the neighboring cell value for ψ  will 
be convected across the boundary: 
     if    0
     if    0
P e
e
E e
u
u
ψψ ψ
≥⎧= ⎨ <⎩
 (5.14)
 
 
The main drawback of the upwind scheme is that it is inaccurate and very diffusive, because it 
is of first order. 
The Flux Blending switches between the two, according to the relative size of the convective 
and diffusive fluxes across the cell face. By resulting in oscillation, one can combine UDC 
and CDS to calculate the value at the faces e: 
N ( )UDS CDS UDSe e e e
I II
ψ ψ γ ψ ψ= + −	
  (5.15)
 
where 0 1γ≤ ≤  is factor which scales the manner of flux blending. For 1γ = , the interpolation 
is pure CDS whereas for 0γ = , the interpolation is pure Upwind. Part I of (5.15) is treated 
implicitly whereas part II is treated explicitly. The flux blending scheme is a good control tool 
to achieve an optimum between stability and accuracy. Nevertheless the present work deals 
with the large eddy simulation and therefore only central difference schemes are used to avoid 
the numerical diffusion. 
For the diffusive part, a centered difference for the discretization of the normal gradient of the 
flux on the control volumes faces is used. Thus the diffusive part is discretized by:  
E P
e E Px x x
ψ ψψ −∂⎛ ⎞ =⎜ ⎟∂ −⎝ ⎠  (5.16)
These numerical schemes reflect the way how information is transported through the faces. It 
is dependent on the ratio between convection and diffusion, i.e. the Peclet number, which is 
defined as: 
i iu xPe ρ ∆= Γ  (5.17)
If the Peclet number is small, the transport is dominated by diffusion, which transports 
information equally in all directions. Contrarily if the Peclet number is large, information is 
transported in the direction of the velocity field. Having a large Pe  is undesired, since it 
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influences the solution convergence very much. The numerical results may contain 
oscillations due to the fact that while computing the convective term at the note P only the 
values at E (east) and W (west) nodes are used, but not at the P node. Thus, Pψ  can take any 
value, i.e. oscillations are allowed.  
Other than CDS, UDS, and the flux blending schemes there is a large number of interpolation 
methods, e.g. Quadratic Upwind Interpolation for Convective Kinematics “QUICK”, which is 
third accurate order. Unfortunately it was not used within this work. A recent review on 
numerical schemes and their performance can be found [80] and [81]. 
5.1.4 Unsteady term discretization 
In this work, the volume integral is approximated by the value in the central of the cell 
(denote by P) cumulated over the volume. The unsteady term is approximated as: 
PV
dV V
t t
ρ ρ∂ Φ ∂⎛ ⎞≈ Φ∆⎜ ⎟∂ ∂⎝ ⎠∫  (5.18)
where V∆  is the volume of the CV. To approximate the term in the right hand side, one can 
use first order scheme 
( ) ( )11 n nn P P
P
V V
t t
ρ ρρ ++ Φ − Φ∂ Φ⎛ ⎞∆ ≈ ∆⎜ ⎟∂ ∆⎝ ⎠  
(5.19)
or second order scheme 
( ) ( ) ( )1 11 3 4
2
n n nn
P P P
p
P
V V
t t
ρ ρ ρρ + −+ Φ − Φ − Φ∂ Φ⎛ ⎞∆ ≈ ∆⎜ ⎟∂ ∆⎝ ⎠  
(5.20)
Here, t∆  denotes a time interval and the superscripts and , 1 and 1n n n− +  are related to the 
actual, previous and following time steps. The method to evaluate the dependent values 
(e.g.  and ΦΦ Γ ) on which time step can be categorized as explicit scheme  
1
( , , )
n
n
P
V f
t
ρ
+
Φ
∂⎛ ⎞Φ∆ = Φ Γ⎜ ⎟∂⎝ ⎠ "  (5.21)
or implicit scheme  
1
1( , , )
n
n
P
V f
t
ρ
+
+
Φ
∂⎛ ⎞Φ∆ = Φ Γ⎜ ⎟∂⎝ ⎠ "  (5.22)
Explicit schemes are characterized by calculating values of the dependent variables at one 
time level entirely in terms of values calculated previously, making them relatively easy to 
implement. However, they tend to require restrictions on the interval of the time step to avoid 
numerical instability, and this can be expensive in terms of computation time.  
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Implicit schemes are characterized by calculating values of the dependent variables 
simultaneously so that a system of equations must be solved at each time level. This leads to 
complicated code and can also be computationally expensive. However, implicit schemes tend 
to have much better stability properties than their explicit counterparts and so have been 
preferred for many commercial applications.  
In FASTEST-3D, a hybrid scheme (Crank-Nicholson Scheme) is implemented for solving 
both the accuracy and the stability problem as: 
1 1( , , ) ( , , )
2
n n n
P
f fV
t
ρ
+ +
Φ ΦΦ Γ + Φ Γ∂⎛ ⎞Φ∆ =⎜ ⎟∂⎝ ⎠
" "  (5.23)
5.1.5 Pressure velocity coupling 
The 3D-incompressible non-reactive flow is described numerically by three equations of 
momentum and the continuity. Thus we have four unknowns (u, v, w, and P) and four 
equations (3 for momentum + 1 for continuity). One should mention here, that the density ρ  
is not considered as variable, because the flow is incompressible. In other words, the density 
may change due to variations in temperature and concentration of species, but not due to 
pressure variations ( 0pρ∂ ∂ = ). The problem is that we do not have any equation for pressure 
P. In case of compressible flow, i.e. Mach number > 0.3, the pressure is deduced by the 
equation of state. Unfortunately, the flows under investigation are incompressible. Therefore 
we can use the continuity equation as an indirect equation for the pressure. This method is 
called the SIMPLE (Semi Implicit Method for Pressure Linked Equation) algorithm.  
The SIMPLE algorithm is preceded as follows: first the momentum equations are solved, 
using an “old” pressure to give *u , *v , and *w . In the following we are going to consider only 
the x-direction with the velocity component *u , the other two directions can be treated in the 
same way. The discretized governing equation (5.3) for the *u  velocity component is given 
by: 
( )* * * *e e nb nb u W P e
nb
a u a u S p p σ= + + −∑   (5.24)
where uS   represents a source term, eσ  the control volume surface in the east face and nba  are 
the discretization coefficients related to all faces.  Now we introduce:  
1 * 1 *,                + += + = +n cor n cori i iu u u p p p  (5.25)
where *iu  have been obtained from the momentum equations, and 
*p  was obtained from the 
previous iteration. coriu  and 
corp  are the velocity and pressure correction respectively.  
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Now, velocities 1niu
+  are used (corrected) to solve the continuity equation  
( )1 0n
i i
uρ σ+ =∑  (5.26)
Then we use the momentum equations to obtain a relation between 1niu
+  and corp : 
( )1 1 1 1 σ+ + + += + + −∑n n n ne e nb nb u W P e
nb
a u a u S p p  (5.27)
where nb denotes the neighboring faces. The equation (5.26) provides a relation between coriu  
and corp  as follows: 
( ) σ= − −∑cor cor cor corP P nb nb e W P
nb
a u a u p p  (5.28)
Equation (5.27) necessitates the determination of corp  to calculate the corrected velocities. So 
we use equation (5.25) and deduce the following expression: 
( )*ρ σ
′
= −∑ ∑
	

cor cor
P P nb nb i i
nb nb
b
a p a p u  
(5.29)
The object of the pressure correction equation is to satisfy the continuity equation, i.e. to 
make the term b′  in equation (5.28) vanish and thus determine corp . Once ( )−cor corW Pp p  is 
calculated, we can compute the new velocities as follows: 
( )1 * σ+ = − −−∑n cor coree e W Pe nb
nb
u u p p
a a
 (5.29)
The equation (5.29) includes the term nb
nb
a∑ , which is unknown and therefore it will be set to 
zero in the frame of the SIMPLE method [81]. Other pressure correction method (SIMPLEC) 
assumes that cor cornb nb nb e
nb nb
a u a u≈∑ ∑  in equation (5.27) to get the equation (5.29).  
The solution procedure using the SIMPLE method can be summarized as follows: 
1. Guess the pressure *p  (or take it from previous step) 
2. Solve the Navier-Stokes equations and get *iu  
3. Solve the pressure correction corp  (equation (5.28)) 
4. Correct the velocities and pressure (equations (5.24)and (5.29)) 
5. Repeat Steps 2-4 till convergence. 
5.1.6 Solvers  
5.1.6.1 Solution of the linear equation system 
The discretization of the governing equations summarized in this section by means of the 
finite volume procedure explained in the previous sections results in a system of linear 
algebraic equations each having a form. This system can be written in matrix notation as 
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A SΨ =  (5.30)
   
where A  is the square coefficient matrix built from the coefficients of the linear equations 
(5.3)  for each CV, Ψ is a vector containing the values of the variable Ψ  in each CV and S  
is the vector containing the terms on the RHS of equation (5.30). 
The system has to be solved by means of an efficient solution method. The coefficient matrix 
A  resulting from (5.3) is sparse, i.e. most of its elements are zero and the non-zero elements 
lie on a small number of well-defined diagonals (in FASTEST-3D seven diagonals). 
Advantage should be taken from this structure. Since direct methods like Gauss elimination or 
LU decomposition do not use this advantage, being quite costly, and since discretization 
errors are normally much larger than the computer accuracy, there is a clear reason to apply 
an iterative method. Furthermore, the fully implicitly discretized momentum equations are 
actually non-linear and can not be solved by means of a direct method. The details of their 
linearization are discussed in the following section. In an iterative method some initial 
solution is guessed and then systematically improved. One would have after n iterations an 
approximate solution of equation (5.30), nΨ , that is not the exact one. The non-zero residual 
vector nr  (a difference between the left and the right hand side of equation (5.30) satisfies the 
expression 
n nA S rΨ = −  (5.31)
An iterative scheme for the linear system, that should drive the residual to zero, can be written 
as : 
( ) ( )1n n nM B M N+Ψ −Ψ = − − Ψ  (5.32) 
or 
n nM rδ =  (5.33)
Here, 1n n nδ += Ψ −Ψ  is the correction vector which is simultaneously an approximation to 
the convergence error. Once the computation of nNΨ  is inexpensive and the solution of 
equation (5.32) converges rapidly the optimal iterative method is found. For rapid 
convergence in the solution of equation (5.33) the matrix M  must be as good an 
approximation to A  as possible. For that purpose the strongly implicit procedure (SIP), 
originally proposed by Stone [82] and further developed for the seven diagonal coefficient 
matrix by Leister and Peric [83] is applied in FASTEST-3D. In this method the matrix M  is 
chosen to be equal to the incomplete LU decomposition (ILU): 
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M LU A N= = +  (5.34)
In the ILU decomposition the procedure is the same as in standard LU factorization. But for 
each zero element of the original matrix A  a corresponding element of the lower triangular 
matrix L  or the upper triangular matrix U  is set to zero too. Even though L  and U  have the 
non-zero elements only on the same diagonals as ( ), , , , , ,A W E S N B T P , their product LU  
has additional non-zero diagonals (SE, NW etc.). Stone [5.3] found that convergence can be 
improved by allowing N to have non-zero elements on the diagonals corresponding to all non-
zero diagonals of LU. The elements of the matrix N must be defined so that the elements of 
vector 0NΨ ≈  and that the matrix M to be the best approximation to A. This means that the 
contribution of the terms on the 'additional' diagonals (SE, NW etc.) in N must be nearly 
cancelled by the contribution of other diagonals (W,E,S,N,B,T,P). Expecting the solution of 
the elliptic partial differential equations to be smooth, Stone [83] approximated the unknown 
function values in 'additional' nodes in terms of the known function values at nodes 
corresponding to the diagonals of A.  
Finally, one proceeds as follows. Having a matrix A the elements of N can be found. The 
elements of M, which are the sum of A and N, do not need to be computed. Instead, the 
elements of L and U are found in sequential order for the given A and N. Once the elements of 
L and U are known, the inner iterations begin. The system given in equation (5.33) can be 
rewritten as  
n nLU rδ =  (5.35)
or 
1n n nU L r Rδ −= =  (5.36)
Using the advantage of LU decomposition the elements of the vector nR  are computed first 
using equation (5.36) by marching in the order of increasing CV's index (forward 
substitution). Then the elements of the correction vector nδ  are calculated by marching in the 
order of decreasing CV's index (backward substitution). In addition to that the variable values 
in the CVs are updated following 1n n nδ+Ψ +Ψ = . The iterations proceed until the sum over all 
elements of the residual vector nr  becomes lower than some given tolerance. 
5.1.6.2 Solution of steady and unsteady problems 
In steady computations a steady state solution of the governing equation system is sought. In 
this case the time history is of no interest. One can either neglect the unsteady terms in the 
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governing equations or iterate until the steady equations are satisfied, or march in time 
without requiring full satisfaction of the equations at each time step.  
The iterations within one time step or during steady computations, in which the coefficient 
matrices and source vectors in equation (5.3) are updated, are called outer iterations in order 
to distinguish them from the inner iterations performed on the linear systems in equation (5.3) 
with fixed coefficients (in the SIP solver).   
The changes in variables after each outer iteration may be significant and particularly at the 
beginning where they may cause instabilities. In order to reduce this effect the under-
relaxation of the variables is applied: 
( )1 1m m m mψψ ψ α ψ ψ− −= + −  (5.37)
where mψ  and 1mψ −  are the values of the variable ψ  after m-th and (m-1)st outer iteration, 
newψ  is the result of solution of equation (5.3) and the under-relaxation factor ψα  satisfies 
0 1ψα< ≤ . 
In unsteady computations (LES) the time accuracy is required in order to resolve in time e.g. 
some periodical process. In this case the iterations must be continued within each time step 
until the entire system of the governing equations is satisfied to within a narrow tolerance. 
5.2 Handling of Variable density  
With regard to numerical implementation of reactive flows, an important problem is how to 
include the variable density in an incompressible flow solver where the weak density coupling 
exists. The procedure for this coupling may differ from solver to solver based on the type of 
numerical procedure used. Improper inclusion of the variable density can lead to false results. 
Different procedures are proposed for the explicit procedure based numerical solvers [84, 85] 
and semi-implicit ones [86]. In the present work an implicit solver is used, and therefore 
developed and applied an adequate variable density approach. For this purpose a equation for 
the divergence of the velocity field is developed by using equations (4.23a), (4.23b) and 
(2.21). By substituting iCρ of equation (4.23b) in to equation (4.23a) on can get the following 
equation. 
 i i i(1 ). . 4 6
16 6
u u L C t
u u L
t C
S C Cu C S
t Sc
ρ ρ ρ ρ µρ ρ πτ τ π
⎡⎛ ⎤⎞− − ∆∂ −⎛ ⎞ ⎛ ⎞+∇ ⋅ = ∇ + ∇ + Ξ⎢⎜ ⎥⎟⎜ ⎟ ⎜ ⎟ ⎜∂ ∆⎝ ⎠ ⎝ ⎠ ⎢ ⎠ ⎦⎝⎣
 (5.38)
Let us consider the unsteady term (first term on l.h.s). this term can be rewritten as: 
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u u
t t t
ρ ρ ρ ρ
τ τ τ
−∂ ∂ ∂⎛ ⎞ = −⎜ ⎟∂ ∂ ∂⎝ ⎠  
(5.39)
The first term on the r.h.s is zero for the pure premixed flame case: as uρ and τ  are constants. 
Now equation (5.39) can be written as 
u
t t
ρ ρ ρ
τ τ
−∂ ∂⎛ ⎞ = −⎜ ⎟∂ ∂⎝ ⎠  (5.40)
Now the second term, i.e. convection term, is reformulated as 
   u u uuu u uρ ρ ρ ρρτ τ τ τ
⎛ ⎞−⎛ ⎞ ⎛ ⎞∇ ⋅ = ∇ − ∇ + ∇⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 (5.41) 
As explained above for the pure premixed case uρτ∇  is zero. Now the equation (5.42) can be 
written as: 
  u uuu uρ ρ ρρτ τ τ
⎛ ⎞−⎛ ⎞∇ ⋅ =− ∇ + ∇⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠
 (5.42)
By combining equations (5.39) and (5.40) l.h.s of equation becomes: 
  u u uuu u
t t
ρ ρ ρ ρ ρρ ρ
τ τ τ τ τ
⎛ ⎞− −∂ ∂⎛ ⎞ ⎛ ⎞+∇ ⋅ = − − +∇ + ∇⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 (5.43)
By using continuity equation (2.21), first part on the r.h.s of the equation (5.43) becomes zero 
for the pure premixed case as τ is constant. So, now combining the equations (5.38) and 
(5.43) an equation for the divergence of the velocity is derived. 
i i i(1 ). . 4 6
16 6
tL
u u L
u t
S C Cu C S
Sc
µτ ρ ρ πρ π
⎡ ⎤⎡⎛ ⎤⎞∆ −⎢ ⎥∇ = ∇ + ∇ + Ξ⎢⎜ ⎥⎟⎜ ∆⎢ ⎥⎢ ⎠ ⎦⎝⎣⎣ ⎦
 (5.44)
 
In the numerical procedure, the time derivative of the density was updated by using the 
relation equation (5.44) and the continuity equation (2.21). Here the second term of the 
equation (2.21) is written in vectorial form as u uρ ρ∇ + ∇  . The above expression is derived 
for the flame surface density approach. Nevertheless density is still related with the progress 
variable only. For artificial thickened model (see equation (4.28)) derivation of the divergence 
of velocity similar and is given by the equation (5.45).  
( ) (1 )exp aF F
u
EAu DE F c E c
F RT
τ ρ ρρ
⎡ ⎤⎛ ⎞∇ = ∇⋅ ∇ + − −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
    (5.45)
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5.3 Boundary conditions 
5.3.1 Inlet boundary conditions 
The inlet boundary conditions for the velocity components (momentum) as well as other 
scalar variables like temperature and concentration are set by means of Dirichlet boundary 
condition. This is the simplest method to deal with the inflow conditions. However this 
approach can lead to large coherent structures instead of turbulence. This type of treatment 
neglects the turbulent fluctuations but reasonable if the inflow is far upstream of the area of 
interest or if all the relevant fluctuations develop inside the computational domain. In the 
present study, which is related to the premixed combustion cases, all the fluctuations are 
developed after the bluff body (see Fig. 6.29). In this case along with the Dirchlet condition 
some random noise is introduced at the inlet. 
5.3.2 Wall boundary conditions 
The velocities in grid nodes conjoined with the wall are set equal to the wall movement. In the 
frame of this work they are set to zero in the tangential as well as in the normal direction, 
because the wall is fixed. This condition is also valid for the turbulent quantity sgsk . 
Nevertheless in order to handle the flame-wall interactions, progress variable is treated by 
using two-zone approach as explained in section 4.4.3. 
5.3.4 Periodic boundary conditions 
The periodic boundary conditions (between boundary I and II) make the variables at the 
boundary I equal the variables at the boundary II conforming to the following equation. 
( ) ( )r r Lψ ψ= + GG G  (5.45)
 
where rG  is the position vector and LG  is the periodic length vector of the domain considered. 
The periodic boundary condition corresponds to zero flux. Making the boundaries periodic 
means inflow through one of the boundaries equal the outflow through the other. In the 
present study for the simulation of fully developed channel flows and rotating channel flows 
this boundary condition is used in the streamwise and spanwise directions of the domain. For 
the premixed combustion case, i.e., bluff-body stabilized flame, this condition is used in the 
span wise direction. 
5.3.5 Outlet boundary condition 
A convective outlet boundary condition is used for the premixed combustion case. In general 
a convective outlet boundary condition is defined by using  
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0CUt n
φ φ∂ ∂+ =∂ ∂  
(5.46)
where CU  is the convective velocity, φ  represents any velocity component or scalar and n 
represents the direction normal to the boundary. This velocity is calculated by using equation 
(5.44). By applying Gauss theorem to equation (5.44) one can get the following relation for 
the present case as: 
i
i i
. .
16 6*( _ )
(1 )4 6
tL
u
t
C inletS v
u
u L
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ScU outflow surface u ds dv
C CS
µρτ π
ρ
ρ π
⎡ ⎤⎡⎛ ⎤⎞∆⎢ ⎥∇ + ∇⎢⎜ ⎥⎟⎜⎢ ⎥⎢ ⎠ ⎦⎝⎣− = ⎢ ⎥−⎢ ⎥+ Ξ⎢ ⎥⎣ ∆ ⎦
∫ ∫  (5.47)
The above relation allows then to calculate the convective outlet velocity CU . In order to 
fulfil the mass conservation through out the system, equation (5.44) will be further used for 
correcting the velocities which are calculated by the equation (5.46). For this, two types of 
methods are used. One is additive correction and the other is a multiplicative one. For open 
boundaries additive correction provides good results where as for the wall bounded flows 
multiplicative correction is known to give better results. For the present study, LES of 
premixed combustion case, multiplicative correction technique is used. 
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Chapter 6
Results and Discussion
In this chapter, some applications of the derived LES code to the simulation of non-reactive flows 
and premixed combustion are presented. In the first part LES of channel flow simulations are 
presented by considering different SGS models. In the second part of LES of rotating channel 
flow simulations presented by considering the Lagrangian dynamic model and anisotropic one 
equation dynamic model. In the last part LES of the bluff-body stabilized premixed flame by 
considering flame surface density and thickened flame model are presented. 
6.1 LES of fully developed 3-D channel flow simulations 
In this section LES of channel flows are presented by considering different SGS models. Initially 
the following studies are performed for the clear understanding of these models. 
• Influence of the filter widths on the simulations are studied by considering the 
Smagorinsky model. 
• Robustness of the dynamic model is studied. 
• Comparisons between different dynamic procedures are performed. 
• Understanding the mixed model. 
• Comparisons between one equation models have been performed. 
Finally comparisons between selected models are presented.  
All these simulations were performed first on a fully developed turbulent channel flow at 
Reynolds number 395 based on the friction velocity and half-width of the channel. The two walls 
of the channel are treated as no-slip boundaries. In the streamwise and spanwise directions of the 
domain is truncated to a finite size and periodic boundary conditions are imposed. For the present 
case the domain size of 2 2πδ πδ δ× × in the streamwise, spanwise and wall-normal has been 
considered. Simulations are carried out on a coarse grid with cells 64×32×32. All these models 
are compared with the DNS data of AGARD test case PCH10 [87].  
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6.1.1 Influence of the filter widths on the Smagorinsky model  
Despite many disadvantages, mentioned in section 3.2.1.1, the Smagorinsky model is a very 
commonly used SGS model in the LES community. The main advantages of this model are less 
computational effort and easy implementation. Due to this reason it is useful to study the 
behavior of this model under the influence of different filter widths. In general these filter widths 
are calculated by using different filter width formulas mentioned in the section 3.2.1.1. Equation 
(3.5) gives the formula based on volume of the grid cell (Vol: case1), equation (3.6) gives the 
formula based on area of the sides of the grid cell (Area: case2) and where as equation (3.7) gives 
the formula for filter width based on the anisotropic extension of the volume of grid cell (Ani: 
case3). Comparison between obtained normalized mean velocity and normalized Reynolds stress 
profiles (normal to the wall) are shown in the Fig. 6.1 and Fig. 6.2. All the results are normalised 
by the friction velocity. 
  
Figure 6.1 Comparison between normalized 
mean velocity profile <u> 
Figure 6.2 Comparison between normalized 
Reynolds stress profile <u´u´> 
It is very clear from Fig. (6.2) that all the models over predicts the normalized Reynolds stress 
profile. Nevertheless case1 give a bad result compared to other cases. Main reason for this 
behavior is the filter width found by the volume is unrealistic as towards wall grid cells become 
of pencil type. This behavior is improved by considering the anisotropic correction to the filter 
width (case 3). Nevertheless it clear that overall performance of the Smagorinsky model is bad. 
This performance of the model is improved by considering the damping function give by van 
Driest [3.6]. But this correction is not considered for the present study. 
6.1.2 Robustness of the dynamic Germano-Lilly model  
To investigate the robustness of the Germano-Lilly (section 3.2.2.1) model four different cases 
are considered. These are without variation of the dynamically predicted model coefficient 
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(germ) and three different externally varied model coefficients C/2(germ/2), C/4(germ/4) and 
2×C(germ*2) respectively. In Fig. 6.3 and 6.4 it has been clearly shown that the variations in the 
results are negligible due to the external imposed variation.  
  
Figure 6.3 Comparison between normalized 
mean velocity profile <u> 
Figure 6.4 Comparison between normalized 
Reynolds stress profile <u´u´> 
  
Figure 6.5 Variation of the Germano-Lilly 
model coefficient (germ/2) 
Figure 6.6 Variation of the Germano-Lilly 
model coefficient (germ*2) 
But on the other hand variation of the model coefficients is very different as shown in the Fig. 6.5 
and Fig. 6.6. This shows the robustness of the model under critical conditions. To explain these 
phenomena two different possible scenarios can be considered. One is scale similarity assumption 
and other one is scale dependent situation. 
6.1.2.1 Scale similarity assumption 
Let us consider a simple case where we are imposing the external variation as C/2 to equation 
(3.17). This can be reformulated as: 
(2 )
2 2 (2 )(2 )
ij ij ij ij
ij ij ij ij
L M L MC
M M M M
= =  (6.1)
In the above expression 2 ijM can be expressed as: 
i( ) ( )k2 22 2 2 2 2ij ij ijM S S S S= − ∆ + ∆   (6.2)
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here factor 2 has been brought inside the expression. The above expression can be reformulated 
with modified test filter width i i2mt∆ = ∆ and grid filter width 2m∆ = ∆ . 
k( ) ( )k2 22 2 2ij mt ij m ijM S S S S= − ∆ + ∆   (6.3)
By using scale similarity assumption one reformulate the above expression as: 
k( ) ( )k2 22 2 2 mtmt mmt mij mt ij m ijM S S S S= − ∆ + ∆   (6.4)
Here by following scale similarity we have assumed that mtijS
 = ijS  , mijS = ijS  etc. Finally one can 
rewrite the above expression as: 
k( ) ( )k2 22 2mij mt ij m ijM S S S S= − ∆ + ∆   (6.5)
Here one can understand only modified filter widths but not the modified the filtered quantities. 
Similarly the term ijL can be reformulated and is straight forward. Due to similarity assumption 
original ijL is retained. Finally resultant dynamic coefficient can be shown as: 
2
m
ij ij
m m
ij ij
L MC
M M
=  (6.6)
This resultant dynamic coefficient can be calculated directly by using grid filter 2∆  and test 
filter i2∆ with implicit LES. Nevertheless this can be true only when scale similarity assumption 
is valid. 
6.1.2.2 Scale Dependent case 
With this type of assumption one cannot reformulate the equation (6.2) to equation (6.4) as 
mt
ijS
 ≠ ijS  , mijS ≠ ijS etc. if we consider mtijS = ijS  , mijS = ijS etc.., then we are introducing the 
physical error. But in channel flow simulations one can have scale dependent situations in many 
places inside the computational domain. But results show that external variation has no 
significant effect on the simulation results. Possible explanation for these results is that total 
error, which is nothing but summation of numerical and physical error, is not changed. This 
implies additional physical error is compensated by the some additional numerical error. 
Nevertheless it is very difficult to differentiate physical and numerical errors in a simulation in 
the case of implicit LES method. On the other hand one can study the behaviour of physical and 
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numerical error by using explicit LES method but this is not considered in this work. The above 
two explanations give some reason for the robustness of the dynamic model and which enables 
better prediction of the local turbulent statistics.  Nevertheless one has to understand that the 
overall behaviour of the model can be improved by using better SGS models like Lagrangian 
dynamic model. 
6.1.3 Comparison between different dynamic models 
For this purpose three different dynamic models are considered. These models are the Germano 
model, the localized dynamic model (section 3.2.2.2) and the Lagrangian dynamic model (section 
3.2.2.3).  
  
Figure 6.7 Comparison between normalized 
mean velocity profile <u> 
Figure 6.8 Comparison between normalized 
Reynolds stress profile <u´u´> 
 
Figure 6.9                     Comparison between normalized Reynolds stress profile <u´v´> 
  
Figure 6.10 Variation of the Lagrangian 
model coefficient  
Figure 6.11 Variation of the localized model 
coefficient 
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Comparison between the obtained normalized mean velocity and normalized Reynolds stress 
profiles (normal to the wall) are shown in the Fig. 6.7, Fig. 6.8 and Fig. 6.9. All the results are 
normalised by the friction velocity. Variation of the model coefficient for Lagrangian and 
localized dynamic model are shown in the Fig. 6.10 and Fig. 6.11. The overall behaviour of these 
models in comparison with Smagorinsky model is good. But all these models give different 
results and show the influence of different dynamic procedures on simulations. All these 
simulations are done without taking any average along the homogeneous direction. The main 
reason behind this is to test the models under the real conditions where no homogeneous direction 
exists. Nevertheless the Lagrangian model behaves better compared to the other dynamic models. 
Main reason behind this behaviour is the averaging performed in time by considering the fluid 
particle history along its path line. This is more reasonable compared to other types of averaging 
procedures which are working in spatially local fashion. The computational overhead in the 
Lagrangian dynamic model is about 10% above the CPU requirements of the other dynamic 
models 
6.1.4 Comparison between mixed models 
For this purpose three different models are considered. These models are dynamic mixed model 
with 0.4 times (mix1p) the scale similarity model (equation (3.53)) and dynamic mixed model 
with 0.6 times (mix) the scale similarity model (section 3.2.5). Comparison between obtained 
normalized mean velocity and normalized Reynolds stress profiles (normal to the wall) are shown 
in the Fig. 6.12, Fig. 6.13 and Fig. 6.14. All the results are normalised by the friction velocity. 
Variations of the model coefficient for dynamic mixed model are shown in Fig. 6.15 and Fig. 
6.16 case mix and mix1p. 
  
Figure 6.12 Comparison between normalized 
mean velocity profile <u> 
Figure 6.13 Comparison between normalized 
Reynolds stress profile <u´u´> 
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Figure 6.14                   Comparison between normalized Reynolds stress profile <u´v´> 
  
Figure 6.15   Variation of the model 
coefficient with less contribution 
scale similarity term 
Figure 6.16 Variation of the model coefficient 
with more contribution scale 
similarity term 
In mixed models the contribution of the Smagorinsky model is less. It was found that the scale 
similarity part without any relaxation gives bad results [6.2]. This is mainly because the model 
does not provide enough dissipation. There are two ways to overcome this problem. One is by 
using upwind discretisation schemes and the other one is relaxing the scale similarity part. 
Among these remedies first one is not preferred as LES codes employ energy conserving 
schemes where numerical dissipation is almost negligible or does not exist.  So the better 
technique is to relax the scale similarity term. By relaxing the scale similarity part, the 
contribution of the Smagorinsky model increases as shown in Fig. 6.15 and Fig. 6.16 with 
variation of the model coefficient. With decreasing of the contribution of the scale similarity part, 
mixed model approaches the dynamic Smagorinsky model. Nevertheless the overall behaviour of 
the mixed model is very good compared to Germano-Lilly dynamic Smagorinsky model. The 
performance of the mixed model can be further improved by using Lagrangian dynamic 
procedure but this is not considered in this work. But the disadvantage with this model is the 
additional computational effort, which is 1.5 times the Germano-Lilly dynamic Smagorinsky 
model. This is mainly because of the additional filtering operations involved in the mixed model.  
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6.1.5 Comparisons between one equation models 
For this purpose two different one equation models are considered. One is based on the isotropic 
formulation (one) (section 3.2.2.4) and the other one is based on the anisotropic formulation 
(aniso) (3.2.3.1). Comparison between obtained normalized mean velocity and normalized 
Reynolds stress profiles (normal to the wall) are shown in the Fig. 6.17, Fig. 6.18 and Fig. 6.19. 
From these results it becomes very clear that the one equation models can predict better results 
compared to the previously presented models. In addition, these models are capable of predicting 
the backscatter. Comparision between forward scatter and the back scatter are presented in Fig. 
6.20 and Fig. 6.21 are evaluated by using following expression: 
( ) ( )1 1,2 2ksgs ksgs ksgs ksgsP P P P P P+ −= + = −  (6.7)
 
The computational overhead in the isotropic model is about 1.6 times and in the anisotropic 
model 2 times the CPU requirements of the Germano-Lilly dynamic model. But the main 
advantage of these models is that they can be used with the very coarse grids as sgsk  don’t exactly 
represent the subgrid-scale energy. It also contains some part of the kinetic energy of large 
eddies. This part is mainly responsible for the interaction between the large and small scales, and 
the influence of the large scale on the small scales. With the coarsening of the grid one has to 
model properly the influence of the large scale eddies on the small eddies. So, with one equation 
models one can properly simulate the flow field even with coarse grids, which gives the 
justification for the computational overhead. Nevertheless from Fig. 6.17, Fig. 6.18 and Fig. 6.19 
it is clear that isotropic one equation model is little diffusive.  This is rectified by using 
anisotropic model. 
  
Figure 6.17 Comparison between normalized 
mean velocity profile <u> 
Figure 6.18 Comparison between normalized 
Reynolds stress profile <u´u´> 
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Figure 6.19                  Comparison between normalized Reynolds stress profile <u´v´> 
  
Figure 6.20   Comparison between forward 
and backward scatter 
Figure 6.21    Comparison between forward 
and backward scatter 
6.1.6 Comparisons between selected models  
For this purpose the Smagorinsky model with an anisotropic filter width, the Lagrangian dynamic 
model, the mixed model and the anisotropic dynamic one equation model are considered. 
Comparison between obtained normalized mean velocity and normalized Reynolds stress profiles 
(normal to the wall) are shown in the Fig. 6.22, Fig. 6.23 and Fig. 6.24. 
  
Figure 6.22   Comparison between normalized 
mean velocity profile <u> 
Figure 6.23 Comparison between normalized 
Reynolds stress profile <u´u´> 
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Figure 6.24              Comparison between normalized Reynolds stress profile <u´v´> 
From these results it is very clear that the anisotropic one equation model out performs the other 
models. But as it is mentioned before, anisotropic model causes more computational over head 
and is very difficult to implement. Lagrangian dynamic model provides a better compromise 
between computational effort and performance. Mixed model performs almost like Lagrangian 
dynamic model. But this model performance can be improved by using the Lagrangian dynamic 
procedure. Even though Smgorinsky model is very simple it performance is not encouraging. 
Nevertheless as mentioned in the section 6.1.2, dynamic procedures are robust. For simulating 
complex geometries this robustness is very useful. So it is very clear that Lagrangian dynamic 
model and anisotropic one equation model give good results. So these two models are considered 
for the rotating channel flow simulations. 
6.2 LES of rotating channel flow 
For the second test case fully developed spanwise rotating channel (Fig. 6.25) has been 
considered. Rotating channel flow is an attractive test for subgrid-scale models because system 
rotation has some important effects on turbulence: for instance, it inhibits energy transfer from 
large to small scales; this leads to a reduction in turbulence dissipation and a decrease in the 
decay rate of turbulence energy. Furthermore, the turbulence length scales along the rotation axis 
increase relative to those in non-rotating turbulence. The presence of mean shear normal to the 
axis of rotation may have either a stabilizing or a destabilizing effect, depending on whether the 
angular velocity and mean shear have the same or opposite signs.  
For this case computational domain of 44 23πδπδ δ× ×  in the streamwise, spanwise and wall-normal 
with grid size of 48×51×64 is considered. For the simulation of rotating channel flow a source is 
added to the Navier-Stokes equation (2.2) as shown in equation (6.8). 
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Figure 6.25                               Spanwise rotating channel 
 
  
Figure 6.26 Comparison between normalized 
mean velocity profile <u> 
Figure 6.27 Comparison between normalized 
Reynolds stress profile <u´u´> 
 
Figure 6.28                  Comparison between normalized Reynolds stress profile <u´u´> 
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(6.8)
where  ijkε is Levi-Civita’s alternating tensor and the Ω  angular velocity of the system. The axis 
of rotation is in the positive z, or x3 direction.  
Periodic boundary conditions are applied in the streamwise and spanwise directions, and no-slip 
conditions at the solid walls. 
Reynolds number and rotation number are 177 and 0.144 respectively, which are based on the 
friction velocity and half-width of the channel. Results are compared to that obtained with the 
DNS results of AGARD test case PCH21 [87]. Comparison between the obtained mean velocity 
and Reynolds stress profiles are shown in the Fig. 6.26, Fig. 6.27 and Fig. 6.28. It can be seen 
that anisotropic model predicts better results compared to the Lagrangian dynamic model. But 
nevertheless Lagrangian dynamic model also predicts good results. The anisotropic model is able 
to predict flow phenomena on the both sides of the channel flow, i.e., suction side and pressure 
side. This shows the applicability of the anisotropic model. Nevertheless the Lagrangian dynamic 
model also gives reasonable results. But as pointed earlier Lagrangian dynamic model provides a 
better compromise between computational effort and performance for this case also. Due to this 
reason this model is considered for the simulation of premixed flames. 
6.3 Numerical simulations of premixed flame 
 
In this section numerical simulations of premixed flames are presented. 
 
6.3.1 Experimental set up of a turbulent lean premixed propane/air flame 
 
To assess the performance of both flame surface density and artificial thickened model 
approaches, simulations of premixed flames have been compared to an experimental flame. This 
experiment was conducted in Volvo Aero Corporation [89], and named as VR–1. In this thesis 
work, one of VR–1 lean premixed flames is chosen to be simulated. It is a bluff body stabilized 
lean propane/air turbulent premixed flame, which is schematically shown in Fig. 6.29. The 
combustion chamber is a simple rectangular channel with a channel height of 120 mm and width 
of 240 mm. The propane/air mixture has an equivalence ratio of 0.6 and inlet temperature 600K. 
The mixture enters the chamber from left at a mass flow rate 0.6 kg/s. The unstretched laminar 
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flame speed is LS =0.76 m/s [90]. The flame holder is of prismatic triangular shape, with the side 
length H=40 mm. The inflow velocity is about 36 m/s with a Reynolds number about 85000 
based on the inflow condition and height of the combustion chamber. 
The velocity, temperature, and mole fractions of species O2, CO2 were measured using Laser 
Doppler Anemometry (LDA) and gas analysis equipment. Details about the experiment can be 
found in Sjunnesson et al. [89]. Based on the measurement data and the laminar flame calculation 
it has been found that the flame is in the corrugated flamelet regime, with a Karlovitz number 
about 0.1–0.7.  
 
Figure 6.29 Bluff body test configuration (VR–1) 
6.3.2 Boundary conditions and grid resolution 
No-slip boundary condition is applied along all solid walls. For scalars, such as progress variable 
C, zero-gradient condition is generally used. But in this study two-zones approach explained in 
section 4.4.3 is used. In general for the case of artificial thickened model this type of treatment is 
not necessary. This is mainly because Arrhenius law which can handle flame-wall interactions is 
used. For this purpose detailed information regarding the surface reactions is required. But in the 
present case only global one step reaction is considered and the flame-wall interactions are 
handled by the proposed approach, i.e. two-zone approach is used. A mass-conserving convective 
outflow condition is applied (see Section 5.3.5). Some random noise is introduced at the inlet 
along with the axial velocity 36 m/s. Periodic boundary condition is applied along the spanwise 
direction.   
Due to the limitation of the computational resource and the large computation domain of VR–1 
case, very fine grid resolution is not affordable. By comparing the convergence of the mean 
temperature and mean flow velocities with respect to the refinement of grid resolution, it was 
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shown that the grid with (after bluffbody) 148, 71, 72 grid points in the streamwise, spanwise and 
transverse directions, respectively, is satisfactory. 
6.3.3 Results obtained by using flame surface density 
In this section large eddy simulation of the bluff-body stabilized flame by using flame surface 
density are presented. For this purpose the algebraic formulation for the flame surface density is 
used (see section 4.2.2.4). In Fig. 6.30, mean axial velocity and stream lines contours are showed. 
Fig. 6.31 shows the mean streamwise velocity distribution along the centre line. It is shown that a 
large size reverse flow zone is attached to the flame holder, which is good for flame stabilization. 
The predicted length of central circulation zone is about two times of flame holder width, which 
is shorter than the experimental result. So from these results it was clear that velocity is over-
predicted and the recirculation length is under-predicted. The profiles of the mean streamwise 
velocity at two different transverse stations, where LDA measurement data are available, are 
shown in Figure 6.32 and 6.33. The overall agreement between experimental and computational 
results is good. 
 
Figure 6.30 Mean axial velocity and stream lines contours 
 
Figure 6.31 Axial velocity prediction along the centreline in the stream-wise direction 
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Figure 6.32 Mean streamwise velocity profile at 
0.015m after bluff-body 
Figure 6.33 Mean streamwise velocity profile at 
0.061m after bluff-body 
 
The mean major species and temperature distributions are closely related to the mean flame 
thickness and mean flame position. Once they are properly simulated in LES, the mean major 
species field and temperature are also properly simulated. Fig. 6.34, Fig. 6.35 and Fig. 6.36 
shows the distribution of instantaneous progress variable, instantaneous density and 
instantaneous flame front position. From Fig. 6.35, it is very clear that density varies along flame 
front and it can be related to progress variable.  
The profiles of temperature, species and other important features of a premixed flame can be 
obtained using CFD tools employing detailed or simplified chemical mechanism. These profiles 
are evaluated by using CHEM1D [91] for a lean propane-air flame with equivalence ratio 0.6 and 
fresh mixture temperature 600 K (which is used for the present simulations).  
 
Figure 6.34             Instantaneous progress variable 
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Figure 6.35             Instantaneous density 
Figure 6.36               Instantaneous flame front 
The time averaged CO2 mole fractions at two transverse stations are plotted in Fig. 6.37 and Fig. 
6.38. In Fig. 6.39 and Fig.6.40 time averaged O2 mole fractions at two transverse stations are 
plotted. Fig. 6.41 and 6.42 shows the mean temperature predicted at the two transverse stations. 
The agreements of the mean velocity and major species from LES with the measurement are 
reasonably good. The mean temperature and major species are very sensitive to the position of 
reattachment point. A little difference of flame position will move some part of the flow field 
from unburnt zone to burnt zone, or vice versa.  
In the present work the wrinkling model given by the Charlette (see section 4.3.3) has been used. 
By using this model it has been found that wrinkling factor varies in the range of 0 to 3. 
Instantaneous profile of wrinkling factor is shown in the Fig. 6.43. This range of values for this 
factor is quite good. 
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Figure 6.37 CO2 mole concentration at .15m 
after bluff-body 
Figure 6.38 CO2 mole concentration at .35m 
after bluff-body 
 
  
Figure 6.39 O2 mole concentration at .15m after 
bluff-body 
Figure 6.40 O2 mole concentration at .35m after 
bluff-body 
  
Figure 6.41 Mean temperature profiles at 
.15m after bluff-body 
Figure 6.42 Mean temperature profiles at 
.35m after bluff-body 
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Figure 6.43 Wrinkling factor calculated by the Charlette 
On the other hand, it has been found that with Pocheau's flame speed model wrinkling values 
varies from 0 to 50 (Fig. 6.44), and with Colins model (Fig. 6.45) it was found that wrinkling 
factor varies between 0 to 20. These values have been calculated by switching the wrinkling 
model from Charlette’s model to these models. Maximum and minimum wrinkling factor values 
occur at the same location for the all the three wrinkling models.  
 
Figure 6.44 Wrinkling factor calculated by the Pocheau’s model 
Figure 6.45 Wrinkling factor calculated by the Colin’s model 
6.3.4 Results obtained by using Artificial thickened model 
In this section large eddy simulation of bluff-body stabilized by using artificial thickened model 
are presented.  For this purpose one-step global chemistry model was considered. 
3 8 2 2 25 3 4C H O CO H O+ → +  (6.9)
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Here the reaction rate given by equation (4.27) with pre-exponential factor 2.E9 and activation 
temperature 15,700k are considered. Value for the thickening factor considered for this case is 
equal to 25.  
In these simulations it was found that the wrinkling factor for the present case play’s an important 
role (more compared to the flame surface density model), especially near the bluff-body. 
Improper handling of this factor can cause flame entering behind the flame holder or the flame 
detachment from the flame holder. Fig. 6.46, Fig. 6.47 and Fig. 6.48 shows the distribution of 
instantaneous progress variable, instantaneous density and instantaneous flame front position. 
Nevertheless thickness of flame front in this case is more compared to flame surface density case.  
Figure 6.46                              Instantaneous progress variable 
Figure 6.47                                  Instantaneous density 
Figure 6.48                               Instantaneous flame front 
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Fig. 6.49 shows the mean streamwise velocity distribution along the centre line. In the present 
simulation wrinkling model given by the Charlette (see section 4.3.3) has been used. By using 
this model it has been found that wrinkling factor varies in the range of 0 to 4.5. Instantaneous 
profile of wrinkling factor is shown in the Fig. 6.50. From the Fig. 6.49 it was clear the 
recirculation length is under-predicted and its size is half of the recirculation length given by the 
experiments. Due to this flame stabilization becomes a problem and the importance of wrinkling 
model increases.  
 
Figure 6.49 Axial velocity prediction along the centreline in the stream-wise direction 
Figure 6.50 Wrinkling factor calculated by the Charlette 
 
The time averaged CO2 mole fractions at two transverse stations are plotted in Fig. 6.51 and Fig. 
6.52. In Fig. 6.53 and Fig.6.54 time averaged O2 mole fractions at two transverse stations are 
plotted. Fig. 6.55 and 6.56 shows the mean temperature predicted at the two transverse stations. 
The agreements of the mean velocity and major species from LES with the measurement are 
reasonably good. 
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Figure 6.51 Mean temperature profiles at .15m 
after bluff-body 
Figure 6.52 Mean temperature profiles at .35m 
after bluff-body 
  
Figure 6.53 CO2 mole concentration at .15m after 
bluff-body 
Figure 6.54 CO2 mole concentration at .35m after 
bluff-body 
  
Figure 6.55 O2 mole concentration at .15m after 
bluff-body 
Figure 6.56 O2 mole concentration at .35m after 
bluff-body 
6.3.5 Comparison between Flame surface density and Artificial thickened flame model 
The bluff body stabilized flame simulations mainly depends on the accurate capturing of the 
recirculation zone. From the simulations it is observed that among the two models the flame 
surface density approach is very stable and gives better results. This is mainly because the 
wrinkling factor is only present in the reaction term for the flame surface density approach, 
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whereas in the artificially thickened flame model it is present in both diffusion and the reaction 
term. Because of this reason it is very difficult to control the thickness of the flame in the case of 
artificially thickened model and increase the demands proper modelling of the wrinkling. Fig. 
6.57 shows the comparison between axial velocities along the centreline. It is very clear that 
central circulation zone is under predicted in the both simulations. In artificial thickened model 
length of the circulation zone is smaller compared to the flame surface density approach. This 
explains the reason behind the stability of the flame surface density based calculations. Fig. 6.58 
shows the comparisons between the temperature profiles. Temperature profiles mainly depend on 
the flame front position. In these simulations the flame front position is controlled mainly by the 
walls. And in both simulations flame-wall interactions are handled in same way (see section 
4.4.3). Due to this reason temperature profiles of the both simulations are more or less identical. 
 
Figure 6.57 Axial velocity prediction along the centreline in the stream-wise direction 
Figure 6.58 Mean temperature profiles at .15m 
after bluff-body 
Figure 6.59 Mean temperature profiles at .35m 
after bluff-body 
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Chapter 7
Conclusions
 
In the present work large eddy simulations of non-reactive and reactive flows are performed. 
Large eddy simulations of non-reactive flows is related to the study of the performance of 
different Subgrid-scale models and where as Large eddy simulations of reactive flows is 
related to simulation of premixed flames. 
In the study of the performance of different Subgrid-scale models following elements are 
investigated: 
• Influence of the filter widths on the 3D-channel flow simulations are studied by 
considering the Smagorinsky model. For this purpose three different filter widths are 
considered. These filter widths are: 1) filter width based on volume of the grid cell 2) 
filter width based on area of the sides of the grid cell 3) filter width based on the 
anisotropic extension of the volume of grid cell. It has been found that bad results are 
found with the usage of the volume based filter width. This deficiency can be rectified 
by considering the anisotropic correction to this filter width. Nevertheless all these test 
cases give bad results for the Reynolds stress profiles. 
• Robustness of the Germano-Lilly dynamic model is investigated by considering the 
four different cases. In these cases model coefficient is varied externally. The final 
3D-channel flow simulations show that all the cases behave almost identical. To 
explain this phenomenon two different possible scenarios are considered. One is scale 
similarity assumption and other one is scale dependent situation. In the scale similarity 
case proper mathematical proof was given. But for the scale dependent case a probable 
reason was given. No mathematical proof was given for this case. This is mainly 
because implicit based LES method is used in this work. 
• Different dynamic procedures are compared. For this purpose Germano-Lilly model, 
Localized dynamic model and Lagrangian dynamic model are considered. During the 
channel flow simulations no homogeneous averaging is done for the model 
coefficient. Main reason behind this is to test the models under the real conditions, 
where no homogeneous condition exists. Nevertheless Lagrangian dynamic model 
gives better results compared to the other dynamic models. Main reason behind this 
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behaviour is the averaging performed in time by considering the fluid particle history 
along its path line. This is more reasonable compared to the spatial type time 
averaging done in other dynamic procedures. 
• Performance of the mixed models is studied by relaxing the scale similarity term. It 
has been found that with more relaxing Smagorinsky model coefficient value 
increases. Nevertheless the overall behaviour of the mixed model is very good 
compared to Germano-Lilly dynamic Smagorinsky model. 
• A new anisotropic one-equation SGS model is developed in this work. Performance of 
this model is tested against the existing isotropic one-equation model. Both these 
models are capable of predicting backscatter. The simulation results show that both 
models are able to predict accurate results, which proves that with coarse grids the 
usage of the one equation model is recommended. 
• After comparing all the models, it has been found that one equation anisotropic model 
gives the best results. But unfortunately this model requires more computation power 
compared to the other models and it approximately 2 times the Germano-Lilly model. 
Also it has been found that Lagrangian dynamic model provides a better compromise 
between computational effort and performance. Computational overhead in 
Lagrangian dynamic model is about 10% above the CPU requirements of the other 
dynamic models. 
• Performance of the Lagrangian dynamic model and the one equation anisotropic 
model are also compared by considering the spanwise rotating channel flow. 
Simulations show that anisotropic model predicts better results compared to the 
Lagrangian dynamic model. But nevertheless Lagrangian dynamic model also predicts 
good results.   
In the second part of the work large eddy simulations of premixed flames are performed by 
considering a Bluff-body stabilized flame. These simulations are performed by considering 
the artificial thickened model and the flame surface density approach with algebraic 
expression for the flame surface density. For this purpose a simple technique for the density 
coupling is proposed for the extension of the incompressible solver to variable solver. In this 
technique, first divergence of the velocity is evaluated by using the progress variable 
equation, relation between density and the progress variable and the continuity equation. By 
using this derived equation density is updated with help of continuity equation. This derived 
equation is also used for the convective outlet velocity boundary treatment. A two way 
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approach for the handling of flame wall interactions is presented. Effect of different flame 
wrinkling models on the simulations is studied for the flame surface density case. It has been 
found that Pocheau's flame speed model gives unrealistic values where as Charlette’s model 
gives reasonable values. From the simulations it is observed that the flame surface density 
approach is very stable and gives better results compared to the artificial thickened flame 
model. This is mainly because the wrinkling factor only present in the reaction term for the 
flame surface density approach, where as in artificial thickened model both diffusion and the 
reaction term consists this term. For this reason it is very difficult to control the thickness of 
the flame in the case of the artificialy thickened flame model and this model demands proper 
modelling of the wrinkling. 
The simulation results show that, velocity is over-predicted and the recirculation length is 
under-predicted for the both premixed models. In artificial thickened flame model the length 
of the circulation zone is smaller compared to the flame surface density approach. The overall 
agreement between experimental and computational results is good for the both the 
simulations in the case of species and temperature profiles for downstream of the bluff body. 
Using the proposed numerical technique one can formulate an equation for the density. This 
equation is formulated by using the derived equation for the divergence of the velocity and the 
continuity equation. Instead of progress variable equation one can solve this derived equation 
for the density for simulating premixed combustion flows without using density update 
approach proposed in this work. Nevertheless for this purpose basic structure of the 
FASTEST3D solver has to be changed and is left for the future. 
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