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Abstract
In this paper, we introduce new classes of generalized V-type I invex functions for variational
problems and consider a multiobjective variational problem (VP). A number of sufficiency results are
established using Lagrange multiplier conditions under various types of generalized V-type I invexity
requirements. Duality results are obtained for Mond–Weir type duals under the above generalized
V-type I invexity assumptions and their generalizations.
 2005 Elsevier Inc. All rights reserved.
1. Introduction
Recently, multiobjective programs with several conflicting objective have been exten-
sively studied in the literature. Introducing the concept of proper efficiency of solutions,
Geoffrion [5] proved an equivalence between a multiobjective program with convex func-
tions and a related parametric (scalar) objective program. Using this equivalence, Weir [16]
formulated a dual program for a multiobjective program having differentiable convex func-
tions. Subsequently, Egudo [4] and Weir [16] proved duality results for a differentiable
multiobjective program with pseudo convex/quasi convex functions. Mond et al. [13] pre-
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jective programs and proved weak, strong, and converse duality theorems for Mond–Weir
type dual problems regarding Geoffrion’s parameter as a variable. Bector and Husain [1]
proved duality results for a multiobjective variational problem with convexity functions.
In [12], Mishra and Mukherjee discussed duality for multiobjective variational problems
involving generalized (F,ρ)-convex functions. Also, Nahak and Nanda [15] proved Wolfe
type and Mond–Weir type duality results for a multiobjective variational problem with
pseudo invexity functions. Kim et al. [11] proved duality results for a multiobjective frac-
tional variational problem with generalized invexity functions.
Parallel to the above development in multiobjective programming there has been a very
popular growth and application of invexity theory which was originated by Hanson [8] but
so named by Craven [3]. Later Hanson and Mond [6] introduced type I and type II invex-
ities which have been further generalized by many researchers and applied to nonlinear
programming problems in different settings.
In this paper, a multiobjective variational problem is considered. We introduce vector
type invexity along the lines of Jeyakumar and Mond [9] extending the pseudo, quasi,
quasi pseudo, pseudo quasi type I invexity of Kaul et al. [10]. Section 2 gives notations,
definitions of vector type invexity. Some sufficiency results are established in Section 3.
A number of duality theorems in the Mond–Weir setting [14] are shown to hold in Sec-
tion 4.
2. Notations and preliminaries
Let I = [a, b] be a real interval and f : I ×Rn ×Rn →Rp be a continuously differen-
tiable function. In order to consider f (t, x, x˙), where x : I →Rn with derivative x˙, denote
the partial derivative of f with respect to t , x, and x˙, respectively, by ft , fx and fx˙ , such
that
fx =
[
∂f
∂x1
, . . . ,
∂f
∂xn
]
, fx˙ =
[
∂f
∂x˙1
, . . . ,
∂f
∂x˙n
]
.
The partial derivatives of other functions used will be written similarly. Let C(I,Rn)
denote the space of piecewise smooth functions x with norm ‖x‖ = ‖x‖∞ + ‖Dx‖∞,
where the differentiation operator D is given by
u = Dx ⇔ x(t) = t0 +
t∫
a
u(s) ds,
in which t0 is a given boundary value. Therefore, D = ddt except at discontinuities.
We now consider the following multiobjective continuous programming problem:
(VP) Minimize
b∫
a
f (t, x, x˙) dt =
( b∫
a
f1(t, x, x˙) dt, . . . ,
b∫
a
fp(t, x, x˙) dt
)
subject to x(a) = t0, x(b) = tf ,
g(t, x, x˙) 0, t ∈ I,
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{1, . . . ,m}, are assumed to be continuously differentiable functions.
Let us now denote by X0 be the set of all feasible solutions of problem (VP) given by
X0 :=
{
x ∈ C(I,Rn) | x(a) = t0, x(b) = tf , g(t, x, x˙) 0
}
.
Definition 2.1. A point x∗ ∈ X0 is said to be an efficient solution of the problem (VP) if
there exists no other x ∈ X0 such that
b∫
a
fi(t, x, x˙) dt 
b∫
a
fi(t, x
∗, x˙∗) dt, ∀i ∈ P,
and
b∫
a
fi0(t, x, x˙) dt <
b∫
a
fi0(t, x
∗, x˙∗) dt, for some i0 ∈ P.
Definition 2.2 (Geoffrion [5]). A point x∗ ∈ X0 is said to be a properly efficient solution
of (VP) if there exists a scalar M > 0 such that ∀i ∈ P ,
b∫
a
fi(t, x
∗, x˙∗) dt −
b∫
a
fi(t, x, x˙) dt M
{ b∫
a
fj (t, x, x˙) dt −
b∫
a
fj (t, x
∗, x˙∗) dt
}
for some j , satisfying
∫ b
a
fj (t, x, x˙) dt >
∫ b
a
fj (t, x
∗, x˙∗) dt whenever x ∈ X0 and∫ b
a
fi(t, x, x˙) dt <
∫ b
a
fi(t, x
∗, x˙∗) dt .
In order to prove the strong duality theorem we will invoke the following lemma due to
Chankong and Haimes [2].
Lemma 2.1 (Chankong and Haimes [2]). A point x∗ ∈ X0 is an efficient solution for (VP)
if and only if x∗ solves ∀k = 1, . . . , p,
Pk(x
∗): Minimize
b∫
a
fk(t, x, x˙) dt
subject to x(a) = t0, x(b) = tf ,
g(t, x, x˙) 0,
b∫
a
fj (t, x, x˙) dt 
b∫
a
fj (t, x
∗, x˙∗) dt,
for all j ∈ {1, . . . , p}, j = k.
Following Hanson et al. [7] we define vector type I invex functions for variational prob-
lems as follows.
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and βj if there exist a differentiable vector function η ∈ Rn and real valued functions
αi ∈R+ \ {0} and βj ∈R+ \ {0} such that
b∫
a
fi(t, x, x˙) dt −
b∫
a
fi(t, x
∗, x˙∗) dt

b∫
a
αi(x, x
∗, x˙, x˙∗)η(t, x, x∗, x˙, x˙∗)
{
f ix (t, x
∗, x˙∗) − d
dt
f ix˙ (t, x
∗, x˙∗)
}
dt (1)
and
−
b∫
a
gj (t, x
∗, x˙∗) dt

b∫
a
βj (x, x
∗, x˙, x˙∗)η(t, x, x∗, x˙, x˙∗)
{
g
j
x (t, x
∗, x˙∗) − d
dt
g
j
x˙ (t, x
∗, x˙∗)
}
dt, (2)
for every x and for all i ∈ P and j ∈ M .
If (VP) is of V-type I invex at each x∗, we say (VP) is of V-type I invex on I ×Rn ×Rn.
If strict inequality holds in (1) (whenever x = x∗) we say that (VP) is of semi strictly
V-type I invex at x∗ or on I ×Rn ×Rn as the case may be.
Definition 2.4. We say the problem (VP) is of quasi V-type I invex at x∗ with respect to
η, αi and βj if there exist differentiable vector functions η ∈ Rn and αi ∈ R+ \ {0} and
βj ∈ R+ \ {0}, such that for some vector τ ∈ Rp , τ  0, and piecewise smooth function
λ : I →Rm, λ(t) 0,
b∫
a
p∑
i=1
τiαi(x, x
∗, x˙, x˙∗)fi(t, x, x˙) dt 
b∫
a
p∑
i=1
τiαi(x, x
∗, x˙, x˙∗)fi(t, x∗, x˙∗) dt
⇒
b∫
a
p∑
i=1
τiη(t, x, x
∗, x˙, x˙∗)
{
f ix (t, x
∗, x˙∗) − d
dt
f ix˙ (t, x
∗, x˙∗)
}
dt  0 (3)
and
b∫
a
m∑
j=1
λj (t)βj (x, x
∗, x˙, x˙∗)gj (t, x∗, x˙∗) dt  0
⇒
b∫ m∑
λj (t)η(t, x, x
∗, x˙, x˙∗)
{
g
j
x (t, x
∗, x˙∗) − d gjx˙ (t, x∗, x˙∗)
}
dt  0. (4)a j=1
dt
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I ×Rn ×Rn. If the second (implied) inequality in (3) is strict (x = x∗) we say that (VP) is
semi strictly quasi V-type I invex at x∗ or on I ×Rn ×Rn as the case may be.
Definition 2.5. We say the problem (VP) is of pseudo V-type I invex at x∗ with respect
to η, αi and βj if there exist differentiable vector function η ∈ Rn and αi ∈ R+ \ {0} and
βj ∈ R+ \ {0}, such that for some vector τ ∈ Rp , τ  0, and piecewise smooth function
λ : I →Rm, λ(t) 0, the implications
b∫
a
p∑
i=1
τiη(t, x, x
∗, x˙, x˙∗)
{
f ix (t, x
∗, x˙∗) − d
dt
f ix˙ (t, x
∗, x˙∗)
}
dt  0
⇒
b∫
a
p∑
i=1
τiαi(x, x
∗, x˙, x˙∗)fi(t, x, x˙) dt

b∫
a
p∑
i=1
τiαi(x, x
∗, x˙, x˙∗)fi(t, x∗, x˙∗) dt (5)
and
b∫
a
m∑
j=1
λj (t)η(t, x, x
∗, x˙, x˙∗)
{
g
j
x (t, x
∗, x˙∗) − d
dt
g
j
x˙ (t, x
∗, x˙∗)
}
dt  0
⇒
b∫
a
m∑
j=1
λj (t)βj (x, x
∗, x˙, x˙∗)gj (t, x∗, x˙∗) dt  0 (6)
hold. If (VP) is of pseudo V-type I invex at each x∗, we say (VP) is of pseudo V-type I
invex on I ×Rn ×Rn. If the second (implied) inequality in (5) (Eq. (6)) is strict, we say
that (VP) is of semi strictly pseudo V-type I invex in f (in g) at x or on I × Rn × Rn as
the case may be. If the second (implied) inequalities in (5) and (6) are both strict we say
that (VP) is strictly pseudo V-type I invex at x∗ or on I ×Rn ×Rn as the case may be.
Definition 2.6. We say the problem (VP) is of quasi pseudo V-type I invex at x∗ with respect
to η, αi and βj if there exist differentiable vector functions η ∈ Rn and αi ∈ R+ \ {0} and
βj ∈ R+ \ {0}, such that for some vector τ ∈ Rp , τ  0, and piecewise smooth function
λ : I →Rm, λ(t) 0, the implications
b∫
a
p∑
i=1
τiαi(x, x
∗, x˙, x˙∗)fi(t, x, x˙) dt 
b∫
a
p∑
i=1
τiαi(x, x
∗, x˙, x˙∗)fi(t, x, x˙) dt
⇒
b∫ p∑
τiη(t, x, x
∗, x˙, x˙∗)
{
f ix (t, x
∗, x˙∗) − d f ix˙ (t, x∗, x˙∗)
}
dt  0 (7)a i=1
dt
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b∫
a
m∑
j=1
λj (t)η(t, x, x
∗, x˙, x˙∗)
{
g
j
x (t, x
∗, x˙∗) − d
dt
g
j
x˙ (t, x
∗, x˙∗)
}
dt  0
⇒
b∫
a
m∑
j=1
λj (t)βj (x, x
∗, x˙, x˙∗)gj (t, x∗, x˙∗) dt  0 (8)
hold. If (VP) is of quasi pseudo V-type I invex at each x∗ and x˙∗, we say (VP) is of quasi
pseudo V-type I invex on I × Rn × Rn. If the second (implied) inequality in (8) is strict,
we say that (VP) is of quasi strictly pseudo V-type I invex at x∗ or on I ×Rn ×Rn as the
case may be.
Definition 2.7. We say the problem (VP) is of pseudo quasi V-type I invex at x∗ with respect
to η, αi and βj if there exist differentiable vector functions η ∈ Rn and αi ∈ R+ \ {0} and
βj ∈ R+ \ {0}, such that for some vector τ ∈ Rp , τ  0, and piecewise smooth function
λ : I →Rm, λ(t) 0, the implications
b∫
a
p∑
i=1
τiη(t, x, x
∗, x˙, x˙∗)
{
f ix (t, x
∗, x˙∗) − d
dt
f ix˙ (t, x
∗, x˙∗)
}
dt  0
⇒
b∫
a
p∑
i=1
τiαi(x, x
∗, x˙, x˙∗)fi(t, x, x˙) dt

b∫
a
p∑
i=1
τiαi(x, x
∗, x˙, x˙∗)fi(t, x∗, x˙∗) dt (9)
and
b∫
a
m∑
j=1
λj (t)βj (x, x
∗, x˙, x˙∗)gj (t, x∗, x˙∗) dt  0
⇒
b∫
a
m∑
j=1
λj (t)η(t, x, x
∗, x˙, x˙∗)
{
g
j
x (t, x
∗, x˙∗) − d
dt
g
j
x˙ (t, x
∗, x˙∗)
}
dt  0 (10)
hold. If (VP) is of pseudo quasi V-type I invex at each x∗, we say (VP) is of pseudo quasi
V-type I invex on I × Rn × Rn. If the second (implied) inequality in (9) is strict, we say
that (VP) is strictly pseudo quasi V-type I invex at x∗ or on I ×Rn ×Rn as the case may
be.
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In this section we establish some sufficient conditions for an x∗ ∈ X0 to be an efficient
solution of problem (VP) under various generalized type I invexity conditions specified in
the definitions given above.
Theorem 3.1 (Sufficiency). Suppose that
(i) x∗ ∈ X0;
(ii) there exist τ ∗ ∈Rp , τ ∗  0, and a piecewise smooth function λ∗ : I →Rm, λ∗(t) 0
such that
(a)
p∑
i=1
τ ∗i
{
f ix (t, x
∗, x˙∗) − d
dt
f ix˙ (t, x
∗, x˙∗)
}
+
m∑
j=1
λ∗j (t)
{
g
j
x (t, x
∗, x˙∗) − d
dt
g
j
x˙ (t, x
∗, x˙∗)
}
= 0,
(b)
b∫
a
m∑
j=1
λ∗j (t)gj (t, x∗, x˙∗) dt = 0;
(iii) the problem (VP) is quasi strictly pseudo V-type I invex at x∗ with respect to η, τ ∗, λ∗
and for some positive functions αi,βj , for i ∈ P , j ∈ M .
Then x∗ is an efficient solution for (VP).
Proof. Suppose x∗ is not an efficient solution of (VP). Then there exists an x ∈ X0 such
that
b∫
a
fi(t, x, x˙) dt 
b∫
a
fi(t, x
∗, x˙∗) dt, ∀i ∈ P,
and
b∫
a
fi0(t, x, x˙) dt <
b∫
a
fi0(t, x
∗, x˙∗) dt, for some i0 ∈ P,
which implies that
b∫
a
p∑
i=1
τ ∗i αi(x, x∗, x˙, x˙∗)fi(t, x, x˙) dt <
b∫
a
p∑
i=1
τ ∗i αi(x, x∗, x˙, x˙∗)fi(t, x∗, x˙∗) dt.
From the above inequality and the hypothesis (iii), it follows that
b∫ p∑
τ ∗i η(t, x, x∗, x˙, x˙∗)
{
f ix (t, x
∗, x˙∗) − d f ix˙ (t, x∗, x˙∗)
}
dt  0. (11)a i=1
dt
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b∫
a
m∑
j=1
λ∗j (t)η(t, x, x∗, x˙, x˙∗)
{
g
j
x (t, x
∗, x˙∗) − d
dt
g
j
x˙ (t, x
∗, x˙∗)
}
dt  0.
From the above inequality and hypothesis (iii) it follows that
b∫
a
m∑
j=1
λ∗j (t)βj (x, x∗, x˙, x˙∗)gj (t, x∗, x˙∗) dt < 0. (12)
Now from hypotheses (i) and (ii)(b) it follows that ∫ b
a
λ∗j (t)gj (t, x∗, x˙∗) dt = 0, for every j ,
which further implies that
∫ b
a
∑m
j=1 l∗j (t)βj (x, x∗, x˙, x˙∗)gj (t, x∗, x˙∗) dt = 0. The last
equation contradicts the inequality (12) and hence x∗ is an efficient solution of (VP). 
Theorem 3.2 (Sufficiency). Suppose that
(i) x∗ ∈ X0;
(ii) there exist τ ∗ ∈Rp , τ ∗ > 0, and a piecewise smooth function λ∗ : I →Rm, λ∗(t) 0
such that
(a)
p∑
i=1
τ ∗i
{
f ix (t, x
∗, x˙∗) − d
dt
f ix˙ (t, x
∗, x˙∗)
}
+
m∑
j=1
λ∗j (t)
{
g
j
x (t, x
∗, x˙∗) − d
dt
g
j
x˙ (t, x
∗, x˙∗)
}
= 0,
(b)
b∫
a
m∑
j=1
λ∗j (t)gj (t, x∗, x˙∗) dt = 0;
(iii) the problem (VP) is pseudo quasi V-type I invex at x∗ with respect to η, τ ∗, λ∗ and for
some positive functions αi,βj , for i ∈ P , j ∈ M .
Then x∗ is an efficient solution for (VP). If, further, there exist positive real numbers ni,mi
such that ni < αi(x, x∗, x˙, x˙∗) < mi , for all x ∈ X0 and for all i ∈ P , then x∗ is properly
efficient for (VP).
Proof. Suppose x∗ is not an efficient solution of (VP). Then there exists an x ∈ X0 such
that
b∫
fi(t, x, x˙) dt 
b∫
fi(t, x
∗, x˙∗) dt, ∀i ∈ P,
a a
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b∫
a
fi0(t, x, x˙) dt <
b∫
a
fi0(t, x
∗, x˙∗) dt, for some i0 ∈ P,
which implies that
b∫
a
p∑
i=1
τ ∗i αi(x, x∗, x˙, x˙∗)fi(t, x, x˙) dt
<
b∫
a
p∑
i=1
τ ∗i αi(x, x∗, x˙, x˙∗)fi(t, x∗, x˙∗) dt. (13)
Next, by the hypotheses (i) and (ii)(b), it follows that ∫ b
a
λ∗j (t)gj (t, x∗, x˙∗) dt = 0, for
every j , which further implies that
∫ b
a
∑m
j=1 λ∗j (t)βj (x, x∗, x˙, x˙∗)gj (t, x∗, x˙∗) dt = 0.
From the above equality and the hypothesis (iii), it follows that
b∫
a
m∑
j=1
λ∗j (t)η(t, x, x∗, x˙, x˙∗)
{
g
j
x (t, x
∗, x˙∗) − d
dt
g
j
x˙ (t, x
∗, x˙∗)
}
dt  0. (14)
Now by (14) and the hypothesis (ii)(a), we have
b∫
a
p∑
i=1
τ ∗i η(t, x, x∗, x˙, x˙∗)
{
f ix (t, x
∗, x˙∗) − d
dt
f ix˙ (t, x
∗, x˙∗)
}
dt  0. (15)
Finally, by (15) and the hypothesis (iii), we have
b∫
a
p∑
i=1
τ ∗i αi(x, x∗, x˙, x˙∗)fi(t, x, x˙) dt

b∫
a
p∑
i=1
τ ∗i αi(x, x∗, x˙, x˙∗)fi(t, x∗, x˙∗) dt. (16)
Since (13) and (16) contradict each other, we have the conclusion that x∗ is an efficient
solution of (VP).
Next let for p  2,
M = (p − 1)max
i,j
(
(mj τj )
(niτi)
)
, ∀i = j, 1 i, j  p.
Suppose x∗ is not properly efficient for (VP). Then there exists an x0 ∈ X0 such that for∫ ∫
some i with b
a
fi(t, x
∗, x˙∗) dt > b
a
fi(t, x0, x˙0) dt ,
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a
fi(t, x
∗, x˙∗) dt −
b∫
a
fi(t, x0, x˙0) dt
> M
{ b∫
a
fj (t, x0, x˙0) dt −
b∫
a
fj (t, x
∗, x˙∗) dt
}
,
∀j such that
b∫
a
fj (t, x0, x˙0) dt >
b∫
a
fj (t, x
∗, x˙∗) dt. (17)
From (17) it follows that
b∫
a
fi(t, x
∗, x˙∗) dt −
b∫
a
fi(t, x0, x˙0) dt
> (p − 1)
(
(mj τj )
(niτi)
){ b∫
a
fj (t, x0, x˙0) dt −
b∫
a
fj (t, x
∗, x˙∗) dt
}
, ∀i = j,
which implies that
b∫
a
fi(t, x
∗, x˙∗) dt −
b∫
a
fi(t, x0, x˙0) dt
>
(
(p − 1)(αj τ ∗j )
(αiτ
∗
i )
){ b∫
a
fj (t, x0, x˙0) dt −
b∫
a
fj (t, x
∗, x˙∗) dt
}
, ∀i = j,
which further implies that
1
p − 1αiτ
∗
i
{ b∫
a
fi(t, x
∗, x˙∗) dt −
b∫
a
fi(t, x0, x˙0) dt
}
> αjτ
∗
j
{ b∫
a
fj (t, x0, x˙0) dt −
b∫
a
fj (t, x
∗, x˙∗) dt
}
. (18)
Summing (18) with respect to j , we have that
αiτ
∗
i
{ b∫
a
fi(t, x
∗, x˙∗) dt −
b∫
a
fi(t, x0, x˙0) dt
}
>
∑
αj τ
∗
j
{ b∫
fj (t, x0, x˙0) dt −
b∫
fj (t, x
∗, x˙∗) dt
}
,j =i a a
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b∫
a
∑
j
αj τ
∗
j fj (t, x0, x˙0) dt <
b∫
a
∑
j
αj τ
∗
j fj (t, x
∗, x˙∗) dt. (19)
Now (19) contradicts (16) and hence x∗ is a properly efficient solution for (VP). 
Theorem 3.3 (Sufficiency). Suppose that
(i) x∗ ∈ X0;
(ii) there exist τ ∗ ∈Rp , τ ∗  0, and a piecewise smooth function λ∗ : I →Rm, λ∗(t) 0
such that
(a)
p∑
i=1
τ ∗i
{
f ix (t, x
∗, x˙∗) − d
dt
f ix˙ (t, x
∗, x˙∗)
}
+
m∑
j=1
λ∗j (t)
{
g
j
x (t, x
∗, x˙∗) − d
dt
g
j
x˙ (t, x
∗, x˙∗)
}
= 0,
(b)
b∫
a
m∑
j=1
λ∗j (t)gj (t, x∗, x˙∗) dt = 0;
(iii) the problem (VP) is semi strictly quasi V-type I invex at x∗ with respect to η, τ ∗, λ∗
and for some positive functions αi,βj , for i ∈ P , j ∈ M .
Then x∗ is an efficient solution for (VP).
Proof. Suppose that there exists an x (= x∗) ∈ X0, such that
b∫
a
fi(t, x, x˙) dt 
b∫
a
fi(t, x
∗, x˙∗) dt, ∀i ∈ P,
and
b∫
a
fi0(t, x, x˙) dt <
b∫
a
fi0(t, x
∗, x˙∗) dt, for some i0 ∈ P ;
this implies that
b∫
a
p∑
i=1
τ ∗i αi(x, x∗, x˙, x˙∗)fi(t, x, x˙) dt
<
b∫ p∑
τ ∗i αi(x, x∗, x˙, x˙∗)fi(t, x∗, x˙∗) dt. (20)a i=1
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b∫
a
p∑
i=1
τ ∗i η(t, x, x∗, x˙, x˙∗)
{
f ix (t, x
∗, x˙∗) − d
dt
f ix˙ (t, x
∗, x˙∗)
}
dt < 0. (21)
Since
∫ b
a
∑m
j=1 λ∗j (t)gj (t, x∗, x˙∗) dt = 0 implies that
∫ b
a
λ∗j (t)gj (t, x∗, x˙∗) dt = 0 for all j
and βj > 0 for all j , we have
b∫
a
m∑
j=1
λ∗j (t)βj (x, x∗, x˙, x˙∗)gj (t, x∗, x˙∗) dt = 0. (22)
Now (22) and the hypothesis (iii) imply that
b∫
a
m∑
j=1
λ∗j (t)η(t, x, x∗, x˙, x˙∗)
{
g
j
x (t, x
∗, x˙∗) − d
dt
g
j
x˙ (t, x
∗, x˙∗)
}
dt  0. (23)
Adding (21) and (23) we see that the hypothesis (ii)(a) is a contradiction. Hence x∗ is an
efficient solution of (VP). 
Theorem 3.4 (Sufficiency). Suppose that
(i) x∗ ∈ X0;
(ii) there exist τ ∗ ∈Rp , τ ∗  0, and a piecewise smooth function λ∗ : I →Rm, λ∗(t) 0
such that
(a)
p∑
i=1
τ ∗i
{
f ix (t, x
∗, x˙∗) − d
dt
f ix˙ (t, x
∗, x˙∗)
}
+
m∑
j=1
λ∗j (t)
{
g
j
x (t, x
∗, x˙∗) − d
dt
g
j
x˙ (t, x
∗, x˙∗)
}
= 0,
(b)
b∫
a
m∑
j=1
λ∗j (t)gj (t, x∗, x˙∗) dt = 0;
(iii) the problem (VP) is semi strictly pseudo V-type I invex at x∗ with respect to η, τ ∗, λ∗
and for some positive functions αi,βj , for i ∈ P , j ∈ M .
Then x∗ is an efficient solution of (VP). If, further, τ ∗ > 0 and there exist positive real
numbers ni,mi such that ni < αi(x, x∗, x˙, x˙∗) < mi , for all x ∈ X0 and for all i ∈ P , then
x∗ is properly efficient for (VP).
Proof. By hypothesis (ii)(b) it follows that
b∫ m∑
λ∗j (t)βj (x, x∗, x˙, x˙∗)gj (t, x∗, x˙∗) dt = 0,
a j=1
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a
∑m
j=1 λ∗j (t)η(t, x, x∗, x˙, x˙∗){gjx (t, x∗, x˙∗) −
d
dt
g
j
x˙ (t, x
∗, x˙∗)}dt < 0, which in turn implies by the hypothesis (ii)(a) that
b∫
a
p∑
i=1
τ ∗i η(t, x, x∗, x˙, x˙∗)
{
f ix (t, x
∗, x˙∗) − d
dt
f ix˙ (t, x
∗, x˙∗)
}
dt > 0. (24)
Now from (24) and hypothesis (iii), we have
b∫
a
p∑
i=1
τ ∗i αi(x, x∗, x˙, x˙∗)fi(t, x, x˙) dt
>
b∫
a
p∑
i=1
τ ∗i αi(x, x∗, x˙, x˙∗)fi(t, x∗, x˙∗) dt. (25)
Next if x∗ is not an efficient solution of (VP), then there exists an x ∈ X0 such that
b∫
a
fi(t, x, x˙) dt 
b∫
a
fi(t, x
∗, x˙∗) dt, ∀i ∈ P,
and
b∫
a
fi0(t, x, x˙) dt <
b∫
a
fi0(t, x
∗, x˙∗) dt, for some i0 ∈ P,
which implies that
b∫
a
p∑
i=1
τ ∗i αi(x, x∗, x˙, x˙∗)fi(t, x, x˙) dt
<
b∫
a
p∑
i=1
τ ∗i αi(x, x∗, x˙, x˙∗)fi(t, x∗, x˙∗) dt. (26)
Since (25) and (26) contradict each other, the conclusion follows.
To establish the proper efficiency of x∗ (VP), we follow the same argument as in the
proof of Theorem 3.2 except in the end we appeal to the inequality (26) for a contradic-
tion. 
4. Duality theoremWe consider a multiobjective dual to problem (VP),
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b∫
a
{
f (t, y, y˙) +
∑
λA(t)gA(t, y, y˙)e
}
dt
=
( b∫
a
{
f1(t, y, y˙) +
∑
λA(t)gA(t, y, y˙)
}
dt,
. . . ,
b∫
a
{
fp(t, y, y˙) +
∑
λA(t)gA(t, y, y˙)
}
dt
)
subject to y(a) = t0, y(b) = tf ,
p∑
i=1
τi
{
f ix (t, y, y˙) −
d
dt
f ix˙ (t, y, y˙)
}
+
m∑
j=1
λj (t)
{
g
j
x (t, y, y˙) − d
dt
g
j
x˙ (t, y, y˙)
}
= 0,
b∫
a
λB(t)gB(t, y, y˙) dt  0,
τ ∈Rp, τ  0,
λ(t) ∈Rm, λ(t) 0, t ∈ I,
where e = (1,1, . . . ,1)t ∈Rp and A ∪ B = M .
When A = ∅ and B = M , our dual problem (VD) is reduced as follows:
(MVD) Maximize
b∫
a
f (t, y, y˙) =
( b∫
a
f1(t, y, y˙) dt, . . . ,
b∫
a
fp(t, y, y˙) dt
)
subject to y(a) = t0, y(b) = tf ,
p∑
i=1
τi
{
f ix (t, y, y˙) −
d
dt
f ix˙ (t, y, y˙)
}
+
m∑
j=1
λj (t)
{
g
j
x (t, y, y˙) − d
dt
g
j
x˙ (t, y, y˙)
}
= 0,
b∫
a
λj (t)gj (t, y, y˙) dt  0, ∀j ∈ M,
τ ∈Rp, τ  0,
λ(t) ∈Rm, λ(t) 0, t ∈ I.We let Y0 be the set of feasible solutions of problem (MVD); i.e.,
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{
(y, τ, λ) | y(a) = t0, y(b) = tf ,
p∑
i=1
τi
{
f ix (t, y, y˙) −
d
dt
f ix˙ (t, y, y˙)
}
+
m∑
j=1
λj (t)
{
g
j
x (t, y, y˙) − d
dt
g
j
x˙ (t, y, y˙)
}
= 0,
b∫
a
λj (t)gj (t, y, y˙) dt  0, ∀j ∈ M,
τ ∈Rp, τ  0, λ(t) ∈Rm, λ(t) 0, t ∈ I
}
.
Efficient points and proper efficient points for (MVD) are defined in a manner analogous
to those of problem (VP) by simply reversing the inequalities in Definitions 2.1 and 2.2.
Now we establish some duality theorems between the multiobjective variational prob-
lem (VP) and its dual problem (MVD).
Theorem 4.1 (Weak duality). Suppose that
(i) x ∈ X0;
(ii) (y, τ, λ) ∈ Y0 and τ > 0;
(iii) the problem (VP) is pseudo quasi V-type I invex at y with respect to η, τ,λ and for
some positive functions αi,βj , for i ∈ P , j ∈ M .
Then the following cannot hold:
b∫
a
fi(t, x, x˙) dt 
b∫
a
fi(t, y, y˙) dt, ∀i ∈ P, (27)
and
b∫
a
fi0(t, x, x˙) dt <
b∫
a
fi0(t, y, y˙) dt, for some i0 ∈ P. (28)
Proof. By hypothesis (ii) we have ∫ b
a
λj (t)gj (t, y, y˙) dt  0, ∀j ∈ M , which implies that
b∫ m∑
λj (t)βj (x, y, x˙, y˙)gj (t, y, y˙) dt  0. (29)a j=1
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b∫
a
m∑
j=1
λj (t)η(t, x, y, x˙, y˙)
{
g
j
x (t, y, y˙) − d
dt
g
j
x˙ (t, y, y˙)
}
dt  0. (30)
Using the inequality (30) and the hypothesis (ii) we have
b∫
a
p∑
i=1
τiη(t, x, y, x˙, y˙)
{
f ix (t, y, y˙) −
d
dt
f ix˙ (t, y, y˙)
}
dt  0. (31)
Hypothesis (iii) and (31) give
b∫
a
p∑
i=1
τiαi(x, y, x˙, y˙)fi(t, x, x˙) dt 
b∫
a
p∑
i=1
τiαi(x, y, x˙, y˙)fi(t, y, y˙) dt. (32)
Suppose contrary to the result that (27) and (28) hold. Then since each αi > 0 and τ  0,
we have
b∫
a
p∑
i=1
τiαi(x, y, x˙, y˙)fi(t, x, x˙) dt <
b∫
a
p∑
i=1
τiαi(x, y, x˙, y˙)fi(t, y, y˙) dt,
which contradicts (32). Hence the conclusion follows. 
Theorem 4.2 (Weak duality). Suppose that
(i) x ∈ X0;
(ii) (y, τ, λ) ∈ Y0;
(iii) problem (VP) is semi strictly V-type I invex at y for some positive functions α∗i , β∗j ,
for i ∈ P , j ∈ M .
Then (27) and (28) cannot hold.
Proof. By the hypothesis (ii) we have ∫ b
a
λj (t)gj (t, y, y˙) dt  0, ∀j ∈ M , which implies
that
b∫
a
m∑
j=1
λj (t)β
∗
j (x, y, x˙, y˙)gj (t, y, y˙) dt  0. (33)
By (33) and the hypothesis (iii), it follows that
b∫ m∑
λj (t)η(t, x, y, x˙, y˙)
{
g
j
x (t, y, y˙) − d gjx˙ (t, y, y˙)
}
dt  0. (34)a j=1
dt
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b∫
a
p∑
i=1
τiη(t, x, y, x˙, y˙)
{
f ix (t, y, y˙) −
d
dt
f ix˙ (t, y, y˙)
}
dt  0. (35)
By (35) and the hypothesis (iii), we have
b∫
a
p∑
i=1
τiαi(x, y, x˙, y˙)
−1fi(t, x, x˙) dt >
b∫
a
p∑
i=1
τiαi(x, y, x˙, y˙)
−1fi(t, y, y˙) dt. (36)
Suppose contrary to the result that (27) and (28) hold. Then since each αi > 0 and τ  0,
we have
b∫
a
p∑
i=1
τiαi(x, y, x˙, y˙)
−1fi(t, x, x˙) dt 
b∫
a
p∑
i=1
τiαi(x, y, x˙, y˙)
−1fi(t, y, y˙) dt,
which contradicts (36). 
Corollary 4.1. Assume that weak duality theorems (4.1, 4.2) hold between (VP) and
(MVD). If (y∗, τ ∗, λ∗) is feasible for (MVD) such that y∗ is feasible for (VP), then y∗
is an efficient solution for (VP) and (y∗, τ ∗, λ∗) is an efficient solution for (MVD).
Proof. Suppose y∗ is not an efficient for (VP). Then there exists some feasible x for (VP)
such that
b∫
a
fi(t, x, x˙) dt 
b∫
a
fi(t, y
∗, y˙∗) dt, ∀i ∈ P,
and
b∫
a
fi0(t, x, x˙) dt <
b∫
a
fi0(t, y
∗, y˙∗) dt, for some i0 ∈ P.
This contradicts weak duality. Hence y∗ is an efficient for (VP). Now suppose (y∗, τ ∗, λ∗)
is not an efficient for (MVD). Then there exist some (x, τ, λ) feasible for (MVD) such that
b∫
a
fi(t, x, x˙) dt 
b∫
a
fi(t, y
∗, y˙∗) dt, ∀i ∈ P,
and
b∫
a
fi0(t, x, x˙) dt >
b∫
a
fi0(t, y, y˙) dt, for some i0 ∈ P.
∗ ∗ ∗This contradicts weak duality. Hence (y , τ , λ ) is an efficient for (MVD). 
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(i) x∗ is an efficient solution for (VP);
(ii) for all k ∈ P , x∗ a constraint qualification for Pk(x∗) at x∗ is satisfied.
Then there exists τ ∗ ∈Rp , τ ∗ > 0, and piecewise smooth function λ∗ : I →Rm, λ∗(t) 0
such that (x∗, τ ∗, λ∗) ∈ Y0. Further, if the assumption of weak duality theorems (4.1 or 4.2)
are satisfied, then (x∗, τ ∗, λ∗) is an efficient for (MVD).
Proof. Since x∗ is an efficient solution of (VP), then from Lemma 2.1, x∗ solves Pk(x∗)
for each k = 1, . . . , p. From Kuhn–Tucker necessary conditions for each i ∈ P , we obtain
τ ki  0 for all i = k, and λi(t) ( 0) ∈Rm such that{
f ix (t, x
∗, x˙∗) − d
dt
f ix˙ (t, x
∗, x˙∗)
}
+
∑
i =k
τ ki
{
f kx (t, x
∗, x˙∗) − d
dt
f kx˙ (t, x
∗, x˙∗)
}
(37)
+
m∑
j=1
λij (t)
{
g
j
x (t, x
∗, x˙∗) − d
dt
g
j
x˙ (t, x
∗, x˙∗)
}
= 0, (38)
b∫
a
m∑
j=1
λij (t)gj (t, x
∗, x˙∗) dt = 0. (39)
Summing (37) over i ∈ P , we have
(
1 + τ 12 + · · · + τ 1p
){
f 1x (t, x
∗, x˙∗) − d
dt
f 1x˙ (t, x
∗, x˙∗)
}
+
m∑
j=1
λ1j (t)
{
g
j
x (t, x
∗, x˙∗) − d
dt
g
j
x˙ (t, x
∗, x˙∗)
}
+ (τ 21 + 2 + · · · + τ 2p)
{
f 2x (t, x
∗, x˙∗) − d
dt
f 2x˙ (t, x
∗, x˙∗)
}
+
m∑
j=1
λ2j (t)
{
g
j
x (t, x
∗, x˙∗) − d
dt
g
j
x˙ (t, x
∗, x˙∗)
}
+ · · ·
+ (τp1 + τp2 + · · · + 1)
{
f
p
x (t, x
∗, x˙∗) − d
dt
f
p
x˙ (t, x
∗, x˙∗)
}
+
m∑
j=1
λ
p
j (t)
{
g
j
x (t, x
∗, x˙∗) − d
dt
g
j
x˙ (t, x
∗, x˙∗)
}
= 0.
Let τ ∗1 = 1 + τ 12 + · · · + τ 1p , τ ∗2 = τ 21 + 1 + · · · + τ 2p , . . . , τ ∗p = τp1 + τp2 + · · · + 1,∑p
k=1 λ
k
j (t) = λ∗j (t), j ∈ M , λ∗1(t) = (λ∗1(t), . . . , λ∗m(t)).Then we have
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i=1
τ ∗i
{
f ix (t, x
∗, x˙∗) − d
dt
f ix˙ (t, x
∗, x˙∗)
}
+
m∑
j=1
λ∗j (t)
{
g
j
x (t, x
∗, x˙∗) − d
dt
g
j
x˙ (t, x
∗, x˙∗)
}
= 0.
Summing (38) for i ∈ P , we have ∫ b
a
∑m
j=1 λ∗j (t)gj (t, x∗, x˙∗) dt = 0. We conclude that
(x∗, τ ∗, λ∗) is feasible for (MVD). Efficiency of (x∗, τ ∗, λ∗) for (MVD) now follows from
Corollary 4.1. 
Theorem 4.4 (Converse duality). Suppose that
(i) (y∗, τ ∗, λ∗) ∈ Y0 with τ ∗ > 0;
(ii) y∗ ∈ X0;
(iii) the problem (VP) is V-type I invex at y∗ for some positive functions αi,βj for i ∈ P ,
j ∈ M .
Then y∗ is an efficient solution of (VP).
Proof. It follows by the hypothesis (i) that
b∫
a
λ∗j (t)gj (t, y∗, y˙∗) dt  0, ∀j ∈ M. (40)
By hypothesis (iii), for any x ∈ X0, we have
b∫
a
fi(t, x, x˙) dt −
b∫
a
fi(t, y
∗, y˙∗) dt

b∫
a
αi(x, y
∗, x˙, y˙∗)η(t, x, y∗, x˙, y˙∗)
{
f ix (t, y
∗, y˙∗) − d
dt
f ix˙ (t, y
∗, y˙∗)
}
dt, (41)
−
b∫
a
gj (t, y
∗, y˙∗) dt

b∫
a
βj (x, y
∗, x˙, y˙∗)η(t, x, y∗, x˙, y˙∗)
{
g
j
x (t, y
∗, y˙∗) − d
dt
g
j
x˙ (t, y
∗, y˙∗)
}
dt. (42)
Now by the facts that αi > 0, βj > 0, ∀i, j , and τ ∗ > 0, λ∗(t)  0, it follows by (40)
and (41) that
b∫ p∑ τ ∗i fi(t, x, x˙) dt −
b∫ p∑ τ ∗i fi(t, y∗, y˙∗) dt −
b∫ m∑ λ∗j (t)
gj (t, y
∗, y˙∗) dt
a i=1
αi
a i=1
αi
a j=1
βj
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b∫
a
η(t, x, y∗, x˙, y˙∗)
(
p∑
i=1
τ ∗i
{
f ix (t, y
∗, y˙∗) − d
dt
f ix˙ (t, y
∗, y˙∗)
}
+
m∑
j=1
λ∗j (t)
{
g
j
x (t, y
∗, y˙∗) − d
dt
g
j
x˙ (t, y
∗, y˙∗)
})
dt. (43)
From (39) and (42) it follows that
b∫
a
p∑
i=1
τ ∗i
αi(x, y∗, x˙, y˙∗)
fi(t, x, x˙) dt 
b∫
a
p∑
i=1
τ ∗i
αi(x, y∗, x˙, y˙∗)
fi(t, y
∗, y˙∗) dt. (44)
Now suppose that y∗ is not an efficient solution of (VP). Then there exists an x ∈ X0 such
that
b∫
a
fi(t, x, x˙) dt 
b∫
a
fi(t, y
∗, y˙∗) dt, ∀i ∈ P,
and
b∫
a
fi0(t, x, x˙) dt <
b∫
a
fi0(t, y
∗, y˙∗) dt, for some i0 ∈ P,
which implies that
b∫
a
p∑
i=1
τ ∗i
αi(x, y∗, x˙, y˙∗)
fi(t, x, x˙) dt <
b∫
a
p∑
i=1
τ ∗i
αi(x, y∗, x˙, y˙∗)
fi(t, y
∗, y˙∗) dt. (45)
Now (43) and (44) contradict each other. Hence the conclusion follows. 
Theorem 4.5 (Converse duality). Suppose that
(i) (y∗, τ ∗, λ∗) ∈ Y0;
(ii) y∗ ∈ X0;
(iii) the problem (VP) is strictly pseudo quasi V-type I invex at y∗ with respect to τ ∗, λ∗
and for some positive functions αi,βj for i ∈ P , j ∈ M .
Then y∗ is an efficient solution of (VP).
Proof. It follows by hypotheses (i) and (ii) that ∫ b
a
λ∗j (t)gj (t, y∗, y˙∗) dt  0, ∀j ∈ M ,
which implies that
∫ b
a
∑m
j=1 λ∗j (t)βj (x, y∗, x˙, y˙∗)gj (t, y∗, y˙∗) dt  0. From the above
equality and Definition 2.7, we have
b∫ m∑
λ∗j (t)η(t, x, y∗, x˙, y˙∗)
{
g
j
x (t, y
∗, y˙∗) − d gjx˙ (t, y∗, y˙∗)
}
dt  0. (46)a j=1
dt
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b∫
a
p∑
i=1
τ ∗i αi(x, y∗, x˙, y˙∗)fi(t, x, x˙) dt
>
b∫
a
p∑
i=1
τ ∗i αi(x, y∗, x˙, y˙∗)fi(t, y∗, y˙∗) dt. (47)
Next, if y∗ is not an efficient solution of (VP), then there exists an x ∈ X0 such that
b∫
a
fi(t, x, x˙) dt 
b∫
a
fi(t, y
∗, y˙∗) dt, ∀i ∈ P,
and
b∫
a
fi0(t, x, x˙) dt <
b∫
a
fi0(t, y
∗, y˙∗) dt, for some i0 ∈ P,
which implies that
b∫
a
p∑
i=1
τ ∗i αi(x, y∗, x˙, y˙∗)fi(t, x, x˙) dt
<
b∫
a
p∑
i=1
τ ∗i αi(x, y∗, x˙, y˙∗)fi(t, y∗, y˙∗) dt. (48)
Since (46) and (47) contradict each other, it follows that y∗ is an efficient solution for
(VP). 
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