ABSTRACT The increasingly available large-scale bibliographic data that generate a heterogeneous network provide opportunities to detect, track, and predict the evolution of science. Recently, many efforts have been devoted to quantifying the impact of scientific papers within different citation time windows. However, the complex patterns of the citation network make it difficult to predict future citations on the basis of a short time window. Accordingly, we present a data-centric methodology to predict long-term scientific impact by combining numerous bibliographic features and convolutional neural network. More specifically, we first expand the input features from the annual citation records to the features of the whole heterogeneous bibliographic information network that completely represents the topology structure of academic activities. Then, a convolutional neural network model is designed to capture the complex nonlinear relationships between the early network features and the final cumulative citation count. Finally, we conduct an experiment on papers of Markov Chain from 1980 to 1985. The result shows that the prediction performance can be improved by 5% to baseline models under the same problem definition and with the same dataset. Meanwhile, the long-term scientific impacts are strongly correlated with its recognition by authoritative authors or venues in the early stage.
I. INTRODUCTION
The system of science contains a large number of elements and multiple links, from which people seek to understand, quantify and predict the resulting outcomes [1] . The evaluation of papers is conducive to many real issues, ranging from the selection of research topics for individuals to planning future trends for enterprises [2] . To date, many metrics including novelty, coherence, growth, impact, and uncertainty have been introduced to find important papers in certain field. Scientific impact, one of the principal indicators, involves not only in scientific community but also in society [3] . Although citation and citation-based indicators stand out in their frequencies to quantify the scientific impact, they are
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in favor of old papers and against new researches. Therefore, it is strictly necessary to predict the future impact of a paper in early stage [4] . Several factors including the preference attachment, the fitness, and the nodes aging have been introduced to quantify long-term future impact. However, it is still an elusive task to predict scientific impact for years shortly after publication [5] .
Bibliographic network analysis, which models the relationships among papers, venues, authors, or other elements, is one of the emerging research areas for measuring academic innovations [6] . A number of bibliographic network features have been mined to represent the patterns of citations and to improve the accuracy of prediction [7] . Recently, scientometrics indicators play an important role in scientific impact prediction. However, similar to the degree of complex network, most of existing features just employ first-level neighborhood information (citation records). The scientific impact of a paper can be interpreted as the dissemination ability of the paper on the bibliographic network. Although the global indicators like eigenvector can measure the global impact. They are efficient but time consuming to be calculated in large-scale networks. Comparatively, local indicators can not only measure the structural impact of nodes, but also be calculated quickly [8] .
Due to the large amount and high dimensionality of data, the traditional data analysis methods cannot capture implicit relations between different features [9] , [10] . Currently, datacentric approaches are used in h-index prediction for scientists [11] , number of publications prediction for scientists, citation count prediction for papers [12] and impact factor prediction for journals [13] . Prediction models include mechanism models, k-nearest neighbor (kNN), support vector machine (SVM), Gaussian progress regression (GPR), Classification and Regression Tree (CART) and multiple linear regression (MLR). However, none of the aforementioned models learn the temporal evolution of features. So, it is necessary to introduce deep learning method for digging out the deeper level of information.
In this paper, we considered the scientific impact prediction as a regression learning task and adopted convolutional neural network (CNN) as a powerful model to learn the prediction task. In recent years, neural networks have achieved significant success in learning problems, such as object recognition [14] , age estimation [15] and especially image processing [16] . Based on the heterogeneous bibliographic network, large-scale local network features were extracted and arranged in 2-dimensional (2D) format where one dimension is the feature number and the other is the time sequence of each feature. Then, scientific impact can be predicted based on the learned model. The experimental results are consistent with theoretical analyses and the proposed methodology achieves a significant improvement. The contributions can be summarized as follows:
(1) Local structural features are extracted to capture multilevel neighborhood information. Meanwhile, these local features, approximately representing the global influence of papers, are suitable to large-scale bibliographic network with low algorithm complexity.
(2) We first model early prediction of scientific impact with convolutional neural network where the input features are arranged into 2-dimensional matrix (i.e., feature dimension and time dimension) to capture complex temporal patterns of citations.
II. RELATED WORK
As the exponential growth of scientific papers, it goes beyond the personal ability to review all publications to select significant ones [17] . Currently, citation-based indicators play a vital part in scientific impact evaluation of papers, scientists, journals and organizations, like citation count, h-index, impact factor [18] , [19] . It is straightforward to quantify paper impact with citation count which can be computed by the out-degree of citation network. However, these immediately indicators are criticized as biased for two reasons. First, it is unfair for some disciplines such as social sciences and mathematics as they take much longer to attract citations. Second, the citation patterns vary a lot at the article level [20] . Furthermore, there are some extreme cases like ''sleeping beauties'' and ''delayed recognition''. Therefore, it is necessary to discuss systematically how features in short time window approximate long-term citation count.
There is a continuous tension between timely evaluation of funded research and long-term period to accumulate impact. Accordingly, information is only available within a specific time period after the publication date. Growth curve models provide a way of fundamental mechanism to predict scientific impact of individual paper with long time window. A universal temporal pattern has been mined to fit different citation histories into a single curve [21] . Empirical evidence suggests that the growth of citation network is mainly driven by preferential attachment, the aging of nodes and the fitness of papers. Moreover, the final cumulative citation is determined by the fitness. Similar to Darwin's 'survival of the fittest', papers with high fitness could be widely disseminated. For the aging research of nodes, the influence of the nodes decreasing over time can be expressed by different functions. The most common function is exponential decay. The normal distribution is usually used to describe the influence of a paper, because most papers have not widespread influence as soon as they appear [22] . Based on the key phenomena confirmed independently in previous studies, a long-term citation count prediction model for individual papers via recurrent neural network (RNN) with long short-term memory (LSTM) units was proposed to unify different formulations [23] .
However, mechanism models have two limitations. First, parameters of these models need to be accurately estimated with relatively long-term citation records. Second, these models may perform poorly on a few outliers due to severe over fitting [24] . Encouragingly, data-centric prediction methods are validated to be effective. There are two basic ideas to predict scientific impact with academic data. On the one hand, it can be considered as classification prediction [25] . The commonly used classification criterion is the percentiles of citations. For example, papers with top 1% citations are classified as top-level papers, and top 10% is defined as highly-cited papers. Then, a classification prediction model is constructed by learning network features. Experiment shows that it can be improved in this manner in the first years after publication. Recently, another classification model was constructed based on semantic features of paper's abstracts [26] . On the other hand, it is more meaningful to treat early prediction of scientific impact as regression prediction problem, that is, to predict specific number of citation by establishing regression model.
For early prediction of scientific impact with regression prediction, the disparities between different methods are mainly in three directions. Some researches summarized empirical formula with h-index and impact factor [27] . VOLUME 7, 2019 Some others expand the range of features such as citation quality, published time, novelty, popularity and diversity [28] . More and more features, even more than 50, have been taken into account to improve the accuracy of predictions. Still some others present powerful machine learning methods and predict future citations with several existing papers whose early citation dynamics are similar to the paper. It can be used to predict citations based on short-term observations of the early citation data with the minor time variance of the temporal patterns between different periods [29] . Currently, machine learning methods are used in h-index prediction for scientists, number of publications prediction for scientists, impact prediction of institutions, and citation count prediction for papers [30] . Acuna et al. [11] proposed a model for researcher's future h-index prediction and thus established a clear and concrete framework for connecting a researcher's current CV to his/her future impact in research. However, the predictive power of these models depends heavily upon scientists' career age. Penner et al. [31] took it into account and produced least accurate estimates for young researchers. Moreover, factors including individual ability, location of institution, and state GDP were discussed to predict the future impact of institutions. Yan et al. [32] and others used machine learning algorithms for citation count prediction, including CART, SVM, MLR. Latest, in-depth learning, such as RNNs, was introduced to learn a prediction model based on the sequence pattern of the citations with early information [33] . However, only instantaneous citation features are used to modeling RNN. That is, numerous time series features are ignored. Within the deep learning architecture, CNNs have shown remarkable success in various applications in the past few years. Time series features from sensor signals are learned to predict the remaining useful life of system [34] , [35] .
To take full advantages of these above mentioned methods, we try to extract temporal features and learn their time series characteristics with convolutional operations.
III. PROPOSED METHODOLOGY A. PROBLEM DEFINITION
The final goal is to predict the scientific impact of a given paper through the existing interconnections of various bibliographic metadata. Overview of the proposed methodology is illustrated in Fig. 1 . We operationalize it as a regression and prediction task. Given the dataset P = { P δ , . . . , P t0 , . . . , P τ , . . . P λ } , where the parameters δ and τ are the numbers of years available before and after the time of prediction t0 (τ ≥ 0, δ ≥ 0), γ is the predictive time span and P t0 (P t0 ⊂ P) is the papers set published in year t0 that need to be predicted. The long-term scientific impact of paper p i ∈ P t0 should be predicted over γ years.
Definition 1 (Scientific Impact): The citation count of paper p i in t year is denoted as c t i , then the final scientific impact can be defined as Given feature set F, which is extracted from P at time span δ to τ , the core problem is learning an approximation model M to predict imp (i).
B. FEATURES OF HETEROGENEOUS BIBLIOGRAPHIC NETWORK
A heterogeneous bibliographic network represents an abstraction of academic activities, focusing on papers, relative entities and relative links. The Fig. 2 illustrates an example of heterogeneous bibliographic network. Given that we want to predict the impacts of papers published by D. Wang and L. Egghe in Science and Scientometrics in 2013, network features should be extracted from complex network connections and be used to predict their future impact. There are not only five types of solid lines including citing, cited, written, published, and containing but also three types of dotted lines including co-author, co-keyword and co-venue. All the dotted lines can be jointed with solid lines. For example, paper 1 written by D. Wang in Science cites paper 3 and is cited by paper 5 and paper 6.
Definition 2 (Heterogeneous Bibliographic Network):
It is defined as a weighted graph at time t, G t = (V t , E t ), where the types of nodes |V t | > 1 and the types of links |E t | > 1. If else, it belongs to homogeneous network. To collect as much information as possible, four types of nodes including paper, author (combined with affiliation), venue and keyword are taken into consideration. Meanwhile, five types of links are extracted including: 
where p, au, ve, and ke are abbreviations of paper, author, venue and keyword, respectively.
The weights of link (3) and link (4) are computed with h-index of scientist and impact factor of journal. H-index measures both productivity and impact of the published work of a scientist or a scholar. Correspondingly, the impact factor measures the reputation and the quality of the research paper indirectly. In addition to these two links, the weights of other three links can be calculated as follows.
Weight of Link (1): Equation (1) Then, we define metapaths with the five types of edges.
Definition 3 (Metapath):
It is defined as a path which joins three or more vertices using two or more edges such as M = v 1
The level of a metapath indicates the length and the distance between the starting and ending nodes. An n-level metapath is path of n distinct links. Table 1 lists all two-level and three-level metapaths used in this paper. For example, ''citedpublished'' metapath means all venues which cite the paper. The quality of the venues citing the paper can be calculated by integrating the weight of ''cited-published'' metapaths. What's more, the three kinds of dotted lines in Fig. 2 The features in the heterogeneous network are considered as follows. This is motivated by the framework of information diffusion which states that a node's position in a network impacts its ability to have intellectual influence. All the local structural features related to authors, venues, keywords, are extracted from the network. While τ = 0, we only have information before the year of publication. If τ > 0 we have information about papers that cite the paper and updated information about authors, venues and keywords. Furthermore, to distinguish authors with the same name, it is necessary to use the author's name and the author's affiliation to make a joint distinction. 
1) ONE-LEVEL LOCAL FEATURES
One-level local features which can be obtained directly from five types of links include four statics features (author count, affiliation count, keyword count, reference count) and seven types dynamic features as shown in Table 2 (h-index of first author, impact factor of venue, weight of authors, weight of keywords, weight of references, weight of citations and annual cited count). For the features with multiple objects, we use four functions to aggregate their weights, including maximum, minimum, average and sum. When τ = 5, there are 5 annual cited counts, and totally there are 118 (4+ 3 × 6 + 4 × 4 × 6) one-level local features.
2) TWO-LEVEL LOCAL FEATURES
Two-level local features are computed by five types of twolevel methpaths. The weight of a two-level metapath is the product of the weights of the connected two links. Similarly, we employ four functions to aggregate multiple metapaths. When τ = 5, there are 8 × 4 ×6 = 192 features.
3) THREE-LEVEL LOCAL FEATURES
Three-level local features are computed by three types of three-level methpaths. The weight of a three-level metapath is the product of the weight of the connected links. When τ = 5, there are 3 × 4 × 6 = 72 features. Totally, when τ = 5, there are 310 features. Table 3 shows number of features for different years. It should be emphasized that citations may accumulate in the year of publication, and therefore τ may be zero. Finally, these features are arranged in twodimensional matrix form according to time dimension and feature dimension, which can be used for further in-depth learning model training. 
C. CONVOLUTIONAL NEURAL NETWORK MODEL
This section presents the architecture of deep learning for early prediction of scientific impact, as shown in Fig. 3 . The inputs are normalized bibliographic network features of numerous scientific papers. The target values are the final citation count 10 years after publication. Specifically, lower layers processing units obtain the local patterns. The higher layers processing units obtain the salient patterns at high-level representation. Note that each layer may have a number of convolution operators. A sliding window strategy is adopted to segment the features into a collection of short pieces. Specifically, there is a two-dimensional matrix containing r data samples and each sample with F attributes. On each segmented multivariate time series we perform feature learning jointly. At the end of feature learning, we concatenate a normal multi-layer perceptron (MLP) for scientific impact prediction.
1) INPUT LAYER
the input data are arranged in 2D format where the columns are the features and the rows are the time sequences of features. The first column is static, while the other columns are dynamic. Except for the first column, column i is assumed to be x (i) = x 1 i , x 2 i , . . . , x N i , where N denotes the dimension of dynamic features. The convolution kernel in the convolution layer is defined as 1-dimensional which slides along each column. For the j-th feature in i column, the filter kernel equals to
where L is the length of the kernel, and ⊕ concatenates each data samples into a longer embedding. The final convolution 
operation is defined as
where w denotes the weight vector, ϕ represents the nonlinear activation function, and b is the bias term.
2) CONVOLUTION LAYER
Three convolution layers are stacked in the network for feature extraction. The first two layers have the same parameters in which M filter kernels are applied in the convolution layer with same filter length L. In practice, we set M = 20 and L = 8. Despite it is popular to employ pooling in convolution neural network to reduce parameters, we do not design pooling layer since the number of features is less than 100. By sliding the convolution kernel, the feature map of the j-th filter is
Generally speaking, larger filter size and number generally lead to higher prediction accuracy. We set L = 3 in the third convolution layer. All the three layers use Relu as the activation functions. To further improve the prognostic performance, a fine-tuning process using the back-propagation (BP) algorithm is applied, where the parameters of the proposed model are updated to minimize the training error. Afterwards, the 2-dimensional feature map is flattened and connected with a fully-connected layer. Note that dropout technique is used on the last feature map, i.e. the flattened layer, to relieve over fitting. Finally, one neuron is attached at the end of the proposed network for long-term prediction of scientific impact.
In order to show the superiority of the proposed method, we select two other citation prediction algorithms for comparison including support vector machines and multi-linear regression.
3) SUPPORT VECTOR MACHINES
Support Vector Machine is a classification technique developed by Vapnik and his group [26] . It is defined as a linear classifier with large intervals in feature space. It has been used by Dong et al. [4] , Baba and Baba [26] , and Yan et al. [32] .
4) MULTIPLE LINEAR REGRESSION
A multiple linear regression model is a statistical approach and an extension of the simple linear regression for data with multiple predictor variables. It is used to model the relationships between two or more explanatory variables and a response variable by fitting a linear equation to observed data. It has been used by Dong et al. [4] , Acuna et al. [11] , Thelwall and Nevill [27] , and Yan et al. [32] .
D. PERFORMANCE METRICS
We present two kinds of performance metrics in the experiments including the coefficient of determination, denoted R 2 , and the mean squared error, denoted MSE. The R 2 is the proportion of the variance in the dependent variable, which is predictable from the independent variables. R 2 = 1 indicates that the regression line perfectly fits the data, while R 2 = 0 indicates that the line does not fit the data at all. It is defined as:
SS res SS tot
where the SS res is the sum of squares of residuals and the SS tot is the total sum of squares. It ranges from 0 to 1 and the greater the value is, the better the performance will be. The MSE measures the average of the squared error and is always non-negative. It is defined as: where c i andĉ i are the real and fitting value of citation count in i year.
IV. RESULTS
The following analyses are conducted on the AMiner dataset which contains 152,771,162 papers and relative entities spanning over 100 years. It is freely available online (https://www.openacademic.au/oag/). There are 23 detailed fields in each paper including author.name, author.org, venue, year and so on [21] . Therefore, it has enough information to predict long-term impact with bibliographic information. We use the following parameter settings, δ = 10 and γ = 10. Experiments where τ = 0, 1, 2, 3, 4, and 5 are tried to assess the impact. Instead of using the entire dataset, we generate a subset which contains 2,365 metadata and 15,390 citations from 1980 to 1985 about Markov Chain as shown in Fig. 4 . The retrieval fields include title, keywords, and abstract. The subset is converted into a heterogeneous network which contains papers, authors, venues, keywords, as well as the five kinds of links. This network contains 8,655 entities and 34,679 links. The experiment is done on a 64 bit CPU with a 16 GB ram memory in Python 3.6. In order to obtain high quality values of features, the following pre-processing operations have been performed. First, it is urgent to deal with missing values, such as authors, affiliations and venues. We delete the record when it lacks author or venue, but fill the item with 'Default' when it lacks affiliation. For some papers which lack references and citation records, we do nothing as it could be the real situation. Second, outliers should be eliminated. For example, it is unreasonable for a small number of authors publishing thousands of articles in a single year. Third, it is imperative to do data normalization so that the data points to be within uniform. It is observed that different features have different magnitudes and even different distribution. That is, a small number of data points have larger values. For the above data characteristics, we mainly take two measures. On the one hand, the logarithmic processing of the parameters with uneven distribution is introduced to solve the sample unevenness [36] . On the other hand, all features are normalized to be within the range from −1 to 1 using the min-max normalization method.
Consequently, in the case of Markov Chain, the longterm scientific impact is well estimated by CNN over all features. In this study, we used the code provided by Keras (https://keras.io), an open source library implemented in the Python language. Five-fold crossover was taken to evaluate the experimental result, that is, the data is divided into five parts, one as test set, the other four as training set. We repeat the experiment 100 times per fold and take an average of 100 times as the final result. To illustrate the performance of the full model, we plot the predicted values against the empirical values. Fig. 5 shows predictive results of the test set. The figures relate to the τ = 0 (Fig 5a) , τ = 2 (Fig 5b) , and τ = 5 (Fig 5c) years, respectively. Each dot in the figures corresponds to a paper. The 45-degree line is shown as a reference. In the case of a perfect fit, all dots should be located near the 45-degree line.
The predictive performances of the three models for each of the consecutive five years after publication are shown in Table 4 . It can be observed that the CNN achieves the highest accuracy every year, and it reaches 0.8 in the second year. When τ = 0, all R 2 are less than 0.6, and SVM and CNN have similar performances, equal to about 0.55. as listed in Table 5 . Group 1 contains only the four types of statics features. Statics features and different levels of features will be combined in Group 2 and Group 3. Moreover, different levels of features without statics features are considered in Group 4, Group 5 and Group 6. Two level and three level features are discussed in Group 7 and Group 8.
As a result, the group 6 are proved to be the most influential group, with the highest performance of R 2 = 0.9134 as shown in Table 6 . At the same time, the difference between Group 5 and Group 6 is less than 2%. For Group 5, R 2 reaches 0.8964 five years later. That is, The three-level meta-paths do not significantly improve the prediction efficiency as shown in Fig. 6 . When there are only statics features in Group 1, the prediction performance is extraordinary poor and would not been improved over time. When considering one-level local features in Group 2 and Group 4, the prediction results in the first three years are not ideal, but the improvement is faster. The R 2 is only 0.5211 three years later and climbs to 0.7063 five years later.
According to the above experiments, it can be concluded that one and two level local features can well predict the longterm impact of papers in Group 3 and Group 5. In order to further study the details, we designed other three comparative experiments shown in Fig. 7 , excluding the influence of venues in Group 9, the influence of authors in Group 10 and the influence of keywords in Group 11, respectively. When the keyword-related features are removed, the prediction efficiency becomes lower, but not very obvious. However, when the author-related or venue-related features are eliminated, the performances decline sharply, especially the former. Specifically, the R 2 of Group9 decreases from 0.8964 to 0.6945. Even so, it was significantly better than the experimental results using only the first-level local features. It is understandable that authors are likely to cite papers which have been cited by influential authors and venues.
V. CONCLUSIONS
The main innovation of this paper is extending the traditional citation network features to a set of temporal heterogeneous network features which can be used for convolution learning to mine deep-seated content. More specifically, three improvements have been conducted. First, the traditional citation network is extended to a weighted heterogeneous network, with corresponding weight on each link. Then, a large number of local features are designed based on metapaths. These features are arranged according to time series to form a matrix. Last, the prediction problem is abstracted into the regression prediction problem of convolutional neural network. In essence, the extraction of large-scale features is equivalent to construct portraits for each paper. Learning massive portraits can successfully predict the impact of papers.
In conclusion, the predictive power of local heterogeneous bibliographic features is substantial enough to estimate longterm impact (10 years later). Comparing with other models mentioned in the related work, our results are 5% better than J. Tang's (0.869) and 10% better than A. Abrishami's latest research (0.821) with the same citation time window, the same dataset and the same performance metrics. The results show that the long-term impact of a paper is not obviously related to its references, its field, its keywords or even the impact factor of the paper. On the contrary, there is a strong correlation between the long-term impact of a paper with whether it has been concerned in the early stage. Namely, the early attention by other scientific entities, mainly influential authors or venues, determines the longterm impact in which the R 2 reaches 0.9236 five years later.
Although the proposed solution is effective for scientific impact prediction, it can still be strengthened as follows. First, only 2,365 papers from large-scale AMiner dataset, about Markov Chain are used to mine local network features and model the convolutional neural network. Future research should expand data size with high-performance computers to further illustrate the rationality of the research ideas and carry out comparative experiments in different fields. Second, only weighted local features are considered. However, local structural features also include the clustering coefficient, four-level local features, which should be further studied. Third, the most challenging issue for further research is to make predictions of long-term scientific impact not only for individual publications but also for the entire publication oeuvre of a scientist, a team or an affiliation. MENGSI CAI received the B.E. degree in information management and information system and the M.E. degree in information science from Xiangtan University, Xiangtan, Hunan, China, in 2014 and 2017, respectively. She is currently pursuing the Ph.D. degree in management science and engineering with the National University of Defense Technology, Changsha, Hunan, China. Her research interests include social network analysis, data analysis, and natural language processing.
