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Abstract
The generalization performance of a risk prediction model can be evalu-
ated by its calibration, which measures the agreement between predicted
and observed outcomes on external validation data. Here, methods for
assessing the calibration of discrete time-to-event models in the presence
of competing risks are proposed. The methods are designed for the class
of discrete subdistribution hazard models, which directly relate the cu-
mulative incidence function of one event of interest to a set of covariates.
Simulation studies show that the methods are strong tools for calibration
assessment even in scenarios with a high censoring rate and/or a large
number of discrete time points. The proposed approaches are illustrated
by an analysis of nosocomial pneumonia.
Keywords: Calibration; Competing risks; Discrete time-to-event data; Subdis-
tribution hazard; Validation
1 Introduction
Over the past decade, risk prediction models have become an indispensable tool
for decision making in applied research. Popular examples include models for
diagnosis and prognosis in the health sciences, where risk prediction is used,
e.g., for screening and therapy decisions (Steyerberg, 2009; Moons et al., 2012b;
Liu et al., 2014) and models for risk assessment in ecological research, which
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have become an established tool to quantify and forecast the ecological impact
of technology and development (Gibbs, 2011).
A key aspect in the development of risk prediction models is the validation of
generalization performance. This task, which is usually performed by applying
a previously derived candidate prediction model to one ore more sets of inde-
pendent external validation data, has been subject to extensive methodological
research (Moons et al., 2012a; Steyerberg and Vergouwe, 2014; Harrell, 2015;
Steyerberg and Harrell, 2016; Alba et al., 2017). As a result, strategies for
investigating the discriminative power (measuring how well a model separates
cases from controls), calibration (measuring the agreement between predicted
and observed outcomes) and prediction error (quantifying both discrimination
and calibration aspects) of prediction models have been developed (Steyerberg
et al., 2010). Alternative techniques that additionally involve decision analytic
measures include, among others, net benefit analysis (Vickers et al., 2016), deci-
sion curve analysis (Vickers and Elkin, 2006) and relative utility curve analysis
(Baker et al., 2009; Kerr and Janes, 2017).
The aim of this article is to develop a set of methods for assessing the calibra-
tion of a prediction model with a time-to-event outcome. This class of models
has been dealt with extensively during the past years, see, for example, Hender-
son and Keiding (2005); Witten and Tibshirani (2010); Soave and Strug (2018);
Braun et al. (2018). Here, we explicitly assume that event times are measured
on a discrete time scale t = 1, 2, . . . (Ding et al., 2012; Tutz and Schmid, 2016;
Berger and Schmid, 2018), and that the event of interest may occur along with
one or more “competing” events (Fahrmeir and Wagenpfeil, 1996; Fine and Gray,
1999; Lau et al., 2009; Beyersmann et al., 2011; Austin et al., 2016; Lee et al.,
2018). Scenarios of this type are frequently encountered in observational studies
with a limited number of fixed follow-up measurements, for instance in epidemi-
ology (Andersen et al., 2012). Since the study design does not allow for recording
the exact (continuous) event times, it is only known whether or not an event of
interest (or a competing event) occurred between two consecutive follow-up times
at−1 and at, implying that the discrete time scale t = 1, 2, . . . refers to a special
case of interval censoring with fixed intervals.
In recent years, several authors have developed measures and estimators for an-
alyzing the generalization performance of discrete time-to-event models. For
example, discrimination measures for discrete time-to-event models were pro-
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posed by Schmid et al. (2018). Measures of prediction error were considered
in Tutz and Schmid (2016), Chapter 4. Graphical tools for assessing the cali-
bration of discrete time-to-event predictions (not accounting for the occurrence
of competing events) were explored in Berger and Schmid (2018). Methods for
assessing the generalization performance of discrete cause-specific hazard models
(a common approach for competing risks analysis) have been recently proposed
by Heyard et al. (2019).
We propose to base the calibration assessements for discrete competing risks
models on the cumulative incidence function Fj(t|x) := P (T ≤ t,  = j|x),
denoting by T the time to the first event, by x a set of covariates, and by
 ∈ {1, . . . , J} a random variable that indicates the occurrence of one out of
J competing events at T (Fine and Gray, 1999; Klein and Andersen, 2005).
In the following it will be assumed w.l.o.g. that the event of interest and its
cumulative incidence function are defined by  = 1 and F1(t|x), respectively. A
popular method to derive predictions of F1(t|x) from a set of training data is
to fit a proportional subdistribution hazard model (Fine and Gray, 1999). This
approach, which is designed for the analysis of right-censored event times and
which will also be considered here, has been recommended to analysts “whenever
the focus is on estimating incidence or predicting prognosis in the presence of
competing risks” (Austin et al., 2016). While the original model proposed by Fine
and Gray (1999) assumed the event times to be measured on a continuous time
scale, the methods developed in this article are based on a recent extension of the
subdistribution hazard modeling approach to discrete-time competing risks data
(Berger et al., 2020). Specifically, the model proposed by Berger et al. (2020)
is designed for estimating the discrete subdistribution hazard λ1(t|x) := P (T =
t,  = 1|(T ≥ t) ∪ (T ≤ t − 1,  6= 1),x), which defines a one-to-one relationship
with the discrete cumulative incidence function F1(t|x) (see Sections 2 and 3 for
details). The calibration of a subdistribution hazard prediction model may thus
be characterized by how well the subdistribution hazards observed in a validation
sample can be approximated by the respective predicted subdistribution hazards
that are obtained from applying the prediction model to the validation data.
The proposed methodology for assessing the calibration of a discrete-time sub-
distribution hazard model comprises two parts, which both build on methods for
binary regression: The first part (presented in Section 4) will be concerned with
the derivation of an appropriate calibration plot that visualizes the agreement
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between the predicted and the observed subdistribution hazards. In the second
part (Section 5), we will propose a recalibration model for discrete-time subdis-
tribution hazard models that can be used to analyze calibration-in-the-large and
refinement (i.e., the bias and the variation, respectively, of the predicted sub-
distribution hazards) along the lines of Cox (1958) and Miller et al. (1993). As
will be shown in Sections 4 and 5, the weights used in the subdistribution hazard
modeling approach proposed in Berger et al. (2020) allow for defining appropriate
versions of the observed and predicted hazards (to be depicted in the calibration
plot) and for fitting a weighted logistic recalibration model (giving rise to point
estimates and hypothesis tests on calibration-in-the-large and refinement).
The proposed calibration assessments will be illustrated using a simulation study
(Section 6) and the analysis of a data set on the duration to the development of
nosocomial pneumonia (NP) in intensive care patients measured on a daily basis
(Section 7). Section 8 summarizes the main findings of the article.
2 Discrete subdistribution hazard models
Let Ti be the event time and Ci the censoring time of an i.i.d. sample with
n individuals i = 1, . . . , n. Both Ti and Ci are assumed to be independent random
variables taking discrete values in {1, 2, . . . , k}, where k is a natural number. It
is further assumed that the censoring mechanism is non-informative for Ti, in the
sense that Ci does not depend on any parameters used to model the event time
(Kalbfleisch and Prentice, 2002; Kleinbaum and Klein, 2012). For instance, in
longitudinal studies with fixed follow-up visits, the discrete event times 1, . . . , k
may refer to time intervals [0, a1), [a1, a2), . . . , [ak−1,∞), where Ti = t means that
the event has occurred in time interval [at−1, at) with ak =∞. For right-censored
data, the time period during which an individual is under observation is denoted
by T˜i = min(Ti, Ci), i.e. T˜i corresponds to the true event time if Ti ≤ Ci and to
the censoring time otherwise. The random variable ∆i := I(Ti ≤ Ci) indicates
whether T˜i is right-censored (∆i = 0) or not (∆i = 1). Here, it is assumed that
each individual can experience one out of J competing events and that the event
type of the i-th individual at Ti is denoted by i ∈ {1, . . . , J}. In accordance
with Fine and Gray (1999), our interest is in modeling the cumulative incidence
function F1(t) = P (T ≤ t,  = 1) of a type 1 event conditional on covariates,
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taking into account that there are J−1 competing events and also the censoring
event (∆i = 0).
For given values of a set of time-constant covariates xi = (xi1, . . . , xip)
>, the
discrete subdistribution hazard function for a type 1 event is defined by
λ1(t|xi) = P (Ti = t, i = 1|(Ti ≥ t) ∪ (Ti ≤ t− 1, i 6= 1),xi) (1)
= P (ϑi = t|ϑi ≥ t,xi) , (2)
where (2) is the discrete hazard function of the subdistribution time
ϑi :=
Ti, if i = 1 ,∞, if i 6= 1 , (3)
cf. Berger et al. (2020). The subdistribution time ϑi measures the time to the
occurrence of a type 1 event first and is not finite if εi 6= 1 (as a type 1 event
will never be the first event as soon as a competing event has occurred). The
discrete subdistribution hazard is linked to the cumulative incidence function by
F1(t|xi) = 1−
t∏
s=1
(1− λ1(s|xi)) = 1− S1(t|xi) , (4)
where S1(t|xi) = P (ϑi > t|xi) is the discrete survival function for a type 1 event.
Thus, a regression model for the discrete subdistribution hazard λ1 has a direct
interpretation in terms of the cumulative incidence function F1.
A class of regression models that relate the discrete subdistribution hazard func-
tion (2) to the covariates xi was proposed by Berger et al. (2020). It is defined
by
λ1(t|xi) = h(η1(t,xi)) , (5)
where h(·) is a strictly monotone increasing distribution function. In line with
classical hazard models for discrete event times (e.g.Tutz and Schmid 2016), it
is assumed that the predictor function
η1(t,xi) = γ0t + x
>
i γ , (6)
is composed of a set of time-varying intercepts γ01, . . . , γ0,k−1, referred to as base-
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line coefficients, and a linear function of the covariates with coefficients γ ∈ Rp
that do not depend on t. As in generalized additive models it is also possible
to extend η1(t,xi) by interactions and smooth (possibly non-linear) functions.
A popular choice of h(·) is the inverse complementary log-log function, which
yields the Gompertz model λ1(t,xi) = 1 − exp(− exp(η1(t,xi))) that is equiva-
lent to the original subdistribution hazard model by Fine and Gray (1999) for
continuous time-to-event data.
3 Model fitting
In Berger et al. (2020) we showed that estimates of the model parameters in (6)
can be derived using estimation techniques for weighted binary regression. This
approach is based on the observation that with i.i.d. data (T˜i,∆i, i,xi), i =
1, . . . , n, the log-likelihood of model (5) can be expressed as
` =
n∑
i=1
k−1∑
t=1
wit
{
yit log(λ1(t|xi)) + (1− yit) log(1− λ1(t|xi))
}
(7)
with binary outcome values
(yi1, . . . , yi,T˜i , . . . , yi,k−1) =
(0, . . . , 0, 1, 0, . . . , 0), if ∆ii = 1 ,(0, . . . , 0, 0, 0, . . . , 0), if ∆ii 6= 1 . (8)
For uncensored individuals that experience a type 1 event first (∆iεi = 1) and
for censored individuals (∆iεi = 0) the weights wit are defined by
wit := I(t ≤ T˜i) , (9)
whereas for uncensored individuals experiencing a competing event first (∆iεi >
1) they are defined by
wit :=
1, if t ≤ T˜i ,Gˆ(t−1)
Gˆ(T˜i−1) , if T˜i < t ≤ k − 1 .
(10)
The function Gˆ(t) in (10) is an estimate of the censoring survival function
G(t) = P (Ci > t), implying that the weights in (9) and (10) equal estimates
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of the individual-specific conditional probabilities of being (still) at risk for a
type 1 event at time t. As shown in Berger et al. (2020), maximization of the
log-likelihood (7) yields consistent and asymptotically normal estimators of the
parameters γ0t and γ. In Sections 4 and 5 we will show that the weights defined
in (9) and (10) also play a key role in the calibration assessment of discrete-time
subdistribution hazard models.
4 Calibration plot
In the following we will assume that an i.i.d. training sample (T˜i,∆i, i,xi), i =
1, . . . , n has been used to fit a statistical model that can be used to predict the
indivual-specific subdistribution hazards λ1(t|x) in some study population. We
will further assume that the calibration of the fitted model is assessed by means of
an independent i.i.d. validation sample withN individuals (T˜m,∆m, m,xm), m =
1, . . . , N . The starting point of our considerations is the calibration plot proposed
in Berger and Schmid (2018), which applies to discrete hazard models with only
a single type of event (J = 1). Note that both the specification of the subdis-
tribution hazard model and the definition of its log-likelihood function remain
valid in this case, as the scenario without competing events (J = 1) is a special
case of equations (5) and (7). The idea underlying the method by Berger and
Schmid (2018) is to split the test data into G subsets Dg, g = 1, . . . , G, defined
by the percentiles of the predicted hazards λˆ1(t|xm) = Pˆ (Tm = t|Tm ≥ t,xm) =
Pˆ (ymt = 1|xm), t = 1, . . . , T˜m, m = 1, . . . , N , which are obtained from the fitted
binary model in (5). Following the approach by Hosmer et al. (2013) for assess-
ing the calibration of binary regression models, the average predicted hazards in
the G groups are subsequently plotted against the empirical hazards, which are
given by the group-wise relative frequencies of outcome values with ytm = 1. A
well calibrated model is indicated by a set of points that is close to the 45-degree
line.
More formally, the predicted and empirical hazard estimates considered in Berger
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and Schmid (2018) can be written as
λˆ1g =
1∑
m,t:λˆ1(t|xm)∈Dg
wmt
∑
m,t:λˆ1(t|xm)∈Dg
λˆ1(t|xm)wmt ,
and yg =
1∑
m,t:λˆ1(t|xm)∈Dg
wmt
∑
m,t:λˆ1(t|xm)∈Dg
ymtwmt ,
t = 1, . . . , k − 1, m = 1, . . . , N , (11)
respectively, where wmt := I(t ≤ T˜m) ∈ {0, 1} indicates whether individual m is
at risk for a type 1 event at time point t, t = 1, . . . , k − 1, or not. Note that the
definition of wmt in (11) is exactly the same as the definition of the weight wit
in (9). Also note that
∑
m,t:λˆ1(t|xm)∈Dg wmt = |Dg|, as only the values λˆ1(t|xm)
with wmt = 1 are used for defining the groups D1, . . . , Dg. In a well calibrated
hazard model, the values λˆ1g should be close to their counterparts yg.
Now consider the scenario where, in addition to the type 1 event of interest,
competing events of type 2, . . . , J may be observed. In this case, λ1 becomes the
subdistribution hazard of a type 1 event, as defined in (2). To obtain a calibration
plot for a fitted subdistribution hazard model, we propose to define the quantities
¯ˆ
λ1g and y¯g analogously to the single-event scenario considered in (11). Unlike
in the scenario with J = 1, however, the definition of the terms wmt is not
straightforward: The problem is that individuals experiencing a competing event
first continue to be at risk beyond T˜m until they experience the censoring event.
Hence, as the censoring times Cm are unobserved if Cm > T˜m, it usually cannot
be determined whether these individuals are still at risk at t > T˜m. In accordance
with Berger et al. (2020), we therefore propose to predict the probability of each
individual m = 1, . . . , N , of being at risk for a type 1 event at time t and to set
the terms wmt equal to the predicted probabilities.
More specifically, the proposed strategy comprises the following steps:
(i) Sort the predicted subdistribution hazards λˆ(t|xm), t = 1, . . . , k − 1, m =
1, . . . , N , obtained from the fitted subdistribution hazard model and form
groups D1, . . . , DG defined by the percentiles of λˆ(t|xm).
(ii) Compute the weights wmt using the formulas in (9) and (10), where Gˆ(·)
is estimated from the learning sample i = 1, . . . , n.
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(iii) Compute
¯ˆ
λ1g and y¯g as in (11) using the weights obtained in step (ii). Note
that by definition,
∑
m,t:λˆ1(t|xm)∈Dg wmt ≤ |Dg|.
(iv) Plot
¯ˆ
λ1g against y¯g.
(v) Assess the calibration of the fitted subdistribution hazard model by inspect-
ing the plot generated in step (iv). A well calibrated model is indicated by
a set of points that is close to the 45-degree line.
5 Recalibration model
In addition to the graphical checks presented in Section 4, we propose a recali-
bration approach for discrete subdistribution hazard models originating from the
method by Cox (1958). The idea of this method, which was originally developed
for assessing the calibration of binary regression models, is to fit a logistic re-
gression model to the test data in order to investigate the agreement between
a set of predicted probabilities and the respective values of the binary outcome
variable.
Based on the binary representation of the subdistribution hazard model in (5)
and (7), we propose to adapt the recalibration framework by Cox (1958) as
follows: Assuming that calibration assessments are again based on a validation
sample (T˜m,∆m, m,xm), m = 1, . . . , N , we propose to fit a logistic regression
model of the form
log
(
λ1(t|xm)
1− λ1(t|xm)
)
= ηrc(t|xm) = a+ b log
(
λˆ1(t|xm)
1− λˆ1(t|xm)
)
,
t = 1, . . . , k − 1, m = 1, . . . , N , (12)
where λˆ1(t|xm) are the predicted hazards defined in Section 4. The intercept a
in model (12) measures “calibration-in-the-large”, i.e. it indicates whether the
predicted hazards are systematically too low (a > 0) or too high (a < 0). Anal-
ogously, the slope b measures “refinement”, which indicates that the predicted
hazards either do not show enough variation (b > 1), vary too much (0 < b < 1),
or show the wrong general direction (b < 0, Miller et al. 1993).
To assess the fit of the predicted hazards we propose to follow the suggestions
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by Miller et al. (1993) and to conduct recalibration tests on the following null
hypotheses: (i) H0: a = 0, b = 1, which refers to an overall test for calibra-
tion, (ii) H0: a = 0 | b = 1, to test for calibration-in-the-large given appropriate
refinement, and (iii) H0: b = 1 | a, to test refinement given corrected calibration-
in-the-large.
Because the predicted hazards λˆ1 are derived from a subdistribution hazard
model that was fitted using weighted maximum likelihood estimation, we pro-
pose to fit the recalibration model in (12) by optimizing a weighted binary log-
likelihood of the form
`rc =
N∑
m=1
k−1∑
t=1
wmt
{
ymt log(pi1(t|xm)) + (1− ymt) log(1− pi1(t|xm))
}
, (13)
where the probabilities pi1(t|xm) are given by pi1(t|xm) = exp(ηrc(t|xm))/(1 +
exp(ηrc(t|xm)). The binary outcome values ymt and the weights wmt are defined
in the same way as in Section 4. Note that Gˆ(·) is again estimated from the
learning sample i = 1, . . . , n. In case a = 0 (referring to the tests in (i) and (ii)
above), the log-likelihood (13) can be written as
`rc = b
N∑
m=1
k−1∑
t=1
wmtymt log
(
λˆ1(t|xm)
)
+ b
N∑
m=1
k−1∑
t=1
wmt(1− ymt) log
(
1− λˆ1(t|xm)
)
−
N∑
m=1
k−1∑
t=1
wmt log
(
λˆ1(t|xm)b + (1− λˆ1(t|xm))b
)
, (14)
which corresponds to the weighted log-likelihood in Equation (7) of Cox (1958).
The derivation of (14) is given in Appendix A. It follows that hypotheses (i)
to (iii) can be examined using likelihood-ratio test statistics that asymptotically
(N → ∞) follow χ2-distributions with one (hypotheses ii and iii) and two (hy-
pothesis i) degrees of freedom.
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6 Numerical Experiments
In this section we present the results of numerical experiments to evaluate the
proposed calibration measures under known conditions. The main focus of the
study was on measuring the performance in scenarios with different rates of
type 1 events, different levels of censoring and a varying number of discrete time
points.
6.1 Experimental Design
In order to generate data from a given subdistribution hazard model for type 1
events, we used a scheme adopted from Fine and Gray (1999). This procedure is
also described in Beyersmann et al. (2011), where it was termed “indirect simula-
tion”. In all simulation scenarios we considered data with two competing events,
i ∈ {1, 2}, that was generated under the model specification of proportional
subdistribution hazards. More specifically, our discrete subdistribution hazard
model was based on the discretization of the continuous model
F1(t|xi) = P (Tcont,i ≤ t, i = 1|xi) = 1− (1− q + q exp(−t))exp(x>i γ) , (15)
where Tcont,i ∈ R+ denotes the continuous time span of individual i and γ =
(γ1, . . . , γp)
> is a set of regression coefficients. The parameter q ∈ (0, 1) affected
the probability of a type 1 event which, according to (15), was given by pii1 :=
P (εi = 1|xi) = 1 − (1 − q)exp(x>i γ). By definition, high values of q resulted in
high probabilities of pii1, and vice versa. The probability of a competing event
was given by pii2 := P (i = 2|xi) = 1− pii1 = (1− q)exp(x>i γ).
Continuous time spans for type 2 events were drawn from the exponential model
Tcont,i|i = 2,xi ∼ Exp(ξ2 = exp(x>i β)) ,
where β = (β1, . . . , βp)
> denotes a set of regression coefficients linking the rate
parameter ξ2 with the values of the covariates x.
In order to obtain discrete event times, we generated data according to the
indirect simulation scheme described above and grouped the resulting continuous
event times into various numbers of categories (k = 5, 10, 15). The latter were
defined by the quantiles of the continuous event times, which were pre-estimated
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from an independent sample with 1,000,000 observations. Consequently, the
same interval boundaries were used in each simulation run. Censoring times
were generated from a discrete distribution with probability density function
P (Cdisc,i = t) = b
k−t+1/
∑k
s=1 b
s, t = 1, . . . , k, where the percentage of censored
observations was controlled by the parameter b ∈ R+.
We considered two standard normally distributed covariates xi1, xi2 ∼ N(0, 1)
and two binary covariates xi3, xi4 ∼ B(1, 0.5). All covariates were independent,
and the true regression coefficients were set to γ = (0.4,−0.4, 0.2,−0.2)> and
β = (−0.4, 0.4,−0.2, 0.2)>, cf. Fine and Gray (1999). We specified three dif-
ferent censoring rates, denoted by weak, medium and strong, where the degree
of censoring was controlled by the parameter b of the censoring distribution.
More specifically, we used the values b = 0.85 (weak), b = 1 (medium) and
b = 1.25 (strong), resulting in the censoring rates shown in Figure 6 in Appendix
B. We also considered three different probabilities of a type 1 event, specifying
q ∈ {0.2, 0.4, 0.8}. In total, this resulted in 3×3×3 = 27 different scenarios. All
scenarios were analyzed using 100 replications with 5000 independently drawn
observations each that were equally split into a learning sample and a validation
sample (n = 2500 and N = 2500). For estimation we used the inverse comple-
mentary log-log function (Gompertz model), which defines the same values of γ
as the Fine & Gray proportional subdistribution hazards model in continuous
time.
Figure 6 in Appendix B illustrates the relative frequencies of observed events
for the nine scenarios with k = 5. It is seen that the rates of observed type 1
events increased with increasing value of q and that censoring rates increased
with increasing value of b. For constant q and varying b, the ratio of observed
type 1 and type 2 events remained approximately the same. For q = 0.2 and
q = 0.4 we observed more events of type 2 than of type 1, and for q = 0.8 there
were more events of type 1 than of type 2. For the scenarios with k = 10 and
k = 15 the observed relative frequencies were almost the same and are thus not
shown.
6.2 Results
The calibration plots for one randomly chosen replication of the nine simulation
scenarios with k = 5 are presented in Figure 1. The plots show that the empirical
12
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Figure 1: Results of the simulation study. Calibration plots of one randomly
chosen replication in each simulation scenario using G = 20 subsets (k = 5). The
45-degree lines (dashed) indicate perfect calibration (C = degree of censoring).
hazards yg and the average predicted hazards λˆ1g strongly coincided, regardless
of the degree of censoring and the rate of type 1 events. This result illustrates
that the calibration plot defined in Section 4 is a strong tool for the graphical as-
sessment of a correctly specified discrete subdistribution model. Figure 1 further
shows that modeling the subdistribution hazard λ1 also worked well in the pres-
ence of only a relatively small number of type 1 events (for q = 0.2 only about
10% type 1 events were observed). Note that the y-axis limits differ across the
rows, which is the reason why the points are not spread over the whole plots for
q = 0.2 and q = 0.4. When fitting the logistic recalibration model, for example
to the data set with strong censoring and q = 0.2 (upper right panel of Figure
1), we obtained the estimates aˆ = −0.084 and bˆ = 0.957, which were rather close
to values zero and one in case of perfect calibration.
Exemplary calibration plots for the scenarios with k = 10 and k = 15 are pre-
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Figure 2: Results of the simulation study. The boxplots visualize the estimates
of the calibration intercepts a and calibration slopes b that were obtained from
fitting the logistic recalibration model (k = 5).
sented in Figure 7 and Figure 8 in Appendix B. Again, the plots suggested nearly
perfect calibration, with the exception of the scenarios with k = 15 and strong
censoring, where the variation and thus the deviation from the 45-degree lines
was more apparent.
The estimates of the calibration parameters a and b for all scenarios with k = 5
are shown in Figure 2. It is seen from the boxplots that on average the estimates
were very close to values zero and one. In particular, for q = 0.8 (lower panel) the
results of the recalibration model correctly indicated nearly perfect calibration.
It is also seen that the variance of the estimates of the intercept a increased
with decreasing rate of type 1 events. In contrast, the degree of censoring had
only a small impact on the variance of the estimates. Figure 3 presents the
corresponding p-values when conducting the recalibration tests (i) – (iii) specified
in Section 5. Throughout all scenarios the null hypotheses were kept in almost all
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Figure 3: Results of the simulation study. The boxplots visualize the negative
log10-transformed p-values obtained from the recalibration tests (k = 5). The
dashed lines correspond to a p-value of 0.05. A value above the dashed line
indicates a significant result at the 5% type 1 error level.
replications (at the 5% type 1 error level). In particular the tests for calibration-
in-the large given appropriate refinement (hypothesis ii) yielded very large p-
values (corresponding to small negative log10-transformed values). For example,
in the scenario with q = 0.2 and strong censoring this hypothesis was never
rejected at the 5% type 1 error level. Overall, the results in Figure 2 and 3
illustrate that the proposed logistic recalibration model properly assessed the
calibration of the fitted subdistribution hazard models, even in the case of strong
censoring and a small rate of type 1 events.
The parameter estimates (aˆ and bˆ) and the p-values for the scenarios with k = 10
and k = 15 are given in Figures 9 to 12 in Appendix B. These results largely
confirmed the previous findings for k = 5. Although the estimated calibration
parameters deviated more strongly from zero and one, the associated null hy-
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potheses were still kept at the 5% type 1 error level. The only exceptional case
was the scenario with k = 15, strong censoring and q = 0.2 (upper right panel
of Figure 12), where about half of the null hypotheses (i) and (iii) were rejected.
These results, which were clearly related to the number of time intervals can be
explained by the fact that very few type 1 events were observed at later points
in time when k was increased. For example, with k = 15, strong censoring and
q = 0.2, less than 4 type 1 events occurred at time points t > 10 in most of the
learning and validation samples.
7 Nosocomial pneumonia infection in intensive
care units
To illustrate the use of the proposed calibration measures, we analyzed a data set
on the development of pneumonia, which is a common nosocomial, i.e. hospital-
acquired infection in intensive care units (ICUs). This data set was also consid-
ered before by Beyersmann et al. (2006), Wolkewitz et al. (2008), Berger et al.
(2020) and other authors. As nosocomial pneumonia (NP) has a strong impact
on the mortality of patients in ICUs, it is of high interest to determine risk factors
for the development of the disease.
The data were collected for a prospective cohort study at five ICUs in one univer-
sity hospital, lasting 18 months from February 2000 to July 2001 and comprises
n =1,876 patients with a duration of ICU stay of at least two days. The out-
come of interest was the time to NP infection. Other possible events that were
competing with the onset of NP (being the event of interest) were death and
discharge from hospital alive. Due to the study design, the observed event times
were discrete, as they were measured on a daily basis. Berger et al. (2020) an-
alyzed the data over a period of 60 days, resulting in 61 possible event times
t = 1, 2, . . . , 61, where t = k = 61 refered to all individuals with event times
≥ 61 days. At the observed times, each patient either acquired the NP infection
(n = 158), was released from hospital (alive) or died (n =1,695), or was admin-
istratively censored (n = 23). Descriptive summary statistics of the baseline risk
factors considered in the analysis were presented in Table 1 of Wolkewitz et al.
(2008). In addition to the age of the patients (centered at 60 years), the gender
of the patients, and the simplified acute physiology score (SAPS) II, there were
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Figure 4: Analysis of the NP infection data. Calibration plot obtained for a
randomly chosen partition of the data into learning and validation sample using
G = 20 subsets. The 45-degree line (dashed line) indicates perfect calibration.
eleven binary risk factors characterizing the patients and their hospital stay. The
binary variables either referred to the time of ICU admission (on admission) or
the time prior to ICU admission (before admission).
To analyze the effects on the time to NP infection, we fitted the discrete sub-
distribution hazard model used in Berger et al. (2020). This model incorporates
the baseline risk factors and a set of smooth baseline coefficients represented by
cubic P-splines with a second-order difference penalty (fitted using the R pack-
age mgcv). It was referred to as Model 2 in Berger et al., 2020. To assess the
calibration of the model, we conducted a benchmark experiment that was based
on 100 random partitions of the data. Each partition consisted of a learning
sample of size n = 1, 500 (80%) and a validation sample of size N = 376 (20%).
Figure 4 presents the calibration plot of the model that was obtained for one
randomly chosen partition of the data. It is seen that apart from the two subsets
defined by the largest percentiles, the empirical hazards yg and the average pre-
dicted hazards λˆ1g were rather small (< 0.005). Furthermore, the plot showed
strong coincidence between yg and λˆ1g, indicating satisfactory calibration of the
fitted model. Boxplots of the estimated calibration parameters a and b and the p-
values when performing the associated recalibration tests are shown in Figure 5.
The estimates related to the calibration plot in Figure 4 were aˆ = 0.039 and
bˆ = 0.984 with p-values 0.809 (hypothesis i), 0.518 (hypothesis ii) and 0.935 (hy-
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Figure 5: Analysis of the NP infection data. Estimates of the calibration inter-
cepts a and calibration slopes b (left) and negative log10-transformed p-values
obtained from the recalibration tests (right) obtained for 100 partitions of the
data into learning and validation sample.
pothesis iii). The average estimates of a and b (left panel of Figure 5) indicated
that the predicted hazards tended to be systematically to high (a < 0) and that
they varied a little to much (0 < b < 1). Importantly, this trend was also seen
in the simulation scenarios with weak censoring and q = 0.2 (cf. Figure 2 and
Figure 9 and 10 in Appendix B), which is the setting that is most comparable
to the characteristics of the NP infection data. Also note that the number of
observed type 1 events in the data is smaller than 3 at time points t > 20. Ac-
cording to the recalibration tests (right panel of Figure 5), the deviations of the
calibration parameters from zero and one were not substantial, as the majority
of the null hypotheses on proper calibration-in-the-large and refinement were not
rejected (at the 5% type 1 error level). This result is again in line with the find-
ings in the simulation study and also indicated a good calibration of the discrete
subdistribution model used in Berger et al. (2020).
8 Concluding remarks
Discrete time-to-event models have gained considerable popularity during the
past years (Tutz and Schmid, 2016; Lee et al., 2018). Therefore, methodology
for the proper validation of their generalization performance is increasingly nec-
essary. In this regard, the methods presented here constitute a new set of tools
to assess the calibration of discrete subdistribution hazard models for compet-
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ing risks analysis. They consist of a calibration plot for graphical assessments
as well as a recalibration model including tests on calibration-in-the-large and
refinement. Both methods are well connected to analogous approaches for bi-
nary regression (Hosmer et al., 2013; Miller et al., 1993). In the single-event
scenario, the graphical tool presented here naturally reduces to the calibration
plot proposed in Berger and Schmid (2018).
Unlike Heyard et al. (2019), who proposed tools to assess the calibration of cause-
specific hazard models, we considered the subdistribution framework originally
proposed by Fine and Gray (1999) for competing risks data in continuous time.
In contrast to cause-specific hazard modeling, this approach has the advantage
that only one model needs to be considered for the interpretation of the covariate
effects on occurrence of a specific target event of interest. To evaluate the cal-
ibration of cumulative incidence functions, Lee (2017) generated an alternative
kind of calibration plot that compared predictions of the cumulative incidence
function to their respective nonparametric estimates.
The simulation study and the analysis of the NP infection data suggest that the
methods work well, even in “unfavorable” scenarios with a high censoring rate
and few type 1 events. However, one should be careful in situations with a large
number of time intervals, when the observed number of type 1 events at later
time points is rare.
All evaluations presented in this article were performed using the R add-on
package discSurv (Welchowski and Schmid, 2019). It contains the function
dataLongSubDist() to generate the binary outcome vectors (8) and correspond-
ing weights (9) and (10). Parameter estimates of the recalibration model were
obtained by using the function glm() with family function binomial() for lo-
gistic regression.
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A Log-likelihood of the recalibration model (12)
To derive the log-likelihood of the logistic recalibration model for the discrete
subdistribution hazard model, it is assumed that a = 0, hence the predictor
reduces to ηrc(t|xi) = b log
(
λˆ1(t|xi)/(1− λˆ1(t|xi))
)
and
`rc =
n∑
i=1
k−1∑
t=1
wit
{
yit log(pi1(t|xi)) + (1− yit) log(1− pi1(t|xi))
}
=
n∑
i=1
k−1∑
t=1
wityit log
 exp
(
b log
(
λˆ1(t|xi)
1−λˆ1(t|xi)
))
1 + exp
(
b log
(
λˆ1(t|xi)
1−λˆ1(t|xi)
))

+
n∑
i=1
k−1∑
t=1
wit(1− yit) log
1− exp
(
b log
(
λˆ1(t|xi)
1−λˆ1(t|xi)
))
1 + exp
(
b log
(
λˆ1(t|xi)
1−λˆ1(t|xi)
))

=
n∑
i=1
k−1∑
t=1
wityit log
 λˆ1(t|xi)b(1−λˆ1(t|xi))b
1 + λˆ1(t|xi)
b
(1−λˆ1(t|xi))b

+
n∑
i=1
k−1∑
t=1
wit(1− yit) log
 1
1 + λˆ1(t|xi)
b
(1−λˆ1(t|xi))b

=
n∑
i=1
k−1∑
t=1
wityit log
(
λˆ1(t|xi)b
(1− λˆ1(t|xi))b
)
+
n∑
i=1
k−1∑
t=1
wit log
(
1 +
λˆ1(t|xi)b
(1− λˆ1(t|xi))b
)
= b
n∑
i=1
k−1∑
t=1
wityit log
(
λˆ1(t|xi)
)
− b
n∑
i=1
k−1∑
t=1
wityit log
(
1− λˆ1(t|xi)
)
−
n∑
i=1
k−1∑
t=1
wit log
(
λˆ1(t|xi)b + (1− λˆ1(t|xi))b
)
+ b
n∑
i=1
k−1∑
t=1
wit log
(
1− λˆ1(t|xi)
)
= b
n∑
i=1
k−1∑
t=1
wityit log
(
λˆ1(t|xi)
)
+ b
n∑
i=1
k−1∑
t=1
wit(1− yit) log
(
1− λˆ1(t|xi)
)
−
n∑
i=1
k−1∑
t=1
wit log
(
λˆ1(t|xi)b + (1− λˆ1(t|xi))b
)
. (16)
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B Further numerical results
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Figure 6: Illustration of the experimental design of the simulation study. The
bars display the average relative frequencies of observed events (0 = censoring
event, 1 = event of interest, 2 = competing event) that were obtained from
100 simulated data sets (k = 5). The ratio of type 1 and type 2 events was
approximately the same in each row (C = degree of censoring).
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Figure 7: Results of the simulation study. Calibration plots of one randomly cho-
sen replication in each simulation scenario using G = 20 subsets (k = 10). The
45-degree lines (dashed) indicate perfect calibration (C = degree of censoring).
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Figure 8: Results of the simulation study. Calibration plots of one randomly cho-
sen replication in each simulation scenario using G = 20 subsets (k = 15). The
45-degree lines (dashed) indicate perfect calibration (C = degree of censoring).
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Figure 9: Results of the simulation study. The boxplots visualize the estimates
of the calibration intercepts a and calibration slopes b that were obtained from
fitting the logistic recalibration model (k = 10).
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Figure 10: Results of the simulation study. The boxplots visualize the estimates
of the calibration intercepts a and calibration slopes b that were obtained from
fitting the logistic recalibration model (k = 15).
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Figure 11: Results of the simulation study. The boxplots visualize the negative
log10-transformed p-values obtained from the recalibration tests (k = 10). The
dashed lines correspond to a p-value of 0.05. A value above the dashed line
indicates a significant result at the 5% type 1 error level.
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Figure 12: Results of the simulation study. The boxplots visualize the negative
log10-transformed p-values obtained from the recalibration tests (k = 15). The
dashed lines correspond to a p-value of 0.05. A value above the dashed line
indicates a significant result at the 5% type 1 error level.
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