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Abstract
Energy use in cities has attracted significant research in recent years. How-
ever such a broad topic inevitably results in number of alternative interpre-
tations of the problem domain and the modelling tools used in its study.
This paper seeks to pull together these strands by proposing a theoretical
definition of an urban energy system model and then evaluating the state
of current practice. Drawing on a review of 219 papers, five key areas of
practice were identified – technology design, building design, urban climate,
systems design, and policy assessment – each with distinct and incomplete
interpretations of the problem domain. We also highlight a sixth field, land
use and transportation modelling, which has direct relevance to the use of
energy in cities but has been somewhat overlooked by the literature to date.
Despite their diversity, these approaches to urban energy system modelling
share four common challenges in understanding model complexity, data qual-
ity and uncertainty, model integration, and policy relevance. We then exam-
ine the opportunities for improving current practice in urban energy systems
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modelling, focusing on the potential of sensitivity analysis and cloud comput-
ing, data collection and integration techniques, and the use of activity-based
modelling as an integrating framework. The results indicate that there is sig-
nificant potential for urban energy systems modelling to move beyond single
disciplinary approaches towards a sophisticated integrated perspective that
more fully captures the theoretical intricacy of urban energy systems.
Keywords: cities, energy, modelling, transport
1. Introduction
Over 50% of the world’s population currently lives in urban areas, a fig-
ure expected to rise to 70% by 2050 [1]. This trend can be explained in
large part by economic and social forces, as cities offer their citizens new
opportunities for business, education, security, and community [2, 3]. How-
ever supporting these activities requires significant resource flows, leading
to both local and global environmental pollution [4]. For example, a recent
assessment suggests that two-thirds of global primary energy consumption
can be attributed to urban areas, which in turn leads to 71% of global direct
energy-related greenhouse gas emissions [5].
Energy resources are not consumed for their own sake but represent de-
rived demands. Barrels of oil and kilowatt-hours of electricity are used to
satisfy the services requirements of an urban population as they work, heat
their homes, move about the city and perform other activities. The systems
that mediate between the consumption of raw fuels and these ultimate service
demands therefore constitute vital infrastructures that determine the overall
performance and environmental impact of urban energy use. Researchers
from a number of fields have accordingly begun to look at how these sys-
tems can be modelled, with a view to understanding and improving their
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performance.
The goal of this paper is to review the literature on urban energy systems
(UES) modelling in order to assess the current state of practice and answer
three major questions. First, what approaches are used to model urban
energy systems? Addressing this question necessarily requires describing
the conceptualization of urban energy systems, as the scale and scope of
analysis will inform the choice of method. Secondly, what challenges do urban
energy system modellers face? To what extent are modelling attempts stifled
by insufficient data or, alternatively, are there methodological issues which
need to be resolved before appropriate conclusions can be drawn? Finally,
what opportunities are there for advancing urban energy models? This is a
forward-looking question, seeking to identify new trends and how these relate
to existing practice. It is hoped that by identifying these obstacles, we can
highlight areas where cooperation between researchers might be especially
fruitful.
The paper is presented as follows. We begin by offering a definition of ur-
ban energy systems and a description of our review methodology (Section 2).
Each of the three research questions is then answered in turn. Section 3
presents a review of urban energy system modelling approaches, highlighting
key features such as the temporal and spatial scales of analysis, the methods
used, and the target audiences for the work. Next we describe the challenges
reported by these studies (Section 4) and the opportunities for overcoming
these barriers (Section 5). The conclusion summarizes the major findings of
the paper, in particular highlighting the potential of activity and agent-based
modelling methods, alongside improved data standards and computational
advances, to create integrated policy-responsive models of urban energy use.
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2. Definitions and methodology
2.1. Defining an urban energy system
Before beginning the review, we must define what is meant by an “urban
energy systems model”. The aim here is to characterize the major features
of such tools in order to determine whether they appropriately address the
major issues, either individually or collectively.
As a starting point, we refer to Jaccard’s 2005 definition of an energy
system as “the combined processes of acquiring and using energy in a given
society or economy.” (p. 6) This definition is particularly helpful as it iden-
tifies three salient features of urban energy use:
combined processes Delivering energy services requires many different steps
including resource extraction, refining, transportation, storage, and
conversion to end service. While the urban environment may be physi-
cally separate from many of these processes, they should be considered
in an overall analysis if they are ultimately being used to service urban
demands. For example, urban greenhouse gas emissions inventories
typically include emissions from ex-urban electricity generation as a
minimum and can be expanded to include a range of life-cycle or up-
stream emissions [7].
acquiring and using Energy systems represent a balance between supply
and demand. Historically cities might be seen as centres of passive
demand which must be supplied from an ex-urban source, but recent
work suggests that there are now significant opportunities for in-city
energy generation [8]. Given these possibilities, urban energy systems
should be conceived of as including both sides of the supply and demand
equation.
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given society or economy An energy system is a socio-technical system,
comprised of more than just pipelines, fuels, and engineering equipment
[e.g. 9]. Markets, institutions, consumer behaviours and other factors
affect the way technical infrastructures are constructed and operated.
Urban energy systems therefore need to be viewed more widely and
account for local context.
The most difficult part about adapting this generic definition of an energy
system to one that is specifically “urban” lies in defining the boundaries of a
city. This is a common problem, faced by groups such as the UN Population
Division [10], industrial ecologists [11], economic geographers [2] and others.
When considering urban energy systems, there are arguably three alternative
definitions (adapted from [12]):
• pure geographic, i.e. the urban energy system consists only of those
technologies that lie within a city’s administrative boundaries;
• geographic-plus, i.e. everything within the administrative boundaries
plus easily traceable upstream flows, like electricity consumption;
• pure consumption, i.e. the energy system encompasses all energy activi-
ties of a city’s occupants wherever they occur. For example, attributing
a resort’s energy consumption and emissions to the home cities of the
visiting tourists.
For the purpose of this review, we adopt the “geographic-plus” definition of
urban. The pure geographic definition is too restrictive, notably omitting
electricity flows arising from outside the city, and the pure consumption ap-
proach is too broad. A geographic-plus definition of urban reflects the daily
practice of many leading cities [13], capturing the influence of urban form,
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economic function, and attributes of the energy supply system. It poten-
tially excludes lifecycle and trade-related issues (e.g. the ex-urban embodied
emissions of goods and services).
Finally we define “model” after Rosen [14]; that is, a formalised repre-
sentation of a natural system with its own internally consistent rules. This
formal system can be implemented in many different ways, but in practice
and in this review, we primarily mean mathematical models and computer
codes.
These considerations lead to the following working definition of an urban
energy system model: a formal system that represents the combined processes
of acquiring and using energy to satisfy the energy service demands of a given
urban area.
2.2. Review methodology
The above definition casts a wide net and could encompass numerous sec-
tors, techniques, and application domains. We therefore conducted a broad
survey of the literature in order to identify the diversity of current practice.
The review was performed by searching the ISI Web of Knowledge database1
for the terms (urban OR city) energy model in the topic or title fields and
this resulted in 2019 results. In order to identify a manageable subset of pa-
pers, the results were initially filtered by two criteria: the publication had to
be in English (95.2% of the full data set) and be a published journal article
or review (72.3% of the full data set). This notably omits conference papers
which accounted for 26.5% of the full result set, but still leaves a total of 1377
records. The results were further filtered by excluding subject areas deemed
irrelevant to our urban energy system definition, such as biological or health
1http://www.isiknowledge.com
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sciences. Studies from the field of meteorology and atmospheric sciences were
also omitted, although as will be shown below, urban climate studies with
relevance to energy systems did still appear in the review sample (e.g. studies
considering how urban heat island effects and ventilation in built-up areas
shape urban energy demand). This left 373 studies, representing the subject
areas of engineering (50.4% of records), energy and fuels (38.9%), environ-
mental sciences and ecology (26.3%), construction and building technology
(16.9%), and business and economics (7.00%).2
While manually categorizing these papers, it was noted that 83 studies
were not directly relevant to the aims of this review despite matching the
search terms; these were primarily papers on urban ecology. Furthermore
when exporting the individual search records from Web of Knowledge, 71
records were found to be missing when compared to the tallies presented in
the aggregate analysis above. The reason for this discrepancy is not clear and
therefore readers should treat the above descriptive statistics as indicative
results only. This therefore leaves a set of 219 papers for detailed analysis and
Figure 1 shows the distribution of publication dates for these papers. The
identified papers primarily represent the past decade (the median publication
year is 2008) and confirm that the review is effectively an assessment of
current practice rather than a survey of past trends.
The studies were then reviewed and classified as described in the next sec-
tion. During this process, it was observed that the identified sample omitted
at least one prominent area of research relevant to urban energy systems,
namely transport and land use modelling. Land use-transport models seek
to model urban activities and the demand for transport infrastructure. Al-
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Figure 1: Distribution of publication dates for 219 ISI Web of Knowledge papers matching
the topic or title (urban OR city) energy model and filtered for relevance.
though they have been used for decades, it is only very recently that re-
searchers have identified the benefits of such models to the wider urban en-
ergy systems community and we expect that it will take several years before
these papers use the appropriate keywords that would identify them as a
part of the above search sample. A supplementary review on this topic was
therefore conducted and Section 3.6 describes this body of research in some
detail as they have traditionally been left out of most UES reviews.
3. Approaches
To identify the major approaches used in urban energy systems modelling,
the papers were scored according to their main attributes. These features
include:
Temporal and Spatial Scale The values assigned for each of these cate-
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gories depend upon the finest grain of model output described in the
paper. For example, if a model used hourly electricity profiles as input
in order to make an annual investment decision, the temporal scale
would be classified as annual. However if the hourly profiles were used
for hourly decisions in an operational model, then the temporal scale
would be hourly. A similar approach was used for defining a paper’s
spatial scale. Since models often taken multiple inputs, it was felt that
defining the resolution based on a model’s inputs would be too incon-
sistent for a comparative analysis.
Method We considered both the major and minor techniques used in the
paper’s analysis. For example, papers labelled “optimization” could
also be sub-categorized as using mixed-integer linear programming or
multi-objective formulations. The cluster analysis described below was
only performed on the primary method.
Application and Audience We tried to assess the model’s primary appli-
cation (e.g. system planning, technology design, operational control)
and target audience (e.g. policy makers, engineers). As papers do not
always state this explicitly, these categorizations are more subjective
than the other criteria and so a single “application” variable was used
in the analysis below.
Supply and Demand We examined how each model represented the sup-
ply and demand sides of the energy system. Both attributes were as-
signed one of three values: none (not considered), exogenous (specified
by the user as a model input), or endogenous (determined by the model
as an output).
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These data were then encoded to indicate if they were ordinal (spatial
and temporal scales) or nominal (all other criteria) data and a two-step
cluster analysis was performed using R’s cluster package [15, 16]. First,
an agglomerative nesting clustering analysis was performed to identify the
number of distinct clusters within the data set. Using the daisy algorithm
with the Gower distance metric, the dissimilarity matrix for the data set was
calculated and this was used as input for the agnes clustering routine; the
results suggested five distinct groupings.
Next, partitioning around medoids (pam) clustering was used to identify
the attributes of each cluster. These attributes provide an indicative descrip-
tion of each model type found within the data set, as shown in Table 1. The
rest of this section will examine each of these categories in detail.
Category Spatial Temporal Method Supply Demand n
Technology design Technology Monthly Simulation endogenous none 33
Building design Building Annual Simulation none endogenous 56
Urban climate Sub 1 km Hourly Simulation none endogenous (indirect) 36
System design District Static Optimization endogenous exogenous 39
Policy assessment City Static Empirical exogenous exogenous 55
Transportation District∗ Dynamic Econometric endogenous endogenous –
Table 1: Medoid characteristics of main paper types described by the review. The “trans-
portation” models were not part of the main clustering analysis, but their typical features
are listed here for comparison. ∗The spatial unit of analysis for transportation models is
typically the transportation analysis zone (approximately 3000–5000 people) but can be
as detailed as the precise latitude and longitude coordinates of a single point.
3.1. Technology design
Technology design studies are characterized by a small spatial scale, gen-
erally considering a single piece of technology. 70% of the 33 studies identified
here used simulation techniques to perform the analysis, although experimen-
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tal work was another popular choice (18%). Temporal resolutions ranged
from seconds in the case of vehicle performance studies [17, 18], hourly or
daily for solar energy systems [e.g. 19–21], through to annual or static analy-
ses where the goal was to consider life-cycle performance issues [e.g. 22, 23].
The studies focused on energy supply technologies including the design
and performance of urban wind turbines [22–28]; solar energy systems in-
cluding PV, hot water, and cooling [19–21, 29–39]; other heating or cooling
technologies, including fuel cells [40–43]; vehicle performance under urban
load cycles [17, 18]; and waste-to-energy systems [44–48]. In two-thirds of
these models, the demand side was not considered at all; in the remaining
third, energy demands were specified exogenously to the model. The mod-
els might therefore be characterized as calculating supply-side parameters
related to technology design or, in some cases, operation.
3.2. Building design
The 56 studies within the “building design” cluster are less homogenous.
Broadly speaking the studies might be classified as dealing with building
design and renovation [49–52], energy demand estimation in the built envi-
ronment [53–56], urban climate as it directly affects buildings [57–60], urban
planning and policy [61–63], and transport [64–66]. They represent a range of
spatial scales, from single buildings [67–78] to groups of buildings in a street
or district [79–81] or the whole city [82–89], and the behaviour of individuals
[90–92]. Temporal scale is also varied, with the three most common scales
being static [e.g. 87, 89, 93], annual time-series [e.g. 52, 67, 69], or hourly
[e.g. 54, 73, 77].
What does unite these studies is their emphasis on the demand side of the
energy system. 90% of the studies considered the demand side endogenously,
that is simulating the demands for heat, cooling, power and transport under
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different conditions or policy scenarios. In 70% of the studies, supply-side
issues were not considered at all and when they were (20%), it was in the
assumption of carbon intensity factors so as to convert energy demands into
carbon emissions [e.g. 67].
Like the technology design studies, these papers rely primarily on sim-
ulation and experimental techniques. However the precise methods have
changed over time, as revealed when considering only those papers dealing
with building retrofits. For example, one of the first simulation papers in
our sample modelled the optimal home-owner strategy for renovating a flat
using BREDEM 8 [94]. BREDEM is a domestic energy model, based upon
the physics of heat flux in buildings, and can be used to estimate the annual
consumption from monthly estimates of space heating, water heating, cook-
ing, appliances and lighting [95]. The model considered retrofit measures
(e.g. insulation, double glazing, ventilation controls and alternative heating
systems) in terms of their discounted energy savings to initial investment
ratio.
Simulation models involving the use of fuzzy logic and linguistic variables
were presented shortly thereafter, with the intent of estimating the load-
demand profiles (with uncertainty) of domestic customers when introducing
demand side management programs [96, 97]. Further models built on this
premise have examined the energy consumption of Osaka, Japan [98] and the
impact of energy conservation programs [63, 99]. City-scale analysis was also
seen in Bennett [100], who presents a method for breaking down energy use
in a city such that accurate energy auditing of cities can be completed and
potential energy savings assessed. More recently, urban retrofit simulation
models have largely concentrated on urban-scale processes that may be used
to retrofit agglomerations of dwellings and associated service provision, for
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various audiences and purposes [101–106]. This has been in parallel with
research at both building [107, 108] and district scale [109–111].
Other modelling techniques seen within this cluster include the use of GIS-
based tools [62], computational fluid dynamics [58, 72, 77], and agent-based
modelling approaches [112]. There were several examples of field studies as
well, rather than numerical simulation, including most notably an assess-
ment of thermal comfort in English low-income dwellings before and after
retrofitting [90].
Overall the methodological focus of these studies, like those in the tech-
nology design cluster, suggests that they are aimed primarily at engineers
and scientists – i.e. those developing and improving the core technologies –
and less focus is placed on how these systems might integrate within the
wider urban energy system.
3.3. Urban climate
The 36 studies of the “urban climate” cluster are notable for their indirect
focus on calculating energy demands for heating, cooling and lighting; that
is, these models do not deal with energy services directly but calculate the
temperatures and lighting conditions within buildings that will in turn de-
termine energy service demands. In many cases, the use of this climatic data
for energy service calculations is not mentioned although others do make an
explicit energy link. Examples of this latter type include studies of Lon-
don’s heat island and its impact on energy and health issues [113, 114], an
assessment of electricity demands for air conditioning in Tokyo’s urban heat
island [115], and examining the impact of weather on domestic electricity
consumption in the Mediterranean [116].
The studies operated at two main spatial scales. The first group looked
at the effect of urban climate and heat island effects on buildings [117–126]
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and the second looked at a larger district scale [127–133], including street
cross-sections [134–139] or raster grid of several hundred meters [140, 141].
Temporal resolution was hourly in two-thirds of the studies, and daily or
monthly in 22%.
The studies represent a mix of pure research – for example, assessing
the balance of anthropogenic heat emissions and natural solar radiation in
London’s overall heat balance [140] – and more applied studies, which focus
on both methodological issues [114, 133] and specific policy issues such as
building design or urban planning regulations [e.g. 141, 142].
3.4. System design
The next major cluster is the “system design” studies, which are char-
acterized primarily by their use of optimization techniques (72% of the 39
studies in the cluster). The typical problem definition in these studies is,
for an exogenously-specified pattern of energy service demands, to determine
the combinations of capital equipment and operating patterns to meet some
objective subject to constraints (e.g. what is the lowest cost system that
satisfies heat and power demands subject to a carbon emissions reduction
target?).
Given that most urban energy systems in place today will still be in place
in the near to long-term, largely as a consequence of embedded infrastruc-
tural decisions [143], an important subset of the system design category are
those models concerned with designing the retrofit of urban energy systems,
specifically those that model the improvement of existing buildings and/or
heating networks within urban areas. Retrofit is defined here as “a planned
action intended to improve upon existing energy infrastructure with the pro-
vision of appropriate technology and methods”. Manfren et al. [144] has
previously reviewed studies of this kind, focusing particularly on distributed
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generation techniques. Indeed most of the studies identified here do consider
combined heat and power and district energy situations, although our cluster
includes studies that consider other planning activities such as urban power
networks more generally [145–147], hydrogen infrastructure [148], waste man-
agement [149], and transport systems [150]. Optimization has also been used
for impact assessment [e.g. the costs of power outages, 151–154] and policy
assessment [155–157]. Specific techniques include linear programming (LP)
[158–160], mixed-integer linear programming (MILP) [161–164], and multi-
objective optimization [165–167]. We provide here a brief history of models
intended for retrofitting existing systems, such that the development of in-
tegrated land-use transport models in section 3.6 may be contrasted and
compared.
Gustafsson et al. [168] were the first identified to use optimisation tech-
niques to assess the impact of district heating rates on the life-cycle cost
(LCC) of retrofit strategies for multi-family buildings. A LCC typically con-
sists of conflated capital, installation and operational costs. Gustafsson and
Karlsson [169] uses objective functions that minimized the LCC for a range
of retrofit measures, generally with case studies of multi-family buildings in
Sweden [170–173], particularly for insulation interventions [174], fenestration
retrofits [175] and more recently for domestic hot water and space heating
refurbishment of a block of flats [163]. These papers make use of traditional
mathematical programming for the most part with mixed integer linear pro-
gramming (MILP) providing a useful tool for analysis. Henning [176] cites
Gustafsson’s earlier work [172] in his development of the MODEST energy
model. This is a linear programming (LP) tool which may be used by utili-
ties seeking to minimize the investment costs of upgrading community scale
energy systems. This work was followed by the presentation of a LP model
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using factorial design for sensitivity analyses of investment decisions in a
district heating system with an associated combined heat and power (CHP)
plant [177].
System design studies typically consider either the entire city or a spe-
cific sub-district, although similar techniques can be applied to buildings
[162, 178]. District scale models have been the dominant choice of spatial
optimisation since at least the year 2000 [179–189] whilst others have focused
on building stock models [190–193]. It is reflective of the recent advances
in both programming software and computational hardware that some re-
searchers have increasingly pushed from district scales towards urban scale
models [194–201].
The temporal resolution of these models has also changed. Within our
sample, 51% of the models performed static analyses, although multi-period
assessments at hourly, monthly, annual, and decadal resolutions were also
seen. For example, Rolfsman [202] describes a MILP for minimizing the to-
tal cost of a municipal energy system, by either investing in new plant or
retrofitting buildings (or both), wherein he divides a year into periods of 3
hours duration. Overall a larger trend can be seen where static programming
models in the early 1990s are increasingly superceded by temporally disag-
gregate models in the late 1990s. This can be seen in the comparison between
two static models (exergonomic and LP respectively), as applied to a district
heating network in Italy [203] and to a district supply system in Germany
[e.g. the decco model 204, 205], compared to the annually optimised design
for the addition of solar heating systems to housing stock in Germany [206]
(upgraded from a previous static operational optimisation model [207]).
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3.5. Policy assessment
So far we have seen a range of analyses from detailed studies of single
technologies, to explorations of energy-efficient buildings and streets, through
to the design and operation of district-wide energy systems. The final cluster
continues this progression, representing studies of the whole city and how its
energy performance might be shaped by policy decisions.
The 55 studies within this cluster rely less directly on computational
models than in the other clusters. 55% of the papers might be described
as empirical studies, examining the success or failure of past experiences.
Examples include descriptions of a city’s changing energy and pollution pro-
file [208–211], case studies of what works and what doesn’t in urban energy
systems and sustainability [212–217], and observations on how key urban pa-
rameters, such as density, affect overall performance [218, 219]. Regression
models are often used in this latter context to understand the impacts of, for
example, consumer preferences [220, 221], price elasticities or other economic
effects [222, 223], and general urban evolution [224]. Simulation and opti-
mization are also used, primarily to assess the potential impacts of a policy
change. Notable examples include the effect of urban form on energy use for
water systems [225], predicting greenhouse-gas emissions for a Japanese city
[226, 227], and the impact of transportation system changes [228–232].
Policy models are also common in retrofit applications, through MCDM
(multiple criteria decision making) which is generally used for assessing de-
cisions in light of multiple objectives [233]. One early study of this type
used a static linear goal programming model to minimize pollutant emis-
sions, energy system costs and energy imports for the planning of future
energy systems in Delhi [234]. This is cited by Ramanathan [235] as they
consider the effectiveness of five electricity generation options available to ur-
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ban households in Madras. Such studies need not be limited to considering
the city as a whole and there are several examples of policy-style assessments
of building-scale projects. For example, Rosenfeld [236] builds a decision tool
for the process of renovating a 25 year-old dining hall in Israel while other
building-level retrofit studies using MCDM were also found [49, 237, 238]. A
recent paper uses MCDM to explore six scenarios in Limerick, Ireland, for
retrofit measures that would impact on both domestic heating and electricity
demand [239].
These analyses are typically performed at coarse temporal resolutions,
with 56% of studies considering a static period of analysis and 29% looking
at annual or decadal time spans. A mix of supply and demand-side issues
are considered but these variables are often exogenously-specified; that is, in
only about 34% of the studies do the model’s seek to endogenously determine
some aspect of the system’s supply mix or demand structure. Integrated as-
sessment models [e.g. 240, 241] are notable exceptions, simultaneously deter-
mining both supply and demand within an economic modelling framework.
Bhattacharyya and Timilsina [242] provide a useful review of energy demand
models for policy formulation in developing countries that touches on many
of these points.
3.6. Transportation and land use
Upon reviewing these results, we felt that our search touched only lightly
upon the large body of literature that might be termed “urban modelling”
[243]. Within this field of transportation and land use research, integrated
land-use-transport (LUT) models are most relevant to our review. These are
large complex, generally econometric, model systems which seek to capture
the major dynamics of urban processes such as land use change and trans-
portation use. Within this body of research, until recently, energy had the
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limited definition of ‘transport energy’ with hardly any emphasis on station-
ary energy demands.
However, with the framework of these models being focused on human
activity and land use patterns (especially with the recent developments in
highly disaggregate agent and activity-based LUT models, for example ILUTE
from Canada [244], CEMUS from Texas [245], SynCity from London [246])
they have great potential to produce resource demands that are disaggregate
from a spatial, temporal and ‘needs’ perspective (i.e. heating, cooling, light-
ing, mobility). As described above, one of the key features of urban energy
models is their treatment of resource demands. These are particularly im-
portant for the optimization-based integrated supply models detailed above,
where these demands are typically exogenous to the model. The method
commonly used to model energy demand in such models is to obtain energy
consumption data, and use regression to devise correlations. A good exam-
ple is seen in work by Brownsword et al. [247]. In contrast integrated Land
Use-Transport (LUT) models, in particular the state-of-the-art agent-based
microsimulation model systems, hold the potential to produce detailed energy
and resource demands that are not only spatially and temporally disaggregate
but also sensitive to a wide variety of scenarios, and are endogenous to the
model. Moreover, in understanding urban energy consumption, it is impor-
tant to take into account not only the short term factors such as where, when
and how people participate in activities, but also the medium and long-term
decisions made by individuals and households with respect to residential and
workplace location, auto-ownership, labour force participation, and so on.
LUT models provide the framework and means to undertake such a rigorous
analysis [246, 248].
In the following section we first describe a typical integrated LUT model
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system and discuss the underlying conceptual framework of these models.
This is followed by a more detailed discussion of the state of the art LUT
model systems, drawing out their potential value to the urban energy mod-
elling context.
3.6.1. Background and overview
Integrated land use-transport models were traditionally developed as a
means of estimating travel demand in response to land use changes, and over
the years have evolved to be rich descriptors of the activity and travel patterns
of all the agents in the study area including households and individuals,
businesses, real-estate developers and others. The land use components of
such model systems describe medium to long-term urban processes such as
household (re)location, work (re)location, real-estate development, business
(re)location and automobile ownership, thus providing planners with a tool
to forecast future land use layouts of urban areas. This is integrated with
model components that predict the activity and travel patterns generated by
the agents within the urban landscape; the transport flows created through
these processes, in turn, feed back to the land use models guiding further
real estate development, business and household relocation in response to
the conditions on the transport networks.
Such integrated land use-transport model systems thus attempt to pro-
duce reliable and policy-sensitive travel demands by capturing the complex
relationships between transport and land use in a system of descriptive mod-
els (for detailed reviews, see the works of Wegener [249, 250] and Hunt [251]).
Furthermore, most operational land use transport model systems are loosely
integrated with transport air quality and energy assessment models that
translate the predicted transport flows into pollutant and fuel consumption
estimates [see, for instance, 245, 252]. In fact, as Wegener [249] claims, these
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models are now being called integrated land use-transport and environment
(LTE) model systems.
Figure 2 presents a conceptual framework that illustrates the kind of
interactions that LUT model systems attempt to capture. Transport flows,
price signals, building occupancies and consumptions typically form the links
between land use and transport systems. A model that captures these inter-
actions will be better able to predict: the changes in transport flows (and
therefore fuel consumption) resulting from changes in urban layouts; energy
consumption in buildings over space and time to accurately reflect the activ-
ity patterns underlying the occupancies; the direct effects of energy pricing on
transport flows, as well as the indirect effects that result from corresponding
changes in urban layouts.
Figure 2: Conceptual Model of Land Use-Transport Systems [251]
However it is not until recently that operational LUT models have actu-
ally attempted to capture a number of these interactions in a behaviourally
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realistic manner. The earliest land use-transport models were essentially
static models (see, for example, Lowry [253], LILT, the Leeds Integrated
Transport package [254], DRAM/EMPAL by Putman [255], IMREL by An-
derstig and Mattsson [256], MUSSA by Martinez [257]). These static models
do not model market processes behaviourally and cannot realistically cap-
ture urban spatial processes and are therefore not very responsive to policy
and scenario analyses. From the perspective of urban energy modelling then,
these early models provide no additional benefits over the simpler, aggregate
and exogenous demand vectors.
The next generation of LUT models were the general spatial equilibrium
models such as MEPLAN [258] and TRANUS [259], which are typically also
spatially aggregate models like the static models but with more closely in-
tegrated land-use and transport elements. Although these models capture
the interactions between land use and transport systems systems more ac-
curately, they are not entirely behaviourally realistic as they operate at high
levels of spatial aggregation. Despite these limitations, TRANUS was one of
the first LUT models that were used to analyse urban energy demand.
The third generation of LUT models, the agent-based micro-simulation
models, combine the strengths of microsimulation and the disaggregate mod-
elling of behaviour and land use processes (see, for example, DELTA by Sim-
monds [260], ILUTE by Miller et al. [244] and UrbanSim by Waddell [261],
PRISM or the Puget Sound Regional Integrated Synthesis Model by Alberti
and Waddell [262]). These are activity-based models with the individual (one
person, household, firm, or any other agent in the urban system) as the unit
of analysis. Hence, these models are intuitive in their formulation and cap-
ture the interactions between land-use and transport systems to the greatest
extent possible. The key tool used in these models is micro-simulation, which
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provides a practical methodology to apply probabilistic models at the level of
the individual. In turn, a key element in such micro-simulation models is the
concept of a synthetic population of decision makers and the development
of improved methods for the generation of such synthetic populations [for a
review, see 263].
In the last few decades, several LUT models have been extended to in-
clude air quality, energy consumption and sustainability indicators. For in-
stance, we now have PROPOLIS [264], which is an LUT model with en-
ergy and sustainability indicators; CEMUS [245] which is a very detailed
model of individual travel behaviour and the energy and environmental im-
plications thereof; ILUMASS [265] which combines land use, transport and
the environment; I-PLACE3S or Internet-PLAnning for Community Energy,
Economic and Environmental Sustainability [266] which is not a full-fledged
integrated urban model but rather a GIS-based land-use mapping/scenario
building platform. This is just a subset of the models available and for more
detailed reviews of other currently operational urban models, please see We-
gener [249, 250] and Kazuaki [267].
Another new urban energy model system being developed by a collab-
orative team led by MIT is iTEAM or Integrated Transport and Energy
Activity-based Model [248]. As the name suggests iTEAM is focused on ur-
ban form, transport and energy demands working up from behaviour at the
household/individual level and the form/organisational level. SynCity, being
developed at the Energy Futures Lab in Imperial College London [246], is
one of the very few urban energy model systems that integrates full-fledged
and detailed supply and demand model components.
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3.6.2. State-of-the-art LUT models as models of urban energy systems
From the urban energy modelling perspective, therefore, state-of-the-art
integrated land use-transport (LUT) models form a behaviourally realistic
means of simulating consumption, and therefore resource demands. LUT
model systems, as described above, are typically a suite of interconnected
descriptive and normative models that can jointly predict the urban processes
and activities. The embedded models are usually either micro-econometric
and based on random utility maximisation principles [e.g. CEMDAP, 268],
or based on decision heuristics (e.g. Albatross by Arentze and Timmermans
[269], AMOS by Pendyala et al. [270]). Some models combine heuristic rules
with econometric models [e.g. TASHA by 271].
The state-of-the-art LUT models, regardless of the underlying model
types, are implemented as agent-based micro-simulation systems with the
activities of all the agents in the study area being simulated. These mod-
els are also highly disaggregate with respect to time and space, some of the
models operating on a continuous (second-by-second) time scale with parcel-
level3 spatial detail. The flip side of such descriptively rich models is the
quantity of data and computational time (effort) required to validate them
for operational modelling, with some models taking up to 36 hours to sim-
ulate a single day’s travel [272]. On the other hand, once operational, such
models can be excellent test beds for a variety of policy scenarios, engineering
and technological solutions. As integrated models, they effectively capture
both direct and indirect effects of the scenarios of interest.
A key feature of the state-of-the-art LUT models is the underlying models
3A land parcel is an area of land that is uniquely defined for ownership or land use
purposes. A parcel is therefore a fundamental cadastral unit: a piece of land which can
be owned, sold, and developed.
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of individual and group behaviour. These models, unlike typical engineering
models which are employed in the supply components of UES model sys-
tems, acknowledge the stochasticity of human behaviour and the intrinsic
heterogeneity in this behaviour which results in both the same individual,
and observationally-identical individuals, making very different choices.
The earliest models of agent-level behaviour focussed principally on pre-
dicting the choice of specific facets (such as mode or route or household
location) of individual trips and tended to be deterministic in nature (typi-
cally assuming that behaviour was driven solely by considerations of cost or
travel time minimisation). From the 1970s onwards these approaches were
gradually replaced by models which, at the conceptual level, consider travel
decisions explicitly as part of the broader context of an individual’s pro-
gramme of activity participation [273–275] and at a methodological level,
treat decision making as a stochastic (rather than deterministic) process
[276, 277].
The current state-of-the-art is represented by techniques based on the ran-
dom utility formalism, which can accommodate a wide variety of decision-
making contexts including both individual and group decisions, decisions
regarding both discrete and continuous outcomes, static and dynamic deci-
sions, decisions with single or multiple expressed outcomes, decisions made
under uncertainty and those influenced by qualitative as well as quantita-
tive factors. These methods can also be used as a means of integrating data
both from real market outcomes (“revealed preference data”) and data from
hypothetical market studies (“stated preference data”).
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4. Challenges
From the survey of major approaches, it appears that current modelling
practices only partially address the three key features of an urban energy
system defined above. First, it was shown that studies often focus on specific
aspects of energy use, with only the system design models looking at the
full set of “combined processes” within an energy system, although often ex-
cluding the transport components of a city. Secondly, the studies often rely
upon exogenous input data, for example, user-supplied electricity demands in
the case of many system design models. Only a small number of integrated
assessment models for policy considered both supply and demand endoge-
nously. Finally, there does seem to be a good appreciation of local context
in most models though as many papers examined specific cities (particularly
in the policy assessment cluster).
Despite the diversity of practice highlighted by the review, a number of
common challenges can be seen. The first is the complexity of the modelling
domain. It was observed that a range of spatial and temporal scales are
used but, particularly in older studies, the resolution and fidelity of the mod-
els can be limited by data availability and computational performance. For
example, 44% of the 219 studies analysed district or coarser spatial scales
and 58% dealt with annual or greater temporal resolutions. The second
and related issue is data availability and quality. Many of the papers use
modelling techniques that require large amounts of data such as econometric
models of transportation or consumer behaviour, detailed GIS and 3D map-
ping of cities, and hourly profiles of energy consumption demands. Thirdly,
the cluster analysis demonstrated the lack of model integration within the
urban energy systems modelling community. The reasons for this are not
covered by the scope of this paper, but it is clear that models are built by
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their developers for distinct purposes and unique audiences, and less effort
appears to have been focused on creating larger integrated modelling sys-
tems. Such systems are arguably necessary to address the fourth challenge,
policy relevance. Specific models may be able to answer narrowly-defined
policy questions (e.g. building standards) but urban energy systems can be
shaped by both direct and indirect effects of policy interventions, such as
land-use planning restrictions on density which affect both building energy
consumption and transportation options.
This section will now consider each of these four challenges in greater
detail.
4.1. Complexity
Returning to Rosen’s conceptualization of a model (that of a formal rep-
resentation of a natural system with internally consistent rules), the models
studied here are used to help understand a real-world system. The analytical
process therefore involves two significant stages. First, in the “entailment”
phase, a model’s results must be internally interpreted. That is, the user must
determine how the model has arrived at a result and whether this is consis-
tent with the model’s formulation and implementation. If this is acceptable,
then the second step is to “decode” these model results and interpret them
in light of the real system.
Both of these processes are plagued by the complexity of urban energy
systems. For example, the system design cluster arguably represents some of
the most complex models identified by the review. Optimization techniques
may attempt to incorporate some of these complexities with a technique like
multi-objective optimization [278] or sensitivity analysis [177]. Yet all models
tread a fine line between tractibility and model performance. For example,
modern models can take between several days [279] to several hours [192]
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and shorter, dependent on the method, scope and computing power at play.
Related to this, over-simplifying or over-detailing a model may obstruct the
true value of the output from the model’s internal relationships.
The levels of complexity in models are countered by the fact that the core
assumptions embedded in a model’s architecture will determine how accurate
a model will be. Less complexity generally means more assumptions, but if
the core assumptions are invalid, then the methodology is of little or no
importance [280]. Unfortunately, the assumptions included in models are
often hidden from view. The audience and purpose for which a model is
built is also of importance, yet these are often left unmentioned in papers.
For example, a model built for aiding the investment decisions of a local
government is likely to be quite different to that of a model built for the
engineer in charge of a community scale CHP plant [e.g 186, 206]. One way
to challenge the untested assumptions is the use of ‘backcasting’ to ensure
the model can forecast the past accurately [281].
A specific challenge involves integrating the LUT and LTE model sys-
tems. These are essentially systems of models predicting different quantities
(type of activity an individual undertakes in a day, time of day of activity
participation, choice of technology in undertaking activity etc) that are linked
together. Relevant issues therefore include the validity of the sequentiality in
implementing the sub-models, the econometric issues associated with micro-
simulation, and quantification of the flow of uncertainty through the model
system. The current state of the practice is to use the microsimulation model
system as a test bed to undertake rigorous sensitivity analyses. However, this
is an area that clearly needs further research as it is a relatively small body
of research compared to the proliferation of such complex model systems.
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4.2. Data availability and uncertainty
All models rely on some form of data and without good quality informa-
tion, the user faces the perennial problem of garbage-in garbage-out. There
are two major issues: data availability and data uncertainty.
Acquiring good quality data for urban energy modelling faces at least
one intrinsic challenge, namely that cities are open systems and defining
the boundaries of the urban energy system can be difficult. The studies we
reviewed primarily use data gathered from administrative or district bound-
aries and only a few include lifecycle assessments that extend beyond the
city boundaries. This creates a challenge for the modeller, who must assess
the quality of the available data source and determine whether or not it is
sufficient to answer their research question. In developing countries in par-
ticular, acquiring any urban energy statistics can be difficult although there
were some exceptions within the data set including the energy consumption
of bakeries in Nigeria [282], gasoline consumption in Mexico [231], and in-
dustrial combustion in Brazil [211]. Improving the availability of data on
developed country cities is particularly important because the UN and IEA
forecast that, in the coming decades, urban population and energy service
demand will grow most quickly in these regions.
There are some technique-specific data availability issues. For example,
LUT models are essentially descriptive models that need data in order to
be calibrated prior to implementation. As the models get more complex –
in terms of integrating land use, transport and the environment, operating
at the level of the decision-making agent (e.g. individuals, households, busi-
nesses), assessing detailed spatial and temporal scales – the corresponding
data needs grow very quickly. However this need not be a stumbling block in
the development of such models as researchers have explored and exploited
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mathematical approaches of pooling data from different sources [246].
The second major issue is data uncertainty. Observed data may be un-
certain due to measurement error, the need to use proxy data sources or cal-
culation adjustments (e.g. for downscaling national level data to a city scale
on a per-capita basis). Ideally such parameters would be expressed along
with their uncertainty but the majority of papers surveyed did not explicitly
describe methods of dealing with the uncertainty of parameters. Determin-
istic optimisation models in particular are guilty of this, whereas stochas-
tic algorithms such as genetic algorithms do provide a probabilistic solution
set. Other relevant optimization techniques include two-stage stochastic pro-
gramming, parametric programming, fuzzy programming, chance constraint
programming, robust optimization techniques and conditional value-at-risk
[283]. More generally there is a need to describe both the uncertainty of
collected input data and the way in which this feeds into the modelling
methodology.
4.3. Model integration
With the exception of two integrated assessment models [240, 241], there
appears to have been very few attempts to integrate models that span across
multiple sectors or disciplines. Depending on the goal of the analysis, this
may not be an issue. However if urban energy systems modellers are to tackle
the complexity of their domain, then model integration is a sensible strategy.
Integration raises both practical and theoretical questions about how
models might fit together. As a simple example of the potential interac-
tions, consider some of the urban heat island effect papers identified earlier.
In these cases, a building model may be able to determine indoor climate
given orientation, solar exposure, and so on. A technology model might
then determine the best air conditioning system for the building, but the
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rejected heat from this air conditioner would of course be rejected into the
environment thus changing the building’s thermal performance (particularly
if groups of buildings are located in close proximity).
A more significant example where model integration seems to be missing
is between urban land use and transportation models and energy system
models as mentioned in section 3.6. There has been work on linking transport
models and impact assessment models (e.g. for local air quality [284]), and
by simulating land use changes and the way in which individuals use urban
facilities, it should be possible to get a better understanding of energy service
demands in time and space [246]. Essentially, the development of urban
energy system models with detailed LUT-based demand components involves
the integration of two different modelling paradigms: descriptive models of
human behaviour combined with normative models of urban supply systems.
This is an inherently challenging task, which questions the concept of an
equilibrium state.
4.4. Policy relevance
The three challenges of complexity, data availability and uncertainty, and
model integration must all be interpreted in light of a model’s purpose. A
tool that is used to design a solar hot water heating system, for example, may
find it easier to acquire sufficient data for the generation of useful results than
a more complex system design model. However from a policy perspective, i.e.
for decision-makers looking to improve the performance of the overall urban
energy system, many of the models identified by this review were applied to
a relatively narrow set of policy problems – evaluating transport pricing poli-
cies, estimating the impacts of new low-energy technologies, examining the
environmental impacts of demographic evolution, evaluating the social equity
of a specific policy, and so on. This is limiting as the narrow perspective often
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fails to account for indirect effects of policies on the urban system. It also
fails to account for the conflicting effects of different policies. For instance,
congestion charging intended to reduce traffic congestion and emissions in the
city centre could lead to land use changes with businesses relocating outside
the charging zone, which in turn leads to an increase in travel distances and
therefore more emissions. As urban systems face tighter integration through
developments such as electric mobility, it becomes increasingly important to
account for the combined effects of policies (transport and energy policies in
the case of electric mobility). Indeed in the face of the complex problems
faced by urban areas and in light of the tightly integrated sub-systems in
urban areas, probably the most difficult challenge faced by UES models is to
produce reliable policy-sensitive and meaningful answers.
An important issue perhaps is to define the analysis goal more clearly.
In other words, the papers studied here did not always make it clear what
an ideal urban energy system might look like (although common themes like
lower greenhouse gas emissions were apparent) and, more problematically,
did not discuss the links between innovations in the energy system and other
areas of urban policy. For example, when Edison sold electricity as a better
alternative to kerosene to the Wall Street firms of Lower Manhattan, he did
so on the basis of its lower systematic cost and not its luminous efficiency
[285]. Similarly, most retrofit projects are not designed with the improvement
of energy systems as their primary aim. Rather this is usually a by-product
of property development (i.e. regeneration) or forced replacement of an ob-
solescent or broken component.
The challenge for urban energy system modellers, then, is to create tools
that explicitly capture some of the linkages between energy systems and other
aspects of urban policy. At the very least, modellers should be aware of these
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connections so that modelling results can be presented in a policy-relevant
fashion with caveats acknowledged.
5. Opportunities
Creating an integrated policy-responsive urban energy systems model,
that captures parameter uncertainty and performs in an acceptable man-
ner, is a daunting challenge. However there are a number of opportunities
that offer promise. Many of the following techniques are well-established in
other disciplines but have yet not been widely used in urban energy systems
modelling. We therefore wish to highlight three themes as fertile ground for
experimentation and disciplinary learning.
5.1. Sensitivity analysis and cloud computing
As shown above, urban energy system models are often complex, con-
sisting of large numbers of input parameters whose “true” values may be
uncertain and that interact in non-linear ways. Returning to Rosen’s 1991
definition of a model, this creates difficulty in both the entailment and de-
coding processes. Entailment refers to the self-consistency of the formalized
model system. For a complex model, the difficulty is that drawing inferences
from a model’s output can be obstructed by the multiple interactions within
the model. That is, it may not be possible to intuitively attribute a given
change in the model’s output to a change in the model’s input. Similarly,
once an inference is made from the formal system, decoding its meaning
back to the natural system is complicated by questions of whether the model
sufficiently captured the salient aspects of that system. In this section, we
will concern ourselves primarily with the entailment/inference process, i.e.
how can we fully understand the internal behaviour of complex integrated
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urban energy system models? How can we reassure ourselves that the con-
clusions drawn from such models are robust under a range of assumptions
and scenarios?
5.1.1. Methodological issues: uncertainty and sensitivity analysis
From a methodological perspective, one of the most basic ways of studying
complex models is uncertainty analysis, that of quantifying uncertainty in a
model’s output [286]. To perform this assessment, each of the model’s input
parameters is described as being drawn from a statistical distribution in
order to capture the uncertainty in the parameter’s true value. Vectors of
input parameters are then drawn from these distributions and a number of
independent model runs performed, using values from the randomly drawn
vectors of input variables. The variability of model’s output variables can
then be summarized with descriptive statistics, graphical plots, and so on.
In contrast, sensitivity analysis can be defined as “the study of how uncer-
tainty in the output of a model (numerical or otherwise) can be apportioned
to different sources of uncertainty in the model input” [286, p. 1]. This is a
more powerful technique as it allows the modeller to determine which of the
input variables has the greatest affect on the model’s output, both on its own
and through interactions with other variables. There are a number of differ-
ent sensitivity analysis approaches, or settings, depending on the analyst’s
goal: factor prioritization, to determine which input when fixed to its true
value leads the greatest reduction in output variability; factor fixing, to de-
termine which inputs make no significant contribution to the variance of the
output regardless of their value; variance cutting, to adjust model output
below a given variability threshold, e.g. for risk analysis applications; and
factor mapping, to study which model inputs lead to certain model outputs
[286]. These methods rely on variance-based calculations, and consequently
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depend on multiple model runs with different input values (as in uncertainty
analysis). The number of model runs will depend on the analysis technique
being used and the number of input parameters in the model but it can range
from tens to thousands of model runs.
These two techniques have been applied in a range of disciplines. Hall
et al. [287], for example, demonstrate sensitivity analysis techniques for hy-
draulic engineering models (both simple and more complex models), con-
cluding that these variance-based methods are helpful for capturing the non-
linear and interaction effects within complex models. de Rocquigny et al.
[288] provide a number of examples from oil exploration, radioactive waste
safety management, financial models, geotechnics, component fatigue, and
many other areas. From our review of models, three of the 219 studies ex-
plicitly mentioned uncertainty or sensitivity analysis and all were from the
“systems design” cluster. Two of these cases considered optimization under
uncertainty, that is formulating on optimization problem to consider the un-
certainty endogenously; Lin and Huang [289] did so with interval-parameter
programming and Huang et al. [290] used stochastic dynamic programming.
These formulations can be computationally very intensive, limiting the size
of problems that can be practically handled. An alternative approach is
that of Lozano et al. [291], who performed a more traditional one-at-a-time
sensitivity analysis (i.e. varying the value of one parameter while holding
others constant) to assess the impact of finance assumptions and natural gas
prices in a MILP model of an energy supply system. However none of the
three papers used the variance-based sensitivity methods described above,
which enable the description of interaction effects and attribution of output
variability.
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5.1.2. Practical considerations: cloud computing
This suggests that urban energy system models do not use best practice
methods in uncertainty and sensitivity analysis. If the complexity of these
models is to be better understood, then model developers should experiment
with these techniques to see how their models perform under a range of
uncertainty. But as described above, these methods may require thousands of
Monte Carlo simulations and, for complex models, this can be prohibitively
time-consuming. How then can these analyses be performed in a timely
manner?
One of the most promising opportunities is “cloud computing”, which
can be broadly defined as the delivery of software services over the Internet
and the behind-the-scenes hardware and software systems that provide them
[292]. The idea of “software as a service”, or computing as a utility like water
or energy, is not new and can be traced back to 1969 and the early days of the
internet [293]. Indeed before the rise of personal computing, which provided
small-scale desktop hardware and software systems, computing infrastruc-
ture largely consisted of centralized mainframes accessed via time-sharing
arrangements and terminals [294]. However the recent construction of large-
scale data centres have enabled three new features of cloud computing: the
ability to requisition almost unlimited computing resources on demand, the
ability to avoid up-front cost commitments, and the ability to pay for the
use of computing resources at short notice and as necessary. These features
have enabled decreases in the cost of electricity, network bandwidth, software
and hardware by a factor of 5 to 7, meaning that cloud computing is now a
practical and financially-attractive option for many commercial entities and
researchers [292].
In the context of sensitivity and uncertainty analysis, one of the main ad-
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vantages is “cost associativity”. These techniques require hundreds or thou-
sands of model runs, each of which can be run independently before being
combined for the final analysis. With cloud computing, a user who purchases
1000 computer-hours can simply perform 1000 one-hour simulations simulta-
neously rather than waiting over a month for a single computer to perform the
same task. Another benefit is that computationally-expensive calculations,
such as integer programming for system design models, can be performed
on the cloud freeing up desktop computing resources for other tasks [292].
For academic researchers, these features may sound similar to other high-
performance computing paradigms, such as cluster or grid computing (see
[293] for a detailed comparison of these approaches). Cloud computing offers
several further advantages, particularly in easing the administrative overhead
of such systems, and initiatives like the Nimbus Project4 have demonstrated
how cloud computing can be applied in a range of academic disciplines such as
high-energy physics, computer science, bioinformatics, and economics [295].
Looking forward, Armbrust et al. [292] identify 10 obstacles and oppor-
tunities for the adoption of cloud computing including: availability of ser-
vice, data lock-in, data confidentiality and auditability, data transfer bottle-
necks, performance unpredictability, scalable storage, debugging large-scale
distributed systems, configuration for efficient scaling, reputation fate shar-
ing, and software licensing. These represent a mix of technical and admin-
istrative obstacles, but in the context of urban energy system modelling,
some of the listed items are of less concern. For example, at present urban
energy system models are primarily used for oﬄine analyses; that is, they
are run infrequently to provide guidance to engineers, scientists, and policy
4http://www.nimbusproject.org
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makers, but they are less frequently used to make minute-to-minute oper-
ational decisions. This means that service availability, rapid scaling, and
unpredictability of performance may be acceptable disadvantages, particu-
larly if higher standards incur cost premiums. On the other hand, building
and running large-scale models that use specialist codes (e.g. commercial
optimization solvers) may encounter problems with debugging and software
licensing.
Cloud computing therefore offers a promising, but not trouble-free, option
for the analysis of complex urban energy system models using Monte Carlo
and sensitivity analysis techniques. These tools provide strong theoretical
and practical platforms for assessing parameter uncertainty and interaction
effects and urban energy researchers should begin to experiment with these
technologies. Ultimately as these tools become more mature, urban energy
system models could be made available as cloud applications (i.e. shifting
from the “infrastructure as a service” model to “software as a service”), po-
tentially providing access to engineers, policy makers, and other practitioners
in the field.
5.2. Data collection and integration
A common challenge described in Section 4 is that of data availability
(both quantity and quality). This is particularly true in the more complex
system design and LUT models above, where data hungry models require
vast datasets for initial calibration. Urban data is often recorded at different
times by different people, and may need to be adapted from other sources (for
example, scaling-up household survey data or scaling-down national energy
statistics). Furthermore there is a particular lack of data in developing coun-
tries’ cities. These issues suggest that there could be benefits from improving
data collection standards and data sharing amongst researchers. Three spe-
38
cific opportunities discussed here are the definition of a standard vocabulary
for urban energy systems, the development of a shared ontology for the do-
main of urban energy models, and a common repository for historical urban
data.
Firstly, a standard set of terms for urban energy would be useful as a
transparent basis of comparison between modelling methods and case studies.
Agreed definitions amongst researchers are used in other fields, for example
the glossary used by the Intergovernmental Panel on Climate Change for their
assessment report on mitigation strategies [296]. In the urban energy context,
the key issues are likely to be the definition of urban and energy systems
boundaries which could be of benefit for comparative studies of modelling
methodologies. The definition of urban energy systems that we have proposed
above provides a starting point for such a discussion, as it highlights the range
of issues that should be considered.
Secondly, a set of standardised definitions of urban energy models could
be formalised into a shared and structured ontology, for example through the
open-source software Prote´ge´ 5. An ontology is defined as a formal “explicit
specification of a shared conceptualisation” [297], and ontologies are widely
used in information science to describe the relations between defined objects
within a particular domain, and the properties of these objects. For instance,
the SynCity project at Imperial College employs an ontology to describe the
objects, processes and relationships inherent in the combined processes of
cities. As such, “electricity” is defined as an instance of the resource class,
which has assigned properties, such as the cost of import and unit of measure.
The process classes, along with their instances (e.g. an electric heater), are
5http://protege.stanford.edu/
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then related to the electricity resource by the use of electricity units [246].
There are many potential benefits of setting up an international ontol-
ogy for urban energy models, including increased dialogue, transparency and
standardised bases for comparative research. However the large investments
in both time and money that researchers expend in creating their work en-
vironments are a large barrier to adoption of new techniques. It will also
be necessary to involve senior researchers in the field, as their tacit experi-
ence will be invaluable in assigning the relevant relationships between objects
[298]. A number of examples of previous projects have been attempted, in-
cluding the Digital Government Research Center’s Energy Data Collection
system, where an ontology was created to standardize data types and enable
sharing of U.S. federal and state level monthly energy statistics. This ontol-
ogy described the relations between, for example, product type (e.g. unleaded
gasoline), property measured (e.g. price, volume), area of the measure (e.g.
USA, California) and the unit of measure [299]. More recent research has
compared ontologies built for different methods of agent based modelling of
urban energy systems, and found them to be complementary [300]. More-
over, a recent survey of 50 energy modellers determined that the majority of
modellers build their own tools and models, but only half use some form of
shared ontology [301].
Finally in parallel with the suggestions above, there is a place for the
construction of a centralised repository for cities’ energy related data. This
would be useful in organizing existing data sources and providing a natural
home for new data emerging from the so-called “data deluge” of pervasive
sensors, mobile phones, and so on [302]. Storage of energy related data is
already employed by many organisations, yet is largely on a national scale
[303–305] although some countries provide much more detailed data at a
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neighbourhood level [306]. The consolidation of this data, along with the
identification of key indicators, could be helpful in providing robust analyses
of urban energy systems. This would be particularly useful for data-scarce
developing world cities. An excellent example of how this can be done in an
interactive open manner is Enipedia, a semantic wiki that enables users to
access a wide range of energy system data and easily manipulate for their
own research purposes 6.
The goal of these activities should therefore be to make data collection,
organization and sharing easier so that researchers can focus on analysis.
5.3. Model integration via activity-based modelling
Activity-based models of land use and transport processes present a sig-
nificant new opportunity for the development of bottom-up activity-based
models of resource and energy demand. As described in Section 3.6.2, the
current state-of-the-art in integrated land use-transport models can predict
travel and activity patterns of all the agents in the study area at high lev-
els of spatial and temporal resolution, in a behaviourally realistic and policy
sensitive manner. The extension of such demand models to all resources (e.g.
heating, electricity, transport fuel and others) and their integration with inte-
grated urban supply networks is therefore one of the most promising emerging
opportunities in the field of urban energy systems modelling.
An integrated bottom-up and disaggregate model of urban demand and
supply vectors would have several attractive qualities, such as the ability to
predict resource demands at high spatial and temporal resolutions, to the
extent of being able to produce building-by-building resource needs by the
second; the ability to predict resource demands along different dimensions
6http://enipedia.tudelft.nl/wiki/Enipedia
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while at the same time retaining the dependencies and links between these
resource demands; sensitivity to a variety of policy scenarios and the ability
to capture both the direct and indirect effects of policies on resource demands.
Activity-based integrated urban energy system models could therefore form
an effective test-bed for new scenarios and technological solutions.
5.3.1. Strengths of integrated activity-based urban energy system models
The strengths of such a model are attributable primarily to two factors.
First, the activity-based paradigm ensures a behavioural approach to pre-
dicting resource demands that acknowledges their derived nature. In other
words, resource demands arise as a result of individuals performing activities
and the models consequently produce reliable and policy-sensitive forecasts
that retain the links between different demand vectors. Second, the agent-
based disaggregate approach provides high resolution detail, which serves as
an effective input to integrated supply models.
These attributes of activity-based models are owed to the significant de-
velopments in micro-econometric and simulation methods. An agent-based
micro-simulation model of urban energy systems supports not only the sim-
ulation of the infrastructure networks but also the behaviour, activities and
consequent resource demands of every entity in the study area by the sec-
ond. Moreover, econometric advances in behavioural modelling that have
occurred over the last few decades have enabled the development of disag-
gregate behavioural models that predict highly heterogeneous behaviours of
individuals such as loyalty, variety-seeking, learning, spatial cognition, so-
cially constrained preferences and norms, and so on.
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5.3.2. Challenges in developing integrated activity-based urban energy system
models
The primary challenges in developing an integrated activity-based model
of urban energy systems are the computational requirements and data needs.
The development and calibration of such extensive integrated model systems
depends on the availability of a variety of different kinds of data, which is
typically not available from a single source. Also the implementation of these
model systems accordingly requires extensive data handling capabilities as
well as computational efficiency. However, in an increasingly digital world, we
have many new potential sources of data such as GSM and GPS traces from
mobile phones that mitigate the challenge posed by the data requirements,
just as the development of parallel computing technologies and cloud storage
serve to mitigate the computational challenge.
While these are challenges that the urban and transport planning com-
munity have faced for a long time, a new challenge posed by the integration
of urban demand and supply models is the interesting new interface that
is created between the descriptive demand models and the normative sup-
ply models. Such an interface has been traditionally dealt with through
equilibrium-seeking feedback processes, though some behavioural economists
argue that most complex systems (such as urban energy systems) are never in
equilibrium. The development of integrated and activity-based urban energy
model systems therefore open up interesting questions as well as opportuni-
ties.
Technically, the development of these models will be aided by some of the
opportunities identified above. In particular, computational advances (e.g.
parallelisation, more efficient microsimulation models, and more powerful
computers), as well as the increased usage of cloud computing and ontologies
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as described above, will be vital if the capabilities of these models are to
be expanded while maintaining their usability. Model development efforts
are likely to focus on improved behavioural models, as descriptions of the
decision-making behaviour of individual agents (e.g. travellers, developers,
employers) underpin these tools. Developments in the technologies available
for modelling these agent-level behaviours serve as a strong driving and en-
abling force in the development of behaviourally-realistic and policy-sensitive
resource demand prediction models.
5.3.3. Value of integrated activity-based UES models
Ultimately, however, the value of developing such integrated models lies
in the application. What are the needs fulfilled by models of urban energy
systems? These systems are typically developed: (a) to analyse the impacts
of various demographic scenarios (such as aging and migration patterns); (b)
to test and evaluate different policy measures and baskets of policies (such
as fuel taxation or fiscal incentives for energy efficient consumer products
such as hybrid electric vehicles); (c) to test technological and systems level
solutions (such as CHP, centralised versus decentralised energy supply net-
works, renewable energy sources and associated energy storage) and (d) to
identify opportunities for energy efficiency (such as through retrofitting or
more closely integrated supply networks). Integrated urban energy system
model systems can thus potentially support policy-makers, city planners, en-
trepreneurs as well as businesses such as energy and resource suppliers, and
technology manufacturers.
6. Conclusions
As is evident from the large and diverse body of literature highlighted
here, urban energy consumption is of growing interest and models of urban
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energy systems are a key tool in assessing better designs, new policies, and
related technologies. Over the last few decades there has been a deluge of
models with a variety of formulations and applications, and a wide temporal
and spatial scale. However, there is no resource out there that helps under-
stand and make sense of this vast body of literature, no piece of work that
brings to light the full scope of the activity in this area. That is the gap we
attempt to fill with this paper, by providing a comprehensive review of the
literature in urban energy systems modelling.
We first presented a definition of urban energy systems, as “the combined
processes of acquiring and using energy to satisfy the energy service demands
of a given urban area”. This set the context and scope for a review of 219
papers, covering five distinct areas of practice. On reviewing these papers
it was noted that integrated land use-transport (LUT) modelling, although
highly relevant to urban energy systems, was missing from the search results
and so a supplementary review of this area was conducted.
The field of urban energy systems modelling clearly faces a number of
challenges, including technical obstacles related to the complexity of the
models and data uncertainty, and audience-oriented issues concerning model
integration and policy relevance. To some extent, we believe these can be
alleviated by opportunities in methods and technology including new data
sources such as GPS/GSM signal traces, sensitivity analysis and cloud com-
puting, and activity-based modelling. Although these are technical inno-
vations, we believe they will also improve the policy relevance of work in
this area by capturing more policy levers, explicitly addressing questions of
uncertainty, and by defining standards for consistent and comparable data.
Overall then, the future of urban energy systems modelling appears to be
the use of activity and agent-based modelling methods in conjunction with
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improved data standards and computational advances to estimate spatially
and temporally disaggregated resource demands within an integrated model
of urban energy supply. Such a model would capture the complexity inherent
in urban areas today and would enable the analysis of baskets of policies and
solutions that cut across traditionally independent but increasingly inter-
related sectors such as transport, electricity, heating and even other urban
resource services such as water supply.
Urban energy system modelling unarguably has a great deal of potential
and faces numerous other challenges not explicitly addressed here, such as
the challenges of modelling developing economies. However this paper has
tried to collate a diverse body of practice into a recognizable field, one to
which researchers and practitioners can contribute and develop further.
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