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I. INTRODUCTIOX 
Throughout the discussion we let A denote a (0, 1) matrix of order n. 
We let I denote the identity matrix of order n and J the matrix of order 
n with every entry equal to 1. A line of a matrix designates either a 
row or a column of the matrix. 
Extensive research in the general area of the matrix equation 
A2=J (1.1) 
has been carried out recently by various investigators [Z, 5-71. The 
results are of interest in the study of universal algebras and directed 
graphs. We may in fact interpret a solution of (1.1) as the incidence 
matrix of a directed graph with exactly one path of length two between 
every pair of points. The following elementary but basic observations 
concerning (1.1) are known. The matrix A has constant line sums c and 
c2 = n. Moreover, the trace of A satisfies tr(A) = c. It is easy to construct 
a “natural” solution of 
raised in [3] concerning 
and remains unsolved. 
In the present paper 
equation 
(1.1) whenever c2 = n. However, the problem 
the enumeration of all solutions is much deeper 
we are concerned with the more general matrix 
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A2 = D + AJ, (l-2) 
where D is an arbitrary diagonal matrix and L is a positive integer. In 
terms of directed graphs we require exactly I paths of length two between 
every pair of distinct points. 
We call two (0, 1) matrices A and A’ of order n equivalent provided 
that there exists a permutation matrix P of order n such that 
A’ = P?‘AP, (1.3) 
where PT denotes the transpose of the matrix P. It is at once evident 
that the matrix A of (1.2) need no longer have constant line sums c. The 
following matrices with R = 1 and all matrices equivalent to them provide 
counterexamples : Li 1 1 *.* 0 1 
1 
where 0 is the zero matrix of order n 
0 1 .*. 1- 
1 L: _ Q 1 
1, and 
(n 2 4), (1.5) 
where Q is a symmetric permutation matrix of order n - 1. The main 
purpose of this paper is to prove that there are no other counterexamples 
to the constant line sum assertion apart from a unique matrix of order 
5 with il = 2 and all matrices equivalent to it. The precise statement 
of the theorem follows. Our proof utilizes the combinatorial techniques 
that have been developed by a great many writers but we include only the 
following additional references: [l, 4, 81. 
2. THE M.4IN THEOREM 
THEOREM 2.1. Let A be a (0, 1) matrix of order n > 1 that satisfies 
the matrix equation 
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A2 = D + AJ, (2.1) 
where D is a diagonal matrix and il is a positive integer. Then A has constant 
line sums c except for the (0, 1) matrices A of order n with 1 = 1 equivalent 
to (1.4) or (1.5) and the (0, 1) matrices A of order 5 with L = 2 equivalent to 
0 1 1 1 1 
11100 
: 1 10011. 11100 10011 (2.2) 
Furthermore, if A has constant l&e sums c, then 
A2=dI+ilJ, (2.3) 
where 
c2 = d + iin (2.4) 
and 
--I<dsc--i. (2.5) 
Proof. We first prove the last portion of the theorem. Let A have 
constant line sums c. Then multiplication of (2.1) by J implies that 
the matrix D is scalar and we write 
D = dI. (2.6) 
This proves (2.3). Now multiplication of (2.3) by J implies (2.4). A 
standard calculation tells us that the characteristic roots of dl + 1J 
are c2 = d + An of multiplicity 1 and d of multiplicity n - 1. It follows 
that the characteristic roots of A are c of muhiphcity 1 and & Vd of 
appropriate multiplicities. Suppose that d = - 1. We know that the 
trace of A is a nonnegative integer and hence the characteristic roots 
f vd of A must occur with equal multiplicities. This implies 
tr(A) = c. (2.7) 
But then an element on the main diagonal of A is 1 and this means that 
the elements on the main diagonal of A2 cannot be 0. Since A has constant 
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line sums c it is clear that we must have d + A 5 c. This proves (2.5). 
Notice that d + 1 = c is equivalent to the assertion that A is symmetric. 
Furthermore, we have shown that 
tr(A) = c (-A<dSO). (2.3) 
We now prove the first portion of the theorem. Let 
D=diag[di,ds ,..., d,]. (2.9) 
Let ri denote the sum of row i of A and let sj denote the sum of column 
j of A. Then if we multiply (2.1) on the left and the right by A we obtain 
AD + AAJ = DA + AJA. (2.10) 
Hence it follows that 
aijdi + hi = aijd, + Isj (i, j = 1,2,. . .) 92). (2.11) 
The preceding equations with i = j imply 
Yi = .si (i= 1,2 )...) 92). (2.12) 
They also imply 
Vi = sj (aij = 0). (2.13) 
We now apply simultaneous permutations to the rows and the columns 
of A and group together into blocks 
Thus we write 
those lines of A with equal line sums. 
AI A12 
A 21 A2 
(2.14) 
where all lines of A through a block Ai have the same line sums and a 
line of A through a block Ai and a line of A through a block A, with i # i 
have distinct line sums. If a matrix Aij with i # 1’ contains a 0, then 
it follows at once from (2.12) and (2.13) that a line of A through Ai and 
a line of A through Aj have the same line sums, contrary to assumption. 
Hence it follows that each matrix Aij with i # i is a matrix of I’s. 
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We return to the partitioned matrix (2.14). Let Ai be of order ni. 
The lines of A through Ai have constant line sums. It follows that all 
lines of a block Ai have constant line sums. We denote the constant 
line sums of Ai by ci. The lines of A through Ai then have constant 
line sums ci - ni + n. We now square the matrix (2.14) by block mul- 
tiplication. The resulting product must equal the matrix D + IJ. Hence 
it follows that 
Cl + c2 + n - 92, - n2 = 1 
cl + c3 + n - n, -- n3 = A 
(2.15) 
Cl + c, + n - n, - n, = il 
whence 
cz - n2 = c3 - na = . . * = c, - n,. (2.16) 
But then if e 2 3 we may conclude that the line sums of A through the 
block AZ equal the line sums of A through the block A,, and this is a 
contradiction. Hence it follows that e s 2. 
We discuss next the case e = 2 with ni > 1 and n2 > 1. We then 
have 
n = nl + n2 (2.17) 
and the matrix A is of the form 
(2.18) 
where Al2 and A,, are matrices of 1’s. The matrix equation (2.1) implies 
Ai = Di + (A + ni - n)Jni (i = 1, 2), (2.19) 
where Jni is the matrix of l’s of order n, and DC is a diagonal matrix. 
But we know that the matrix Ai has constant line sums ci. It follows as 
in our earlier argument that the matrix Di is a scalar matrix. We now 
let 
Di = diIni (i = 1, 2), (2.20) 
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where I,i is the identity matrix of order ni, and we let 
& = n + ?z)zi - n (i = 1,Z). (2.21) 
Then (2.19) assumes the form 
A 2’ = d,lni + & Jni (i = 1,2). (2.22) 
Furthermore, 
Ci2 = di + fJini (; = 1,Z). (2.23) 
Notice that the degeneracy & = 0 is no longer excmded. It follows from 
(2.1) and (2.18) that 
Cl -+ G2 = 1. (2.24) 
Then (2.17), (2.21), and (2.24) imply 
?zl - 2ci + ill + nz - 2c, + AZ = 0. (2.25) 
But an inspection of the structure of row 1 of Ai and column 2 of Ai 
tells us that the number of corresponding positions in these vectors with 
O’s in both components is precisely na - 2ci + A,. Thus it follows that 
n, - 2c, + Ai & 0 (i = 1, 2), (2.26) 
whence by (2.25) we have 
ni + Ai 
ci = ----- 
2 
(; = 1,2). (2.27) 
Hence (2.23) and (2.27) imply 
(?zi - Ai)2 = 4& (;= 1,2). (2.28) 
Now if d, = q - $ we have ci = na and if di = q - & - 1 we have 
ci = nZt - 1. It follows readily that if any of these conditions hold for 
Al or At, then A has constant line sums. Thus we may conclude that 
di 2 ni - Ai - 2 (i = 1, 2). (2.29) 
Hence by (2.28) and (2.29) we have 
(F2.i - Ai)2 - 4(?Q - &) -“r 8 (= 0 (i = 1,2), (2.30) 
and this is clearly a contradiction, 
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We consider next the case e = 2 with %I = 1 and n2 > 1. The matrix 
A is now of the form 
A= 
-a,, 1 . . * 
1 
A, 
1 
1 
I1 (2.31) 
where alI is 0 or 1. It follows exactly as in the preceding discussion that 
A2 satisfies the matrix equation 
A z2 = Un3 + 12 Jn,, (2.32) 
c22 = d2 + A2n2. (2.33) 
We consider first the case alI = 1. Wethenhavec,===&=il-land 
(2.33) implies 
(a - 1)s - (a - l)(n - 1) = as. (2.34) 
Let us assume that 1 > 1. Then by (2.5) we know that d2 > - (2 - l), 
whence A 2 n and A = J. Thus il = 1 and A2 = 0. This gives us the 
configurations (1.4). We now consider the case a,, = 0. We then have 
cs = & + 1 = ;1 and (2.33) implies 
12 - (a - I)(n - 1) = d,. (2.35) 
Let us assume that A > 1. Then once again we have that d, > - (A - l), 
whence ;I 2 n - 3. Now A = n and 1 = n - 1 are impossible and 3, = 
n - 2 implies that A has constant line sums n - 1. Thus we have 1 = 
n - 3 and this implies cz = n2 - 2 and d, + iis = 1. If the matrix A, 
has a 0 in a main diagonal position, then the preceding equations imply 
n2 5 4. On the other hand if A, has a 1 in a main diagonal position, then 
the same equations imply n2 5 5. But we readily see that a matrix A, 
of order 5 with only l’s on the main diagonal is impossible. Thus we 
always have n2 5 4 and n2 = 4 yields the configuration (2.2). The 
remaining case 1 = 1 yields the configurations (1.5). 
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3. CONCLUDING REMARKS 
Let the integral parameters n, c, d, and J of Theorem 2.1 satisfy (2.4) 
and (2.5). Then the determination of the existence or the nonexistence 
of a solution of (2.3) with constant line sums c is of itself a difficult unsolved 
problem. A special case of the problem requires the construction of a 
(v, k, I) design with a symmetric incidence matrix. In what follows we 
give simple constructions for d = 0 and d = 1. The latter is especially 
interesting because of the nonsingularity of A. 
We begin with the construction of a special (0, 1) matrix A of order 
n with constant line sums c for c an arbitrary integer in the interval 
1 5 c 5 n. We insert l’s in row 1 of A in positions 1, 2,. . , c and O’s 
elsewhere. Then we insert l’s in row 2 of A in positions 1 + c, 2 + c, . . . , 2c 
and O’s elsewhere. We iterate this construction and we insert l’s in row 
i of A in positions 
1 + (i - l)c, 2 + (i - l)c,. , c + (i - l)c (3.1) 
and O’s elsewhere. The numbers (3.1) are taken module n whenever they 
exceed n. But the 1 in row i of A in position 1 + (i - 1)c is regarded 
as the “first” 1 in this row and the 1 in row i of A in position c + (i - 1)c 
is regarded as the “last” 1 in this row. The construction terminates with 
row n with l’s in the last c positions and O’s elsewhere. The following 
example illustrates the construction for n = 8 and c = 3: 
11100000 
00011100 
10000011 
01110000 
(3.2) 
The matrix A defined in the preceding paragraph has some remarkable 
symmetries. Let the matrix A be “rolled” into a cylinder with respect 
to its rows. Then the l’s in each row of A occur consecutively. Let 
us consider a set of f consecutive rows of A numbered 
e,e+l,..., e+f-1, (3.3) 
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where once again the numbers (3.3) are taken modulo n whenever they 
exceed n. Also, row e of A is regarded as the “first” of these f rows of A 
and row e + f - 1 is regarded as the “last” of these f rows of A. Then it 
follows from the structure of A that the f consecutive rows of A may be 
transformed into rows 1, 2,. . . , f of zl by a rotation. The column sum 
vector of a (0, 1) matrix is the row vector of the respective column sums 
of the matrix and may be obtained by “collapsing” the rows of the 
matrix. The preceding remarks imply that any two sets of f consecutive 
rows of A have column sum vectors that may be transformed into one 
another by a rotation. 
Suppose now that the constant line sums c of A satisfy the relation 
c2 = Ln, (3.4) 
where I. is a positive integer. Then it follows from the above observations 
that c consecutive rows of A have column sum vector 
(a, A,. . . , A). (35) 
Thus A satisfies the matrix equation 
A2 = IJ. (3.6) 
Suppose next that the constant line sums c of A satisfy the relation 
c2 = 1 + IIn, (3.7) 
where il is a positive integer. Then it follows that c consecutive rows 
of A have a column sum vector that may be rotated into the vector 
(n+ l,A )...) /I). (3.3) 
Let us now consider a set of c consecutive rows of A numbered 
1 + (i - l)c, 2 + (i - l)c,. . .) c + (i - 1)c. (3.9) 
By (3.1) and (3.7) we see that the first 1 in row 1 + (i - 1)~ occurs in 
position 
1 + (1 + (z’ - 1)~ - 1)c E i(mod n). (3.10) 
Thus it follows that the c consecutive rows have column i of sum A + 1 
and all of the remaining columns of sum il. Hence we may conclude that 
A satisfies the matrix equation 
A2=I+2J. (3.11) 
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