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Abstract 
This paper describes our experience in aggregating a 
number of historical datasets containing inspection defect 
data using dlflerent categorizing schemes. Our goal was to 
make use of the historical data by creating models to guide 
future development projects. We describe our approach to 
reconciling the d@erent choices used in the historical 
datasets to categorize defects, and the challenges we faced. 
We also present a set of recommendations for others 
involved in classifying defects. 
I. Introduction 
Aggregating heterogeneous data from different 
sources is always difficult, especially when the data 
definitions use different terminology or formats. However, 
often such an aggregation has the potential to be very 
useful in building descriptive or prescriptive models based 
on historical data Such models are essential to properly 
manage the major software development outcomes (e.g., 
cost, schedule, quality) and to build up organizational 
knowledge. To be effective, however, the models must be 
built using a significant base of historical data that 
describes numerous variations within the domain of the 
model (e.g., an organizational unit). Often, such data, 
collected over a period of time by different people, and in 
different projects, do not have identical structures. Thus, 
some sort of mapping must be done to convert the data 
into a common format that still preserves as much of the 
meaning of the original data as possible. 
An example situation in which such a mapping is 
necessary is then defect data fiom a variety of projects is 
aggregated to build a quality model that relates some 
characteristics of software development to resulting 
quality in terms of defects. In particular, a major source of 
variation in the collection of defect data is in the various 
categorization schemes used to characterize defects. There 
are a number of such schemes in the literalure, and even 
more in use in practice. Some categorizations are 
orthogonal, i.e., they address different dimensions of 
interest (e.g., severity vs. technical cause), so combining 
them results in categories that are not mutually exclusive. 
So instead one must choose a set of discrete categories 
and devise mapping rules to convert the data consistently 
and coherently into the new categories. 
This paper describes our experience in aggregating a 
number of historical datasets containing inspection defect 
data using different categorizing schemes. We have 
collected data from 2,529 inspections from 81 projects 
across 5 NASA Centers. Each Center used different defect 
taxonomies, and in some cases multiple taxonomies were 
used at the same Center. Our goal was to make use of the 
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historical data by creating models to guide future 
development projects. 
Because the defect categorization schemes used in the 
different datasets varied widely, and no one scheme 
appeared preferable to any other, we constructed a new set 
of defect categories at a slightly higher level of abstraction 
than the historical ones. We then devised mapping rules to 
convert the historical data into our new categorization 
scheme. 
Section II further explains the motivation for this 
research initiative. In Section III, in order to provide a 
larger context to our work, we present an overview of the 
defect categorization approaches in the literature. Section 
IV gives an overview of our approach to the mapping 
exercise. Then Section V outlines the various challenges 
we faced in our research project in mapping 
heterogeneous defect data that used different 
categorization schemes. We end with s o m  conclusions, 
as well as some recommendations for those engaged in 
similar activities, in Section VI. 
II. Motivation 
The project we describe is a NASA-funded research 
project carried out by the Fraunhofer USA Center for 
Experimental Software Engineering in College Park, 
Maryland. The motivating problem of this ongoing project 
is a common phenomenon whereby software development 
projects rely too much on late-tern code inspections 
followed by thorough but expensive testing activities to 
reduce defect counts to acceptable levels, rather than 
incorporating less costly, earlier verification and 
validation (V&V) activities such as inspections. One of 
the objectives of the research project is to improve the 
effectiveness of early lifecycle V&V activities, 
specifically software inspections, in order to make the 
tradeoffk more apparent. This is accomplished by 
providing practical guidance to projects in fine-tuning 
their inspection processes, and analyzing the impact of 
early life-cycle V&V on the effectiveness and cost 
required for late lik-cycle V&V activities, such as 
testing,. 
An initial milestone in this work was the development 
of a preliminary model of inspection effectiveness across 
multiple NASA Centers. This model allows an 
examination of inspection parameters, across different 
types of projects and different work products, for an 
analysis of factors that impact defect detection 
effectiveness. 
The data used to build the model came from several 
NASA Centers where we gained access to inspection data 
collected by projects. Data elements include the product 
types inspected, defect numbers, types, and severity, 
inspection effort (broken down in several ways), type of 
software (e.g., flight vs. ground-support software, as well 
as the NASA Procedural Requirements (NPR) class of 
software) and characteristics about the project (e.g., 
development language, safety criticality, in- 
house/contracted out, etc.). Data models were built for 
each source (i.e., Center) as the data became available, 
and then mappings were created so that data from 
different contexts, but related to inspections of the same 
work product, could be compared across organizations. In 
this paper we discuss the mapping between different 
defect categorization schemes. This mapping endeavor 
was particularly problematic, but also interesting. 
111. Related Work 
Having different objectives, resemhers in different 
areas have developed various defect taxonomies. 
Vijayaxaghavan and Kaner summarized existing 
taxonomies in terms of their objectives in [I]. 
The most widely used classification is the Orthogonal 
Defect Classification (referred to as ODC hereafter), 
which was presented by R. Chillarege et al in 121. It 
bridged the gap between statistical defect models and 
qualitative defect analyses[3]. In [4] Chillarege et al. 
analyzed defect data which includes both the symptom of 
the defects and the cause analysis. Defects were 
categorized in terms of their causes. After several rounds 
of refinement, they determined 5 types of defects. The 
number of defect types was then extended to 8 in [2].  This 
classification is the de facto standard for current research 
regarding software faults. 
A number of researchers have used ODC as a starting 
point for developing new defect taxonomies for particular 
purposes, as we have. For example, Leszaka et al. [5] 
based their taxonomy on the ODC b w o r k .  They 
applied rootcause analysis to the classification of defects 
by relating the defects with their underlying causes. or 
defect triggers. 
Another example is a series of studies on web 
application faults done by Tian et al. in [6], [7] and 131. 
Based on the ODC framework, they identified web error 
attributes by analyzing web server logs and associating 
errors with the unique characteristics of web applications 
compared with tradition software systems. Also related to 
web application defects, Sampath et al. [8] applied a web 
faults classification This classification extended the work 
in [9] where web application faults were categorized as 
scripting faults, database query faults and forms faults. 
Niora et al. developed a new fault classification in 
[lo]. This taxonomy differs from others in that it does not 
seek to identify the root cause of the fault. Rather, it is 
based on the types of changes made to the software to 
repair the faults [ll]. Leonardo classified known faults 
according to their causes and effects. Causes are related 
either to the technology or to a particular scenario, e.g., 
system maintenance. Effects are the failures caused in the 
system [12]. A number of taxonomies have been 
developed specifically for security concerns (e.g., [13], 
[131, and 1151). 
In the above classifications, [3, 7-9, 12-15] are 
system-specific, while [4, 5, 101 are generic and form the 
basis on which a more specific classification can be 
developed. Most of them were developed in an iterative 
way. While many classifications exist, there is clearly 
precedent for developing new taxonomies for particular 
purposes and environments. 
IV. Overview of our approach 
Our goal was to make use of several extensive 
historical datasets by using them to create a model 
describing the behavior of software inspections at NASA. 
In order to combine the datasets in a useful way, mappings 
had to be defined between the different defect 
categorization schemes used in the different historical 
datasets. While the next section will outline many of the 
obstacles we encountered in creating these mappings, this 
section outlines our overall approach. 
We began by looking at defect categorization 
schemes in the literature, in particular Orthogonal Defect 
Classification [2]. While we wanted to facilitate mapping 
the historical data to the new sets of categories, we also 
wanted to create a scheme tbat was small, simple, and 
easy.to apply in future data collection efforts. That's why 
we started with an industry standard that was well 
documented in the literature. However, we also wanted to 
understand the major concerns of the historical 
categorization schemes, so that our resulting scheme 
would remain NASA-specific and address NASA-specific 
concerns. So we then looked at the defect categorization 
schemes used in each NASA dataset in tum. For each one, 
we made decisions about what categories to include, 
exclude, combine, or partition 
Once the initial draft of the defect categories for each 
work product was created, we began mapping the 
historical data. We proceeded by analyzing and mapping 
one dataset at a time. For each one, a member of our 
research team took a first cut at mapping the defects from 
the categories used in the historical dataset to our draft set 
of categories. Then the entire team reviewed the 
categorization as a group, discussing each of the issues 
described in Section V as they came up. Whenever 
possible, we consulted defect category definitions and 
defect logs from the historical dataset. Again, categories 
were included, excluded, merged, and partitioned as we 
went along. Terminology and definitions were modified 
and refined as well. Once one historical dataset had been 
mapped, we repeated the process with the next dataset. 
The resulting set of categories for a l l  work products is 
shown in Tables 1-3. 










A problem in the wording or 
organization of the document that 
makes it difficult to understand. 
A missing requiremnt or otber piece of 
information. 
A problem with compliance to any 
relevant standard. 
Two or more statements in the 
document that are not consistent with 
each O W ,  e.g., requirements that are 
mrtually exclusive. 
Any statementinthedocumentthatis 
i n c m .  
A requhmnt that is not stated in a way 
that makes it clear how it can be tested 
Anytbing that does not fit any of the 
above categories that is logged during a 
~uirements  inspection. 
Table 2. Design and Source Code inspection defed 
Qpes 
problem or computation, including 
mistakes in computations, incorrect 




to an inappropriate function for the 
algorithm being implemented. 
Definition 
An emr  in the sequence or set of 
steps used to solve a pruticular 
I I incorrect opening of file, etc.) 
assignment 1 
initialization 
1 check% I Iwkquate checking for potential I 
A vaaiable or data item that is 
assigned a value incorrectly or is not 
initialized proply or where the 
initialization scensnio is mishandled 
(e.g., incorrect publish or subscribe, 
error con&tions or an inappropriate 
response is specified for e m r  
Enor in spedjing or manipulating 
data items, incomctly defined data 
stmcme, pointer or memory 
allocation emrs, or inco~re-ct type I 
usability problem) or the interfaces 
with other systems. 
external interfilce 
I internal interface I Emns in the interfaces between I 
conversions. 
Emns in tbe user interface (including 
system components, including 
mismatched calling sequences and I 
I incorn  opening, reading, writing or closing of files and databases. 
logic Incorrect logical conditions on if, case 
or loop blocks, including incom 
boundary conditions ("off by one" 
e m  are an example) being applied, 
or incorrect expression (e.g., incorrect 
use of p a r e b s  in a mathematical 
I defects I standrarls, failure to m e t  non- I non-functional 
functional requirements ds s 
constmi&, and lack of clarity of the 
expression). 
Includes noncompliance with 





All the mappings were encoded in an automated tool 
that we were developing in parallel. The tool aids us in 
our work by automatically mapping the historical dataset 
using the mapping rules we specify, aggregating the data 
into models, and displaying the results of those models 
using various visualizations. The models are used by the 
tool to give feedback to a current project on how their 
inspection parameters (inspection team size, inspection 
rate, etc.) compare to historical baselines, as shown in 
Rgure 1. The tool can also be used to enter new 
inspection data, as well as access our experience base of 
inspection process checklists. 
Definition 
b n  that w i l l  cause timing (e.g., 
potential race conditions) or 
performance problelns (e.g., 
unnecessarily slow implementation of 
an algorithm). 
Anything that does not fit any of the 
above categories that is logged dwing 
an inspedion of a design lutifact or 
some code. 
designorcodetothereader--bothin 
the comments and the code itself. 
V. Challenges 
As outlined in Section I, our objective was to create a 
mapping between the defect categorization schemes used 
in different datasets describing the outcomes of software 
inspections from a variety of NASA software 
development projects. The motivation for this exercise 
was that we wanted to be able to make the large amount of 
available historical data useful through the creation of 
models that would guide and inform sohare  inspection 
activities on future projects. Our approach was to create 
our own defect categorization scheme, using as many 
categories as possible from the historical datasets, and 
then mapping the historical defect data to our new 
categories (shown in Tables 1-3). We aimed to preserve as 
much information as possible in the mappings, but we 
encountered a number of challenges in attempting to do 
this. Each of these challenges required us to make 
response, are eiaborated in the subsections below. 
A. Orthogonality 
The problem of orthogonality arose because some 
defect categorizations in our historical datasets used 
categories that were not mutually exclusive. This must 
have made it impossible to put a defect in just one 
c a t e g q  consistently at the time of data collection; for us 
as future users of the data, it made it impossible to 
imagine that the data had been categorized consistently. In 
particular, there seemed to be two different sets of 
orthogonal concerns reflected in the defect categories. 
One dimension was concerned more with the qualities of 
the document being inspected (e.g., categories such as 
'Lcompleteness", "consistency" and "clarity"). The other 
dimension was more technical and was concerned with 
problem affecting the behavior of the system (e.g., 
categories such as "algorithm", "data", and 'logic"). 
When categories from these two dimensions were 
combined into one defect categorization scheme, the result 
is a set of categories that are not mutually exclusive. An 
inconsistency defect type, for example, could also be a 
data or an interface defect. 
Our solution in designing our own defect 
categorization scheme was to pick just one of these 
dimensions for each set of categories (i.e., for a work 
product). As outlined above, we chose to focus on the first 
dimension (i.e., "completeness", "consistency", etc.) for 
requirements and test plan aaifacts, and the second 
diimension (i.e., "algorithm", "data", etc.) for design and 
code artifacts. 
This seemed intuitively appealing, but did not solve 
the problem of mapping defects from the historical, non- 
mutually exclusive defect categories. Our approach to this 
issue was a bit complicated, so we wil l  illustrate with a 
simplified example, shown in Figure 2. 
Figure 2: Mapping orthogonal categories 
One of our historical datasets used a set of categories 
for code inspections that included the more technical 
structural categories similar to our second dimension 
above ('data", "control", "computation", etc.) as well as 
the more document-oriented categories ("completeness", 
"consistency", and "correctness"). We could map the 
defects in the first set of categories more or less 
straightforwardly to our code inspection defect categories. 
but the second group was much more challenging. We had 
no i n f o d o n  that could tell us how and why the original 
defect categories were chosen. For example, how was it 
determined to place a defect concerning an incorrect data 
definition into the "correctness" category as opposed to 
the "data" category. So we decided to make the 
simplifying assumption that the defects categorized as 
"completeness", "consistency", or "correctness" had the 
same distribution of technical concerns as did the rest of 
the defects logged. So we first mapped all the defects in 
the technical categories ("data", "control", and 
"computation" in Figure 2) into our code inspection defect 
categories, and calculated the percentage of defects in 
each category (54%, 30%, and 15%, respectively). Then 
we used those percentages to assign all the 
"completeness", "consistency", and "correctness" defects 
into the technical categories. So, for example, we mapped 
54% of the 23 "completeness" defects, or 12 defects, into 
the "data" category. 
Our recommendation for designers of defect 
categories is to pick one dimension for each set of 
categories (i.e., for each wodi product or quality assurance 
activity). If it is desired to capture more than one 
diimension, then more than one set of categories should be 
used. This is commonly done to capture severity, where 
there is a separate set of categories ("major" vs. ''minor", 
or "critical" vs. "cosmetic", etc.) to describe this aspect of 
the defect. For those trying to map historical data that 
merged orthogonal categories, our approach to 
distributing defects, as described above, seems to have 
worked well but, of course, we will never actually know 
how accurately it reflects the nature of the defects logged. 
B. Terminology 
One of the most commonly occurring problem we 
encountered was inconsistent tenninology. In many cases, 
different data sets used similar but different names for 
what appeared to be the same category. For example, we 
wanted to assume that defects categorized as "anomaly 
management" fit into our "checking category. Similarly, 
there was a "control" category in one of the historical data 
sets that we assumed to be analogous to our "logic" 
category. We attempted to make our defect categorization 
scheme a bit higher-level than the historical schemes 
because we thought that would make the mapping task a 
bit easier. As a result, some of the tenninology 
uncertainties had to do with understanding subcategories. 
For example, we assumed that defects labeled 
"performance" in one of the historical datasets could be 
included in our "timing/optimization" category, as we 
believed that performance is one issue addressed by 
optimization mechanisms. As another example, we 
assigned "usability" defects to our "external interface" 
category, in the belief that usability issues are a subset of 
the types of problems that might occur related to an 
external interface. However, in other cases, we mapped 
higher-level data to more detailed data. For example, our 
defect categories included both "internal interface" and 
"external interface" defects. One of our historical datasets, 
however, only has a single "interface" defect category. So 
we split the "interface" defects in half, one half to each of 
the new "interface" defect types. 
These appear to be reasonable assumptions, but we 
could not be sure that we were correctly interpreting the 
meanings of the historical category names. There were 
several reasons for this uncertainty. In some cases we did 
not have written definitions available for historical dataset 
defect categories. In a very few cases, we had individual 
defect logs from inspections, so we could read the 
individual defect descriptions, along with their 
categorizations, to gain some assurance that we 
understood the category names correctly. However, for 
the majority of the historical data, we only had the 
category names. So even in cases where the defect 
category names were identical to ours (e.g., many 
historical datasets had a "data" category, as did ours), we 
could not be sure that the definitions used were 
compatible enough to allow direct mapping. 
Our solution to the terminology problem was to rely 
on defect category definitions and actual defect 
descriptions wherever they existed, and to make the best 
guess we could in other cases. The key to increasing 
confidence in our guesses was to, first, scrupulously 
document our categorization decisions. This helped ensure 
that the categorization decisions we made for different 
historical datasets were consistent. Secondly, we subjected 
our categorization decisions to constant peer review. All 
categorizations were made by an individual member of 
our team, then presented, discussed, and edited in group 
sessions with the whole team Also, previously 
categorized datasets were revisited after categorizing each 
subsequent dataset. Careful documentation of the 
categorization decisions facilitated the review process. 
Clearly resolution of terminology differences between 
categorization schemes would have been greatly 
facilitated by well-written definitions for all the defect 
categories used in the historical datasets. Further, actual 
defect logs would also have been useful, either in the 
absence of category definitions, or to make sure that 
defects were categorized correctly according to the 
definitions. So a recommendation for those developing 
and using defect categorization schemes is to develop and 
maintain careful definitions of all category names, even 
for those that appear obvious. Also we recommend 
training the teams on the definitions to help ensure they 
can more easily assign the correct defect category. 
C. The Big Other 
After mapping a dataset, we sometimes ended up with 
the problem of a very large number of defects in the 
"other" category. In at least one case, the large "other" 
category was due to the fact that the original data 
collection and categorization of the historical dataset we 
were mapping had overused the "other" category. In these 
cases, we usually found that "other" defects were logged 
at a much higher rate early in the project, and decreased 
significantly further along. We interpreted this to mean 
that there was a learning curve in using the defect 
categories, and that developers got better and more 
precise at it as the project progressed. Our solution was 
either to eliminate the data from the early inspections from 
that project, or to recategorize the defects h m  that early 
period according to the distribution of defects over 
categories in the rest of the project. 
Our recommendation for categorizing defects is to 
save the "other" category for defects that are truly one-of- 
a-kind and should not impact model building or analysis. 
A large "other" usually signals some kind of phenomenon 
that should be investigated. Analyzing data quality as it is 
collected helps ensure the inspectors understand 
definitions of the defect categories. When defects are 
assigned to the "other" category, it is helpful to require a 
textual description of the defect, along with the 
categorization, to allow identification of new categories 
emerging within the "other" category. 
D. Handling different artifacts 
The historical data we collected included data on 
inspections of numerous clifferent types of work products. 
Categorizing the work products inspected actually 
presented a categorization problem in i d  of itself. To 
simplify our analysis, we attempted to categorize all work 
products into four categories: requirements documents, 
design documents, source code, and test plans. This, 
however, was not completely straightforward, as the 
terminology describing the work products differed 
considerably within and among the historical datasets. For 
example, the names of work products we categorized as 
"design" included "detailed software design 
specification", "interface control document", and 
"structure c h d .  For our analysis, we have combined all 
of these into the design category. Similarly, in another 
case, a data source distinguished between software 
requirements and subsystem level requirements. For our 
analysis, we have combined both requirements types into 
one requirements category. 
Different datasets also used different strategies when 
it came to categorizing defects fiom different work 
products. Some datasets used compIetely different sets of 
categories for different products, while others used 
overlapping sets. In making the decision about how much 
the defect categories for different work products should 
differ in our defect categorization scheme, our main 
criteria were 1) to facilitate and minimize the mapping 
that had to be done fmm the historical datasets and 2) to 
create defect categories that made sense, for each work 
product, from the point of view of the person logging the 
defect. An implication of criterion 2 is that the defect 
categories for a particular work product should require 
only information that is available in that work product. 
This meant, for example, that categories such as 
"assignmenGnitializationn were not included in the set of 
categories for requirements documents, because the 
information required to determine whether or not a 
variable was initialized properly would not be available in 
a requirements document. 
In our solution, we ended up using the same set of 
defect categories for design documents and source code. 
This was primarily because that was the case in most of 
the historical datasets we were using. This set included 
categories that required technical details about the 
structural characteristics of the software that could be 
expected to be decipherable from both the design and the 
code. 
We also used similar, but not identical, sets of 
categories for requirements documents and test plans. 
These categories, rather than requiring a technical 
understanding of the structure of the software (as one 
would get from a design or code document), focused more 
on the literary or editorial aspects of the work product. 
For example, concerns such as "clarity" and 
"completeness" affect the human user of the document 
more than the technical behavior of the system. A 
"consistency" category was included for requirements but 
not for test plans, as we could think of no example of a 
consistency problem that would apply to a test plan.. Also, 
a "redundancy" category was included for test plans to 
signal instances where functionality was tested multiple 
times unnecessarily. This category was not included for 
requirements because we believed redundancy in the 
requirements document would not be a problem, and 
would sometimes be desired for clarity, as long as the 
redundant portions were consistent. 
dur recommendation for designers of defect 
categories is to use categories that make sense from the 
point of view of the person log- the defect, and that 
require only the level of information contained in the work 
product. Otherwise, the data quality issues will be 
insurmountable. 
E. Functional vs. Non-functional defects 
We d e h e  "functional defects" as those that affect the 
observable behavior of the software by causing 
undesirable outcomes or incorrect output, while "non- 
functional" defects do not generally have directly 
observable effects. Examples of non-functional defects 
include noncompliance to documentation standards, 
unclear variable names, performance issues, etc. The 
problem we encountered in mapping defect categories 
from our historical datasets was that different datasets 
treated non-functional defects very differently. 
Wide one of our datasets seemed to ignore non- 
functional defects altogether, the two others included 
numerous detailed non-functional categories. One dataset 
included five different non-functional defect categories, 
including "compliance to standards", "portability", 
"maintainability", "functionality", and "clarity". Our 
solution was to create just one "non-functional" defect 
category in our new categorization scheme. However, for 
some of the analysis, we had to exclude this category 
because it dominated the combined dataset. 
Ideally, we believe defect categorization schemes 
should include multiple categories for non-functional 
defects that such defects should be logged, and that 
analysis of those defect categories should be used to 
improve the development process, just as functional defect 
data is used. This would be our recommendation for 
future defect data collection efforts. However, in the 
absence of a consistent way of treating such defects in the 
historical datasets, we cannot at this time perform such a 
detailed analysis. 
VI. Conclusions 
This paper describes our experience working with a 
variety of defect categorization schemes in an effort to 
map the data into a consistent set of defect categories for 
the purpose of modeling relationships between inspection 
factors. We encountered a number of obstacles in this 
process, which we have outlined along with our solutions. 
We also cull from our experience a number of 
recommendations, for those conducting similar analyses 
as well as those defining and collecting primary data. 
These recommendations are summarized below. 
When designing a new defect categorization scheme, 
we recommend that one coherent dimension of interest be 
chosen, so that the categories defined will be mutually 
exclusive. The categories should also be chosen and 
named so as to make sense from the point of view of the 
person examining the work product in question, not the 
developer or user of the work product. The categories 
should be applicable using only the information available 
at the time the product is being inspected. This means, for 
example, that requirements document defects should be 
able to be categorized without design or code structure 
knowledge. Of course, it is essential to carefully document 
the dehitions of all category names, even (or especially) 
those that appear obvious. W e  it makes sense to include 
an "other" category, it should be reserved for truly unique 
and rarely occurring types of defects. 
When categorizing defect data, once the categories 
have been defined, it is impoJtant to apply quality 
assurance checks on the data, and to document the quality 
assurance procedures that have been used. Data owners 
should also continually monitor the ''other" category. 
When it becomes large, it should be examined to 
determine if there are significant categories of defects 
classified as  "other" that should constitute a new category. 
Historical data is indispensable for creating models of 
software development factors, and capturing knowledge 
that can be reused to improve current and future practice. 
Historical data is  also often rare. so opportunities to use it 
must not be wasted. Inconsistent categorization schemes 
used in different datasets is often an obstacle to making 
use of historical data, If the inconsistencies cannot be 
resolved, then the potential usefulness of the data is 
wasted. This paper provides some strategies for 
overcoming this obstacle, which we hope will make future 
efforts at leveraging historical data more successful. 
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