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In statistics, the use of observational data is key in understanding what factors are
associated with a change in risk. Often, the data also contains a temporal and spatial
structure and needs to be accounted for in the modelling. By doing so, one can under-
stand how risk changes over space and time, and to evaluate areas of increased risk.
To adequately deal with the complexities of spatio-temporal and observational data,
Bayesian hierarchical models can be used. In this thesis, we use Bayesian statistics
in the four case studies to quantify risk to environmental exposures and to identify
which variables are associated with the greatest change in risk. The applications deal
with predictive modelling for water quality management, spatio-temporal analysis of
campylobacteriosis disease risk, estimating the extent of underreporting in epidemio-
logical data, and modelling the emergence dynamics of the western corn rootworm for
pest management. The models for each application are explained in detail, and the
results discussed in depth. Additionally, we also discuss how the methods used in the
applications are relevant to other disciplines.
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The word risk has a negative connotation, as the possible unwelcome consequence of
an action or an event. To mitigate risk, we often identify the main risk factors and
ensure that exposure to harm is minimised. In this thesis, we analyse spatio-temporal
data. Using a range of statistical tools, we identify variables which increase risk, with
hope that the insights we provide are useful in reducing negative impacts.
In epidemiology, disease risk is known to rise with increased exposures to different
transmission pathways. For example, the incidence of gastroenteritis diseases, such as
campylobacteriosis, increases when people are exposed to polluted waters. In horticul-
ture, growers are at the mercy of nature, where climate conditions dictate the yield
potential of a growing season, and where they also have to manage the threat of crop
diseases and pests. For maize growers in Europe, the western corn rootworm (WCR)
beetle is one such pest, and understanding how its emergence dynamics depend on
climate is vital for minimising yield loss.
The applications covered in this thesis deal with (I) issues relating to water quality pre-
diction, (II) the spatial analysis of campylobacteriosis incidence, (III) the estimation
of disease risk in under-reported data, and (IV) the emergence dynamics and spatial
distribution of the western corn rootworm (WCR) beetle. Henceforth the case studies
shall be referred to as Study I, Study II, Study III, and Study IV.
Each data set includes a temporal component. In Study I, the aim was to predict the
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water quality state for each week of the bathing season. Study II aimed to investigate
how campylobacteriosis risk evolved through time, and to make a comparison between
urban centres and rural areas. In Study IV, we modelled the emergence dynamics of
the WCR beetle over the maize growing season.
Another component which was shared by most data sets is the spatial structure, which
was present in the Study II, Study III and Study IV data sets. Therefore, spatial effects
were included in these case study models, to describe the observed patterns better and
to identify areas of increased risk.
3
Project Backgrounds
In this chapter, we discuss the case study backgrounds and motivate each analy-
sis.
2.1 Reducing the risk of illness from freshwater swim-
ming
In 2016, when 5500 of the 14,000 residents of Havelock North fell ill with the gastroen-
teritis campylobacteriosis, authorities were quick to establish that the water supply had
been contaminated [121, 89]. Consequently, there was an urgency to stop the further
spread of disease and to identify the source of contamination. Researchers found that
two water bores, which neighboured nearby paddocks, were contaminated by sheep
faeces. This contamination most likely occurred after a period of heavy rainfall, where
it inundated the neighbouring paddocks causing water to flow into a nearby pond. The
water in the pond then entered the aquifer and flowed to the water bores [89]. This
incident highlights the fact that degraded water quality is detrimental to public health
as it has the potential to impact the areal population.
Recreational water quality is currently a topical issue in New Zealand, as polluted wa-
ters have the potential to cause outbreaks of gastroenteritis and respiratory illnesses
[12, 189]. In the summer, popular swimming holes, rivers and beaches usually bring
a plethora of families and tourists to cool down in the heat [19]. Historically, there
was little concern about the water quality of swimming areas in New Zealand, as they
were known to be pristine. However, in recent years, the rise of farming activities and
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increased urbanisation have degraded water quality [55, 131, 98, 120, 158, 38]. For
some people, a quick dip now resulted in gastroenteritis or respiratory illnesses. The
possible negative consequences of the once innocent swim have caused a public outcry.
In response, the government updated the national policy statement for freshwater man-
agement in 2014, which sees regional councils responsible for maintaining recreational
water bodies [116]. They are also in charge of warning users when water quality has
degraded.
Water is a mode of transport for many pathogenic microorganisms and indicator bac-
teria such as E. coli are used to signal water quality degradation [48, 142]. In New
Zealand, the Microbiological Water Quality Guidelines for Marine and Freshwater
Recreational Areas 2003 outlines the acceptable water quality for locations designated
for recreational use. The bathing seasons recreational water quality grades; acceptable,
alert and action, are assigned based on E. coli concentration [115].
Water quality is known to fluctuate rapidly, and due to financial and time constraints,
water sampling of the recreational area cannot be undertaken on a daily or more fre-
quent basis. As a result, authorities around the world have seen the need to implement
predictive models to fill in the gaps. For example, linear regression models have been
used to predict water quality in the USA, United Kingdom, and Hong Kong [183, 60,
59, 36]. Regression trees have been used to predict bathing suitability throughout Scot-
land, and to predict river quality in Slovenia [175, 46].
Santa Monica beach is located along the Pacific Coast Highway in California, USA.
Each year the beach has millions of visitors who are enticed to the water, to cool down
from the heat. Therefore, water quality maintenance is paramount, and informing the
public when harmful pathogens have been found is vital in reducing outbreaks of gas-
troenteritis. In 2014, researchers investigated various models that could predict water
quality promptly and would perform better than the naive model that was used at
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the time [184]. The naive model assumes that the best predictor for today is the wa-
ter quality grade from yesterday. They compared performance between five statistical
models; multiple linear regression, logistic regression, partial least squares regression,
artificial neural networks and classification tree and found that these statistical models
all performed better than the naive method.
The objective of Study I was to find a model that could predict future E. coli counts, or
water quality grades based on preceding data in the same season or year. The prediction
would be based on past values of E. coli counts, accumulated rainfall of a monitored
upstream site in the past 48 hours, and river flow. The results of this study provides
a basis for a model suitable for real-time prediction for bathing sites across Southland,
New Zealand. The proposed model should be able to correctly identify grade action
(poor water quality) days, or predict higher levels of E. coli concentrations so that the
public can be informed of water quality degradation. Such a tool could be used in a
local councils website, where it can automatically predict swimming suitability based
on meteorological and hydrological data or forecasts.
In Study I, we apply a variety of statistical models, including log-linear regression
model, logistic regression model, discriminant analysis, regression trees, random forests
and Bayesian networks to predict water quality and discuss their predictive perfor-
mance.
2.2 Understanding campylobacteriosis risk
Each summer, the New Zealand Food Safety Authority launches a campaign reminding
people about the importance of food safety. Cross-contamination of food, such as the
mishandling of raw meat, is also known to cause gastroenteritis such as campylobac-
teriosis. Campylobacteriosis is a type of gastroenteritis caused by the Campylobacter
bacteria, where C. jejuni is the most common strain. Common symptoms are fever,
headache and diarrhoea. The disease is acute, with some people experiencing serious
sequela to the initial illness.
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From the 1980s until the mid-2000s, campylobacteriosis incidence increased in such
drastic numbers, that it was described as reaching epidemic proportions [162, 123, 14].
A large study initiated in 2005 indicated that more than 50% of all campylobacteriosis
cases were linked to poultry consumption. Consequently, the New Zealand Food Safety
Authority and the Poultry industry introduced changes to risk management strategies
in 2006 [162]. The changes saw the annual notification rate drop from 358.8 per 100,000
(2002-2006) population to 161.5 (2008) per 100,000 [132, 162, 88]. However, even after
the regulatory changes, there remained differences in campylobacteriosis notification
rates between urban and rural populations, with rural areas having larger notification
rates compared to urban ones [162, 167, 61].
Previous studies have shown that campylobacteriosis risk is different for urban and
rural populations, as they can have different pathways to exposure of campylobacter
bacteria [97, 102]. For example, people living in rural areas are more likely to be em-
ployed in the agriculture sector. Thus, they have a higher exposure to farm animals,
which are known to be a major reservoir of Campylobacter jejuni [114, 130, 170]. In
2008 the association between New Zealand dairy farming and campylobacteriosis was
investigated. The study recruited seven people who had laboratory-confirmed campy-
lobacteriosis, and who lived and worked in dairy farms. The results of the study showed
that four of the seven campylobacteriosis cases were likely due to contact with dairy
cow faeces [70]. In another dairy farm environment study, Campylobacter jejuni was
detected in 66% of bovine samples, including 59% of dairy cow and 75% of calf sam-
ples [69]. The results of these studies show that rural areas have different disease risk
exposures to urban areas. Therefore, the regulatory changes implemented in 2006 may
have had different effects in urban and rural populations.
The objective of Study II was to model differences in campylobacteriosis risk between
urban and rural areas and to study the spatial distribution of the disease. We were
also interested in whether the spatial distribution changed over time, and to determine
whether high-risk regions remained the same over the study period.
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The data were of notified cases of campylobacteriosis in the Southern District Health
Board (SDHB) of New Zealand, for the years 2000 to 2015. It was sourced from
EpiSurv, which is a surveillance program that collects information on notifiable diseases
from public health services [52]. The reported cases were geo-coded, which provided
address accuracy down to census area unit level (CAU). A CAU is a non-administrative
boundary and is an aggregation of mesh blocks [171]. Census information on CAUs
contained information on population size, as well as an urban or rural classification
assigned by Statistics New Zealand [172, 173].
To account for the temporal evolution of the disease, a piecewise linear regression
model was used. A separate curve was fitted for urban and rural areas to account for
differences in risk. The Besag York and Mollie conditional autoregressive normal (BYM
CAR) prior was used to account for the spatial autocorrelation in the distribution of
the disease prevalence [23].
2.3 Underreporting of disease risk
To assess the burden of many diseases, researchers often use registry data that moni-
tors new or existing cases of a disease [87, 181, 20, 41, 77]. Based on epidemiological
monitoring data, one can study the association between the disease and different risk
factors. However, epidemiological monitoring data can underrepresent the actual num-
ber of cases for a variety of reasons.
Underrepresentation can happen at random and result in underestimation of overall
risk but accurate on-average estimation of association between risk factors and the
disease incidence or prevalence. For example, because campylobacteriosis often passes
quickly without any treatment, many people do not seek medical advice, and so are
missed in the reported cases [58]. However, another reason for not reporting a case
may be due to personal finances or living far away from a population centre, where
a visit to the doctor is unaffordable and so is foregone [159, 18, 27]. In this context,
the mechanism that is responsible for the unknown observations is systematic, and
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therefore can introduce bias into the estimates, as it skips characteristics of the missing
individuals or groups [157]. It is thus essential to correct for the unreported cases to
estimate the true number of people afflicted with a disease. If there is knowledge as to
what drives the underreporting, we can include it in the estimation process, thereby
adjusting for the unseen cases [177]. For epidemiological studies, knowing the number
of people infected with a disease is essential. It enables authorities to understand the
overall disease burden, and if the measures for treatment and prevention have been
effective [52].
Underreported data is not unique to epidemiology and is known to occur in all disci-
plines. In criminology, it is known that the many crimes are unreported, with some
neighbourhoods and minority groups being underrepresented in the overall figures [136,
79, 178]. In ecology, researchers often want to know the population of a species to see if
their efforts in pest eradication or species conservation have been successful. However,
as animals are known to move, they may be hard to detect. Because it is impossible to
observe the entire habitat at a high enough resolution simultaneously, it is difficult to
capture the entirety of the population [108, 154, 153]. Underreported data, may result
from the planned sample locations not being visited, as they are challenging to access
[129, 152, 42]. Not covering the entire spatial domain is problematic, as the difficult to
access areas, can be prime locations for the said species.
In Study III, we use a Bayesian hierarchical framework to model underreported counts,
when it is assumed the extent of underreporting is known. We show that the observed
cases come from a reparameterised binomial distribution. The binomial parameter,
the probability of success, is a product of the disease risk and detection probability.
Using simulated scenarios, we show how the model can adequately estimate the effects
of different risk factors. The model can also be used to estimate the unobserved num-
ber of cases, as well as uncover areas where underreporting is severe. As the model
makes use of linear predictors, incorporating spatially autocorrelated errors is straight-
forward.
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2.4 Reducing the risk from western corn rootworm (Dia-
brotica virgifera virgifera)
Like epidemiological monitoring, ecological pest monitoring data collects information
on invasive species, such as insects, to quantify the severity of infestation and to gain
insight on how far it has spread [91, 35, 127]. The objective of Study IV was to model
the western corn rootworm (WCR) beetle emergence dynamics using ecological moni-
toring data, and to investigate how the dynamics were affected by climatic variables.
This study is an extension of the work by [54], which used a zero-inflated Poisson model
to assess the severity of WCR beetle infestations in different climate scenarios.
For many growers and farmers, the yield of the crops that they grow determines feast
or famine. When crops return high yield, they can sell the fruits of their labour to the
market, with the profits enabling them to invest in machinery, or provide their fami-
lies with financial security. For growers, it is essential to grow crops that consumers
demand and that has a high yield potential. However, choosing which crop to grow is
not a simple task. Crop rotation may incur additional costs and capital investment.
On the other hand, growing the same crop in the same area each year may degrade the
quality of the soil, which results in poor yield. In Austria, maize is the second most
important crop after wheat. It is a favourite amongst growers, as there is low labour
input, and the yield potential remains the same for subsequent years [163, 53].
The western corn rootworm (WCR) beetle originates from the USA and is a major
agricultural pest. It is reported that WCR beetle infestation can result in up to 90%
maize yield loss, and revenue loss of USD1 billion per annum [182, 57, 39, 73]. In the
USA, strategies like crop rotation, in which growers plant corn in alternative years, have
proven unsuccessful, so genetically modified varieties of corn are being grown [185, 73].
In Europe, the WCR beetle was unknown until it was first detected near Belgrade (Ser-
bia) international airport in 1992. It was believed to have been accidentally introduced
10 Chapter 2. Project Backgrounds
during the Yugoslav Wars in the early 1990s [96, 113]. It was given quarantine status
in the European Union (EU) in 2003, and monitoring schemes were initiated in hopes
of eradicating the WCR beetle population [1, 34, 31]. However, eradication was not
achieved, and in 2014 the quarantine status was lifted. Growers are now instructed
to implement crop rotation and use insecticides to control the WCR beetle population
[149, 57, 180, 44, 112].
The WCR beetle is known to be abundant in warm and dry climates, and with the
warm nights and sufficient rainfall for maize production, Austria is a prime breeding
ground. There is some variability in climate over the country so that one would expect
different maize yield potential in different areas, and also varying levels of WCR beetle
infestation. The Austrian climate is seasonal. Usually, the coldest month is January,
with snow cover in the valleys lasting from December through to March. Often, July
is the hottest month and temperatures can exceed 30◦C. The lowland regions in the
north and east have colder winters and hotter summers with moderate precipitation
throughout the year. On the other hand, western areas experience mild winters and
warm summers, with higher rainfall. The southeastern regions experience longer and
warmer summers [50].
Warm temperatures are essential for plants and insects to mature [200, 25, 7, 6]. After
a sufficient number of warm days, emergence cycles for many insects begin to adhere
to the following process; a period of no or little growth, followed by a rapid increase,
following which growth slows before stopping completely. Mathematically, this process
can be expressed by many parametric curves, one of which is the graph of the Gompertz
function [72]. The Gompertz curve usually depends on three parameters; the asymp-
tote, a relative starting value, and the growth rate coefficient [186]. The asymptote
can be a proxy for the carrying capacity of the species, while the relative starting value
indicates the time to first emergence. The growth rate coefficient affects the slope of
the growth, where lower values indicate protracted periods of infestation. As emergence
dynamics are known to correlate with climate, so there is a need to understand how
variables such as temperature will affect population sizes and habitat suitability [107,
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180, 9].
In Study IV, we model the emergence dynamics of the established WCR beetle popu-
lations through a Gompertz function in a Bayesian hierarchical model. We model the
asymptote parameter and growth parameter as functions of known covariates, such as
temperature and precipitation, to investigate how climatic variables affect the emer-
gence dynamics. We interpret the asymptote parameter, as proxy to the carrying
capacity. The growth rate parameter represents the emergence rate. As the WCR bee-
tle is an established pest species in Austria [54, 40, 47], there is a need to understand
its emergence dynamics, so that practices like insecticide spraying are optimally timed




3.1 The two schools of thought
In statistics, there are currently two prevailing schools of thoughts/philosophies; fre-
quentist (or classical) statistics and Bayesian statistics. The fundamental difference
between frequentist and Bayesian statistics is in how the unknown parameter is per-
ceived. In some cases, the parameter may already be a fixed quantity. In other sit-
uations, the value of the parameter have been generated from a random process. In
Bayesian statistics, all unknown quantities in the model are treated as random variables.
Bayesian statistics incorporates prior belief/knowledge about the unknown parameter,
thus expressing uncertainty around the parameters value [74]. On the other hand, in
frequentist statistics, the unknown parameter is treated as fixed, i.e. deterministic.
Inference in a frequentist setting produces a point estimator of a parameter, and uncer-
tainty is expressed through confidence intervals. In contrast, Bayesian inference gives
a distribution for the parameter of interest.
In many cases, Frequentist statistics is usually based on the likelihood function, and
on the notion that experiments are infinitely repeatable under identical conditions.
Thus, the statistics that are obtained from frequentist statistics represent the long
term frequency, i.e., the probability of an event. In Bayesian statistics, experiments
are considered unique, and prior belief about the occurrence of an event is formed to
make probabilistic statements. Therefore in Bayesian statistics, inference is based on
the posterior distribution, which is a combination of the likelihood function and prior
distribution of the parameter of interest. The prior distribution should be formulated
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before the current experiment is done, but can be based either on the knowledge of the
general nature of the parameter or previously available experimental results.
In some cases, domain or expert knowledge is added to construct the prior distribution;
otherwise, non-informative or vague priors can be used. When the data set is small,
the latter are distributions that give little influence on the resulting posterior distribu-
tion. The posterior distribution is then summarised through summary statistics such as
mean, median, mode, standard deviation. Although the philosophical interpretation of
the results of the models may be different, Bayesian and frequentist results are numer-
ically similar when the priors are vague enough, and there is a large enough quantity
of data. For example, in Bayesian inference, when a non-informative prior is used,
such as a flat prior, the mode of the posterior distribution is identical to the maximum
likelihood estimator.
In the past, these schools of thought often conflicted, and many philosophical debates
raged amongst statisticians, with many disregarding Bayesian statistics as a viable
mechanism for analysis. For years Bayesian statistics failed to capture the imagina-
tion of many statisticians as the computational methods required to sample from an
arbitrary probability distribution had not yet been invented. Once they were, earlier
developed algorithms proved cumbersome, challenging to implement, and not widely
available. However, in the last 30 years, the world has experienced the rise of the
machine, and Bayesian methods have risen in popularity due to the development of
fast computational algorithms. The increase in Bayesian applications has been mostly
due to the adoption of Markov chain Monte Carlo (MCMC), for posterior distribution
sampling [99].
Rather than subscribing exclusively to one school of thought, many statisticians now
take a pragmatic approach to applied data analysis. In the cases where frequentist
statistics provides more straightforward calculation, it is preferred over Bayesian mod-
els. However, in cases where frequentist statistics lacks information to arrive at a
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reasonable state of inference and additional information is available, Bayesian statistics
is used to address the issue. In this thesis, both frequentist and Bayesian frameworks
are used for inference.
3.2 Frequentist inference
Let y be the observed data, and θ be the unknown model parameters. In a frequentist
setting, inference is based on the likelihood function. The likelihood denoted by f(y|θ)
acts as a function of the parameters of the model, based on the observed data. It can
also be thought of as summarising the data evidence about the unknown parameter(s) θ.








In practice, the log-likelihood (natural logarithm) is more convenient to use, as differ-
entiating an additive function is often easier than a multiplicative one. Furthermore,
as the log-likelihood is a monotonically increasing function, it reaches the maximum
value at the same point as the original function. The log-likelihood is given by:
`(θ; y) = ln f(y|θ). (3.2)
MLE is achieved by differentiating the log-likelihood with respect to θ to find it’s max-
imum. However, one needs to check the second-order conditions as well as boundary
conditions to find the absolute maximum.
In inferential statistics, the goal is to make inference or predictions about the pop-
ulation from which the sample is drawn. Hypothesis testing is when two mutually
exclusive statements are made about a population parameter, the null and alternative
hypothesis. The null hypothesis represents the status quo, or current belief about a
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population parameter. Whereas, the alternative hypothesis is the claim that the pop-
ulation parameter has changed.
In frequentist inference, test statistics can be obtained from the data, and compared
against some threshold of the distribution under the null hypothesis. The threshold is
referred to as the critical value(s). It is based on a significance level α, which is the
probability of a type I error, or the probability of rejecting a correct null hypothesis.
If the test statistic is unlikely under the null distribution, then the null hypothesis is
rejected in favour of the alternative. The data is used to construct a confidence interval,
to determine possible values of the population parameter, based on a coverage proba-
bility determined by 1−α. Probability values, p− values, which conditions on the null
hypothesis being true, is the probability of getting a result at least as extreme as the
observed sample result by random chance alone. In frequentist statistics, p− values
are used as evidence against the null hypothesis, with low values indicating statisti-
cal significance, which suggests that the null hypothesis unlikely. However, p− values
should not be used as evidence alone.
If there are several frequentist candidate models to choose from, metrics such as AIC
and cross-validation mean squared error can be used for model selection, which is
discussed later in this chapter [81, 4].
3.3 Bayesian inference
Bayesian inference requires the likelihood function and prior distribution for the param-
eters within the likelihood model. A prior distribution can be formulated subjectively
or objectively. A subjective approach uses historical data, past experience, or expert
opinion to form the basis of the prior distribution. If a subjective approach is not pos-
sible, one can use an objective prior that is motivated by mathematical convenience,
tractability, invariance properties, or to minimise the influence of the chosen prior. In
simple cases, and when mathematical convenience is sought after, a conjugate prior can
be used. Conjugate priors are convenient as they have the same functional form as the
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likelihood, and the posterior distribution is simply an update of parameters from the
prior to the posterior distribution.
In Bayesian inference, in order to make statements about the parameter of interest θ
given the data y, a joint probability distribution for θ and y must be specified. The
joint distribution is a product of two densities, the prior distribution f(θ) and the
likelihood function f(y|θ) which yields:
f(θ, y) = f(y|θ)f(θ). (3.3)








The denominator f(y), is treated as a constant, as it is a function of the observed data
y. The posterior distribution can be calculated up to proportionality, which gives the
unnormalised posterior distribution:
f(θ|y) ∝ f(θ)f(y|θ). (3.5)
However, for multi-modal likelihoods obtaining the posterior is bit more involved, but
in general do not pose a problem in a Bayesian framework.
Posterior Inference
To make inference on parameters of interest, the output must be summarised to obtain
features of the posterior distribution. If a point estimate is required, one can choose
the mean or median of the posterior distribution, while posterior interval estimates give
the range of possible values of the parameter. In this thesis, central credible intervals
are used, which are intervals which contain the pre-specified proportion of the posterior
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probability mass, p% and are thus bounded by the (1− p)/2th and the 1− (1− p)/2th
posterior distribution percentiles. Other interval estimates that are used in Bayesian
inference are the highest posterior density regions (HPD), which also contains the pre-
specified proportion of the posterior probability mass. Thus, any value of θ in the HPD
interval has a higher posterior density than any value of θ outside of the interval. In
cases where the posterior distribution is unimodal and symmetric, the central credible
interval will be the same as the HPD region. The posterior probabilities of certain
events of interest can also be derived from the posterior distribution and are sometimes
referred to as Bayesian P-values. For example in Study II, Study III, and Study IV,
the posterior probability of an area having excess risk was obtained.
After model construction, it is possible to predict an unknown but observable value ỹ.
The distribution of ỹ is referred to as the posterior predictive distribution. It can be
used to evaluate model fit and to obtain error measurements. In Study II, and Study
IV, the posterior predictive distribution was constructed to see whether the model




When the response data is missing, it is possible to treat it as a parameter to be
estimated. The joint probability model with missing data is then split into two parts,
the model for the underlying complete data y which includes observed and unobserved
components, and the inclusion vector I. The complete data likelihood is then given
by:
f(y, I|θ,φ) = f(y|θ)f(I|y,φ). (3.7)
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If the observed data and missing data are conditionally independent given θ, with
covariates x available the posterior distribution can be written as:
f(θ|x, yobs, I) = f(θ|x)
∫ ∫
f(φ|x, θ)f(y|x, θ)f(I|x, y,φ)dymissdφ. (3.9)
However, the posterior distribution only holds when the missing data can be considered
ignorable so that the missing data does not depend on y. In more complicated settings,
the missing data can depend on other recorded values.
In most cases, the posterior distribution is obtained numerically; thus, the calculation
of the integral is not required. In cases where the estimates of the missing data are of
interest, they can be obtained via the posterior predictive distribution. The posterior
predictive distribution was utilised for the missing WCR beetle counts and is discussed
in Chapter 4 and Chapter 10.
In practice the parameters φ which index the missingness are characteristics of the
data collection method, but in general are not of scientific interest. However in the
underreporting problem in Chapter 9, this parameter was of interest, and we propose a
probability model to describe the underlying process of the missing observations.
Bayesian hierarchical models
Bayesian hierarchical models comprises of multiple levels that contribute to the data
generating mechanism. For example, in Study II to Study IV, we make use of a hierar-
chical model by incorporating a spatial effect, to account for spatial autocorrelation. In
this study, we model the disease risk as function of known covariates, and an additional
dispersion parameter that would account for spatial autocorrelation. In a hierarchical
model, the parameters of the prior distributions are referred to as hyperparameters.
They can also be assigned prior distributions that are referred to as hyperprior dis-
tributions [99, 16, 65]. To obtain the posterior distribution in a Bayesian hierarchical
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model, we calculate the following:
f(µ|y) ∝
∫
f(y|µ)f(µ|β, τ )f(β)f(τ )dβdτ . (3.10)
where β and τ are parameters of µ, and f(β) and f(τ ) are the hyperprior distributions.
It is common to use a directed acyclic graph (DAG) to display hierarchical models to
show the linkages between hierarchies. In a DAG, the square nodes represent observed
values, whereas the circles are unknown parameters. The edges show the directional
relationship between the variables and parameters. The model used in Study II is dis-
played in Figure 3.1.
Figure 3.1. DAG of the fitted model in the spatiotemporal analysis of
campylobacteriosis incidence (Study II).
Bayesian Computation
Bayesian inference is based on the posterior distribution, that combines the likelihood
function and the prior distribution. Conjugate prior distributions are probability distri-
butions that have the same functional form as the likelihood, so obtaining the posterior
distribution is straightforward. However, for more complex multivariate or multidimen-
sional distributions, the posterior distribution is calculated numerically, and Markov
Chain Monte Carlo (MCMC) is used [99, 65].
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MCMC is a class of algorithms which are used to obtain a sample from a stationary
distribution, that approximates the posterior distribution. MCMC is based on the the-
ory that samples will eventually converge to the stationary distribution, regardless of
its initial state. The initial values are the starting point of the MCMC sampler, and
the choice of good initial values, for example, initial values which are likely for the pa-
rameter under its posterior distribution, is known to speed up convergence. To obtain
the posterior distribution or the stationary distribution f(θ|y), MCMC is run until it
reaches stationarity. There are various algorithms to obtain samples from the posterior
distribution, among them are the Metropolis-Hastings (MH) sampler, and the special
cases of MH, the Metropolis sampler and the Gibbs sampler [65].
Let y be the observed data with likelihood f(y|θ) with the prior distribution f(θ). To
obtain the posterior distribution f(θ|y) via the MH algorithm, the following steps are
taken:
1. assign initial values to parameter θ = θ(0)
2. propose a new parameter value θ(t) from some proposal distribution q(·|·) and





3. accept the proposed value for θ with probability min(1, r)
4. if the proposed value is not accepted then current state is unchanged
5. repeat steps 2-4 until convergence or set number of iterations
When the proposal distribution q(·|·) is symmetric, then the ratio q(θ|θ
(t))
q(θ(t)|θ) is always
equal to 1. Thus, it need not be calculated and the algorithm is referred to as the
Metropolis sampler. When the conditional posterior distribution for θ is available in
closed form, such as in cases where conjugate priors are used, it can also be used as
the proposal distribution. The ratio r is always equal to one; and, each proposed value
is accepted. This is known as the Gibbs sampler and is a special case of the MH
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algorithm. The Gibbs sampler works by sampling from the conditional posterior dis-
tribution of each component of θ, while keeping the remaining variables fixed at their
current state. Therefore, the key idea in Gibbs sampling is alternatively sampling from
the conditional posterior distribution of each random variable.
The sample values that give rise to the posterior distribution are provided by the states
of the stationary chain of the MCMC draws after a transition period referred to as
burn-in.
In MCMC, thinning is the practice of discarding every kth simulation draw. It can be
useful when the number of samples has to be reduced for computer memory reasons, or
when the posterior distribution exhibits slow or poor mixing. Issues with mixing occurs
when the sample draws are autocorrelated. Poor mixing causes the sampler to explore
the parameter space slowly and is also known to affect standard errors. Another way
to deal with autocorrelation is the use of a non-centred reparameterisation. The aim is
to separate each hierarchical layer with auxiliary variables, so each draw is independent
conditional on the auxiliary parameter. An auxiliary variable is a hyperparameter that
does not have direct interpretation but is introduced to improve mixing [65, 24].
In this thesis, we have followed the common practice and the convergence of the chains
was visually assessed using trace plots and the marginal posterior densities of the pa-
rameters. An example of a converged chain using trace plots is given in Figure 3.2.
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Figure 3.2. Examples of converged chains.
However, evaluating convergence is difficult in some situations, and visual assessment
may not be appropriate. In these cases, it is worthwhile to run multiple or parallel
chains with dispersed initial values. When multiple chains are run, convergence is
achieved if the chains explore the same region of the parameter space. To formally
test for convergence, the Gelman-Rubin (GR) convergence diagnostic can be used. The
diagnostic is based on multiple chains, which evaluates MCMC convergence by estimat-
ing the difference between chain and within-chain variances for each model parameter,
where large differences between them indicate non-convergence [64].
3.4 Model Comparison
To evaluate model performance and to aid in model selection, metrics such as Deviance
Information Criterion (DIC) for the Bayesian models, and Akaike Information Crite-
rion (AIC) and cross-validation error rate (CVER) for the frequentist models were used.
This section will introduce them in further detail.
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Deviance Information Criterion
Deviance information criterion (DIC) is used to compare the quality of fitted models
against each other. It can also be as a method for model selection. In Study II and
Study III, it was also used to assess evidence for spatial autocorrelation. DIC measures
model performance through goodness of fit while penalising for the number of predictors
used [65, 169]. DIC is given by:
DIC = pD +D(θ) (3.12)
where,
D(θ) = −2 log{f(y|θ)}+ 2 log{f(y)}. (3.13)
where, D(θ) is known as the Bayesian deviance, and pD is the effective number of
parameters.
pD = D(θ)−D(θ̄) (3.14)
In general, model fit improves as the effective number of parameters increases, so pD
acts as a penalty term. The term y are the data, θ are the model parameters, and
f(y|θ) is the likelihood function. In practice, lower values of DIC indicate better model
fit [65, 169].
Akaike Information Criterion
AIC, which is analogous to DIC, is often used in frequentist statistics for model com-
parison and selection. It is based on information theory, which aims to select the
model which minimises information loss. In Study I, it was used for variable selection
alongside with cross-validation, to decide which predictors should be used in the final
predictive model.
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AIC is defined as
AIC = 2k− 2 log f(y|θ̂) (3.15)
where k is the number of parameters that require estimating in the model.
AIC takes into account goodness of fit while penalising for the number of parameters
used. In the expression given above, the 2k acts as a penalty term to avoid overfitting.
Similar to DIC, lower values of AIC indicate a superior model. Difference of AIC values
greater than or equal to three are considered to be statistically significant [81, 4]
3.5 Predictive Models
The objective of each analysis differs according to the research questions and intent of
the investigator. At times, exploration of the phenomena is of importance, and quanti-
fying how the response relates to other variables is required. In some cases, the goal of
the practitioner may be purely prediction. If the objective is the latter, machine learn-
ing algorithms such as Bayesian networks can be used. If prediction and explanation
of the phenomena is required, then well known statistical models such as regression
can be utilised. Unlike many machine learning algorithms, the use of statistical models
can quantify the association between the predictor and response, and can also provide
uncertainty around estimates. Additionally if only a small number of predictors are
available, it is possible that statistical models such as multinomial regression, could
perform as well as the machine learning algorithms, if interaction between the variables
were included.
In Study I of this thesis, the primary goal of the analysis was to find which model could
best predict water quality degradation in real-time. A variety of statistical models were
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employed for water quality prediction. They included a log-linear regression model,
logistic regression model, discriminant analysis, regression trees, random forests and
Bayesian networks. Further details of these models are given in Chapter 7. Model
selection was based on predictive ability using cross-validation.
Cross Validation Error Rate
Cross-validation was used to evaluate model performance and for model selection in
Study I. When prediction is of primary importance, the selected model must have the
best out of sample performance to ensure that new or future observations are correctly
predicted. Cross-validation involves splitting the data into a training set and a testing
set [81]. The training data set is used to construct the model and used to obtain
the prediction error for the test data set. Cross-validation can also be implemented
using leave-one-out cross-validation or k-fold cross-validation. In leave-one-out cross-
validation, each observation is in turn used as a test data set, and the prediction error











where i is the left out point, and n is the number of observations.









When faced with a large data set, implementation of leave-one-out cross-validation
can be lengthy to complete, so k-fold cross-validation can be used. In k-fold cross-
validation, the data is split into k subsets, and each observation is randomly allocated
to a set. Like the leave-one-out approach, each subset is used as a test data set while
the remaining is used to fit the model. The model is then used to obtain the prediction
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where i is the test fold and k is the number of folds.









For classification problems, the cross-validation error rate can be displayed using a
confusion matrix. Where, the diagonal entries represent the correctly classified obser-
vations, and the off-diagonals represents the misclassified points.
3.6 Spatial Models
In spatial datasets, the observations pertain to a certain point location or area. In many
epidemiological applications, the data are spatially aggregated to municipal boundaries,
and associations are studied via ecological regression. This technique is known as dis-
ease mapping and is a branch of spatial statistics [16]. Disease mapping techniques can
highlight regional differences, prompting investigations to uncover unknown or new risk
factors. They have been extensively applied to identify areas of increased disease risk
[167, 168, 165, 100, 201, 191, 23].
A well-known disease mapping technique is the Besag, York and Mollie conditional au-
toregressive (BYM CAR) model. It was used in Study II to model the spatio-temporal
distribution of campylobacteriosis incidence, and in Study III to model underreported
counts in the Pennsylvania lung cancer data set. The BYM CAR model has an addi-
tional dispersion parameter that is incorporated in the ecological regression, which acts
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as a smoothing parameter to handle spatial autocorrelation.
If the observations pertain to known locations and are also known to correlate with
known covariates, geostatistical models such as variogram models can be utilised. The
residuals of the model can be inspected to deduce whether spatial autocorrelation is
present. Risk surfaces can then be interpolated using kriging. As the WCR beetle data
in Study IV, were associated with geographic coordinates, a geostatistical approach
was taken to account for spatial autocorrelation.
In this section, we will discuss disease mapping via the BYM CAR model, and the
analysis of spatial point processes using variogram models.
Disease mapping
The Bayesian spatial conditional autoregressive (CAR) model is commonly used to
study the spatial distribution of a disease and was proposed by Besag, York and Mollie
in 1991 [23]. In this thesis, it was used to analyse the spatial distribution of campy-
lobacteriosis incidence in Study II. It was also demonstrated how it could be used in
underreported disease counts in Study III.
When Ni, the population at risk is known, it is natural to model the observed cases
yi, through a binomial distribution yi ∼ Binomial(Ni,πi). However, when the disease
risk is small enough (πN < 5), or the area has a large population (N > 50) a Poisson
approximation can be used:
yi|πi,Ni ∼ Poisson(πiNi), (3.20)
Where the product πiNi is the expected number of cases in area i. When the population
at risk Ni is small, the Poisson approximation for the binomial distribution may not
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hold. The expected number of cases πi can be modified to incorporate covariates that
influence disease risk:
Yi|µi ∼ Poisson(µi), (3.21)
where µi is a function of known covariates and population size Ni:
log(µi) = α0 + βTXi + εi + log(Ni). (3.22)
Where, α0 represents the global risk, Xi is a vector of area-specific covariates, β is a
vector of regression coefficients, Ni is the population at risk for area i, and εi is the
area-specific random effect or spatial residual.
The CAR model incorporates a correlation structure to allow random effects to be
related. Areas closer together are likely to be more similar than areas further apart,
and rates are smoothed towards local or neighbourhood values. In the CAR model, a
symmetric neighbourhood matrix W is defined, and the entries wij indicate whether
two areas i and j are neighbours. The wij entries are usually assigned with weights
equal to 1:
wij =
 1 if areas i and j are neighbours0 otherwise (3.23)
Note that an area cannot be a neighbour of itself thus wii = 0,∀i. Otherwise, any two
areas are considered neighbours if they share a common border, or are connected by
side or corner. The spatial residual εi is assumed to follow a conditional autoregressive
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distribution defined as










The parameter εi is the spatial residual or spatial random effect for area i. The variable
τε represents the overall spatial precision. The local spatial precision is a proportion
of the global spatial variability, weighted by the number of neighbours it has [23]. The
spatial residual is the unexplained variability remaining after taking into account all
the information available and relevant to the disease.
Variogram Models
Geostatistical data consists of observed values yi, associated with a set of spatial lo-
cations zi, within a spatial domain D. The observations are presumed to have been
generated as a partial realisation of a stochastic point process. The data structure of
the WCR beetle in Study IV followed this format, and so was modelled using a geosta-
tistical model.
Let the observed counts yi, at location zi follow a Poisson distribution:
yi|zi ∼ Poisson(µi), (3.25)
The intensity parameter µi is defined by
log(µi) = α0 + β
TXi + S(zi). (3.26)
Here, α0 is the overall mean effect, β is a vector of regression coefficients, Xi a vector of
location specific predictors, and S(zi) is the residual effect at location i. The residuals
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2E[S(z)− S(z + h)]
2 (3.27)
The variogram model assumes that the variance of S(z) is constant, and spatial au-
tocorrelation depends only on distance h = zi − zj . Therefore, we can examine the








Where N(h) is the set of all pairwise Euclidean distance i− j = h, and |N(h)| is the
number of distinct pairs. In this case, h is a measure of distance only, but in some
cases, it may be worthwhile to consider direction as well. The variogram is defined as
2γ(h) [194, 43].
The primary goal of a variogram model is to obtain the best estimates to explain the
spatial autocorrelation. In simple terms, variogram models state that points become
less similar with increasing distance. The majority of variogram models are described
by three parameters: the nugget effect, sill and range. The nugget effect represents the
variation when distance between points is zero and is supposed to reflect the measure-
ment error. The sill is the overall variability of the spatial domain, and the range is the
distance at which points are no longer autocorrelated [196, 194, 43]. Figure 3.3 depicts
a schematic diagram of a semivariogram model which shows the parameters; nugget,
range and sill.
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Figure 3.3. A schematic diagram of a semivariogram model indicating
the parameters nugget, range and sill.
A suitable authorised parametric variogram model usually describes the empirical var-
iogram. Variogram models have the following characteristics; 1) is monotonically in-
creasing with a lag distance from the origin, 2) contains an asymptote or sill, 3) has a
positive intercept at the origin or a nugget, and 4) is able to handle direction anistropy









where, h is the lag distance between points, θ is a distance parameter, and κ is a scalar
parameter which controls spatial smoothing. The smoothing parameter κ is constrained
to lie in the interval [0,2). A schematic diagram of the powered exponential variogram
model is depicted in Figure 3.4.
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Depending on the value of κ, the powered exponential function is equivalent to other au-
thorised variogram models [194, 43]. For example, when κ is equal to one, the powered
exponential is simply the exponential variogram model, and the function approaches
the sill asymptotically. In the case which κ = 2, the powered exponential is equivalent
to the Gaussian variogram model, at which the semivariance near the origin slowly
increases, before approaching the sill asymptotically. Variogram models can be used
for interpolation (spatial prediction) via kriging or for simulation.
Figure 3.4. A schematic diagram of the powered exponential variogram
model, with varying values of the smoothing parameter κ.
3.7 Temporal Models
In many data sets, observations are not only linked to location but also have a tem-
poral aspect. The time feature marks the period at which the data were observed and
collected and may play a large role in explaining the observed phenomena. For exam-
ple, the average weekly temperature is affected by the season when it was collected.
In this thesis, a temporal effect is evident in all data sets; for example, in Study I,
we discuss how past rainfall has an impact on water quality degradation. For Study
II, the reported campylobacteriosis cases corresponded to a particular year, with the
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data showing abrupt changes in trend. In Study IV, we had weekly WCR beetle trap
captures.
In many population biology applications, of which the WCR beetle emergence dynam-
ics is one example, the animal emergence follow cyclical behaviour. At the beginning of
the season, the number of new animals emerging are low as many have not yet matured.
However, given enough time and warm days, more animals emerge, and the frequency
between each new emergence is shorter. When the majority of the animals have finally
matured, new emergence slows before stopping altogether.
In this section, we discuss piecewise linear regression and the Gompertz curve. Piece-
wise linear regression was used in Study II, the campylobacteriosis case study, to ac-
count for changes in trend and to estimate when these changes occurred. Here, the
model allows for abrupt discontinuous jumps and non-differentiable changes in trend.
On the other hand, the observed dynamics can often be described by some known
differentiable continuous function, one of which is the Gompertz curve. In Study IV,
the Gompertz function was used to model the emergence dynamics of the WCR bee-
tle.
Piecewise Regression
In Study II, the data showed abrupt changes in incidence following regulatory changes
to the poultry industry, see Chapter 2, or Chapter 7. Thus, the rate parameter of the
Poisson distribution was modelled using a piecewise linear regression. Piecewise linear
regression is known by a variety of names; such as segmented regression, broken stick
model or the hockey stick model, and are characterised by a breakpoint(s) at which
the trend abruptly changes. One is usually interested in the extent of the change, but
the breakpoint location may also be of interest. The piecewise linear regression for the
observed value Yt at time t is defined as:
E[Yt] = β0 + β1(t− t∗)b1. (3.30)
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Where, β0 is the intercept which signifies a horizontal until line until the breakpoint
t∗. The term β1, is the change in trend after the breakpoint t∗, and b1 is a dummy
variable, and b1 = 1 if t > t∗1; 0 otherwise. Figure 3.5 depicts the described piecewise
linear model.
Figure 3.5. A schematic diagram of a piecewise linear regression model.
The breakpoints can be estimated using a grid search algorithm over the range of pos-
sible values of t. Model performance criterion such as AIC, mean squared prediction
error (MSE), mean squared prediction error (MSPE), etc., can be used to choose the
best breakpoint time. However, if the breakpoint is also a parameter of interest, and
uncertainty measures are required for the time at which it occurred, a Bayesian ap-
proach provides an intuitive and elegant way to obtain them with an appropriate prior
placed on t∗.
The Gompertz curve
Benjamin Gompertz first proposed the Gompertz curve for modelling human mortality
in 1825. It is a sigmoidal function, which describes growth slowest at the beginning
and the end of a given period [186, 72]. Since its inception, it has been applied to
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many population biology applications [32, 3, 94, 174]. In this thesis, we make use of
the well known three-parameter Gompertz function to model the observed population
dynamics of the WCR beetle.
Let Yt be the observed count for time t, which is described by the Gompertz func-
tion:
Yt = α exp(−β exp(−γt)). (3.31)
Where α is the upper asymptote, β is the relative starting value, and γ is the growth
rate coefficient which affects the slope. To reflect the nature of population dynamics
and to preserve shape, the parameters of the model are restricted to positive values so
that α > 0, β > 0, and γ > 0.






The Gompertz curve represents a cumulative function, so if we need to model incre-
mental changes of Yt, the derivative of the Gompertz curve can be used:
dYt
dt
= αγβ exp(−γt) exp(−β exp(−γt)). (3.33)
Figure 3.6 displays how the Gompertz curve changes as one of its parameters varies.
The effect of different values of the asymptote parameter α is simply a horizontal shift
in the asymptote, see Figure 3.6a. The modification of β alters the early tail behaviour
of the curve, with larger values of β having a later relative starting value, see Figure
3.6b. The altering of γ shows how the growth rate and slope are effected, with larger
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values of γ accelerating growth which makes it reach the asymptote sooner, see Figure
3.6c.
(a) varying parameter α
α = {100, 80, 50}
(b) varying parameter β
β = {1, 10, 150}
(c) varying parameter γ
γ = {1, 0.5, 0.25}




Data and its challenges
In a designed experiment, an investigator assigns treatments to experimental units (for
example, people or geographic locations) and observes the effects of these treatments
on these units. In an observational study, an investigator measures outcomes of interest
for the experimental groups, but the assignment of treatment is beyond the control of
an investigator.
All the studies in this thesis are observational and have come from registries. In Study
I, we have information from the water quality monitoring program from a popular
bathing site in New Zealand. In Study II, the records of notified campylobacteriosis
cases are analysed. In study IV, analysis is based on trap counts of the western corn
rootworm (WCR) beetle.
Although registries provide valuable information, they also present some problems. The
purpose of the data collection is not hypothesis-driven, therefore the method of data
collection may not be ideal for answering a research question. One of the problems
with registry data is that unmeasured or uncontrolled variables may confound associ-
ations between exposures and outcomes [71]. The registries may also not contain all
the information necessary to study the outcome of interest, so information between
registries may need to be combined [137]. However, the quality of the data may vary
between sources, and some key data may be missing [110]. For example, a recent audit
of US Cystic fibrosis patient registries showed that therapy information and disease
complications were often unrecorded [37].
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In Study II, the patient information related to the campylobacteriosis cases came from
health practitioners [118, 14, 125]. Over time, recording and laboratory practices can
change and so affect the data collected [117]. In Study IV, the grower was responsible
for counting the number of trapped beetles, and recording practices varied between
locations.
All these factors need to be taken into consideration when making inference based on
analysis of registry data. In this chapter, we will briefly describe the data sources used
in this thesis and the challenges arising from them.
4.1 Predictions to reduce the risk of illness from freshwa-
ter swimming
The data used to build the predictive models was based on weekly water quality moni-
toring data of the Oreti River at Wallacetown site, for the bathing seasons of 2005/2006
to 2014/2015.
Under the Microbiological Water Quality Guidelines, a minimum of twenty water sam-
ples need to be taken from the recreational water site, and the sampling is usually
conducted at weekly intervals during the bathing seasons. The water samples should
be obtained from at least 30cm under the surface, in places where water depth is at least
one metre, and between the hours of 8 am and 6 pm [115]. The water sample undergoes
serial dilution tests, where it is used to measure E. coli concentration expressed as the
E. coli most probable number (MPN) count [115]. The E. coli MPN count is known
to be a positively-biased estimate of E.coli and is known to overestimate the extent of
contamination [76]. The estimates for MPN are also known to be less precise than other
dilution tests, such as plating and counting, and the colony-forming unit (CFU) [76].
However, compared to plating and counting, and CFU, MPN’s are quicker and cheaper
to obtain [195]. Therefore, it must be emphasised that the reported bacteria concentra-
tions are only estimates of the bacterial contamination, so cannot be considered as raw
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data. In study I, E. coli MPN was used in the analysis, as the water quality grade is de-
fined by E. coli MPN count [115], and E. coli was the only bacterial indicator available.
In this case study, the response variable, the E. coli concentration and its corresponding
surveillance mode were sometimes missing. In a statistical framework, there are mech-
anisms to deal with missing data, but the nature of the missingness must be accounted
for. When there is nothing systematic that causes the data to be unobserved, it is
known as missing completely at random, and ignoring the missing observations leaves
inference unaffected. If data are missing systematically, then one cannot ignore the
missing observations, and appropriate imputation methods have to be used. In periods
of high river flow, when bathing is dangerous, sample collection may get delayed or
cancelled [115]. Thus, missing data are more likely to occur during periods of rapid
river flow usually proceeding heavy rainfall. To handle these instances, we proposed
the use of a Bayesian network model which handles missing data by marginalising or
averaging out the missing observation. This is discussed in further detail in Chapter 7.
As the data are based on weekly E. coli measurements, it is assumed that the weekly
sample is representative of the entire week. However, this assumption may not hold,
as water quality is known to fluctuate over space and time rapidly [21, 15]. In Study
I, the response E. coli MPN was based on a single weekly water sample. Therefore, it
does not necessarily reflect daily water quality when a person is swimming or may not
represent the entire water body.
4.2 Understanding campylobacteriosis risk
The data are based on the notified cases of campylobacteriosis from the SDHB, between
the years of 2000 to 2015. The dataset was obtained from EpiSurv, which collects in-
formation on notifiable diseases from public health services [52].
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Campylobacteriosis is a gastrointestinal disease that usually resolves itself within a few
days. Therefore, most people rarely require a visit to the general practitioner, so as a
result, many cases are unreported. Previous research has also shown that people from
lower socioeconomic backgrounds may be missed in the reporting cases, as financial
constraint may make them reluctant to seek medical advice [126, 167, 68]. Unreported
cases are also more likely in remote rural populations, as the travel time and distance
to reach health care providers may be considerable [167, 27]. The reported cases in
the campylobacteriosis case study can be considered as a function of two processes:
the disease risk and detection probability. The disease risk is the probability that an
individual will become ill with the disease, and the detection probability describes the
chance that the infected person will be included in the disease register. For the reasons
described above, many cases of campylobacteriosis go systematically unrecorded.
The notified campylobacteriosis cases in Study II were spatially aggregated to census
area unit (CAU) level. Thus, associations between disease incidence, and the covariate
socioeconomic deprivation index were investigated using ecological regression. The use
of ecological regression can be controversial, as it is subject to ecological bias. Eco-
logical bias is a fallacy in the interpretation of statistical results. Where, it is often
assumed that the association at the aggregated level will transfer to the individual level
[75]. The ecological bias can cause misleading results, where the association between
the covariate and response can disappear or reverse at the individual level. Ecological
bias is a well-known issue in disease mapping. Thus, when associations are found a
cohort-based study or a case-control study often follows to investigate whether corre-
lations exist at individual level [104, 192, 190, 150].
The modifiable area unit problem (MAUP) occurs when the same data yield different
results depending on the aggregation level. MAUP was first identified by Gehlke and
Biehl in 1934 and is relevant to spatially aggregated data sets [63]. In Figure 4.1, we
depict MAUP schematically. Figure 4.1a shows the true number of cases, observed in
each cell. If one aggregates the data, as shown in Figure 4.1b, then the distribution of
cases is uniform over the spatial domain. In contrast, if one was to aggregate the data
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in the way shown in Figure 4.1c, then the central part of the spatial domain appears






Figure 4.1. The modfiable areal unit problem, displayed schematically.
The MAUP also affects the neighourhood structure that is used in models such as the
BYM CAR. In panel A of Figure 4.2, we show how case one and case two are neigh-
bours, and case three is neighbour of case two, but not of case one. However, if we
aggregate the cells as shown in panel B of Figure 4.2, then case one and case three are
considered neighbours. Thus, the distance between cases is probably a better measure
of spatial autocorrelation. However, epidemiological data are often reported at the
administrative unit level, and finer resolutions are not available.
Many municipal boundaries are arbitrarily defined by governing bodies and can be
subject to change over time. For example, the analysis in Study III was completed
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Figure 4.2. The effect of MAUP on neighbourhood structures.
using 2006 CAU boundaries; however, during the 2013 census, some larger CAUs in
the Queenstown lakes district were split into smaller CAUs. As the SDHB is sparsely
populated, the spatial distribution of population density is heterogeneous, and the
CAUS vary in both areal and population size. For example, in 2006, the rural CAU of
Fiordland had a population size of 18 people with the land area spanning 8287.5 km2.
In comparison, the Otago University CAU in Dunedin has a population count of 5082
but only covers 1.64km2. It has been suggested that analysis should be carried out
on different levels of spatial aggregation, to test the robustness of the results. As this
was not implemented in Study II, interpretation of the results should be made with the
awareness of the above issue.
4.3 Underreporting of disease risk
In study III, a model was developed with the aim of estimating the true number of
campylobacteriosis cases in New Zealand. However, as the data were only available
at CAU level, suitable covariates that correlated with the disease were not available
due to confidentiality reasons. Instead, we showcase the model using the Pennsylvania
lung cancer data set. We have assumed a known detection probability of 0.9, and used
16 different simulated scenarios to study the performance of the model. A detection
probability of 0.9 was chosen for lung cancer, as it is assumed that the majority of those
afflicted by the disease are diagnosed in western countries.
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4.4 Reducing the risk from western corn rootworm, (Dia-
brotica virgifera virgifera)
In Study IV, the analysis was based on traps counts of the WCR beetle during the
2014 Austrian maize growing season. The traps emitted a pheromone known to attract
male WCR beetles. They were placed on maize fields or plots, where the WCR beetle
had been previously sighted or expected to be seen. Thus, the traps are likely to be in
areas of well-established populations, and the modelled emergence dynamics, may not
represent emerging or recently established WCR beetle populations.
Most maize growers used a trap that was designed to catch 1100 to 1200 beetles. If
capacity was often reached, higher capacity traps could be used, or additional traps
placed. In principle, the existence of such an upper bound calls for the use of a censored
distribution. However, in our data set, trap counts greater than 1200 occurred in only
0.67% of the cases. We considered this to be negligible and therefore, did not use a
censored distribution.
In any data analysis, when missing data are abundant, the sample may no longer repre-
sent the population, and inference may be biased. The WCR beetle data set consisted
of records in 204 trap locations, 160 of which had at least one-non zero count. The
monitoring spanned for 19 weeks, resulting in 3040 observations.
The Study IV data set had many missing or blank entries. It was obvious that blanks
and zeroes were used interchangeably and could represent either missing data or a gen-
uine zero count. In most cases, such entries occurred in either the beginning or the end
of the season. If missing entries happened at the beginning of the growing season, it
was likely because there were no beetles to be trapped, as they were expected to be in
the larvae stage. If the missing entries, occurred at the end of the growing season, then
it was not known if no beetles were trapped or monitoring had ceased.
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There were also 52 suspicious blanks/zeroes occurrences in the middle of the season.
Because we were modelling cumulative emergence, omitting a missing data point would
mean eliminating the records for the remainder of the season for the entire trap and
thus losing ten traps or 6.25% of the data. Instead, after a consultation with two do-
main experts, we set up the following scheme:
• Any blank or missing observation until the first numeric entry was coded as zero
(n = 606, or 19.93%)
• Any blank or zero records which occurred between two non-zero entries, at least
one of which was greater than or equal to 10, were recoded as missing. (n = 40,
or 1.31%). Otherwise, they were coded as zeroes.
• Any blank or missing records which occurred between two zero entries were coded
as zeroes (n = 2, or 0.07%).
• Any blank or missing observations that were between at least one non zero entry
were coded as missing (n = 10, or 0.33%).
• The trap observations were only included in the analysis until the last numeric
entry, which excluded (n = 652, or 21.4%) observations
If an observation was deemed missing, it was estimated as a parameter in the model.
After implementing the scheme above, there were 2327 non-missing observations in the
data set.

















1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
Rule 1 Original Series blank blank blank 0 2 3 10 15 36 20 28 43 29 18 blank blank blank blank blankRecoded Series 0 0 0 0 2 3 10 15 36 20 28 43 29 18 blank blank blank blank blank
Rule 2 Original Series 0 0 1 NA 2 15 36 20 28 0 29 18 29 18 blank blank blank blank blankRecoded Series 0 0 1 0 2 15 36 20 28 NA 29 18 29 18 blank blank blank blank blank
Rule 3 Original Series 0 0 0 0 2 3 0 0 blank 0 0 NA 0 0 blank blank blank blank blankRecoded Series 0 0 0 0 2 3 0 0 0 0 0 0 0 0 blank blank blank blank blank
Rule 4 Original Series 0 0 1 0 2 15 36 20 28 0 29 blank 29 18 blank blank blank blank blankRecoded Series 0 0 1 0 2 15 36 20 28 NA 29 NA 29 18 blank blank blank blank blank
Rule 5 Original Series 0 0 1 0 2 15 36 20 28 NA 29 18 29 18 blank blank blank blank blankIncluded in analysis 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0




5.1 Reducing the risk of illness from freshwater swim-
ming
The objective of Study I was to determine which model could best predict water quality
degradation. Here, we treated the response as both continuous and categorical by using
the E. coli concentration (continuous), and the corresponding water quality grade (cat-
egorical). Although the methods we have proposed are well known, to our knowledge,
model comparison for water quality prediction had not been thoroughly investigated in
New Zealand.
The models that were explored consisted of log-linear regression, logistic regression,
discriminant analysis, regression trees, random forests and Bayesian networks, for fur-
ther detail, see Chapter 7. Model performance was assessed using leave-one-out and
k-fold cross-validation.
All the models had similar cross-validation error rates. In terms of predicting accept-
able (low risk) days, most models were able to estimate at least 90% of cases correctly.
However, it was more important to ensure that the alert days were correctly classified
as they posed the highest risk to human health. Based on predictive performance, the
Bayesian network model was found to be superior. It achieved the highest classification
accuracy for alert days, with 87% and 95% for leave-one-out and k-fold cross-validation
respectively. From the fitted models, the next best scores for alert classifications were
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from the quadratic discriminant analysis model. It achieved a classification accuracy
of 75% and 86% for leave-one-out and k-fold cross-validation respectively.
5.2 Understanding campylobacteriosis disease risk
Spatial distribution of campylobacteriosis in New Zealand has been studied previously
[167, 151]. However, the novelty of our research lies in using a dataset, which covered a
longer and more recent period, thus allowing us to incorporate the regulatory changes
in 2006.
To analyse the 2000 to 2015 notified campylobacteriosis cases in the SDHB, we used
a Bayesian hierarchical model which incorporated a piecewise linear regression model
and a BYM CAR normal prior to handle the spatial autocorrelation. We considered
four variants of the residual normal prior, 1) no spatial autocorrelation, 2) constant
spatial distribution over time, 3) spatial distribution changes over time, but the overall
spatial variability does not change over time, and 4) the spatial distribution and spa-
tial variability temporally varies. Based on DIC, the model which assumed a constant
spatial effect over time was superior (Model 2). This model suggests that the spatial
distribution of the disease was unchanged over the study period, and high-risk areas
remained high over time.
The magnitude of the change in trend was different for urban and rural areas. Figure
5.1 shows that the evolution of the disease differed between the two. In period 2,
the decrease in notification was higher for urban areas compared to rural areas. The
annual decline in notification for urban areas was 52% compared to 17% for rural areas.
Therefore, risk for campylobacteriosis was higher in rural areas compared to urban
ones. See Chapter 8 for further details on the posterior estimates of the regression
coefficients.
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Figure 5.1. Posterior mean estimates for urban and rural campylobac-
teriosis incidence (per 100,000 populations)
5.3 Underreporting of disease risk
In Study III, we aimed to estimate the true number of cases in underreported count
data and to identify which areas suffered most from underreporting.
To analyse underreported data, we developed a model in which the reparameterised
Binomial distribution describes the likelihood function. This model assumes that the
observed cases are a function of two processes driven by the disease risk and the de-
tection probability, respectively. The model describes the disease risk and detection
probability as functions of known covariates with a straightforward incorporation of
spatial autocorrelation.
The model was applied to the Pennsylvania lung cancer data set, where we assumed
that the reported lung cancer cases were underreported by 10%, and produced further
16 simulated case scenarios. Through the Pennsylvania lung cancer data set, we show
how the model can be used to estimate the true number of cases, as well as uncover
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areas where underreporting is severe. In the simulated scenarios, we test the model in
different situations concerning the rarity of the disease and the probability of detection.
The model produced posterior estimates that captured the effects of the simulated risk
factors and further detail of which can be found Chapter 9.
5.4 Reducing the risk from western corn rootworm beetle
(Diabrotica virgifera virgifera)
The objective of Study IV was to model the emergence dynamics of established WCR
beetle populations in Austria. The three-parameter Gompertz curve was used to de-
scribe the emergence dynamics. Although the Gompertz curve is widely used in mod-
elling the emergence dynamics of many insect populations, we treat the asymptote and
growth parameters as functions of known covariates and incorporate spatially correlated
errors. Through this model, we were able to quantify the effect of climatic variables
on the emergence dynamics, as well as identify regions of severe WCR beetle infestation.
In Study IV, the asymptote parameter is analogous to the carrying capacity and was
positively correlated with maize share and winter temperature. Therefore, higher WCR
beetle populations are expected in warmer temperatures, and in areas where more
maize is grown. For the growth rate coefficient, it was found that higher temperature
is associated with lower growth rates, which means that the asymptote or carrying
capacity is reached later. The effects of these are shown in Figure 5.2. From a practical
perspective, this means that increased temperatures are associated with protracted
WCR beetle emergence. In addition, the time of inflection is also a function of the
growth rate. Therefore, warmer spring temperatures will see peak emergence occur
later in the growing season.
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(a) Effect of winter tem-
perature on carrying ca-
pacity α.
(b) Effect of spring tem-
perature on growth rate
parameter γ.




The purpose of this thesis was to quantify the effect of environmental exposures us-
ing observational data. Unlike experimental data, collection of observational data is
not hypothesis-driven, so, therefore, may not be ideal in answering research questions.
However, collecting data for a specific research question can be time-consuming and
costly. We thus often turn to registry data to understand what factors are associated
with changes in risk.
As polluted recreational waters can lead to outbreaks of gastroenteritis or respiratory
illnesses, there is a need to warn users when swimming poses a risk to human health.
At the time of Study I, the local council could only advise people not to swim after a
period of heavy rainfall, or when one was not able to see to their toes in knee-high wa-
ter depth [51]. Although these methods provided a reasonable guideline, such practices
are insufficient in understanding how different processes affected water quality degra-
dation. Therefore, we investigated the use of various statistical models to predict water
quality, to be able to use it for real-time prediction. The results of the study indicated
the Bayesian network model was most suited for this purpose, as it had high predictive
ability and was able to handle missing data flexibly. Bayesian network models handles
missing data, by marginalising or averaging out the missing observation.
Although machine learning algorithms are adept at prediction, not all can provide
estimates for the effect of a predictor, or calculate uncertainty estimates around the
prediction. From a practical point of view, if the primary goal lies in prediction, this
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may be unimportant. Additionally, as most Bayesian network model discretise the pre-
dictor, one can get a notion of the threshold that is associated with a change in water
quality. However, as there were a small number of predictors in the study, it is possible
that statistical models such as multinomial regression, could perform as well as the
machine learning algorithms, if it included interaction between the variables. Since,
this was not implemented in Study I, this should be further explored.
In Study II, we set out to analyse the spatio-temporal distribution of campylobacterio-
sis disease risk in the southern district health board (SDHB) from 2000 to 2015. Before
the regulatory changes in 2006, notification rate was higher in urban centres compared
to rural areas. After 2006, this reversed, and the apparent campylobacteriosis disease
risk became higher for rural areas. Differences in risk are most likely due to the trans-
mission pathways for the Campylobacter bacteria being different for rural populations.
A possible extension of this work, if the data was made available, is to include infor-
mation on campylobacter contamination from different food production categories and
their consumption levels. The model could then be combined with source attribution
models, which would allow further insight in how campylobacteriosis risk interacts with
foodborne sources and environmental exposures.
Although the risk factors for rural communities are well understood, the challenge is to
minimise risk around environmental exposures. For example, if an individual lives and
works on a dairy farm, one may ask what practices can be introduced so that they do
not expose others to the campylobacter bacteria. Recommendation of such a practice
is obviously beyond the scope of this thesis, but by quantifying the disparity in risk,
we hope to provide useful information to policymakers. From our analysis, we found
no evidence that the spatial distribution of the disease changed over time. Therefore
high-risk areas remained constant over the study period. From a public health perspec-
tive, this information is useful in knowing which areas should be investigated further
to understand why the changes to the poultry industry were less effective in reducing
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disease risk there.
For many diseases, it is known that the reported cases underestimate the true burden
of the disease. The data in Study II are a prime example of this, where it is known that
the notified campylobacteriosis cases are a subset of the true number of cases. There-
fore, the data are a function of two processes driven by the disease risk and detection
probability, respectively. To address this, we developed a model which could handle
the estimation of disease risk and detection probability. The model assumes that a co-
variate which correlates with the disease is available and the extent of underreporting
is known. The model is non-identifiable in the intercept parameters of the disease risk
and reporting probability, so elicitation of informative priors is required. However, such
a strong assumption can produce biased estimates for the true number of cases. How-
ever, if a known binary variable is available, the data can be split into sub-populations,
which could help address the issue of non-identifiability of some parameters [146, 78].
Another possibility is the use of capture recapture methods to estimate the detection
probability, which can then be used to inform the prior distribution of detection. How-
ever, this is only possible if two disease registers are available, with some of the patients
known to cross over.
The model which was developed in Study III was not implemented for estimating the
true prevalence of campylobacteriosis. This was because there was not enough data on
covariates which are associated with the disease.
In Europe, the focus for the invasive pest, western corn rootworm (WCR) beetle, has
shifted from eradication to population control. Thus in Study IV, we modelled the
emergence dynamics of established WCR beetle populations. By understanding how
climatic variables interact with the emergence dynamics, we can predict timings of peak
emergence. We also wished to quantify how warmer temperatures affect the carrying
capacity of the population, and to provide insights on how long new beetle emergence
will last.
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However, the data set was rife with problems. First, there was no protocol in data
recording, where it was unknown whether blank entries meant missing or zero counts.
The next issue was that the sampling locations were non-random, and were chosen
because the WCR beetle had been previously sighted. Such a sampling scheme was
probably borne out of convenience. As the onus lay with the growers to place the traps
and count the captures each week. Ideally, the traps should have been systematically
laid, with the frequency of checking and emptying of traps synchronised between traps.
To our knowledge, spatially correlated residuals of the Gompertz curve parameters
had not been implemented before. Therefore, to assess the feasibility of the proposed
model, we used one year of WCR beetle trap captures. We now plan to expand the
analysis to other years, which will allow us to assess the spatio-temporal distribution
of the emergence dynamics.
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a b s t r a c t
Exposure to contaminated water while swimming or boating or participating in other recreational ac-
tivities can cause gastrointestinal and respiratory disease. It is not uncommon for water bodies to
experience rapid fluctuations in water quality, and it is therefore vital to be able to predict them accu-
rately and in time so as to minimise population's exposure to pathogenic organisms. E. coli is commonly
used as an indicator to measure water quality in freshwater, and higher counts of E. coli are associated
with increased risk to illness. In this case study, we compare the performance of a wide range of sta-
tistical models in prediction of water quality via E. coli levels for the weekly data collected over the
summer months from 2006 to 2014 at the recreational site on the Oreti river in Wallacetown, New
Zealand. The models include naive model, multiple linear regression, dynamic regression, regression
tree, Markov chain, classification tree, random forests, multinomial logistic regression, discriminant
analysis and Bayesian network. The results show that Bayesian network was superior to all the other
models. Overall, it had a leave-one-out and k-fold cross validation error rate of 21%, while predicting the
majority of instances of E. coli levels classified as unsafe by the Microbiological Water Quality Guidelines
for Marine and Freshwater Recreational Areas 2003, New Zealand. Because Bayesian networks are also
flexible in handling missing data and outliers and allow for continuous updating in real time, we have
found them to be a promising tool, and in the future, plan to extend the analysis beyond the current case
study site.
© 2017 Elsevier Ltd. All rights reserved.
1. Introduction
Degraded water quality can be harmful to human health.
Moreover, exposure to contaminated water via recreational use
including swimming can result in individual illness and community
outbreaks of gastrointestinal and respiratory disease (Fewtrell and
Kay, 2015; Bridle, 2014; Soller et al., 2010; Yoder et al., 2008; Prüss,
1998). A consequence of these outbreaks can put unwanted pres-
sure on health services and lead to financial losses both to the in-
dividual households, the regional and national economy (Bridle,
2014; Hunter et al., 2009; Given et al., 2006; Gleick, 2002). For
these reasons, regulatory authorities manage risk by establishing
guidelines for water quality to be monitored by responsible
authorities.
The microbiological quality of recreational water is monitored
via the presence of indicator bacteria. Annette Pruss reviewed 37
epidemiological studies on health effects from exposure to recre-
ational water, and found that most studies reported a positive
statistically significant association between the indicator-bacteria
count in recreational waters and health risk in swimmers (Prüss,
1998). For freshwater, the indicator microorganisms that correlate
best with health outcomes were Escherichia coli (E. coli), which is a
type of fecal coliform that is used to measure the level of pollution
(Odonkor and Ampofo, 2013). The presence of E. coli in recreational
waters indicates fecal contamination which coincides with the
presence of pathogenic microorganisms. Another systematic re-
view of over 900 studies by (Wade et al., 2003) found that E. coli
was a more consistent predictor of gastrointestinal illness than
enterococci and other bacterial indicators. Although the result was
not statistically significant, they found that a log (base 10) unit
increase in E. coli count was associatedwith an average 2.12 (95% CI,
0:925;4:85) increase in relative risk in fresh water. Since E. coli is
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found in all mammal and bird faeces, higher concentrations mean
an increased risk of presence of other pathogens (Sampson et al.,
2006; Winfield and Groisman, 2003; Edberg et al., 2000).
To ensure the risk from recreational water is minimised for the
public, many governments and groups have implemented water
quality standards, such as theWHOGuidelines for Safe Recreational
Water Environments (World Health Organization, 2003) and the
revised European Union Bathing Water Directive 2006. These reg-
ulatory tools require recreational sites to be monitored with a
minimum of one monthly sample taken during the bathing season
with the results of the monitoring then disclosed to the public. The
responsible governmentmust then describe their riskmanagement
measures in relation to predictable short term pollution or
abnormal events (European Parliament, 2006).
Freshwater management units (FMUs) are fresh water catch-
ments that have been set up by New Zealand regional councils in
order to set freshwater objectives and limits for freshwater quality.
FMUs can be grouped according to their physical characteristics as
well as their social significance, i.e. who are their main users and
what purpose are they used for (Ministry for the Environment,
2015). In New Zealand, the Microbiological Water Quality Guide-
lines for Marine and Freshwater Recreational Areas 2003 outlines
the acceptable water quality for locations (FMU) designated for
recreational use, where surveillance of water quality is carried out
on a regular basis. These guidelines state the degree of surveillance
required and if public disclosure of the water quality is required to
be given based on a surveillance mode; Acceptable, Alert and Ac-
tion (Green, Amber and Red). These modes are assigned to each
location based on the reported E. coli concentration, see Table 2
(Ministry for the Environment, 2002). Acceptable/Green is
defined to be generally safe for activities such as swimming and to
continue routine surveillance. Alert/Amber means an increase in
E. coli levels and sampling to be done on a daily basis and to refer to
the Catchment Assessment Checklist (CAC), which is included in
the aforementioned guide, to assist in identifying possible loca-
tion(s) of sources of fecal contamination. Action/Red means that
high levels of E. coli have been found and there is an increased risk
to infection. The associated action plan for mode Alert/Red required
to be undertaken follow the same steps as Alert/Amber with the
addition of a sanitary survey with a report on sources of contami-
nation, warning signs erected and public disclosure of a public
health problem. Hence, it is especially important to distinguish Red
days from the others.
Given the importance of recreational water quality, it is impor-
tant not only to monitor it, but also to predict it. This is to ensure
that the public can be given a timely warning of the possible
contamination and the ensuing disease burden and economical loss
can be avoided. This task is complicated by the fact that the water
quality is influenced by a variety of factors such as seasonal
changes, land-use, human activities, and extreme weather events
(Kang et al., 2010; McDowell and Wilcock, 2008; Muirhead et al.,
2004, 2006). It is also somewhat complicated by defining the
optimal decision, and looking for a balance between false positives
(warning of contamination when there is none) and false negatives
(failing to spot contamination). The cost of misclassifying mode
Green into Amber or Amber into Green is not as severe as these
modes allow for recreational activities to be carried out. However,
the misclassification of Red into Amber or Red into Green etc.
should be treated seriously as it can result in severe illness.
In the past, a variety of statistical models have been used to
predict water quality. Regression trees have been used to predict
bathing suitability throughout Scotland (Stidson et al., 2012), and
by Dzeroski et al. (2000) for water quality prediction in Slovenian
rivers. Discriminant analysis has been used to evaluate the spatial
and temporal variations of water quality in the Gomti River, India
Singh et al., 2004, and similarly in the Fuji River Basin (Shrestha and
Kazama, 2007). Bayesian networks have also been used in water
quality management: Ha and Stenstrom 2003 used a Bayesian
network to identify the origins of storm water based on land use;
and by Donald et al. (2009) to determine the risk of gastroenteritis
from recycled water. The use of multiple regression models have
also shown that heavy rainfall increases pollutant load (Maniquiz
et al., 2010) and urban areas tend to decrease downstream water
quality (Mallin et al., 2016). Moreover, Thoe et al., 2014 wanted a
model to predict water quality at Santa Monica Beach that would
perform better than the naive model that was used at the time.
They compared model performance between five statistical
models; multiple linear regression, logistic regression, partial least
squares regression, artificial neural networks and classification tree
and found that the all the statistical models performed better than
the existing method.
The objective of this studywas to find amodel that could predict
future E. coli counts or water quality modes based on preceding
data in the same season or year. This prediction would be based on
past values of E. coli counts, accumulated rainfall of a monitored
upstream site in the past 48 h and river flow. The results of this
study provides a basis for model suitability for real time prediction
for bathing sites across Southland, New Zealand. The proposed
model should be able to correctly identify mode Red days or predict
higher levels of E. coli concentrations. An additional benefit would
ideally show how the inputs and their varying levels affect water
quality. This could aid in policy decisions and allow the public to
better asses the level of risk in regards to recreational water use. In
this case study, we apply a variety of statistical models, including
log-linear regressionmodel, logistic regressionmodel, discriminant
analysis, regression trees, random forests and Bayesian networks to
predict water quality for the summers 2005e2014 for the Oreti
river in Wallacetown, which is a recreational water site situated in
Southland, New Zealand. The response variable, E. coli concentra-
tion, is treated both, as continuous counts and as categorical vari-
able with modes Green, Amber and Red. The predictive power of
each model is assessed using cross-validation and conclusions are
drawn about the best practice.
2. Study site and data
The study site is situated on the Oreti River in Wallacetown,
Southland New Zealand (see Fig. 1). The Oreti river in Wallacetown
is a locationwhich is identified as being of value for recreational use
and is known to experience degraded water quality (Environment
Southland, 2010; Environment Southland and Te Ao Marama Inc,
2010). The land use surrounding the area consists of dry stock
(42%), natural state (32%), dairy farming (18%), forestry (7%) and
other uses (1%). In addition, the Winton WWTP processes waste-
water from the small town of Winton, the discharge is into a trib-
utary of the Oreti River, the Winton Streamwhich is approximately
6 km upstream of the confluence and 23 km up stream of the
Wallacetown monitoring site (Pearson and Couldrey, 2016).
These observations are for the summer months between
December and April when recreational use is expected to occur see
Table 1. There is variation in sample size (n) between years due to
occasional missing weeklymeasurements. As water quality mode is
derived directly from the E. coli counts, we can either model the
reported E. coli concentration or the corresponding mode. These
modes and their cut-off points are given in Table 2.
The data set consists of weekly measurements of E. coli MPN
counts based on a single sample, water quality mode which is
derived from E. coli, river flow (m3=s) and rainfall data (mm). The
E. coli counts were calculated using the Quantitray MPN method
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Fig. 1. A map of the Oreti River showing the study site of Wallacetown, rainfall gauge location (Five Rivers Station), waste water treatment plant (Winton) and surrounding land use.
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and river flowwas taken at the Oreti River inWallacetownwith the
water level sensor at 2 mm accuracy measured every 10 s. The
rainfall data which consisted of three different types of measure-
ments was taken from a rain gauge from the 5 Rivers Stationwhich
is a connected upstreamwater body. It consisted of rainfall, past 24
and 48 h rainfall. The rainfall variable was measured when 0.5 mm
of rain accumulated in a tipping bucket gauge. The past 24 and 48 h
rainfall is the cumulative rainfall in the 24 or 48 h prior to the time
of E. coli sample collection.
2.1. Methodology
It is known that the normal distribution can be used to
approximate the Poisson distribution for large values of l, where l
is the mean of the Poisson distribution. Therefore, if X  PoissonðlÞ,
then for large values of l, X  Nðl; lÞ approximately (Peizer and
Pratt, 1968; Cheng, 1949). Therefore, for this analysis, the re-
ported E. coli MPN counts will be treated as continuous. In order to
clearly distinguish between the situationswhen thewater quality is
modelled as a continuous variable from those when a categorical
response is used, Yt is used to denote continuous E. coli counts and
Zt to denote the corresponding modes, Z2fG;A;Rg, where G is
green, A is amber and R is red. The continuous response models
include naive model, multiple linear regression, dynamic regres-
sion and regression tree. Categorical responses were modelled us-
ing Markov chain, classification tree, multinomial logistic
regression, discriminant analysis and Bayesian network. Although
the water quality modes are ordered categories, ordinal multino-
mial logistic regression was not used as the effect of the predictors
varied across the modes, therefore violating the proportional odds
assumption (Agresti, 1996). The details of these methods are
further described in this section 2.1.1.
The analysis was carried out in R, where the following packages
were used to fit the appropriate model. For the regression and
classification tree rpart was used (Therneau et al., 2015), with the
random forest fitted via the randomForest package (Liaw and
Wiener, 2002). The Markov chain was fitted using the
markovchain package (Spedicato, 2015), and to fit the multinomial
logistic regression nnet was used (Venables and Ripley, 2002a).
Discriminant analysis was carried out using MASS(Venables and
Ripley, 2002b) and the rest were implemented in base R (R Core
Team, 2015).
2.1.1. Continuous response
2.1.1.1. The naive model. The naive model uses the logic that
tomorrow will be the same as today. Here, the previous week's
E. coli measurement and mode is used as the current week's
prediction.
EðYt jyt1Þ ¼ yt1: (1)
This model provides a benchmark to judge the other models
against.
2.1.1.2. Multiple linear regression and dynamic regression. In the
multiple linear regression model the response is linearly related to
a set of independent variables (Draper and Smith, 1998).
EðYt jXtÞ ¼ Xtb; (2)
where Xt is a matrix of the observed variables and b is a vector of
regression coefficients.
To introduce a dynamic aspect into the model, the past E. coli
and flow levels can be included as well (Fabaozzi et al., 2006).
2.1.1.3. Regression trees. Tree-based methods partition the variable
space into a set of rectangles, and then fit a model (in this case a
simple linear regression) in each one Hastie et al., 2009. While
there are issues with their inherent instability and lack of
smoothness, tree based models often provide a simple yet powerful
tool for modelling and prediction.
2.1.1.4. Random forest: regression. To address the instability of a
single regression tree random forest's can be used. For regression,
the same regression tree is fitted many times to bootstrap sampled
versions of the training data and averages the result (Hastie et al.,
2009).
2.1.2. Categorical response
2.1.2.1. Markov chain. The Markov Chain is similar to the naive
model in a sense that the expected value of a stochastic process
depends on the immediate past. The probability of moving from
mode i to mode j, from one day to the next, is called a transitional
probability, denoted pij, and is estimated from the data (Freedman,
1971). For the first order Markov Process, only the previous
observation matters, and the predicted state at time t, given the
observation at the previous moment t  1 is given by the mode of
the conditional distribution PðZt jZt1 ¼ iÞ, i.e., j such that
pij ¼ maxjpij.
2.1.2.2. Multinomial logistic regression. The multinomial logistic
regression is an extension of logistic regression when more than
two outcomes are possible (Hastie et al., 2009). In order to ensure
that the probabilities of all the possible outcomes add to one, the
link function takes the following form:
PðZt ¼ zjXtÞ ¼ expðhtzÞ
1þPZz¼2expðhtzÞ
; (3)
where htz ¼ Xtbz with z ¼ 2;…; Z and the predicted outcome is
maxPðZt ¼ zjXtÞ. The first category, z ¼ 1, is called the baseline
category, and htz ¼ 0. As in theMarkovmodel, the predicted state at
Table 1
Frequency distribution of weekly observations of recreational water quality in the
bathing seasons of 2005e2014. The modes range from Green for generally safe
recreational use to Red for increased risk of infection.
Year Mode Observed n
Green Amber Red
2005e2006 10 4 4 18
2006e2007 10 3 2 15
2007e2008 13 4 1 18
2008e2009 16 2 1 19
2009e2010 14 2 1 17
2010e2011 11 0 5 16
2011e2012 13 2 1 16
2012e2013 13 2 0 15
2013e2014 14 2 1 17
Total 114 21 16 151
Table 2
Guidelines for water quality modes determined by E. coli
concentrations as set by the Microbiological Water Quality
Guidelines for Marine and Freshwater Recreational Areas
2003, Ministry of Environment, New Zealand.
mode E. coli MPN/100 mL
Green  260
Amber >260 and  550
Red >550
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time t is given by the mode of the conditional distribution
PðZt ¼ zjXtÞ, i.e. mode z such that PðZt ¼ zjXtÞ ¼ maxzPðZt ¼ zjXtÞ.
2.1.2.3. Discriminant analysis. Linear Discriminant Analysis (LDA)
uses a linear combination of variables to distinguish between
classes resulting in linear decision boundaries. The independent
variables across the classes are assumed to be multivariate normal
with a common variance-covariance. If the variance-covariance
cannot be assumed equal, a modification known as quadratic
discriminant analysis (QDA) is used instead (Hastie et al., 2009).
2.1.2.4. Classification trees. Classification trees are similar to
regression trees: the variable space is partitioned into a set of
rectangles and the most likely outcome is assigned to each. If the
associated probability of an outcome assigned to a node is 1.0, the
node is known as pure. Various statistics can be used to measure
node purity, including misclassification error, Gini index, and cross-
entropy of deviance (Hastie et al., 2009). The result can then be
conveniently represented by a dendrogram.
2.1.2.5. Random forest: classification. The random forests for clas-
sification trees are similar to the regression random forest. How-
ever for classification problems, a committee of trees each cast a
vote for the predicted class (Hastie et al., 2009).
2.1.2.6. Bayesian networks. A Bayesian network (BN) is a graphical
model that encompasses probabilistic relationships amongst a set
of variables (Fenton and Neil, 2012). A BN can be represented
graphically by a directed acyclic graph (DAG), with the nodes cor-
responding to the variables of interest and arcs (directed edges)
corresponding to the perceived relationships between them. The
arcs thus represent the probabilistic relationship between the
nodes and demonstrate the conditional dependence present in the
network (Fenton and Neil, 2012). The Bayes' theorem is then
applied to obtain probabilities of observing the class given a set of
observed covariates. An example of the proposed model is given in
Fig. 2 and illustrates howmode is affected by past rainfall in the last
48 h, river flow.
2.2. Model evaluation
All the fittedmodels were checked for compliancewith the their
corresponding assumptions. To assess predictive power, a leave-
one-out and k-fold cross validation were used. The leave-one-out
cross validation uses all but one observation in the data set to fit
the model. The fitted model is then used to estimate the prediction
error for the left out observation, and the step is then repeated for
all observations (Hastie et al., 2009; Efron, 1983). The k-fold cross
validation technique works similarly but removes k observations at
a time (Hastie et al., 2009). In our case, the observations of each
bathing season was removed to validate model performance with
k ¼ 9. The leave-one-out method gives an idea of how the model
will perform in the long runwhile the k-fold cross validation tell us
how different the bathing seasons are from one another.
If the continuous E. coli counts were being modelled, an obser-
vation was deemed predicted correctly if the estimate was within
the mode boundaries of the observed mode. Model performance
was evaluated via their respective cross validation error rates
(CVER), i.e. the estimated proportion of misclassifications and the
proportion of correctmodes predicted given by the diagonal entries
of the confusion matrices. The results for both leave-one-out and k-
fold cross validation are reported.
Past values of weekly E. coli and weekly river flow were used in
the dynamic regression model, with the previous two instances of
each included in the model. The continuous counts of E. coli and
river flow were log-transformed to improve compliance with
various assumptions such as, for example, normality and homo-
scedasticity in the regression. A total of 3000 trees were con-
structed for the random forest (RF) for both the classification and
regression. The Bayesian network model required the covariates to
be discretized or split into groups. To aid in the decision of where to
split the inputs, histograms of the past 48 h rainfall and river flow
created to include the proportion of the observed modes at the
corresponding bin. Scatter plots of river flow and past 48 h rainfall
were also created with the points coloured to the corresponding
mode. This visualisation allowed us to determine at which levels
differentiated between modes. In addition it was found that split-
ting into two groups, i.e., dichotomisation, was found to be suffi-
cient in obtaining high prediction rates. The variables were split by
the following; 15.80 m3=s and 2.00 mm for river flow and past
rainfall 48 h respectively which corresponds to 60th percentile of
the empirical data of these variables.
3. Results
The data contained observations of the summer months be-
tween 2005 and 2014 with an average of 17 weeks observed per
year. The summary sample statistics of the variables used in the
modelling process are reported in Table 3 and the predictors used
for each model are given in Table 4.
The reported E. coli concentrations and their corresponding
modes are shown in the top half of Fig. 3. The modes observed at
Wallacetown were generally acceptable for recreational activities
i.e. mode Amber and Green, and the poor water quality (Red)
occurred only rarely. The observed modes were distributed as fol-
lows: Green 75.5%, Amber 13.9%, and Red 10.6%. Moreover, 11% of
mode Green cases transitioned into Red the following week, while
80% of mode Red weeks became mode Green in the week that
followed.
The 24 h accumulated rainfall is given in the bottom half of
Fig. 3. It is evident that the 2005e2006 experienced more rain than
other years which correspondedwith a higher proportion of Amber
and Red modes. The annual average rainfall for the surrounding
Invercargill area is 1149mm, with 33% falling between December to
Fig. 2. Graph of the Bayesian Network used in modelling the modes observed in the
Oreti River Wallacetown. The nodes are the variables and the edges show the condi-
tional dependence between them. For example, mode is conditionally dependent on
river flow.
Table 3
Table of sample statistics of variables used in modelling process, with n ¼ 151.
Variable Median Mean Std. dev (2.5%, 97.5%)
E. coli MPN/100 mL 110.00 368.01 862.56 (10.00, 2832.50)
River Flow m3=s 13.23 21.41 26.20 (4.79, 91.07)
Rainfall in mm 13.00 25.87 58.95 (0.00, 93.00)
Rainfall past 24 h in mm 0.00 3.08 6.03 (0.00, 23.12)
Rainfall past 48 h in mm 1.00 5.77 9.55 (0.00, 31.37)
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April. Rainfall is evenly distributed across the year in this area
(Marcara, 2013). It can be noted that the 2005e2006 bathing sea-
son had above average rainfall was measured in the area (NIWA,
2005).
The leave-one-out cross validation results for the models are
given in Table 5, with the proportion of correctly identified modes
Green, Amber, Red and the cross validation error (CVER) reported.
As mentioned in the methods, the naive model provides a bench-
mark for model performance. Overall, the naive model had the
highest CVER as expected. The categorical-response models were
generally better than then the continuous response models. All the
models correctly predicted mode Green, with varying performance
when predicting mode Red. This is with the exception of the Mar-
kov chain, as it could only correctly predict mode Green. However
the prediction accuracy for the intermediate mode Amber was very
poor for all models. In this study, much of the focus was to explore
which model could best predict mode Red days. With this in mind
the results show that the Bayesian network appeared to outper-
form all other models. The results for leave one out and the k-fold
cross-validation are similar. The annual k-fold cross validation error
rates are given in Table 6, and with the exception of the Markov
chain are shown in Fig. 4. The high error rates observed for
2005e2006 summer can be explained by the fact that the pro-
portion of Amber and Redmodes were higher than other years with
44%, see Table 1. The above average rainfall that occurred at the
time may account for the greater proportion of Amber and Red
modes during those years (NIWA, 2005).
4. Discussion
In this study, various statistical models are used to predict water
quality on aweekly basis, and their predictive accuracy is compared
as well as assessing their suitability for prediction in real time. It
was of particular importance to correctly predict mode Red, since it
is associatedwith high risk of disease compared to the othermodes.
It was found that all models were able to accurately predict mode
Green, but performed very poorly for mode Amber. For mode Red,
the Bayesian network outperformed the other models, with 87%
Table 4
Predictors used for each model.
Model Predictors
Continuous Response Dynamic Regression River flow, rainfall past 48 Hours, E. coli (day previous),
E. coli (two day previous) and river flow (day previous).
Naive Water quality mode (day previous).
Regression River flow, rainfall and rainfall past 48 h.
Regression Tree River flow and rainfall past 48 h.
RF Regression River flow, rainfall and rainfall past 48 h.
Categorical Response Bayesian Network River flow and rainfall past 48 h.
Classification Tree River flow, rainfall past 24 h
and river flow (day previous).
Linear Discriminant Analysis River flow and rainfall past 48 h.
Markov Chain e
Multinomial Logistic Regression River flow and rainfall past 48 h.
Quadratic Discriminant Analysis River flow and rainfall past 48 h.
RF Classification River flow, rainfall and rainfall past 48 h.
Fig. 3. Observed summer modes in the Oreti River at Wallacetown (top) and the corresponding 24 h accumulated rainfall at the Five Rivers (bottom). The boundaries of the modes
are given by the horizontal lines and marked with their respective modes.
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mode Red observations correctly assigned for the leave-one-out
and 95% for the k-fold cross validation. Therefore, we conclude
that Bayesian network is the most suitable model for water quality
prediction.
The water quality mode is assigned based on the reported E. coli
MPN counts from the water body. Although other procedures to
quantify E. coli concentration exist the Microbiological Water
Quality Guidelines 2003 state that either the Membrane Filter
Method, the MPN method or another accepted method must be
used for E. coli in determining water quality (Ministry for the
Environment, 2002). In our study only the MPN result was avail-
able and therefore used for analysis. However, it is important to
note that the MPN is a positively-biased estimate of fecal coliform
concentration (Garthright, 1997). It is also known to have wider
variability in its estimates than the colony-forming-unit (CFU),
another common measure of water quality, due to probabilistic
basis of calculation of the MPN (Gronewold and Wolpert, 2008).
Therefore, it should be noted that the phenomena modelled here
may not be entirely reflective of the true and underlying process.
The ability of Bayesian networks to easily and flexibly handle
missing data adds to their desirability as a modelling tool. In
parametric models, missing observations are either omitted or
imputed. The former may not be cost-effective: when observations
are few, each one is valuable. The latter is often cumbersome,
especially if the need for imputation is frequent. For example, a
useful predictor for water quality is water temperature (Pratt and
Chang, 2012; Carrillo et al., 1985; Faust et al., 1975). In our data
set, however, it was only recorded occasionally. We have therefore
excluded it from the analysis. However, in the future work,
concentrating on Bayesian networks, we intend to add this variable
(amongst others) to our model and investigate its effects on pre-
diction accuracy noting its particular effect on Amber modes.
The estimation and fit of parametric models can also be affected
by the presence of extreme values or outliers (Hastie et al., 2009).
Bayesian networks circumvent this as the variables are discretized,
thus ignoring the magnitude and influence of individual unusual
observations. Furthermore Bayesian networks are also suitable for
prediction in real time, as they are easily updated and there are no
assumptions to check for.
However, it also known that despite its high predictive perfor-
mance and aforementioned advantages, the Bayesian networks
performance can be severely altered by the choice of discretization
as well as the number of intervals used (Nojavan et al., 2017). In this
study exploratory data analysis was used to aid where the variables
should be discretized. By doing so, this allowed a better under-
standing in the underlying process which drives the transitional
changes between modes and provides a justification of the choice
of discretization. For the Bayesian network model, splitting the
variables into two groups, i.e., dichotomizing, was sufficient to
obtain high prediction rates. However, for other study areas,
dichotomizing may not produce good enough results, and the
discretization may need to be reconsidered on a site-by-site basis.
Furthermore the poor results for mode Amber demonstrate that
further modelling work is required. All models performed espe-
cially poorly for the Amber mode. This may be due to the fact that it
is rare (13.9% of all occurrences in our data) and transient
Table 5
Model performance using leave-one-out cross validation. For proportion of correct mode predicted the closer the value is to 1 the better the performance and the value closer
to zero for the cross validation error rate (CVER) indicates superior performance.
Model Proportion of Correct Mode
Predicted for Succeeding Week
CVER
Green Amber Red
Continuous Response Dynamic Regression 0.96 0.10 0.62 0.20
Naive 0.77 0.24 0.06 0.38
Regression 0.96 0.00 0.50 0.22
Regression Tree 0.95 0.15 0.62 0.20
RF Regression 0.95 0.14 0.62 0.20
Categorical Response Bayesian Network 0.92 0.00 0.87 0.21
Classification Tree 0.97 0.00 0.56 0.20
Linear Discriminant Analysis 0.98 0.00 0.69 0.18
Markov Chain 1.00 0.00 0.00 0.24
Multinomial Logistic Regression 0.97 0.00 0.69 0.19
Quadratic Discriminant Analysis 0.87 0.14 0.75 0.24
RF Classification 0.93 0.00 0.62 0.23
Table 6
Averagemodel performance for k-fold cross validation across the years. For proportion of correct mode predicted the closer the value is to 1 the better the performance and the
value closer to zero for the cross validation error rate (CVER) indicates superior performance.
Model Proportion of Correct Mode
Predicted for Succeeding Week
CVER
Green Amber Red
Continuous Response Dynamic Regression 1.00 0.00 0.62 0.18
Naive 0.75 0.23 0.03 0.38
Regression 0.99 0.00 0.625 0.21
Regression Tree 0.95 0.00 0.68 0.22
RF Regression 1.00 0.00 0.80 0.17
Categorical Response Bayesian Network 0.92 0.00 0.95 0.21
Classification Tree 0.95 0.00 0.68 0.22
Linear Discriminant Analysis 0.98 0.00 0.74 0.19
Markov Chain 1.00 0.00 0.00 0.24
Multinomial Logistic Regression 0.97 0.00 0.74 0.19
Quadratic Discriminant Analysis 0.85 0.13 0.86 0.26
RF Classification 0.94 0.00 0.71 0.22
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(probability of switching to another state 0.76 compared with 0.23
for Green and 0.94 for Red). Although, the transient probability is
higher for Red modes, it is well established that increased rainfall
corresponds to higher E. coli levels. However the rainfall threshold
is not clearly observed or established for Amber modes. In general,
the model accuracy specifically with respect to the Amber model,
may be improved either by obtaining more data or by better un-
derstanding the processes behind changes in water quality and
incorporation of spatial information such as land use and its
proximity to the FMU as well as adding other covariates such as
water temperature, electrical conductivity and other water quality
indicators such as Halides.
Previous studies have explored prediction of water quality at
recreational level, and evaluated changes in rivers and lakes
through space and time. Deciding on an optimum model depends
on the objectives of a study, with each model having its own ad-
vantages and limitations. Thoe et al., 2014 explored five statistical
models; multiple linear regression, logistic regression, partial least
squares regression, artificial neural networks and classification tree
to predict increased levels of fecal indicator bacteria (FIB) in Santa
Fig. 4. Model performance by year using k-fold cross validation. The closer the cross validation error rate (CVER) is to zero the better the performance. Here the results for the
modelling approaches are split up, the continuous response is on the left and the categorical response is on the right.
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Monica Beach. The aim was to propose a model that would better
the naive model approach that was utilised at the time. Their re-
sults showed an improvement over the naive model, with the
classification tree achieving the best performance, predicting 42%
of unsafe FIB levels compared to 28% by the naive. These results are
consistent with our findings, as the naive and Markov chain had
poor model performance.
Another example of modelling unsafe levels of fecal indicator
bacteria is by Stidson et al. (2012), using regression trees they
predicted 81% of unsafe levels correctly, and is the current method
used for real-time water quality prediction across bathing sites in
Scotland. Moreover regression trees were also used in a study
conducted by De'ath et al., 2010 to evaluate the health status of the
Great Barrier Reef, concluding that decreased water clarity and
increased chlorophyll degrades the reef's health. In addition to high
predictive power, regression trees can aid in understanding the
relationship between response and predictor as the model is given
by a decision tree. When modelling water quality parameters such
as discharge, water temperature, dissolved oxygen etc. of Slovenian
rivers, Dzeroski et al., 2000 preferred the regression tree over
multiple regression and the nearest neighbour method as it illus-
trated how the predictors affected the response. The results from
our study also show that regression trees are powerful for predic-
tion with a leave-one-out CVER of 20% and k-fold CVER of 22%. It
also achieved one of the higher performances for mode Red, with
the leave-one-out and k-fold cross validation yielding 62% and 68%
correct respectively.
Trees are known to suffer from instability where small changes
in the data can result in different partitions thus making interpre-
tation precarious (Hastie et al., 2009). This is particularly prob-
lematic when the number of predictors are high and to address this,
random forest's can be used. The number of predictors in this case
study was low and therefore the results of the random forest did
not differ significantly from the single classification or regression
tree. For a single classification and regression tree it is easy to get an
insight into decision rules if the tree is small. However for RF's this
is no longer the case, as the outcome is the average result of many
trees. Therefore the loss of insight of the decision rules may not be
desirable when working with small data sets.
In our analysis, discriminant analysis had one of the highest
performance with LDA and QDA predicting mode Red correctly
with 69% and 75% respectively for leave-one-out cross validation
and 74% and 86% respectively for k-fold cross validation. Despite the
high proportion of correct mode Red predictions, for both
discriminant analysis and regression trees, this level may not be
high enough for policy makers and users, as the cost of false neg-
atives can have an adverse effect on human health. Previous studies
have also demonstrated Discriminant analysis' high predictive po-
wer. For instance, Shrestha and Kazama 2007 used it to model
seasonal variations of water quality parameters found in surface
water in the Fuji River Basin, with discriminant analysis correctly
identifying 85% of the parameters variability. Moreover, Wunderlin
et al., 2001 also evaluated spatio-temporal changes of water quality
parameters in the Suquia River Basin, Argentina, resulting in 87%
correctly predicted for temporal analysis and 75% in spatial anal-
ysis. Similarly, discriminant analysis was also fitted by Singh et al.,
(2004) to model spatio-temporal variations of water quality pa-
rameters in the Gomti River, resulting in 88% correctly predicted for
temporal analysis and 91% in spatial analysis.
Despite their drawbacks in the choice discretization method
(Gronewold and Wolpert, 2008) results of this study suggest that
Bayesian networks are an ideal tool for water quality prediction as
they are capable of high predictive power, see Tables 4 and 5 Like
the regression tree, Bayesian networks are graphically given in a
DAG, resulting in a better understanding of the relationship
between the response and its predictors see Fig. 2. Other applica-
tions of Bayesian networks are by Ha and Stenstrom (2003), with
their aim to differentiate between storm water origins based on
land use in the Santa Monica Bay. The results of their Bayesian
network correctly identified 92.3% of storm water origins.
Furthermore Bayesian network's can help identify high risk groups
to disease in relation to polluted water. For example Donald et al.,
2009 modelled the risk of gastroenteritis associated with recycled
water, with the model results indicating that the young and elderly
were most susceptible to gastroenteritis. Although this is common
knowledge, for other applications it shows it is capable in identi-
fying previously unknown high risk groups. Therefore, the results
from this study and those previous, suggest that a Bayesian
network model should be preferred for water quality prediction as
it is capable of high predictive power.
FMUs are also assigned a long termwater quality grade, which is
based on long term E. coli data trends (Ministry for the
Environment, 2014). It would be of interest to investigate how
BNs can be used for lakes and river grading to compare if the set
limits would be similar. In addition it may be of use to evaluate how
risk to GI illness differs between FMUs based on the surrounding
catchment area as well as other risk factors. This can help deter-
mine if different factors unique to a site should be considered when
allocating a water quality grade or if the current method is suffi-
cient. Future modelling work will also see the Bayesian network
extended to help identify possible sources of pollution and its po-
tential in river grading.
5. Conclusion
The results from our analysis indicate that the most suitable
model for real time water quality is the Bayesian network, as it
could correctly predict themajority of mode red days and had a low
CVER. Furthermore its ability to handle missing values, outliers and
its updatability capability make it ideal for real time prediction.
Futuremodellingwork is to fit the Bayesian networkmodel to other
areas and assess its overall performance. In addition a spatial
component will be included, allowing connected upstream sites
and surrounding land to have an influence on the FMU, with the
aim of increased accuracy of mode Amber and Red predictions.
Finally, we hope that the conditional dependencies displayed in the
network will aid in policy decisions regarding water quality at the
recreational level.
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a b s t r a c t 
The objective of this paper is to investigate differences in campylobacteriosis incidence between urban 
and rural areas in the Southern District Health Board of New Zealand between 20 0 0 and 2015. The 
data were analysed using a Bayesian change-point model to evaluate how campylobacteriosis incidence 
changed over time and to see whether the dynamics differed between rural and urban areas. A con- 
ditional auto regressive error term was introduced to account for any spatial effects. The results of our 
analysis showed that campylobacteriosis incidence increased between 20 0 0 and 2005, decreased between 
20 06 and 20 08 then stabilised from 2009 onward. In addition we found that the changes in incidence 
were greater in urban areas than in rural ones. 
© 2019 Elsevier Ltd. All rights reserved. 
1. Introduction 
In New Zealand campylobacteriosis is a notifiable disease, 
where medical practitioners and laboratories must report all 
suspected or confirmed cases to the medical officer of health 
( Baker et al., 2007; Ministry of Health, 2017; New Zealand Law 
Resources, 1956 ). Starting in the 1980s until the mid 20 0 0s, 
campylobacteriosis incidence steadily rose with the reported 
figures from New Zealand amongst the highest in the developed 
world. As a response, source attribution work for campylobacte- 
riosis began in the Manawatu region in 2005 in order to discover 
the source of the disease source. The study indicated that more 
than 50% of all campylobacteriosis cases could be attributed to 
poultry consumption which could be linked to poultry production 
( Mullner et al., 2009 ). This resulted in the New Zealand Food 
Safety Authority and the Poultry Industry introducing changes in 
risk management strategies in 2006. This was implemented in 
hopes of reducing poultry associated foodborne campylobacte- 
riosis ( Sears et al., 2011 ). From 2007 onward campylobacteriosis 
notifications declined with the annual notification rate dropping 
from 358.8 (20 02–20 06) to 161.5 per 10 0,0 0 0 (20 08). This drop in 
notification rates has been well documented in literature ( Institute 
∗ Corresponding author. 
E-mail address: rodelyn.avila@pg.canterbury.ac.nz (R. Jaksons). 
of Environmental Science and Research Limited, 2009; Pattis et al., 
2017; Sears et al., 2011 ). 
Despite the high overall notification rates, reported incidence is 
not uniformly spread geographically. This is especially true when 
examining differences in campylobacteriosis incidence between 
urban and rural areas. Previous research has reported that campy- 
lobacteriosis incidence is higher for rural areas compared to urban 
centres. One reason for this disparity could be due to a higher pro- 
portion of agricultural workers in rural areas because exposure to 
farm animals is believed to increase the relative risk of the disease 
( Gilpin et al., 2008; Lal et al., 2015; Levesque et al., 2013; Sears 
et al., 2011; Spencer et al., 2011b ). With these factors in mind, 
it is reasonable to speculate that the 2006 regulatory changes to 
the poultry industry may have had different im pacts in urban and 
rural areas. Although the overall changes in campylobacteriosis 
incidence are well documented, little is known about the spatial 
distribution of the disease ( Institute of Environmental Science and 
Research Limited, 2009; Pattis et al., 2017; Sears et al., 2011 ). 
Another attribute that must be considered is the socio- 
deomgraphic characteristic of an area. Previous studies have shown 
that notification rates were correlated with socio-demographic de- 
privation. As campylobacteriosis diagnosis requires a visit to the 
medical general practitioner, a possible explanation for differences 
in notification rates may be attributed to cost since people living in 
more deprived areas may be reluctant to seek medical advice due 
to financial constraints ( Gillespie et al., 2008; Nichols et al., 2012; 
Spencer et al., 2011b ). 
https://doi.org/10.1016/j.sste.2019.100304 
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Fig. 1. A map of New Zealand highlighting the location of SDHB (a) . A map identifying urban areas (b) . 
We employ a Bayesian spatial conditional autoregressive (CAR) 
model proposed by Besag, York and Molliè ( Besag et al., 1991 ) 
which is a well established disease mapping tool frequently used 
to produce maps of underlying disease risk and to estimate the ef- 
fect of possible risk factors as well as to generate new hypotheses 
( Besag et al., 1991; Lawson and Rotejanaprasert, 2014; Soleimani 
et al., 2015; Spencer et al., 2011a; 2011b; Waldhoer et al., 2008; 
Zhuang and Cressie, 2012 ). We apply it to the spatially explicit 
data on campylobacteriosis incidence in the Southern District 
Health Board (SDHB) of New Zealand in the period 20 0 0–2015 
to achieve the three following objectives; 1) to explore the dif- 
ferences in temporal changes in disease rates between rural and 
urban areas in the SDHB, 2) to investigate whether spatial depen- 
dence/spatial autocorrelation is present and to assess its variability 
through time, and 3) to identify disease hot spots and/or disease 
clusters, which can be considered areas that have high disease 
risk. 
2. Methodology 
2.1. Study area and data 
This study focuses on campylobacteriosis in the SDHB of New 
Zealand. The SDHB provides health services to this area (see Fig. 1 ) 
( New Zealand Law Resources, 20 0 0 ). The SDHB is situated in the 
lower South Island and covers the territorial areas of Invercargill 
City, Gore District, Queenstown-Lakes District, Southland District, 
Dunedin City, Central Otago, Clutha District and Waitaki District 
( Southern District Health Board ). Fig. 1 a shows the position of the 
SDHB in New Zealand. Fig. 1 a and b marks the urban areas and 
depicts the area boundaries. 
The data set consists of reported cases of campylobacterio- 
sis from January 1, 20 0 0 to December 31, 2015. Each reported 
case was either under investigation, probable, confirmed or not 
a case. Only confirmed or probable cases were included. A con- 
firmed case is defined as the one for which laboratory results come 
back positive for campylobacteriosis.. A probable case is defined 
as one where the person has come in direct contact with an in- 
fected person(s) or has had contact with the same common source 
( Institute of Environmental Science and Research Limited, 2012 ; 
Porirua: Institute of Environmental Science Research, 2011 ). Cases 
were excluded if the person was overseas during the incubation 
period. For campylobacteriosis the incubation period is usually 2–
5 days after source exposure ( Institute of Environmental Science 
and Research Limited, 2012 ). ( Fig. 2 ) 
The reported cases were geo-coded, providing address accu- 
racy down to census area unit (CAU) level. A CAU is a non- 
administrative area that is defined as an aggregation of meshblocks 
that is smaller in size than territorial authorities ( Statistics New 
Zealand, b ). Each CAU was assigned urban/rural profile classifica- 
tions. The urban/rural classifications are used by Statistics New 
Zealand to distinguish between urban and rural areas at mesh- 
block level. Urban areas can be further divided into main urban ar- 
eas, satellite urban communities and independent urban communi- 
ties. Rural areas can also be classified further into rural areas with 
high urban influence, rural areas with moderate urban influence, 
rural areas with low urban influence and highly rural/remote area 
( Statistics New Zealand, 2006a; 2006b ). 
For the modeling, we have considered annual CAU specific 
counts and the population counts were based on census data con- 
ducted in 2001, 2006 and 2013 ( Statistics New Zealand, a ). 
The analysis was completed using 2006 boundaries so that the 
study area comprises of 115 urban CAUs and 94 rural CAUs, to- 
talling to 209 CAUs. The total number of cases over the study pe- 
riod were 7892 and 3764 cases for urban and rural areas respec- 
tively. The average annual incidence between 20 0 0 and 2015 for 
rural areas was higher compared to urban areas with 352.6 per 
10 0,0 0 0 population and 227.7 per 10 0,0 0 0 population respectively. 
A summary of the data is given in Table 1 . 
The New Zealand socioeconomic deprivation index was used as 
a covariate in the model. It measures the area’s deprivation based 
on census data relating to income, home ownership, employment, 
qualifications, family structure, housing, access to transport, and 
communications. The deprivation index scores range from 1 for the 
least deprived to 10 for the most deprived ( Atkinson et al., 2014; 
Salmond et al., 2002; 2006 ). 
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Fig. 2. A map of the urban area boundaries in Fig. 1 b. 
Table 1 
Summary of the data used in analysis. It summarises the number of CAUs their corresponding population (New 
Zealand), total number of reported cases and annual average incidence. 
No. CAU’s Population-time at risk No. cases Incidence per. 10 0,0 0 0/year 
Urban 115 3,465,237 7892 227.75 
Rural 94 1,067,397 3764 352.63 
Total 209 4,532,634 11,656 257.16 
2.2. Methodology 
To investigate whether spatial autocorrelation was present, a 
Bayesian spatial conditional autoregressive (CAR) model was fit- 
ted ( Besag et al., 1991 ). This model allows areas closer together to 
be more similar in incidence than areas further apart. By doing so 
the model smooths disease incidence and allows spatial effects to 
highlight regional differences. 
Let Y it denote the reported number of cases in area i at time 
t = 20 0 0 , 20 01 , 20 02 ..., 2015 . Y it is assumed to follow a Poisson 
distribution with intensity μit with N it denoting the respective 
population at risk: 
Y it ∼ P oisson (μit N it ) 
The Poisson intensity parameter μit is the rate of cases per per- 
son for time t in area i , and is modelled via a log-linear piecewise 
regression Eq. (1) . Piecewise regression models are utilised when 
the data exhibits abrupt changes in trend ( Martinez-Beneito et al., 
2011; Muggeo, 2003; Tiwari et al., 2005 ). 
log (μit ) = αp + β0 p t + β1 p (t − t ∗1 p ) b 1 p 
+ β2 p (t − t ∗2 p ) b 2 p + β3 p x it + ε∗i (1) 
where t ∗1 p and t 
∗
2 p represent the unknown breakpoints thus split- 
ting the study period into three time intervals. The rural/urban 
area classification is given by p = { r ural, ur ban } . The variables t 1 p 
and t 2 p are dummy variables where b 1 p = 1 if t > t ∗1 p ; 0 otherwise 
and b 2 p = 1 if t > t ∗2 p and 0 otherwise. β0 p is the trend coefficient 
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Fig. 3. Annual average incidence per 10 0,0 0 0 population for rural and urban areas. For both urban and rural areas incidence rose between 20 0 0 and 20 05, then fell until 
2008 and is stable thereafter. The changes in urban areas appear to be greater than in rural areas. 
in the first time interval, β1 p is the change to the trend coefficient 
in the second time interval and β2 p is the change in the trend co- 
efficient in the third time interval. Note that these changes are ad- 
ditive. β3 p is the effect of socioeconomic deprivation and x it is the 
deprivation score in the area i at time t . 
The regression parameters αp , β0 p , β1 p , β2 p and β3 p were as- 
signed standard non-informative normal priors with mean 0 and 
precision (inverse variance) 0.001. The breakpoints were given 
a uniform prior where t ∗1 p ∼ U(2002 , 2013) and t ∗2 p | t ∗1 p ∼ U(t ∗1 p + 
2 , 2013) . To ensure indentifiability and model convergence the lat- 
ter was assigned a lower limit to be two years after the first break- 
point. 
The spatial residual ε∗
i 
is the measure of local spatial variabil- 
ity. We have considered four possible ways to model it. In the 
first case, we assume no spatial variability at all, and thus ε∗
i 
≡ 0 ∀ i 
Eq. (2) . For the other three, we assume conditional autoregressive 
(CAR) prior where (1) the spatial residual does not depend on time 
(i.e., the way in which incidence varies geographically does not 
change with time, high risk locations remain high risk locations, 
and low risk locations remain low risk locations respectively.), (2) 
the spatial residual depends on time, but the overall spatial vari- 
ability, as expressed via precision parameter τ remains constant 
Eq. (3) , and (3) the spatial residual depends on time and the over- 
all spatial variability is allowed to change as well Eq. (4) . We re- 
fer to these four model as the temporal model, the common CAR 
model, stable CAR model and temporal CAR model respectively. 
Note that because we were not able to obtain age-specific pop- 
ulation counts for smaller CAU’s due to confidentiality concerns, 
we were not able add age-standardization to the model. 
ε∗i ≡ 0 (2) 
ε∗i ∼ N( ε−i , τm i ) (3) 
ε∗it ∼ N( ε−it , τm i ) (4) 
ε∗it ∼ N( ε−it , τt m i ) (5) 
Note that the ε∗−i refers to the mean of ε i in the neighbourhood 
of i with the area i itself always excluded. Two areas are considered 
neighbours if they share a common border or are connected by 
side or corner. The parameter τ is the inverse spatial variance or 
spatial precision, which is given the prior τ ∼ Gamma (0.1, 0.1), and 
m i is the number of neighbours for area i ( Besag et al., 1991 ). 





were summarised with their corresponding 95% credible interval 
reported. Model selection was conducted using deviance informa- 
tion criterion (DIC). Models with smaller DIC values are preferred 
with differences greater than three indicating substantial differ- 
ence ( Spiegelhalter et al., 2002 ). 
The analysis was run using WinBUGS ( Lunn et al., 20 0 0 ) via the 
R2WinBUGS ( Sturtz et al., 2005 ) package in R ( R Core Team, 2015 ). 
A total of 10,0 0 0 iterations were run with a burn-in of 50 0 0 itera- 
tions. Burn-ins are iterations which are discarded to ensure model 
convergence. Model convergence was visually assessed from trace 
plots and marginal posterior distributions. 
3. Results 
3.1. Exploratory data analysis 
The annual average incidence of campylobacteriosis for urban 
and rural is displayed in Fig. 3 . Both areas experienced increased 
incidence between 20 0 0 and 20 05. A decrease is then observed 
until 2008 where reported incidence levels out. The plot also 
shows that the incidence decrease was larger for urban areas than 
rural areas. 
The age-specific incidences for rural areas and urban areas 
(where age distribution is available) is given in Fig. 4 . For rural ar- 
eas, the highest reported incidence came from the 0–4 year age 
group followed by the 15–24 years ( Fig. 4 a). In urban areas, the 
15–24 year age group had the highest incidence between 20 0 0 and 
2007 ( Fig. 4 b). This changed to the 0–4 years after 2008. The tem- 
poral pattern for both areas is similar to the overall pattern seen 
in Fig. 3 . 
The individual CAUs annual incidence over the study period is 
displayed in Fig. 5 . The left panel shows the incidence of campy- 
lobacteriosis in individual CAUs in rural areas, whereas the right 
panel demonstrates the incidence of campylobcateriosis in CAUs in 
urban areas. The saturation of each line has been altered to re- 
flect the respective population size. If areas follow the same tem- 
poral pattern, the lines should layer on top of each other making it 
darker, thus emphasising a common trend. For urban areas, a drop 
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Fig. 4. Age-specific incidence for rural areas (a) and urban areas (b) . For rural areas, the 0–4 year-olds had the highest incidence. In urban areas the 15–24 year-olds had 
the highest incidence of campylobacteriosis between 20 0 0 and 2007. After 2008 the 0–4 year-olds became the highest incidence group. 
Fig. 5. Annual incidence of campylobacteriosis by CAU. The left panel shows the incidence of individual CAUs in rural areas, whereas the right panel demonstrates the CAUs 
in urban areas. The Matukituki CAU has been highlighted to show that it is above average for the study period. 
in incidence is observed between 2006 and 2009 ( Fig. 5 ). The time 
series for one rural area, Matukituki in the Queenstown Lakes Dis- 
trict, has been made darker and given a dashed line to emphasise 
that it was consistently above average for the duration of the study 
period. 
3.2. Model results 
To aid in model selection the deviation information criterion 
(DIC) was used to assess goodness of fit, with smaller DIC values 
preferred ( Spiegelhalter et al., 2002 ). The relative DICs are reported 
in Table 2 . The best model has a DIC of zero and is used as a base- 
line for comparison. Table 2 shows that the spatial models perform 
better than the temporal model, providing evidence for the pres- 
ence of spatial autocorrelation. 
Table 2 
The relative DIC used for model selection. The best model is the common CAR 
model and is given in bold. The DIC results show that the spatial models perform 
better than the temporal model, indicating the presence of spatial autocorrelation 
which has remained stable over time. 





≡ 0 1191.4 
Common CAR ε∗
i 
∼ N( ε−i , τm i ) 0 
Stable CAR ε∗
i 
∼ N( ε−it , τm i ) 341.8 
Temporal CAR ε∗
i 
∼ N( ε−it , τt m i ) 287.3 
The common CAR model, which assumes that the spatial vari- 
ability is present and its pattern stable over time, is the superior 
model with a minimum DIC difference of 287.3. The next best al- 
ternative is the temporal CAR, followed by the stable CAR then the 
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Fig. 6. Posterior mean of campylobacteriosis incidence estimates. The 95% credible interval is given in dashed lines and the 95% posterior predictive interval in grey. 
Table 3 
Posterior mean parameter estimates from the piecewise regression of the common 
CAR model, with their 95% credible intervals in parenthesis. αp is the Poisson inten- 
sity at time zero while t ∗1 p and t 
∗
2 p are the estimated breakpoints. β0 p is the trend 
parameter for time interval 1. β1 p and β2 p are the additive changes in trend for 
time interval 2 and 3 respectively. β3 p is the deprivation score effect. Note, that all 
the effects are on a log-scale. 
Parameter p = Rural p = Urban 
αp −5.67 ( −5 . 87 , −5.46) −6.38 ( −6.53, −6.24) 
β0 p 0.04 (0.02, 0.07) 0.15 (0.14,0.17) 
β1 p −0.21 ( −0.30, −0.13) −0.67 ( −0 . 73 , −0.62) 
β2 p 0.18 (0.09,0.26) 0.53 (0.46,0.59) 
t ∗1 p 2005.2 (2004.7,2005.8) 2005.7 (2005.6,2005.9) 
t ∗2 p 2007.9 (2007.3,2008.6) 2008.1 (2007.9,2008.3) 
β3 p −0.03 ( −0.07,0.01) −0.006 ( −0.03,0.02) 
temporal model. In what follows, we will report the estimates of 
the best model only. 
The posterior mean estimates and 95% credible intervals for the 
piecewise regression parameters are given in Table 3 . For rural ar- 
eas, β0 p shows that the campylobacteriosis incidence has increased 
by an average of approximately 4%, (2%, 7%) CI, per year in the first 
time interval (20 0 0–20 05). The estimated posterior mean for the 
second time interval ( β0 p + β1 p ) shows that the incidence then 
decreased by 17% per year (20 06–20 08) and then again increased 
by 0.67% per year in the third time interval (2009 onward). 
For urban areas, β0 p shows than the average campylobacterio- 
sis incidence increased by approximately 15% per year in time in- 
terval one (20 0 0–20 05). The posterior mean for ( β0 p + β1 p ) shows 
that incidence then decreased by 52% per year in time interval two 
(20 06–20 08). The incidence then increased by 0.62% per year in 
time interval three (2009 onward). 
The deprivation index was found to have a very slight negative 
effect, which was not significantly different from zero, for both, ru- 
ral and urban areas. The posterior probability estimate for the de- 
privation effect is P (β3 rural < β3 urban ) = 0 . 85 . As this value is close 
to 1, it is highly likely that the deprivation effect in rural areas is 
smaller than that in urban. 
The posterior mean estimates with their 95% credible interval 
and 95% posterior predictive intervals are displayed in Fig. 6 . The 
posterior mean campylobacteriosis incidence is also superimposed 
in the area specific time series plots and is given by the dark thick 
line see Fig. 7 . Figs. 6 and 7 show that the log-linear piecewise 
regression capture the temporal dynamics well. 
The observed annual average incidence of campylobacteriosis 
for 20 0 0–2015, posterior mean estimates and their exceedance 
probabilities are displayed in Fig. 8 . The posterior mean estimates 
are pulled towards local averages therefore producing smoother 
(shrunken) incidence estimates. Exceedance probabilities can be 
used to investigate possible areas with higher disease risk ( Best 
et al., 2005; Lawson and Rotejanaprasert, 2014 ). CAUs with ex- 
ceedance probabilities close to 1, indicate that the incidence will 
likely be above expectation and can therefore be considered as 
high risk areas. Column three of Fig. 8 show that high risk CAU’s 
are present in rural areas (shown by SDHB). High risk areas 
are also present in Invercargill City, the Queenstown Lakes, and 
Dunedin City. As the SDHB has many small urban areas next to 
large rural areas, it can be difficult to ascertain if an urban area 
has a high exceedance probability. Therefore Fig. 9 marks the areas 
with high exceedance probabilities and hence can be considered 
high risk. 
4. Discussion 
The key findings of this study indicate that the temporal dy- 
namics of campylobacteriosis incidence differed between rural and 
urban areas. Campylobacteriosis incidence increased between 20 0 0 
and 2005 and was higher for urban areas (15%) compared to ru- 
ral areas (4%). The decline in campylobacteriosis incidence for the 
20 06–20 08 period was greater for urban areas ( −52%) compared to 
rural areas ( −17%). This suggests that the 2006 regulatory changes 
impacted urban and rural areas differently. This is important as it 
further highlights the disparity of risk factors between urban and 
rural areas. Further investigations are needed to better understand 
factors that drive these differences. By doing so, action plans can 
then be implemented to further reduce campylobacteriosis inci- 
dence in rural areas. 
The objective of this study was to evaluate difference in campy- 
lobacteriosis incidence between rural and urban areas. The analy- 
sis was implemented using geocoded reported incidence that pro- 
vided address accuracy at CAU level. However, Fig. 5 illustrated 
that there were a substantial number of areas that had zero re- 
ported incidence for a given year. Despite this, CAU’s were chosen 
as the boundaries as it was the only level of areal aggregation that 
differentiated between urban and rural areas. 
The data was analysed using the Besag, York and Molliè
(BYM) CAR model which is well established in the field of 
epidemiology. However there are other Bayesian spatial models 
that can be implemented. These include the multivariate normal 
with exponential correlation (EXP), the spatial mixture model by 
Green and Richardson (MIX), and Knorr-Held and Raßer’s partition 
Model (KHR) ( Green and Richardson, 2002; Held and Rafer, 20 0 0; 
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Fig. 7. Posterior mean estimates of campylobacteriosis incidence superimposed on the individual CAU time series plots. 
Knorr-Held et al., 20 0 0 ). In a comparative study conducted by Best 
et al., the authors found that the CAR performed well when mod- 
elling a single disease ( Best et al., 2005 ). The authors also note 
that the EXP model over smoothed incidence and lead to poor in- 
ference compared to the CAR, KHR and MIX models. Furthermore 
they also state that the CAR and KHR model performed better at 
overall area risk classification but the MIX model produced less bi- 
ased results for high risk areas. However unlike the CAR model, the 
MIX and KHR model assumes stationarity of the mean and vari- 
ance of the spatial residual, which may be unrealistic in many ap- 
plications. Further details of these comparisons can be found in the 
paper ( Best et al., 2005 ). 
It would have been of interest to inspect the spatial precision 
of the spatial effect of the temporal CAR model. By inspecting the 
spatial precision we could conclude if the incidence between ar- 
eas changed over the study period. However as this model did not 
converge this was not possible. 
Analysis was carried out to detect disease hot spots or clus- 
ters. In simpler terms these are areas which have an increased 
risk of campylobacteriosis incidence. To identify high risk areas, ex- 
ceedance probabilities were used. High probabilities meant campy- 
lobacteriosis incidence for that area was likely to exceed expected 
rates, in turn suggesting that these areas face an increased disease 
risk. The plots in Fig. 8 illustrated the presence of high risk CAU’s 
in rural areas. High risk areas were also present in Invercargill City, 
Queenstown Lakes, and Dunedin City. Fig. 9 also showed the loca- 
tions of urban areas with high exceedance probabilities. These hot 
spots and clusters are of interest as they show areas that appear 
to have higher disease risk. These areas should be further exam- 
ined to explain the higher incidence rates. By doing so, there is 
potential to uncover unknown risk factors and how they affect the 
aetiology of campylobacteriosis. 
In this study, the results showed that deprivation was nega- 
tively associated with campylobacteriosis incidence and is consis- 
tent with previous studies ( Gillespie et al., 2008; Nichols et al., 
2012; Spencer et al., 2011b ). The posterior probability estimate 
for the deprivation effect was P (β3 rural < β3 urban ) = 0 . 85 . As this 
value is close to 1, it is highly likely that the deprivation effect 
in rural areas is smaller than that in urban areas. This suggests 
that deprivation and urban/rural classification may affect notifica- 
tion rates. However the overall effect of deprivation for both ur- 
ban and rural is inconclusive as zero is included in the credible 
intervals. 
One of the major drawbacks of the study was the absence 
of area specific covariates such as occupation. Due to confi- 
dentiality restrictions this type of information was not avail- 
able at CAU level and therefore could not be included in the 
model. Information on occupation may be relevant as there is ev- 
idence to suggest that agricultural workers have a higher proba- 
bility of contracting campylobacteriosis ( Gilpin et al., 2008; Sav- 
ill et al., 2003; Spencer et al., 2011b ). By using occupational in- 
formation, the high risk CAU’s in rural areas may be explained 
(see Fig. 8 ). 
Ecological fallacy or bias occurs when it is assumed that the 
correlation at the aggregated level transfers to the individual level 
( Greenland and Robins, 1994 ). The effect of ecological bias can 
cause misleading results; in some cases the association between 
the phenomena and covariate(s) can disappear or reverse. Eco- 
logical fallacy is a known and common issue in disease mapping 
( Lokar et al., 2019; Richardson et al., 20 03; Wakefield, 20 07; 
Wang et al., 2017 ). Therefore when associations between covari- 
ates and a disease are found using the spatial CAR model, it is 
often followed by cohort-based or case-control based individ- 
ual comparisons to investigate if these associations persist. In 
our study we did not find evidence to suggest that deprivation 
effected cam pylobacteriosis incidence. However, this outcome 
maybe changed if an individual case-control study was used 
instead. 
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Fig. 8. Maps that compare observed incidence annual average, their posterior mean estimates and corresponding exceedance probabilities. The first column is the annual 
average observed incidence per 10 0,0 0 0 population for 20 0 0–2015. The second column is the annual posterior mean and the third column is the probability that an area 
will exceed expected rates. 
The work conducted here shows that it is important to consider 
the differing cam pylobacteriosis risk factors between urban and ru- 
ral areas. Further research should be undertaken to better under- 
stand why rural areas still face a higher risk of campylobacteriosis 
despite the changes to the poultry industry. By investigating this 
further, regulatory authorities and policy makers can make more 
informed decisions and implement changes to reduce the risk to 
human health. In the future, we plan to extend the spatial analysis 
to the entire of New Zealand to investigate the differences between 
urban and rural areas and to uncover other high risk areas. 
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Fig. 9. Urban CAUs with high probability of exceeding the urban average for any 
time period. 
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Underreporting of disease risk
In epidemiology, researchers often want to estimate the number of people infected with
the disease in a given period. Usually, the reported cases underestimate the actual
burden. The data for many infectious diseases, such as gastroenteritis and influenza,
are known to be underreported as the majority of those infected usually recover at
home [160, 148, 80, 133]. For chronic conditions such as cancer and diabetes with a
long period of latency, the recorded incidence, prevalence and mortality may also be
underestimated. Underreporting of rare or chronic disease can be a result of misdi-
agnosis. For Type I diabetes, many people who are over 30, are often misdiagnosed
as type II, as the early symptoms of both diseases are similar [124, 176, 8]. In rare
diseases such as cancer, diagnosing cases is difficult as there are few screening tests and
the ones available vary in accuracy [101, 10, 29]. Moreover, some individuals may also
seek medical advice too late or lack symptoms until the disease has progressed [17, 33].
Other reasons for underreported cancer data can be because of administration issues.
For example, in the USA, some studies have shown that cancer rates may be under-
estimated due to incomplete reporting of cases, or because of reporting delays [111, 11].
Underreported data are ubiquitous in all disciplines. In ecology, researchers are often
interested in estimating the species abundance. However, the data may underestimate
the true abundance as a result of not all areas being sampled or due to non-detection
[155, 134]. In criminology, when assessing the number of crimes such as theft, assaults
etc., conclusions are based only on what is reported, but the correct figures are known
to be higher [56, 90, 106]. For some neighbourhoods and minority groups, underestima-
tion of crime may be higher, as the victims may fear retribution from those responsible
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if they were to report it[136, 79, 178].
In an economic study by Winkelmann in 1996, the researchers state that worker ab-
senteeism caused by working conditions is problematic as it decreases output. It is
argued that absenteeism decreases if staff are paid appropriately and have fair working
conditions. To test this hypothesis, the authors use German socio-economic panel data.
However, they note that if the employer reports the absenteeism, they may face recol-
lection difficulties and so may underestimate the overall figure. On the other hand, if
the data are employee-based, they may only report absenteeism linked to severe illness
[197].
There are a variety of ways to account for the underreporting and to estimate the un-
observed number of cases. For example, in ecology, it has been shown that the use of
capture-recapture is useful in determining population size. Capture-recapture meth-
ods have also been used in epidemiology when two disease registries or data sets are
available, and a proportion of participants are known to cross over [83, 147, 109, 26].
However, multiple data sources are often not available and therefore can not be used
in many applications.
In ecology, presence-only data is a common set-up. For example, in citizen science
data, the individual may report on seeing a kiwi bird in one location they visited. Still,
nothing may be known about the other visited or unvisited locations. Therefore, it
is unknown whether a kiwi was seen but not reported whether there were no kiwis
present in the immediate area. The presence-only problem in ecology is similar to
underreported data in epidemiology. For example, if we take the disease campylobacte-
riosis, we can never be sure whether a municipal area with zero reported cases truly did
not have any campylobacteriosis cases, or whether there were unreported campylobac-
teriosis cases. Thus, methods used for presence-only data in ecology may be useful in
dealing with underreported epidemiological data. Currently, the most well-known and
popular method to deal with presence-only data in ecology is MaxEnt [49, 140, 138,
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139]. MaxEnt estimates an areas habitat suitability for a given species using a suitable
covariate and assumes that the presence locations are from a random sample. It eval-
uates a habitat suitability index by calculating the ratio of the conditional covariate
density at the presence sites, to the marginal covariate density across the spatial domain
[49, 140, 138, 139] The literature on MaxEnt is fraught with controversy [82, 156]. One
of the criticisms is that MaxEnt assumes a random sample, which presence-only data
may violate. Locations are usually visited because there is a higher chance of observing
the species [193, 199]. Due to similarities with underreported epidemiological data,
and presence-only data, MaxEnt has been used in epidemiological studies to uncover
high-risk areas [5, 95, 119].
Given the population at risk N , the number of cases is typically modelled using a
binomial distribution. When the true number of cases is unknown, we may instead
assume that the observed number of cases Y has a binomial distribution:
Y ∼ Bin(Z, p),
where, Z is the true number of cases, and p is the probability of detection/reporting.
Here, both Z and p are unknown. In 1971 Draper and Guttman discussed how Bayesian
statistics could be used to estimate the parameters in a binomial distribution when both
the probability p and size Z was unknown. They recommend that the data should be
used to estimate Z and to elicit prior knowledge on the probability p [45]. In 1987,
Adrian Raftery proposed an empirical Bayes approach, which exploited the knowledge
that the true number is at least what is observed, with his model allowing for interval
estimation, prediction and point estimation [145].
The alternative to the binomial distribution, when N is large, and Np is small, is the
Poisson distribution. If the data are underreported, the rate parameter can be ad-
justed for the missing observations. Winkelmann implemented this approach in 1996,
to estimate the underreporting in worker absenteeism [197], by Moreno and Giron to
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assess the overall burden of crime [122], and by Schmertmann and Gonzaga to correct
for underestimated mortality schedules in Brazil [161]. More recently, Oliveira et al.
developed the random censoring Poisson model and compared its performance against
the model proposed by Moreno and Giron [128, 122]. Their model employed a two-step
process, where, using a suitable covariate, they first calculated the probability that an
area’s count was censored. The second step was to estimate the true count for censored
areas. This model is advantageous when a select number of areas are known to suffer in
data quality, and a suitable covariate is available for estimating its censoring probability
[128]. However, in cases where it is believed that there is censoring or under-reporting
in all areas, the first step is skipped altogether.
In this study III, the observed counts Y , form only a subset of Z, the true number of
cases. The random variable Z is an unobserved and unknown quantity and is treated
as a latent variable. To account for the underreporting, we propose the use of Bayesian
hierarchical models to estimate the latent variable Z. Also, we can infer features about
the disease such as its underlying risk, and identify which areas are more likely to suffer
from underreporting. To illustrate how the method works, we apply the model to the
Pennsylvania Lung Cancer data set, where we assume a constant detection probability
of φ = 0.9. Sixteen different scenarios were simulated to see how the model would
perform in different situations.
9.1 Data
Pennsylvania lung cancer data set
We apply the model to Pennsylvania Lung Cancer Data available from the SpatialEpi
package in R [92, 143]. Pennsylvania is a state in the USA situated in the north east
(see Figure 9.1).
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Figure 9.1. Location of Pennsylvania in the USA.
The data set consists of the lung cancer counts reported in 2002 at the county level
with n = 67. For each county, the total population and the proportion of smokers has
also been recorded. A table of summary statistics is displayed in Table 9.1.The county-
level lung cancer counts and smoking proportions were obtained from the Pennsylvania
Department of Health website [84], while the population counts were from the 2000
decennial census [30]. The data was stratified on race (white vs non-white), gender,
and age (Under 40, 40-59, 60-69 and 70+). Although the demographics mentioned
above are known to to be associated with lung cancer risk, we chose to aggregate the
data to county-specific level, to illustrate how the model works [62, 13, 141, 144].
Quantiles
Mean (sd) Min 25% 50% 75% Max Total
reported cases 150 (240) 3 34 70 170 1,400 10,279
population 18,0000 (270,000) 4,900 44,000 90,000 210,000 1,500,000 12,281,054
smoking 0.24 (0.024) 0.18 0.23 0.23 0.26 0.28 0.24
counties - - - - - - 61
Table 9.1. Summary statistics of the Pennsylvania lung cancer data.
The population count of each county is shown in Figure 9.2a with highly populated
counties situated in the south-east. The lung cancer incidence rates and smoking rates
are plotted in Figure 9.2b and Figure 9.2c respectively. In Figure 9.2b, it is shown
that there is a cluster of high observed prevalence in the south-west. Figure 9.2c shows
that smoking rates are highest in the north-west, as well as the north-central counties.
However, there is little variability in smoking rates between counties, with the lowest
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proportion of smokers p = 0.18, and the highest being p = 0.27, of the county popula-
tion.
(a) County population
(b) Observed lung cancer prevalence, per 100,000
population
(c) Proportion of smokers
Figure 9.2. County based summary statistics.
9.2 Methodology
Let the observed number of cases Y be a subset of the true number of cases Z.
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Let Z, follow a binomial distribution with population at risk N , and disease risk
λ(X).
Z ∼ Binomial(N ,λ(X)) (9.1)
λ(X) is a function of the smoking covariate and is expressed through an inverse-logit
function or expit regression function with:
λ(X) =
exp{Xβ + ε}
1 + exp{Xβ + ε} . (9.2)
Where, X the vector of the county-specific smoking proportion, and β is a vector of the
corresponding regression coefficients. The expit function is used to ensure the disease
risk probability stays between zero and one. A spatial residual or spatial random effect
ε can be included to account for spatial autocorrelation. In this study, it was assigned
a CAR normal prior:
εj ∼ N(ε−j , τmj). (9.3)
Here, the spatial precision is denoted by τ , and is given the prior τ ∼ Gamma(0.1, 0.1),
while mj is the number of neighbours for area j [23]. Further details of the CAR prior
can be found in Chapter 3. The regression coefficients are given non-informative normal
priors with βi ∼ N(0, 0.04), where the scale parameter is the precision.
Let the observed number of cases Y follow a binomial distribution with size Z, the true
number of cases, and detection probability φ(X).
Y ∼ Binomial(Z,φ(X)), (9.4)
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where, φ(X) can also be a function of known covariates and can be expressed through
an expit regression function with
φ(X) =
exp{Xα+ ε}
1 + exp{Xα+ ε} . (9.5)
Here, X can be known covariates, and α is a vector of the corresponding regression co-
efficients. To account for spatial autocorrelation, correlated errors ε can also be added
to the regression function, which is assigned an appropriate spatial prior. In this appli-
cation, covariates are not available in estimation of detection φ. Thus, the regression
for φ simplifies to an intercept only model, and an informative normal prior is placed
on α with α ∼ N(logit(0.9), 100).
By this formulation, the observed values Y are such that Y ≤ Z. The resulting likeli-
hood for the observed values Y follows a binomial distribution with population at risk
N , and probability λ(X) · φ(X).
f(Y |N ,φ(X),λ(X)) ∼ Binomial(N ,φ(X) · λ(X)) (9.6)
The proof of the likelihood derivation can be found in the appendix A.1. The joint
posterior distribution for the disease risk λ and detection probability φ is given by:
f(λ,φ|Y ,N) ∝ f(Y |N ,λ,φ)f(λ)f(φ). (9.7)








Z(1− λ)N−Z(ZY )φY (1− φ)Z−Y f(λ)f(φ)dφdλ. (9.8)
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Figure 9.3. Graphical representation of the model.
Under this formulation, the intercepts in λ(X) and φ(X) are unidentifiable, so infor-
mative priors are needed on at least one of the intercepts. In this study, an informative
normal prior was placed on the detection probability φ, more specifically on the inter-
cept α in the regression function.
The directed acyclic graph (DAG) of the proposed model is given in Figure 9.3. The
dashed node indicates that Z is a latent variable.
Hierarchical models can induce large a posteriori correlations between the parameters.
This results in the conditional variances of some variables being much smaller than
the marginal variances. The sampler then exhibits a random walk type of behaviour,
which explores the target distribution slowly [24]. The use of a non-centred parameter-
isation or Hamiltonian-Monte Carlo is recommended to reduce the correlation between
the levels of hierarchy [24]. A non-centred parameterisation adds auxiliary variables to
the location parameter of the prior distribution, which shifts the correlations from the
latent parameters to the data, which allows the sampler to search the entire parameter
space effectively [24].
Thus, when the trace plot of the regression parameters exhibited slow mixing, a non-
centred parameterisation was implemented. The non-centred parameterisation yields
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Prior distribution for φ Prior distributions for βi Prior distribution for εi
Non-spatial model φ ∼ N(logit(0.9, 100)) βi ∼ N(0, 0.04) ε ≡ 0
spatial CAR φ ∼ N(logit(0.9, 100)) βi ∼ N(0, 0.04) εj ∼ N(ε−j , τmj)
τ ∼ Gamma(0.1, 0.1)
spatial non-centred CAR φ ∼ N(logit(0.9, 100)) βi ∼ N(0 + πiψi, 0.04) εj ∼ N(ε−j , τmj)
πi ∼ N(0, 0.05) τ ∼ Gamma(0.1, 0.1)
ψi ∼ Gamma(1, 1)
Table 9.2. The prior distributions used in the model variations
βi ∼ N(µ+ πiψi, 0.04) (9.9)
πi ∼ N(µπi , v) (9.10)
ψi ∼ Gamma(a, b) (9.11)
(9.12)
In this study, covariates are considered for the disease risk λ, and detection φ is treated
as an intercept only model. Additionally, three variants of the model were fitted which
were, 1) a non-spatial model which assumes εi ≡ 0, 2) a spatial model with a CAR
component to take into account any spatial effects, and 3) and a CAR model which uses
a non-centred parameterisation of the regression coefficients. In this study, detection
does not have any uncertainty surrounding it, so additional dispersion parameters were
not included. For clarity, the prior distributions for the model variants are tabulated
in Table 9.2.
Spatial autocorrelation is assumed to be present if the spatial models indicated a better
fit. Model selection was based on deviance information criterion (DIC), where models
with smaller DIC values are preferred [169].
The model was fitted using WinBUGS through the R2WinBUGS package in R [105,
179, 143]. The model was run for 500,000 iterations, with a burn-in of 250,000 iterations,
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and a thinning rate of five. Convergence was determined by visual assessments of trace
plots and marginal posterior distributions.
9.3 Results
The posterior estimates for the model parameters are summarised in Table 9.3. The
posterior mean estimates for the model parameters are similar between the models.
However, the posterior standard deviation for β1 increases, and the 95% credible in-
terval becomes wider with increasing model complexity. For example, the posterior
standard deviation for β1 is higher for the non-centred CAR model compared to the
others.
All three models agree that smoking is positively correlated with cancer prevalence, as
the 95% credible intervals for β1 do not include zero. The non-centred CAR model is
the preferred model as it has the lowest DIC value, which also indicates that spatial
autocorrelation is present. The resulting maps shall be based on that model.
Model β̂0 (sd) β̂0 CI β̂1(sd) β̂1 CI φ̂(sd) φ̂ CI DIC
non-spatial -6.981(0.014) (-7.008,-6.953) 2.643(0.353) (1.937,3.348) 0.900(0.009) (0.881,0.916) 615.39
CAR -7.022(0.018) (-7.057,-6.985) 1.974(0.657) (0.750,3.230) 0.900(0.009) (0.881,0.916) 524.30
non-centred CAR -7.024(0.018) (-7.060,-6.986) 2.00(0.9044) (0.189,3.809) 0.900(0.009) (0.880,0.917) 489.44
Table 9.3. The Posterior Mean estimates of the regression parameters
for incidence rate λ(X) (β0,β1), detection rate φ, and the corresponding
DIC of the fitted models.
Figure 9.4a depicts the posterior mean estimate for the true prevalence per 100,000
population. It predicts a cluster of high lung cancer risk in the south-west, as well
as in the central north, and northeast. Figure 9.4b shows the difference between the
predicted true prevalence, and the observed prevalence (both standardised per 100,000
population). The larger the difference between the two values, the higher the chance
of underreporting. The figure shows that counties in the west, in particular, the north-
west, have a higher risk of underestimating cancer prevalence.
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Figure 9.4c shows the posterior mean disease risk estimate λi, where the disease risk is
estimated to be the highest in the west, with a cluster in the east. Figure 9.4d shows
the model residuals and depicts the unexplained noise after accounting for all relevant
information. The darker areas show increased unexplained noise, which appears to be
clustered in the south-east and the south-west.
Figure 10.4b are of the posterior exceedance probabilities, with probabilities close to
one, identifying high-risk areas. The model estimates high disease risk areas are present
in the south-west, which can also imply that there may be risk factors that are unac-
counted for.
9.4 Simulated case studies
To get an indication of how the model will perform under different scenarios, we simu-
lated 16 different data sets. The data sets refer to situations, where the disease is rare
versus not rare, and when underreporting or detection is high versus when it is low.
In this section, we will describe how the data sets were simulated, and report on the
outcomes.
Simulation procedure
We simulated 16 different data sets that represent different scenarios. We use the state
of Pennsylvania USA as our study area with the state split at the county level with
n = 67.
The true number of cases is given by Z, which follows a binomial distribution with
population at risk N , and disease risk λ(X)
Z ∼ Binomial(N ,λ(X)). (9.13)
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The parameter λ(X) is described as an expit regression function:
λ(X) =
exp(β0 + β1X1 + εi)
1 + exp(β0 + β1X1 + εi)
(9.14)
The covariate X1, follows a normal distribution with X1 ∼ N(0, 0.0242). The variance
of the simulated covariate was based on the variance of the smoking covariate in the
Pennsylvania lung cancer data set, see section 7.2.
The parameter ε is an additional dispersion parameter, and takes the following val-
ues ε = {ε1, ε2}. The term ε1 denotes spatial autocorrelation, and ε2 represents a
nugget-only effect. To generate the spatial autocorrelation, ε = ε1, the centroid of each
county was used to generate an isotropic random field of spatially correlated errors
from an exponential semivariogram model with parameters d = 2.50, nugget = 0.0003,
sill = 0.003, see Figure 9.5a. The distance d is the range parameter, which corresponds
to the 65th percentile of the Euclidean distances between centroids. In the case where
there is only a nugget-only effect, i.e., no spatial autocorrelation, ε = ε2, a pure nugget
semivariogram model was simulated, see Figure 9.5b.
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(a) Variogram of the
residuals in the spa-
tial model
(b) Variogram of the
residuals in the non-
spatial model
Figure 9.5. The variograms of the model residuals for the simulated
data. Figure 9.5a displays the residuals when spatial autocorrelation is
present. Figure 9.5b shows the variogram when no spatial autocorrela-
tion is present.
The observed number of cases Y is randomly sampled from a binomial distribution
with size Z, the true number of cases, and with detection probability φ:
Y ∼ Binomial(Z,φ). (9.15)
Various combinations of the model parameters are explored to see how the model per-
forms in different scenarios, and are given in Table 9.4.
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Detection φi
Spatial autocorrelation: ε1 No spatial autocorrelation : ε2
logit(λ) = β0 + β1X + ε logit(λ) = β0 + β1X + ε
εj ∼ N(ε−j , τmj) εj ≡ 0
Parameter Coefficient Parameter Coefficient
φi = 0.7
logit(φ) = 0.7
β0 -6.7 β0 -6.7
β1 0 β1 0
β0 -6.7 β0 -6.7
β1 1 β1 1
β0 -2 β0 -2
β1 0 β1 0
β0 -2 β0 -2
β1 1 β1 1
φi = 0.9
logit(φ) = 0.9
β0 -6.7 β0 -6.7
β1 0 β1 0
β0 -6.7 β0 -6.7
β1 1 β1 1
β0 -2 β0 -2
β1 0 β1 0
β0 -2 β0 -2
β1 1 β1 1
Table 9.4. Combinations of the model parameters to show case the
different scenarios.
The parameters β0 describes the baseline prevalence of a disease, with β0 = −6.7
(prevalence=123 per 100,000), represents rare diseases such as cancer. When β0 = −2
(prevalence=3533 per 100000), it represents more common diseases such as endometrio-
sis in women [85]. The parameter for β1 indicates whether the covariate is associated
with disease prevalence, with β1 = 1 stating that they are correlated, and β1 = 0,
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assumes no association. The detection probability φ describes the severity of under-
reporting, which takes different values with φ = {0.7, 0.9}. In this simulation study,
detection does not have any uncertainty surrounding it, so additional dispersion pa-
rameters were not included in its regression equation.
Model fitting procedure
In this section, the scale parameters for the normal priors is the precision. The param-
eters β0 and β1 are assigned non-informative normal priors, βi ∼ N(0, 0.04). When
φ = 0.9, α was assigned a normal prior, with α ∼ N(logit(0.9), 100). When φ = 0.7,
the prior for α was given a normal distribution, with α ∼ N(logit(0.7), 100). Placing
an informative prior was necessary for identifiability and convergence of the model. For
the spatial process, the spatial random effect was assigned a CAR prior.
A non-centred parameterisation of the regression coefficients β0 and β1 in the CAR
model was also fitted to achieve faster convergence, as described in section 9.3. For
clarity, the prior distributions for the different models are shown in Table 9.5
The models were fitted in WinBUGS, via the R2WinBUGS package in R [105,
179, 143]. Five hundred thousand iterations were run with 250,000 used as burn-in. A
thinning rate of 50 was applied to reduce the autocorrelation between iterations; with
5000 iterations used for model inference. Model convergence was visually assessed from
trace plots and marginal posterior densities.
Results of simulated cases
The posterior estimates for the model parameters of the different simulated scenarios
are given in Table 9.6.
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Detection φ Regression coeffiecients λ(X) Dispersion ε
Non-spatial
φ = 0.9
βi ∼ N(0, 0.04) εj ≡ 0
α ∼ N(logit(0.9), 100)
Spatial CAR
φ = 0.9
βi ∼ N(0, 0.04)
εj ∼ N(ε̄−j , τmj)
α ∼ N(logit(0.9), 100) τ ∼ Gamma(0.1, 0.1)
Spatial: non-centred CAR
φ = 0.9 βi ∼ N(0 + πiψi, 0.04) εj ∼ N(ε̄−j , τmj)
α ∼ N(logit(0.9), 100) πi ∼ N(0, 0.05) τ ∼ Gamma(0.1, 0.1)
ψi ∼ Gamma(1, 1)
Non-spatial
φ = 0.7
βi ∼ N(0, 0.04) εj ≡ 0
α ∼ N(logit(0.7), 100)
Spatial CAR
φ = 0.7
βi ∼ N(0, 0.04)
εj ∼ N(ε̄−j , τmj)
α ∼ N(logit(0.7), 100) τ ∼ Gamma(0.1, 0.1)
Spatial: non-centred CAR
φ = 0.7 βi ∼ N(0 + πiψi, 0.04) εj ∼ N(ε̄−j , τmj)
α ∼ N(logit(0.7), 100) πi ∼ N(0, 0.05) τ ∼ Gamma(0.1, 0.1)
ψi ∼ Gamma(1, 1)
Table 9.5. Prior distributions of the model variants
The table shows that the posterior standard deviation for each parameter increases as
detection decreases from φ = 0.9 to φ = 0.7. In general, the models provided good pos-
terior estimates for all scenarios, with the 95% credible intervals providing reasonable
values of the regression coefficients. The 95% credible intervals for each parameter are
shown in Figure 9.6.
The posterior estimates for the model parameters of the non-centred parameterisation
of the CAR model is tabulated in Table 9.7. It gives similar results as the original
model, however for some parameters, the posterior standard deviation increases.
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(a) Estimated poste-
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φ = 0.9, φ = 0.7
β0 = −6.7 β0 = −6.7
Other Parameters β̂0 (sd) β̂0 CI β̂1 (sd) β̂1 CI φ̂ (sd) φ̂ CI β̂0 (sd) β̂0 CI β̂1 (sd) β̂1 CI φ̂ (sd) φ̂ CI
β1 = 2.5, ε = ε1 -6.630 (0.015) (-6.66,-6.599) 2.92 (0.464) (1.494,3.379) 0.900 (0.009) (0.881,0.916) -6.637 (0.033) (-6.700, -6.570) 2.311 (0.495) (1.381,3.305) 0.700 (0.021) (0.658, 0.742)
β1 = 2.5, ε = ε2 -6.719 (0.016) (-6.749, -6.688) 2.392 (0.486) (1.494,3.379) 0.900 (0.009) (0.881,0.916) -6.713 (0.033) (-6.777,-6.646) 2.079 (0.809) (1.122, 3.109) 0.700 (0.021) (0.658, 0.742)
β1 = 0, ε = ε1 -6.666 (0.015) (-6.696, -6.636) -1.206 (0.464) (-2.087, -0.263) 0.900 (0.009) (0.881,0.917) -6.630 (0.033) (-6.694, -6.564) 0.235 (0.508) (-0.712, 1.246) 0.700 (0.021) (0.658, 0.741)
β1 = 0, ε = ε2 -6.702 (0.016) (-6.732, -6.670) 0.210 (0.477) (-0.691, 1.176) 0.900 (0.009) (0.881, 0.917) -6.692 (0.033) (-6.754, -6.626) -0.421 (0.509) (-1.375, 0.592) 0.700 (0.021) (0.657, 0.741)
φ = 0.9, φ = 0.7
β0 = −2 β0 = −2
Other Parameters β̂0 (sd) β̂0 CI β̂1 (sd) β̂1 CI φ̂ (sd) φ̂ CI β̂0 (sd) β̂0 CI β̂1 (sd) β̂1 CI φ̂ (sd) φ̂ CI
β1 = 2.5, ε = ε1 -1.949 (0.014) (-1.975, -1.923) 2.571 (0.178) (2.218, 2.937) 0.900 (0.011) (0.879, 0.920) -1.959 (0.033) (-2.020, -1.891) 2.489 (0.188) (2.219, 2.875) 0.704 (0.021) (0.663, 0.742)
β1 = 2.5, ε = ε2 -1.200 (0.015) (-2.026, -1.970) 2.540 (0.167) (2.202, 2.870) 0.898 (0.012) (0.876, 0.921) -1.996 (0.038) (-2.063, -1.915) 2.472 (0.170) (2.140, 2.809) 0.699 (0.023) (0.651, 0.741)
β1 = 0, ε = ε1 -1.954 (0.014) (-1.979, -1.926) 0.026 (0.176) (-0.327, 0.370) 0.901 (0.011) (0.879, 0.921) -1.954 (0.032) (-2.010, -1.877) 0.004 (0.185) (-0.368, 0.365) 0.701 (0.020) (0.655, 0.736)
β1 = 0, ε = ε2 -1.200 (0.014) (-2.022,-1.965) -0.173 (0.174) (-0.519, 0.173) 0.899 (0.011) (0.874, 0.920) -1.989 (0.041) (-2.058, -1.909) -0.056 (0.180) (-0.426, 0.290) 0.693 (0.025) (0.646, 0.737)
Table 9.6. The results of the different simulation studies. In this table the mean and standard deviation of each parameter is given,
along with their corresponding 95% Credible Intervals.
φ = 0.9, φ = 0.7
β0 = −6.7 β0 = −6.7
Other Parameters β̂0 (sd) β̂0 CI β̂1 (sd) β̂1 CI φ̂ (sd) φ̂ CI β̂0 (sd) β̂0 CI β̂1 (sd) β̂1 CI φ̂ (sd) φ̂ CI
β1 = 2.5, ε = ε1 -6.631 (0.016) (-6.661,-6.600) 2.701 (0.564) (1.622,3.833) 0.900 (0.009) (0.880,0.916) -6.637 (0.033) (-6.699, -6.570) 2.161 (0.583) (1.002,3.302) 0.700 (0.021) (0.657, 0.740)
β1 = 2.5, ε = ε2 -6.720 (0.016) (-6.751, -6.688) 2.039 (0.556) (0.998,3.179) 0.900 (0.009) (0.880,0.918) -6.715 (0.033) (-6.776,-6.646) 1.945 (0.588) (0.777, 3.115) 0.701 (0.021) (0.656, 0.740)
β1 = 0, ε = ε1 -6.666 (0.016) (-6.698, -6.636) -0.983 (0.475) (-1.938, -0.76) 0.900 (0.009) (0.881,0.917) -6.631 (0.033) (-6.694, -6.564) 0.257 (0.531) (-0.772, 1.306) 0.701 (0.021) (0.657, 0.742)
β1 = 0, ε = ε2 -6.702 (0.016) (-6.733, -6.670) 0.200 (0.480) (-0.749, 1.139) 0.900 (0.009) (0.881, 0.917) -6.692 (0.033) (-6.752, -6.623) -0.327 (0.541) (-1.422, 0.737) 0.700 (0.021) (0.656, 0.740)
φ = 0.9, φ = 0.7
β0 = −2 β0 = −2
Other Parameters β̂0 (sd) β̂0 CI β̂1 (sd) β̂1 CI φ̂ (sd) φ̂ CI β̂0 (sd) β̂0 CI β̂1 (sd) β̂1 CI φ̂ (sd) φ̂ CI
β1 = 2.5, ε = ε1 -1.949 (0.014) (-1.974, -1.921) 2.534 (0.191) (2.147, 2.892) 0.900 (0.011) (0.878, 0.919) -1.961 (0.044) (-2.037, -1.867) 2.431 (0.206) (2.030, 2.836) 0.705 (0.027) (0.649, 0.753)
β1 = 2.5, ε = ε2 -1.998 (0.014) (-2.023, -1.969) 2.499 (0.174) (2.147, 2.840) 0.898 (0.011) (0.876, 0.918) -1.998 (0.040) (-2.078, -1.917) 2.434 (0.183) (2.084, 2.802) 0.700 (0.025) (0.652, 0.751)
β1 = 0, ε = ε1 -1.952 (0.014) (-1.977, -1.921) 0.026 (0.185) (-0.347, 0.379) 0.899 (0.011) (0.875, 0.920) -1.947 (0.044) (-2.022, -1.848) 0.009 (0.192) (-0.382, 0.370) 0.697 (0.026) (0.639, 0.744)
β1 = 0, ε = ε2 -1.997 (0.014) (-2.022,-1.969) -0.172 (0.174) (-0.514, 0.170) 0.899 (0.011) (0.877, 0.918) -1.997 (0.040) (-2.076, -1.913) -0.061 (0.183) (-0.424, 0.292) 0.698 (0.025) (0.649, 0.748)
Table 9.7. The results of the different simulation studies from the non centred parametisations of the CAR model. In this table the
mean and standard deviation of each parameter is given, along with their corresponding 95% credible intervals.
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Figure 9.6. The 95% credible intervals of the parameters under differ-
ent conditions, the red horizontal dash line gives the true value of the
regression coefficient.
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Figure 9.7. The 95% credible intervals of the parameters under differ-
ent conditions for the non centred parametisation of the CAR model, the
red horizontal dash line gives the true value of the regression coefficient.
9.5 Discussion
The objective of this study was to demonstrate how the model could be used for un-
derreported count data. It is a promising method for estimating the unknown number
of cases, as well as uncovering areas of increased underreporting.
The model comes with some caveats. First, the population at risk must be known.
Moreover, the model needs informative priors on the baseline disease risk or detection
probability. In many cases, such information may not be available. If a known binary
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variable is available, the data can be split into sub-population, which could help ad-
dress the issue of non-identifiability of some parameters [146, 78]. Another possibility is
the use of capture recapture methods to estimate the detection probability, which can
then be used to inform the prior distribution of detection. However, this is only pos-
sible if two disease registers are available, with some of the patients known to cross over.
The model was initially developed to estimate the prevalence of campylobacteriosis in
New Zealand. However, it was not implemented, as no data was available on additional
risk factors such as the proportion of the population engaging in agricultural work.
Instead, model suitability was tested on a stylised application to the Pennsylvania
lung cancer data set, and 16 different simulated scenarios. The simulated case stud-
ies demonstrated how the models are capable of providing reasonable estimates for
the model parameters. However, each situation was based on one simulated data set,
and further simulation studies are required to get a better impression of model perfor-
mance in general. In this thesis, additional simulation studies were not implemented




Let Z be the true number of cases which follows a binomial distribution with known
population at risk N , and probability λ(X). Let the observed number of cases Y ,
follow a binomial distribution with true number of cases Z and probability φ(X), such
that the observed values Y are a subset of Z. The resulting likelihood, is the sum of a
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product of two binomial likelihoods and is obtained by:
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where Y ≤ Z ≤ N . The observed number of cases Y , is reduced to a binomial
proportion with Y ∼ (N ,λ · φ). For simplicity sake, the notation of (X) is eventually
dropped in the proof.
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Reducing the risk from western corn root-
worm (Diabrotica virgifera virgifera)
10.1 Introduction
In Europe and North America, the western corn rootworm (WCR) beetle (Diabrotica
virgifera virgifera) is a major agricultural pest. It is known to cause massive yield loss
to Zea mays maize crops [112]. In places of prolonged infestation, the number of beetles
observed has increased at an alarming rate. It is particularly problematic in Austria,
where much maize is grown, and with little or no natural predators, the destruction
continues unhindered.
It is essential to understand the emergence dynamics of established WCR beetle pop-
ulations, to make effective pest management decisions. The WCR beetle is known to
spend its egg stages in the soil, emerging in the late spring or early summer period
[112, 28, 166]. Previous studies show that environmental factors such as temperature
and precipitation influence the emergence cycle. For example, warmer temperatures
increase the observed abundance, and WCR beetle emergence can last until the first
frost [188], which in Austria usually occurs at the beginning of November. On the other
hand, past research have reported that increased precipitation, and colder temperatures
in the winter increase WCR beetle mortality [54, 187, 86, 22]. As is the case for many
insects, the emergence dynamics of the WCR beetle can be described with sufficient
accuracy by a parametric curve, such as, for example, the Gompertz curve [164].
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In this study, we chose to use the Gompertz curve to model the observed emergence
dynamics of the WCR beetle. The Gompertz curve was first proposed by Benjamin
Gompertz in 1825 to describe the law of human mortality [72]. It is a sigmoidal curve
which describes growth as being the slowest at the beginning and end of a period. It is
usually characterized by three parameters; an asymptote, a relative starting value, and
a growth rate coefficient which affects the slope. Since its introduction, the Gompertz
model has been applied to many population biology studies [32, 3, 94, 174].
In this study, the asymptote parameter α is a proxy for the carrying capacity of the
WCR beetle. The growth rate coefficient γ is an indicator of the emergence rate, with
lower values indicating a protracted period of beetle emergence.
Only the traps with at least one non-zero observation were included into the model.
Our model, therefore, only represents the regions with already established WCR beetle
population. We incorporate the above structure into a Bayesian hierarchical modelling
framework. We use Markov Chain Monte Carlo (MCMC) methods for parameter esti-
mation and posterior inference. We apply the model to the WCR beetle capture data
for Austria obtained in 2014 and investigate the effect of climate covariates such as tem-
perature and precipitation on the WCR beetle population dynamics. We finally discuss
handling of the missing data, as well as the accounting for spatial autocorrelation.
10.2 Data
The data set consists of records of WCR beetle captures across 204 maize-growing lo-
cations in Austria, as shown in Figure 10.1 [2]. A trap was placed at a location where
the WCR beetle had been previously observed or was expected to be seen [149]. The
traps were laid at the beginning of the maize growing season (usually in the beginning
of June) until harvest (usually the beginning of October), thus giving a monitoring
period of 19 weeks. The traps operated by releasing pheromones which attracted male
beetles and yellow sticky tapes captured the WCR beetle [93]. Each week, the number
of beetles caught were counted and the traps emptied. The data were collected during
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the monitoring period of 2014, with only observed cases included, i.e. traps that cap-
tured at least one WCR beetle over the entire summer of 2014.
Figure 10.1. The locations of the placed traps where at least one WCR
beetle was caught.
Of the total of 204 traps, monitoring WCR beetles in 2014, a total of 160 traps (78.43%)
had at least one non-zero record and were thus included the analysis. For the remaining
160*19=3040 records, 713, (23.45%) were recorded as either blanks or zeroes. Although
in most cases, this occurred in either the beginning or the end of the season. There
were also 52 suspicious blanks/zeroes occurrences in the middle of the season. Because
we were modelling cumulative emergence, omitting a missing data point would mean
omitting the records for the remainder of the season for the entire trap and thus losing
ten traps or 6.25% of the data. Instead, after a consultation with two domain experts,
we set up the following scheme:
• Any blank or missing observation until the first numeric entry was coded as zero
(n = 606, or 19.93%)
• Any blank or zero records which occurred between two non-zero entries, at least
one of which was greater than or equal to 10, were recoded as missing. (n = 40,
or 1.31%). Otherwise, they were coded as zeroes.
• Any blank or missing records which occurred between two zero entries were coded
as zeroes (n = 2, or 0.07%).
110 Chapter 10. Reducing the risk from western corn rootworm (Diabrotica virgiferavirgifera)
• Any blank or missing observations that were between at least one non zero entry
were coded as missing (n = 10, or 0.33%).
• The trap observations were only included in the analysis until the last numeric
entry, which excluded (n = 652, or 21.4%) observations
Hence, if an observation was deemed missing, it was estimated as a parameter in the
model. After implementing the scheme above, there were 2327 non-missing observations
in the data set.
Climatic variables were available for each trap location based on the nearest weather
station [67]. In this work the following variables are considered: the average winter
temperature during winter (1st January - end of March), the average spring temper-
ature (1st April - end of June), the cumulative precipitation (mm) during winter (1st
January - end of March), the percentage of maize share in cropland (maize), and the
total WCR beetle trap count averaged over all the traps within a 40 km of the location
in 2013 (ȳ2013). To detrend the spatial surface, we also included the coordinates, x and
y. As they were originally given in longitude and latitude, we projected them to the
World Geodetic System 1984 (WGS84), using the sp package in R [135, 143].
10.3 Methodology
Model
Let yit denote the WCR beetle count observed in week t for trap i, and assume it to
follow a Poisson distribution with parameter µit
yit|µit,∼ Poisson(µit) (10.1)
The intensity parameter µit represents the rate of emergence for a given period. Instead
of allowing it to depend purely on time t, a phenological variable of growing degree days
(GDD) is used [200, 25, 7, 6]. Warmer temperatures are required for insect development.
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GDD reflect the heat accumulation and are defined as an integral of warmth above the








2 − Tbase, 0
)
. (10.2)
Where Tmin is the minimum daily temperature, Tmax is the maximum daily tempera-
ture, and Tbase is a set base temperature. In this study, the base temperature was set
at 10◦C, as this is the minimum temperature required for beetle maturation [112]. The
starting date was the beginning of April, which marks the start of the growing season.
The Gompertz function is defined as
f(zt) = α exp(−β exp(−γzt)). (10.3)
Where, α is the upper asymptote, β is a relative starting value, γ is a growth rate
coefficient which affects the slope, and zt are the cumulative growing degree days. In
this study, one can consider the asymptote as the carrying capacity of the WCR beetle
population. Moreover, lower values of β suggests an earlier first emergence, while lower
values of γ indicate a more extended emergence period. To investigate if there is an as-
sociation between climatic variables and the emergence dynamics, the Gompertz curve
parameters, α and γ, are treated as linear functions of weather-related covariates. In
this framework, a spatial residual can be added in either α and γ if there is evidence
to do so.
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To reflect the nature of the emergence dynamics and to preserve shape, the parameters
of the model are restricted to positive values such that α > 0, β > 0, and γ > 0. The





The Gompertz function describes cumulative emergence. Thus, to describe the incre-
mental emergence rate, the derivative of the Gompertz function can be used instead.
Consequently, as the data consists of weekly counts, the rate function µit is better
described by the derivative of the Gompertz function:
log(µit) = log(αi) + log(γi) + log(βi) + γizit − βi exp(−γzit). (10.5)
The parameters αi, βi and γi are trap specific such that:
log(αi) ∼ N(µαi , τα) (10.6)
log(γi) ∼ N(µγi , τγ) (10.7)
βi ∼ exp(1). (10.8)
Here, τα and τγ are the precision parameters of the prior distributions for α, and γ
respectively. Moreover, the means of the distributions µαi , and µγi can be expressed
as functions of known covariates:
µαi = a0 + wTXαi (10.9)
µγi = g0 + u
TXγi + ei (10.10)
Where a0 is the intercept and w, is a vector of the regression coefficients, and Xα are
the location-specific covariates. The order of the predictors used in the regression of µα
were average winter temperature, precipitation, maize share, ȳ2013, and the quadratic
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trend in the location coordinates based on x, y, x2, y2, and xy. The parameter g0 is
the intercept for the regression µγ , and u is the corresponding regression coefficient.
Average spring temperature was used as the predictor for µγ . The parameter ei is a
location-specific residual, which accounts for spatial autocorrelation. We assume that
the spatial residuals have a multivariate normal distribution:
e ∼MVN (0, Σ) (10.11)
where Σ is a variance-covariance matrix, described by a variogram model [16, 198, 43].
The variogram is defined as the variance of the difference between variable values at
two locations i and j and is often assumed to depend only on the distance dij between
them. Here. we chose to use the powered exponential variogram model:
Σij = exp{(φdij)κ}. (10.12)
Where φ is the rate of decline of correlation with distance between points dij , and κ is
the spatial smoothing parameter.
As the Gompertz curve is a non-linear function, there are identifiability issues with the
parameters α, and γ. Therefore, informative priors were placed on the intercepts a0,
and g0. They are assigned normal priors; a0 ∼ (5.2, 10), which is the average number
of WCR beetles caught for the entire region. The prior for the growth rate intercept
was g0 ∼ N(−0.31, 100). The prior for g0 was decided by first fitting a model first used
a diffuse prior for all parameters, and did not include a spatial random effect. The
posterior mean estimate for g0 under this model was used to inform the prior for the
spatial model.
The rest of the regression coefficients were given non-informative normal priorsN(0, 0.001).
The precision parameter for τα was assigned prior distribution τα ∼ gamma(0.001, 0.001),
while τγ was given prior τγ ∼ gamma(0.01, 0.01). A tighter prior was placed on τγ ,
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because there was less variability in the growth rate γ compared to the asymptote α,
when examined empirically.
To determine the where to place the spatial residual, we used the residuals under the
first model to fit variograms models. Based on this, we found no evidence for spatial
autocorrelation in the emergence rate γ, but not for the carrying capacity α. The
parameter φ was given an informative uniform prior φ ∼ U((0.3, 0.75). The bounds
of φ were chosen by fitting a parametric exponential variogram model to the growth
rate residuals under the initial non-spatial model. The spatial precision τ was given a
τ ∼ gamma(0.01, 0.01) prior. The parameter κ was fixed at 1, which simplified to an
exponential variogram model.
The model was fitted using WinBUGS through the R2WinBUGS package in R [105,
179, 143]. The model was run for 20,000 iterations, with a burn-in of 10,000 iterations,
and a thinning rate of five. Convergence was determined by visual assessments of trace
plots and marginal posterior densities.
10.4 Results
The raw observed mean weekly counts and mean cumulative counts for the entire study
region are shown in Figure 10.2a and Figure 10.2b respectively. Figure 10.2a show that






Figure 10.2. The observed weekly count (top left) and cumulative
weekly count (top right).
To examine if spatial autocorrelation was present in the parameters α and γ; a non-
spatial model was fitted first. The posterior mean residuals of the parameters α and γ
were obtained, and sample semivariograms constructed. The residuals were defined as
εα = αi − µαi and εγ = γi − µγi .
A sample semivariogram was constructed from every 20th iteration, and an exponen-
tial variogram model fitted. This procedure indicated that autocorrelation was present
in γ; hence, an additional dispersion parameter, by way of the powered exponential
function, was added to the regression of γ.
The parameter α, which represents the carrying capacity, was found to be positively
correlated with temperature and precipitation. A 1◦C increase in winter temperature
was associated with an average expected carrying capacity increase of 19.24%, while a
1mm rise in cumulative precipitation was associated with an average expected carry-
ing capacity decrease of 0.1%. However, the 95% credible interval for both coefficients
included zero; thereby, a zero effect cannot be excluded. Maize share (maize) was also
found to be positively correlated with α, with an increase in one percent of maize share






intercept 5.150 0.227 (4.720,5.580)
winter temperature 0.176 0.178 (-0.159,0.517)
precipitation -0.001 0.002 (-0.005,0.002)
maize 0.040 0.01 (0.021,0.060)
ȳ2013 -0.003 0.002 (-0.006,0.0006)
x 1.930 0.202 (1.550,2.320)
y -1.270 0.518 (-2.290,-0.278)
xy 0.337 0.237 (-0.125,0.800)
x2 -0.308 0.084 (-0.463,-0.141)
y2 -0.497 0.348 (-1.180,0.172)
τα 0.675 0.087 (0.518,0.854)
µγ
intercept -0.272 0.071 (-0.418,-0.141)
spring temperature -0.294 0.052 (-0.402,-0.192)
τγ 6.210 1.230 (4.250,8.960)
sill τ 4.670 2.890 (1.440,12.700)
Table 10.1. The posterior estimates of the predictors on a log scale.
being associated with increasing the expected carrying capacity by 4.08%. The previous
year’s abundance (ȳ2013) was on average negatively correlated with the expected rate,
with the associated mean posterior decrease in carrying capacity of 0.30%. However, a
zero effect is possible as reflected by the 95% credible interval.
The emergence rate coefficient γ was found to be negatively correlated with the average
spring temperature, with a 1◦C increase associated with an average 25.47% decrease
in the expected growth rate. Therefore, increases in temperature translate into slower
growth, implying a longer time to reach the asymptote and thus protracted beetle
emergence in warmer springs. The posterior probability of the negative effect of av-
erage spring temperature on growth is P = 1. The time of inflection is defined by
T ∗ = log(β)/γ. Therefore, as warmer spring temperature give rise to smaller γ values,
the time of inflection is expected to occur at higher cumulative GDD and the peak
emergence can thus occur at a later date in the growing season.
The model fits are shown in Figure 10.3. This figure shows that the 95% credible in-
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Figure 10.3. Model Fit.
The interpolated surfaces for γ are in given in Figure 10.4. Figure 10.4a are the pos-
terior predicted means of the growth rate spatial residual. Figure 10.4b depicts the
probability of εγ exceeding zero. These plots show that the growth rate is above av-
erage in the west, and below average in the east. Therefore western areas will reach
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the carrying capacity sooner, or have a shorter new emergence period. Whereas, in the
east, there will be protracted emergence.
(a) Post. predicted means
of εγ
(b) P(εγ >0)
Figure 10.4. Interpolation of γ residuals.
10.5 Discussion
The objective of this study was to better understand the emergence dynamics of es-
tablished populations of the WCR beetle. Furthermore, it was of interest how climatic
variables such as temperature and precipitation affected the observed dynamics. The
results of the study showed that the carrying capacity was most affected by temperature.
Due to climate change, the average temperatures around the world have risen, and
with this comes new challenges to agriculture. The WCR beetle population carrying
capacity was found to be positively correlated with winter temperature. Therefore
warmer winters are likely to result in larger WCR beetle populations and more severe
infestation.
The rate of beetle emergence was found to be negatively correlated with spring temper-
atures, which means that increased temperatures protract the WCR beetle emergence
period. For growers, this is problematic as it means their maize crops are subject to
more extended periods of predation from the WCR beetle. Therefore, it may be bene-
ficial to grow maize varieties that mature earlier. Alternatively, maize can be planted
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earlier in the season, so that the rootstock is well established to withstand better dam-
age caused by the WCR beetle.
Higher spring temperatures were also found to be associated with peak emergence to
occurring later in the growing season. This information is vital for insecticide spraying,
as it is usually timed according to peak emergence so that it is most effective in reduc-
ing population size [66, 103]. The adoption of these strategies is beneficial to growers
as they have the best hopes of reducing yield loss.
The model suggested evidence of spatial autocorrelation for the emergence rate. There-
fore, traps placed closer together were more alike in the emergence rate compared to
traps further apart. Additionally, the interpolated surfaces of the emergence rate indi-
cated that eastern areas would experience protracted newWCR beetle emergence.
Due to the nonlinearity of the Gompertz function, there are non-identifiability issues
between the parameters, and informative priors are required. Our priors were con-
structed after consultation with domain experts. Because of non-identifiability issues,
it is also impossible to place spatially autocorrelated residuals in sub-models for all the
parameters. We chose to model the population emergence rate as a spatially autocor-
related phenomenon.
Missing data were an important issue in this data set. The primary problem was the
absence of protocol for the data recording. The blanks and zeroes were used inter-
changeably for missing observations and actual zero counts, respectively. We came
up with a reasonable re-coding scheme, but other choices are possible. Moreover, the
choice of sampling locations did not follow any design. A better planned study may
provide more insights into the phenomenon.
Finally, the analysis was based on the observed WCR beetle counts for traps with at
least one non-zero count during the 2014 growing season. The results thus apply to
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well-established pest populations only. It is vital to pay more attention to emerging
populations as well to prevent further spread. In the future, we plan to analyse the
longer term data from 2004-2015 to see not only how the WCR beetle emergence dy-
namics changes both spatially and temporally but also to get more insights into the
dynamics of the population spread, continuing the work of Falkner et al. [54].
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