Abstract. One method of proving existence of solutions for ODEsẋ = f (x), where f is continuous, is to approximate f by a sequence of Lipschitz functions f n for which standard existence results can be applied. This short paper shows conversely that, in a phase space that is not two-dimensional, for each solution ofẋ = f (x) (such solutions may not be unique) there is a sequence of Lipschitz functions f n which approximate f and which have solutions which converge to the chosen limit. 
Introduction
In his book Ordinary Differential Equations, Hartman (1964; exercise II.2 .2) remarks that one can prove the existence of a solution of the ordinary differential equation in IR m ,
where f is only taken to be continuous rather than Lipschitz, by considering a sequence of Lipschitz continuous approximations f n to the function f , solvinġ 2) and then using the Arzelà-Ascoli theorem to extract a subsequence of the {x n } which converges uniformly on [0, T ] to a solution of (1.1).
Furthermore, he later shows (Theorem II.4.1) that this construction can be reversed, so that given any solution y(t) oḟ x = f (x, t) x(0) = y(0), one can find a sequence of Lipschitz functions f n with f n → f and y(t) a solution of (1.2) for all n. Because the equation is non-autonomous, one can use the chosen solution y(t)
explicitly to achieve this; this simple proof is reproduced in section 3.
However, in the case of autonomous equations one can no longer apply such a straightforward procedure, and it is remarkable that this case has received little attention in the literature. This paper shows that a similar result holds when no explicit t dependence is allowed, provided that the dimension of the phase space is at least three. In other words, any solution of the equatioṅ
can be obtained as the limit of the solutions {x n (t)} of some sequence of approximating 4) where the Lipschitz functions f n converge to f as n → ∞.
The restriction on the dimension of the phase space cannot be relaxed; the problem is self-intersections. Although these are impossible in one-dimensional systems, where the solution must be monotonic, and avoidable once the dimension is greater than or equal to three, two-dimensional systems pose problems. Indeed, consider a planar trajectory like that in figure 1 , where the the flow passes from one section to another as indicated by the numbering. Since there is no way that a small perturbation can avoid the selfintersection at P , no Lipschitz equation -whose solutions would have to be unique -can closely approximate the trajectory.
Two preliminary results
In what follows, use will be made of two results -one which allows functions to be approximated by smooth functions, and the other which allows for extension of continuous functions while keeping control of their modulus of continuity.
The smoothing result is once again taken from Hartman (section I.3). Let ϕ(s) be a
Define a normalisation factor C(ϕ, m) by
and for a continuous function f with domain IR m , set
Then f is a C ∞ function which converges uniformly to f ; furthermore, if f has continuous partial derivatives then the partial derivatives of f also converge uniformly to those of f .
The following extension theorem can be found in Stein (1970, theorem VI.3 and its corollary). In the statement of the theorem, and in what follows,
Theorem 2.1 (Stein) . Let X be a closed subset of IR m , H a Hilbert space, and f :
X → H a continuous function. Then there is a continuous extension E X (f ) of f to the whole of IR m , E X (f ) : IR m → H, and this is linear and continuous in f (in the sup norm).
Furthermore, corresponding to each modulus of continuity ω, there exists a modulus of continuity Ω, depending only on m and ω, such that if
i.e. Hölder and Lipschitz properties are preserved under this extension.
The non-autonomous case
As remarked in the introduction, when dealing with non-autonomous equations the result is extremely straightforward. In fact, one can show that there is a Lipschitz continuous equation which exactly reproduces the chosen trajectory. Note that there is no restriction here on the dimension of the phase space.
is continuous, and that y(t) is a solution ofẋ
Then, given any > 0, there exists a function g(x, t), globally Lipschitz continuous with respect to x, such that y(t) is the (unique) solution oḟ
The proof is taken from Hartman (1964, theorem II.4 .1); for simplicity it is assumed that f (x, t) is globally bounded.
Proof. Use the smoothing operation of (2.1) to construct a globally lipschitz (in x) function h(x, t) which satisfies
, and by construction (3.1),
so that y(t) itself is a solution ofẋ = g(x, t).
The autonomous case
Suppose that x(t) is a solution of the equatioṅ
where f is continuous with modulus of continuity ω(·), i.e.
In what follows, Ω will be used to denote the modulus of continuity from theorem 2.1 corresponding to the modulus of continuity ω of the function f in (4.2), i.e. any function having modulus of continuity ω on some closed set X ⊂ IR m will have an extension with modulus of continuity Ω on IR m .
, where x ∈ IR m with m = 2. Then there exists a sequence of Lipschitz functions f n such that f n → f in the supremum norm and the solution x n (t) ofẋ
converges uniformly to x(t) on [0, T ] as n → ∞.
Note that if solutions ofẋ = f (x) are unique then any convergent subsequence of the solutions of approximating equations like (4.3) must converge to x(t).
Proof. Choose η = 1/n, and then so small that
The first stage is to approximate x(t) by a trajectory x 1 (t) whose derivative is nowhere zero. To do this, the simplest method is to perturbẋ(t) and then integrate this to give the new trajectory x 1 (t). So choose a function h(t) : [0, T ] → IR m such that h(t) = 0 and
and let x 1 (t) be the solution on [0, T ] of the differential equatioṅ
It follows that
and sinceẋ 1 (t) = 0, |ẋ 1 (t)| ≥ k for some k > 0.
The next step is to smooth x 1 . First, extend x 1 from the interval [0, T ] to a bounded differentiable function z 1 defined on all of IR, e.g.
Now one can apply the smoothing construction (2.1), and smooth z 1 to obtain a C ∞ function,
which is within min( /3, k/2) of z 1 in the C 1 norm. It then follows that x 2 , the restriction of z 2 to [0, T ], satisfies
and also (for t ∈ [0, T ] again)
Now it is time (if m ≥ 3) to consider self-intersections, and as discussed in the introduction, this is what disallows the case m = 2. First note that there can only be a finite number of such self-intersections, at the points {x 2 (t j )}, say; if not, the {t j } are bounded and one could find a subsequence of these such that t k → t * ; then since
one would haveẋ 2 (t * ) = 0, which is prohibited by (4.5).
Thus each self-intersection is isolated, and they can be removed one-by-one by making small C 2 perturbations to x 2 . These should be small enough to ensure that the final trajectory x 3 (t) still satisfies
f n will be given as the extension of another Lipschitz function, g n , from an appropriately chosen closed set to the whole of IR m . Define g n first on the restricted domain X 3 , where
Clearly x 3 (t) is a solution ofẋ = g n (x). To show that g n is Lipschitz on X 3 , observe first that since x 3 is C 2 ,ẋ 3 (t) is C 1 , and
It therefore suffices to prove that there is some constant K such that
Suppose not; then there exist sequences {t j , s j } such that
Now, if there is a subsequence with
then, selecting a further subsequence with t j k → t * , so that also s j k → t * ,
which givesẋ 3 (t * ) = 0; this was explicitly avoided in the above construction (4.6).
Suppose then that |t j − s j | ≥ θ > 0 for all n. Find (and relabel) a subsequence such that t j → t * , and a further subsequence such that s j → s * also. Then it follows from (4.7) that
However, this is also prohibited, since x 3 was adjusted to avoid self-intersections. Thus g n is Lipschitz on X 3 . Now, since f is continuous with modulus of continuity ω as in (4.2),
Thus g n and f agree to within η/2 on X 3 .
To extend the domain of definition of g n further, take ζ small enough that
and outside N ≡ N (X 3 , ζ), the open ζ neighbourhood of X 3 , define g n to be a smoothed version of the original function f , such that
g n is now a Lipschitz function defined on the closed set Z,
One can now use Stein's extension theorem (theorem 2.1) to extend g n to a Lipschitz
It remains only to show that
Since (4.8) already holds, it is certainly sufficient to show that
To do this, use the linearity of E to write
Now, for each x ∈ N there is a point y ∈ Z which satisfies |x − y| ≤ ζ, and so
where the first inequality follows since E[f ](y) = f (y) because y ∈ Z. Thus
and from (4.4)
It is worth emphasising that smoothing f itself and trying to appeal to continuous dependence on the nonlinearity will not work, since non-uniqueness of solutions of (4.1) prohibits continuous dependence (cf. Hartman, 1964 , theorem V.2.1).
Discussion
The above result was used in Robinson (1998) to construct a Lipschitz vector field which had trajectories close to some given set of trajectories, obtained as three-dimensional projections of trajectories of high-dimensional systems. There was no "original" vector field f (x) to approximate, only a trajectory. In this situation, it is worth noting that the above proof can be used (provided that m ≥ 3) to find a Lipschitz ordinary differential equation which has a solution lying within a prescribed of any continuous path x(t) -there would be an additional first step, which would involve approximating x(t) by a smooth function x (t), but then the argument would be identical.
Since the equationẋ = f (x) exhibits non-uniqueness, whereas the approximating sequenceẋ = f n (x) has unique solutions since f n is Lipschitz, it could be interesting to consider the influence that the choice of a particular trajectory x(t) in theorem 4.1 has on the whole solution set of the approximating equationsẋ = f n (x). For example, the equationẋ = |x| t > c.
For the "canonical" solution x(t) ≡ 0, one could take f n (x) = |x| 1/2 |x| ≥ 1/n n 1/2 |x| |x| < 1/n, rendering x = 0 a true fixed point for all the approximations. For x(t) = t 2 /4, one could take instead f n (x) = |x| 1/2 |x| ≥ 1/n n −1/2 |x| < 1/n,
