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Abstract
We study the existence of positive solutions to the elliptic equation ε2∆u(x,y) − V (y)u(x, y) +
f (u(x, y)) = 0 for (x, y) in an unbounded domainRN1 ×Ω2 subject to the boundary condition u = 0
whenever ∂Ω2 is nonempty. Our potential V depends only on the y variable and Ω2 is a bounded
or unbounded domain which may coincide with RN2 . The positive parameter ε is tending to zero
and our solutions uε concentrate along minimum points of the unbounded manifold of critical points
of V .
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
The nonlinear Schrödinger equation (NLS) appears in models of quantum physics, non-
linear optics, plasma physics and condensed matter. These issues amount to study
ih¯ωt + h¯2∆ω −W(z)ω + |ω|p−1ω = 0 for (t, z) ∈ (0, T )×RN,
where 0  T ∞, i is the imaginary unit and h¯ is the Planck constant. The NLS has an
important standing wave solution
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where E ∈R and u is the ground state of the equation
h¯2∆u− (W(z) −E)u+ |u|p−1u = 0 in RN .
We manage to treat potentials W which are bounded from below, thus a suitable choice of
E makes W −E bounded below from zero, too. Henceforth we absorb E in the potential
W and call V = W − E. In the transition from quantum to classical mechanics one lets
ε = h¯ tend to zero and is lead to study the existence and behavior of the semiclassical
standing waves uε , that is, solutions of
ε2∆u− V u+ |u|p−1u = 0.
Since we intend to concern ourselves to a more general situation we replace the purely
power nonlinearity by a function f (u). We also consider the problem on an unbounded
domain Ω , which can be RN or can be bounded in some directions. More precisely, our
purpose is to study the existence and behavior of positive solutions uε ∈ H 10 (Ω) to{
ε2∆u(x, y)− V (y)u(x, y)+ f (u(x, y))= 0 in Ω,
u = 0 on ∂Ω, (1)
where ε is a positive parameter. We denote Ω = RN1 × Ω2, x ∈ RN1 and y ∈ Ω2, where
Ω2 is a bounded or unbounded domain in RN2 , N = N1 + N2, N1  1 and N2  1. The
boundary ∂Ω2 is smooth and will be empty whenever Ω2 =RN2 .
In the present paper the potential V depends only on the y variable, we denote it by
V (x, y) = V (y). We also assume that V :RN2 → [0,+∞) is locally Hölder continuous
and bounded from below by a positive constant, that is,
V (y) α > 0 for every y ∈RN2 . (2)
We suppose that there is a bounded domain Λ of RN2 strictly contained in Ω2 such that
V0 = inf
Λ
V < min
∂Λ
V . (3)
We stress that our potential is degenerate and its critical set contains an affine space.
An example we have in mind is
V (x1, x2, x3) = 13 |x3|
3 − |x3| + 2, (4)
thus the critical set of V has two connected components related to minimums, namely
C1 = R2 × {1} and C2 = R2 × {−1}. As a consequence of our main result (Theorem 1.1)
for each of these components there is a family of concentrating solutions uε , for instance,
peaking at (0,0,1) in the case of C1. By translation we obtain a family concentrating at
each point of the form (a, b,1), where a, b ∈R.
Let us overview some known results that do not fit in our case. In the seminal paper
[8] the authors treated the one-dimensional equation with f (u) = |u|2u. They found a
family of solutions uε concentrating around a nondegenerate critical point of the potential
V as ε → 0. Further generalizations to more dimensions, f (u) = |u|p−1u and 1 < p <
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(V − a)−1/2 ∈ Lip(RN) for some constant a > 0. These results were established by a
Liapunov–Schmidt reduction method and the same approach was pursued in [11] under a
C1 stability assumption of a bounded subset of critical points of the potential. A variational
approach was devised in [1], reducing the problem to find critical points of the functional
on a finite-dimensional space. They were able to weaken the nondegeneracy assumption
and found single peak solutions concentrating at local maxima or minima of the potential,
provided V has nondegenerate nth derivative.
In [16] it is noted that if Dxj V  0 and Dxj V ≡ 0 for some j = 1, . . . ,N , then there
is no positive solution of (1). But our potential V does not violate this proviso since it is
constant along x ∈ RN1 . Moreover, it is not included in the saddle point framework of [7]
since the critical points of our V are degenerate, say, along a line. Another condition that is
not satisfied in our context is inf
RN V (x, y) < lim inf|(x,y)|→∞V (x, y), so we cannot argue
as in [14] and [16] to obtain solutions concentrating at a global minimum of V .
In [5] the authors have tackled the degenerate case when the local minimum of V be-
longs to a bounded set Λ of RN , that is, infΛ V < inf∂Λ V , this requirement is related to
the recovery some compactness. They found a family of solutions uε exhibiting a single
peak xε in Λ and such that V (xε) → infΛV . See also [9] for related results to [5] obtained
by Liapunov–Schmidt reduction. In a subsequent work [6] the solutions uε were allowed
to concentrate at a critical point of V arising from its linking structure, provided the set of
critical points of V is confined to a compact set.
Notice that if B is an open ball of RN1 , then our potential satisfy the relation
inf
B×ΛV = min∂(B×Λ)V,
which violates the standard minimum condition assumed in [5,9,14]. Moreover, if V is C1,
there is a critical point x˜ ∈ ∂(B × Λ) of V , then ∇τ V (x˜) = 0, where τ stands for the
tangential derivative. But in [6] it is assumed the opposite property, namely ∇τ V (x˜) = 0
on the boundary of a neighborhood of the critical points of the potential.
In [15] it is studied a problem with a degenerate potential and the critical set of V
maybe unbounded. Nevertheless, the penalization scheme of [5] is carried out under the
additional assumption that ∆V has a strict minimum in the critical set of V . The situation
here is different as the example V (x1, x2, x3) = |x3|3/3 − |x3| + 2 we mentioned before
shows. Indeed, ∆V (x1, x2, x3) = 2 for (x1, x2, x3) in C1 and C2.
The most general results allowing degenerate potentials are due to [2], under the as-
sumptions that both V and D2V should be bounded. They found multiple solutions concen-
trating along a general manifold of critical points of V . Their results include a canal-shape
potential, but not like the one we exemplified in (4), because of their boundedness assump-
tions.
The function f : [0,+∞)→ [0,+∞) is C1 and we may assume that f (s) = 0 for s < 0.
We need additional conditions, namely
f (s) = o(s) for s → 0+, (5)
lim
f (s)
γ
= 0 for some 1 < γ < N + 2 . (6)s→+∞ s N − 2
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0 θF (s) = θ
s∫
0
f (ξ) dξ < sf (s) for s > 0, (7)
f (s)
s
is nondecreasing for s > 0. (8)
We are ready to state our main result.
Theorem 1.1. There exists ε0 > 0 such that for all ε ∈ (0, ε0), problem (1) has a positive
solution uε ∈ HV (Ω). Furthermore, uε has only one maximum point (0, yε), which belongs
to Ω and V (yε) → V0 as ε → 0. Also, there holds the decay estimate
uε(x, y) k1 exp
(
−k2
ε
(|x| + |y − yε|)
)
(9)
for some positive constants k1, k2.
Remark 1.2. Since the problem is invariant by translation in the variable x , we obtain
a family of solutions whose maxima are attained at points of the form (c, yε) for every
constant vector c ∈RN1 .
Problem (1) rely on finding a critical point of the functional
Φε(u) = 12
∫
Ω
[
ε2|∇u|2 + V (y)u2]dx dy − ∫
Ω
F(u) dx dy (10)
defined in the space
HV =
{
u ∈H 10 (Ω) :
∫
Ω
V (y)u(x, y)2 dx dy < ∞
}
. (11)
Clearly, HV is a Hilbert space with inner product
〈u,v〉 =
∫
Ω
[∇u∇v + V (y)uv]dx dy.
The norm ‖ · ‖HV of HV is the one that comes from 〈· , ·〉 and HV is continuously
embedded in H 10 (Ω). From now on we are going to omit dx dy in the computations.
The functional Φε does not satisfy Palais–Smale (PS) condition, in this way we modify
Φε by localizing it on the strip
Λ∞ =RN1 ×Λ (12)
in order to get some compactness. This argument is inspired by the penalization method
introduced in [5], however our modified functional Jε still does not satisfy PS condition,
differently from [5], see our Theorem 2.3. Since Jε has the mountain pass geometry, it
has a PS sequence. We are able to show that this sequence (actually a subsequence) has
a nontrivial limit modulo translations. To recover compactness we exploit the translation
invariance in RN1 , see Lemma 2.2. This strategy was already used in [4,10,12].
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The function
g(x, y, s) = χΛ∞(y)f (s) +
(
1 − χΛ∞(y)
)
f˜ (s),
where f˜  f is given by
f˜ (s) =
{
f (s) if s  a,
α
k
s if s > a,
(13)
χ denotes the characteristic function. Notice that g does not depend on x , so hereafter
we are going to write only g(y, s). The constant k > 0 is chosen in such a way that k >
θ/(θ − 2). We also define a > 0 to be the constant such that f (a)/a = α/k.
Function g inherits some properties of f such as
g(y, s) = o(s) for s → 0+ uniformly in y ∈RN2 , (14)
lim
s→∞
g(y, s)
sγ
= 0 for some 1 < γ < N + 2
N − 2 uniformly in y ∈R
N2, (15)
0 θG(y, s) = θ
s∫
0
g(y, ξ) dξ < sg(y, s) for y ∈ Λ¯ and s > 0, (16)
and
0 2G(y, s) < sg(y, s) 1
k
V (y)s2 for y /∈ Λ¯ with k > θ
θ − 2 and s > 0, (17)
g(y, s)
s
is nondecreasing for s > 0 and every y ∈RN2 . (18)
From now on we restrict our attention to equation{
ε2∆u(x, y)− V (y)u(x, y)+ g(y,u(x, y))= 0 in Ω,
u = 0 on ∂Ω, (19)
whose corresponding functional
Jε(u) = 12
∫
Ω
ε2|∇u|2 + V (y)u2 −
∫
Ω
G(y,u) (20)
defined in HV has the critical value (see Theorem 2.3)
cε = inf
ϕ∈P
sup
t∈[0,1]
Jε
(
ϕ(t)
)
,
where P = {ϕ ∈ C([0,1],HV ): ϕ(0) = 0 and Jε(ϕ(1)) < 0}.
Clearly, Jε has a strict local minimum at 0. Let φ ≡ 0 be a smooth nonnegative function
with compact support contained in RN1 × Λ. Hence, Jε(tφ) → −∞ as t → +∞. This
means that Jε has the mountain pass geometry. Then there is a sequence
un in HV such that Jε(un) → cε and J ′ε(un) → 0 as n→ ∞. (21)
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problem (19). The forthcoming results allow us to assume that u0 ≡ 0, by exploiting the
translation invariance in the variable x , this is the content of Theorem 2.3. We are going
to work only with weak convergence, so we are not going to try to conclude that u0 is the
strong limit of a subsequence of un since we may not have the PS condition satisfied to the
functional Jε defined on the strip Λ∞.
The next result is fundamental to our purposes.
Lemma 2.1. Let un be a sequence as in (21); then Jε(u0) lim infn→∞ Jε(un) := cε .
Proof. By a simple approximation it can be assumed that un is smooth and has compact
support. From here to the end of the proof we consider ε = 1. We have
−∆(un + αn)+ V (y)(un + αn) = g(y,un),
where ‖αn‖HV → 0. Notice that αn can be viewed as a correction function in order to ob-
tain a true solution of (19). Observe that g(y,un) belongs to L
2N
(N−2)(p+1)
loc (Ω), hence by L
p
regularity theory, we conclude that un +αn is in W 2,
2N
(N−2)(p+1)
loc (Ω), thus un +αn converges
strongly in W 1,sloc (Ω) for 1 < s <
2N
(N−2)(p+1)−2 . Since ‖αn‖HV → 0, we obtain un → u0 in
W
1,s
loc (Ω), and by a bootstrap argument un → u0 in H 1loc(Ω).
Let BR be a ball in RN with radius R > 1 and define a smooth cut-off function
φR =
{0 in BR−1,
1 in Ω −BR,
such that 0 φR  1 and |∇φR| C. Let wn = unφR , thus
−
∫
RN
(∇αn · ∇wn + V (y)αnwn)= J ′ε(un)wn = En +
∫
Ω−BR
gn + 2
∫
Ω−BR
hn,
where gn = 2G(y,un)− g(y,un)un, En is given by
En =
∫
BR−BR−1
∇un · ∇(φRun)+ V (y)φRu2n − g(y,un)φRun
and
hn = 12
(|∇un|2 + V (y)u2n)−G(y,un).
We let h0 to be the above expression corresponding to n = 0 with the limit u0. We obtain
J (un) =
∫
BR
(hn − h0) dx + J (u0)+
∫
Ω−BR
hn dx −
∫
Ω−BR
h0 dx.
Since un → u0 in H 1loc(Ω) and u0 belongs to HV for any δ > 0 we obtain
lim inf
n→+∞J (un) J (u0) +
(
lim inf
n→+∞
∫
hn
)
− δΩ−BR
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lim inf
n→+∞
∫
Ω−BR
hn −δ (22)
for R sufficiently large. As before we have to control the reminder term involving αn.
The H 1loc(Ω) convergence of un to u0 implies that for large enough R > 0 we get |En|
2δ as n→ +∞.
The definition of g together with the properties of f gives gn  0, so that
−‖αn‖HV ‖wn‖HV −En  2
∫
Ω−BR
hn.
Since ‖αn‖HV → 0, (22) follows and this completes the proof. 
The next result allows us to get compactness modulo translation in the x variable of
the sequence un. A more general setting is considered in [12] and it extends a well-known
theorem in [4] and [10], here we are going to build a proof in our context.
Lemma 2.2. Let un be the sequence of the previous lemma and 2 p < 2∗. If
sup
x∈RN1
∫
B1(x)
∫
Λ
|un|p → 0 as n → ∞,
then un → 0 in Lq(Λ∞) for 2 < q < 2∗, where B1(x) is a ball of RN1 , where Λ∞ was
defined in (12).
Proof. We may assume that un ∈ H 1(RN), because un ∈H 1(Ω) so it can be extended by
zero outside of Ω .
Let Aj be a disjoint family of sets covering RN1 each of them contained in a ball of
radius 1. It can be assumed that each Aj is an N1-dimensional cube which is a translation
of a fixed cube obtained by Cartesian product of intervals of the form (0, b] for some b > 0.
This is and advantage to define an extension Tj satisfying
Tj :H
1(Aj × Λ) →H 1(RN)
such that the restriction
Tju|Aj×Λ = u
is continuous,
‖Tju‖Lp(RN)  c‖u‖Lp(Aj×Λ)
for 2 p < 2∗ and
‖Tju‖H 1(RN)  c‖u‖H 1(Aj×Λ),
where the constant c is independent of j but depends on p, see also [3, p. 160].
Choose s = (2∗(p + 2)− 2p)/2, then by interpolation
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2p/N
Lp(Aj×Λ) · ‖un‖2L2∗ (Aj×Λ)
 ‖un‖2p/NLp(Aj×Λ) · ‖Tjun‖2L2∗ (RN)
 ‖un‖2p/NLp(Aj×Λ) · ‖Tjun‖2L2∗ (RN)
 c‖un‖2p/NLp(Aj×Λ) · ‖Tjun‖2H 1(RN)
 c‖un‖2p/NLp(Aj×Λ) · ‖un‖2H 1(Aj×Λ),
where c is a constant independent of j . We find
∫
Aj
∫
Λ
|un|s  c
[
sup
x∈RN1
∫
B1(x)
∫
Λ
|un|p
]2/N
·
∫
Aj
∫
Λ
(|∇un|2 + u2n).
Summing up in j we obtain
∫
R
N1
∫
Λ
|un|s  c
[
sup
x∈RN1
∫
B1(x)
∫
Λ
|un|p
]2/N
·
∫
R
N1
∫
Λ
(|∇un|2 + u2n).
The assumptions imply un → 0 in Ls(Λ∞), and by interpolation, the convergence takes
place in Lq(Λ∞) for 2 < q < 2∗. 
We obtain the following existence result to the truncated problem.
Theorem 2.3. Problem (19) has a solution uε such that Jε(uε) = cε .
Proof. Let un be the sequence (21) and u0 its weak limit. We distinguish two cases,
namely, either u0 = 0 or u0 = 0. In case u0 = 0, from elliptic Lp estimates, passing to
a subsequence, we may assume that un converges uniformly in compact sets of Ω to u0.
From Lemma 2.1, we have that
cε = lim
n→∞Jε(un) Jε(u0).
But hypothesis (18) implies
Jε(u0) = max
τ0
Jε(τu0) cε,
so that Jε(u0) = cε .
Assume now u0 = 0. We claim that the sequence un is bounded from below. Indeed,
there is a sequence δn → 0 as n → ∞ such that∫
Ω
ε2|∇un|2 + V (y)u2n 
∫
Λ∞
g(un)un +
∫
Ω−Λ∞
g(un)un + δn‖un‖HV

( ∫
α
k
u2n + cuγ+1n
)
+
( ∫
α
k
u2n
)
+ δn‖un‖HV .Λ∞ Ω−Λ∞
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ε2|∇un|2 +
(
α − α
k
)
u2n  c
∫
Λ∞
|un|γ+1 + δn‖un‖HV .
Implying, ‖un‖HV  c > 0. Consequently, ‖un‖Lγ+1(Λ∞)  c > 0 for some constant
c > 0.
By Lemma 2.2 we obtain
lim inf
n→∞
(
sup
x∈RN1
∫
B1(x)
∫
Λ
|un|γ+1
)
= 0,
where B1(x) is a ball of RN1 .
In this way there is sequence xn ∈RN1 such that∫
B1(xn)
∫
Λ
|un|γ+1 > c > 0.
We define a new sequence by shifting in the x variable, namely
vn(x, y) := un(x + xn, y).
Hence∫
B1(0)
∫
Λ
|vn|γ+1 > c > 0.
But vn is also a mountain pass sequence of Jε , and passing to a subsequence we obtain
vn ⇀w in HV .
Then,∫
B1(0)
∫
Λ
|w|γ+1 > c > 0,
notice that B1(0)×Λ has finite measure. Therefore, w ≡ 0. We have reached the same step
of the previous case, then Jε(w) = cε . 
Proof Theorem 1. We divide the proof in several steps.
Step 1. We have Jε(uε) εN(c + o(1)), where o(1)→ 0 as ε → 0,
c = inf
v =0, v∈H 10
sup
τ>0
I (τv)
and
I (v) = 1
2
∫
RN
|∇v|2 + V0v2 −F(v). (23)
In fact, there is a radial function w ∈ H 1(RN) which is a mountain pass critical point of I
and satisfies c = I (w) = supt>0 I (tw). Let y0 ∈ Λ such that V (y0) = V0 and set u(x, y)=
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that ϕ ≡ 1 on a neighborhood of y0. We thus have Jε(uε) supt>0 Jε(tw) εN(c+o(1)).
Moreover, since J ′(uε)uε = 0 we have
∫
Ω
|∇uε|2 + V (y)u2ε  εNc for some constant
c > 0.
Step 2. If there are sequences (xn, yn) with yn ∈ Λ¯ and εn → 0 and a constant b > 0
such that un(xn, yn)  b, then limn→∞ V (yn) = V0. Actually, arguing by contradiction,
assume for a subsequence yn → y¯ ∈ Λ¯ and V (y¯) > V0. We define
vn(x, y)= un
(
(xn, yn) + εn(x, y)
)
.
Clearly, vn(0) b and vn satisfies{
∆vn(x, y)− V (yn + εny)vn(x, y)+ g(yn + εny, vn(x, y))= 0 in Ωn,
vn = 0 on ∂Ωn,
where Ωn =RN1 ×(1/εn)(Ω2 −yn). From elliptic Lp estimates, passing to a subsequence,
we may assume that vn converges uniformly in compact sets of RN to a nontrivial func-
tion v ∈ H1(RN). The sequence of characteristic functions χn(y) = χΛ(yn + εny) can be
assumed to converge weakly in Lp over compact sets to a function 0  χ  1. Hence v
satisfies
∆v(x, y)− V (y¯)v(x, y)+ g¯(y, v(x, y))= 0 in RN,
where g¯ = χ(y)f (s) + (1 − χ(y))f˜ (s).
Repeating the same procedure of Lemma 2.1 and by Step 1 we get
J¯ (v) lim inf
n→∞ J¯ (vn) lim infn→∞ Jεn(un)εn
−N  c
and
J¯ (v) = 1
2
∫
RN
|∇v|2 + V (y¯)v2 −
∫
RN
G¯(y, v),
where G¯(y, s) = ∫ s0 g¯(y, ξ) dξ . Since V (y¯) > V0 and F  G¯. We arrive at a contradiction
to the fact that
J¯ (v) inf
u∈H 1(RN), u =0
sup
τ>0
Iy¯ (u) = c¯ > c,
where
Iy¯ (u) = 12
∫
RN
|∇u|2 + V (y¯)u2 −
∫
RN
F (u).
Step 3. We have mε = max(x,y)∈RN1×∂Λ uε(x, y) → 0 as ε → 0. Indeed, assume the
statement is false, then there are a constant b > 0 and sequences εn > 0 and (xn, yn) be-
longing to RN1 × ∂Λ such that uεn(xn, yn) b. But Step 2 asserts that V (yn) → V0, this
contradicts condition (3).
Step 4. For ε > 0 sufficiently small, uε < a if (x, y) ∈ RN1 × (Ω2 − Λ). Recall that a
was defined in (13). Multiplying equation (19) by (uε − a)+, which belongs to H 10 (RN1 ×
(Ω2 − Λ)) by Step 3 obtain the desired conclusion. Since uε < a in RN1 × (Ω2 − Λ) for
286 S. Lorca, M. Montenegro / J. Math. Anal. Appl. 295 (2004) 276–286small ε and by definition of g we have that uε is a solution of the original problem (1).
Let (xε, yε) be a maximum point of uε , by Step 3 the coordinate yε belongs to Λ, and
by translation we can assume that xε = 0. As it can be seen from [5], (0, yε) is unique
maximum point of uε . The exponential decay of uε is standard. 
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