Abstract-Stochastic stability for centralized time-varying Kalman filtering over a wireless sensor network with correlated fading channels is studied. On their route to the gateway, sensor packets, possibly aggregated with measurements from several nodes, may be dropped because of fading links. To study this situation, we introduce a network state process, which describes a finite set of configurations of the radio environment. The network state characterizes the channel gain distributions of the links, which are allowed to be correlated between each other. Temporal correlations of channel gains are modeled by allowing the network state process to form a (semi-)Markov chain. We establish sufficient conditions that ensure the Kalman filter to be exponentially bounded. In the one-sensor case, this new stability condition is shown to include previous results obtained in the literature as special cases. The results also hold when using power and bit-rate control policies, where the transmission power and bit-rate of each node are nonlinear mapping of the network state and channel gains.
I. INTRODUCTION
Wireless sensor technology is of growing interest for process and automation industry. The driving force behind using wireless technology in monitoring and control applications is its lower deployment and reconfiguration cost. In addition, wireless devices can be placed where wires cannot go, or where power sockets are not available; see, e.g., [2] - [6] .
A drawback of wireless communication technology lies in that wireless channels are subject to fading and interference, which frequently lead to packet errors. The wireless channel is in general time varying. This time-variability may in an industrial setting be caused by moving machines, vehicles, people, and so forth, or when the receiver or the transmitter are mounted on a moving object. Therefore, in addition to the propagation path loss, channels will commonly be subject to shadow and small-scale fading [7] , [8] . The channel fading can be partially compensated for through control of bit-rates and the power levels used by the radio amplifiers; see, e.g., [9] - [12] . The loss of information due to channel fading is one of Daniel This research was supported in part under Australian Research Council's Discovery Projects funding scheme (project number DP0988601), and by the VINNOVA project WiComPI, project Dnr2009-02963. A preliminary version of parts of this work was presented as [1] . the main problems of wireless estimation and control systems, leading to stability and performance degradation.
Several interesting approaches have been reported for state estimation of linear time-invariant (LTI) systems via wireless sensor networks. For example, the works [13] and [14] focus on delay issues in a sensor network with no dropouts, whereas [15] studies the effect of dropouts within an architecture with only one sensor node, but where additional relay nodes are allowed to process data. The paper [16] examines various information fusion strategies for distributed state estimation in sensor networks having a star topology. In the recent work [17] , the authors examine sensor scheduling for networks with a tree topology and no dropouts. The issue of Kalman filter stability (i.e., boundedness of the estimation error covariance matrix) has received significant attention. In particular, [18] focused on LTI plants and a single-link architecture where dropout processes are independent and identically distributed (i.i.d.). By using a fixed-point argument, [18] established that there exists a critical dropout probability value which separates situations where the expected value of the estimator covariance matrix remains bounded from instances where it diverges, see also [19] , [20] and [21] . 1 The latter work examines a state estimation architecture with two channels affected by i.i.d. dropouts. The case where dropouts are described by a timehomogeneous two-state Markov chain was investigated in [23] , [26] - [29] . Recently, [22] studied the one-sensor case with dropouts governed by a, more general, semi-Markov chain. Inter-alia, that work combined results of [30] with bounds established in [31] to show that, under mild conditions, the empirical covariance of the estimation error converges to a unique stationary distribution.
In the present work, we study centralized state estimation for linear time-varying systems via wireless sensor networks with a tree topology. Communication links are subject to random and possibly correlated packet dropouts. Based on motivating case studies from process industry, we assume that in-network processing is much faster than the dynamics of the system whose state is being estimated and, thus, neglect delays introduced by the network. A key contribution is the proposal of a sensor network fading model, which allows for spatial and temporal correlations of channel gains and, thereby, packet dropouts. For that purpose, we introduce a network state process. The latter models shadow fading effects by describing a finite set of configurations of the radio environment. The network state characterizes the channel gain distributions of the different links, which depend upon shadow and multi-path fading. To model temporal correlations of channel gains, we allow the network state process to form a (semi-)Markov chain. Our radio model structure generalizes models previously reported in the literature; see, e.g., [10] , [23] , [28] , [32] , [33] and also accounts for power and bit-rate control of sensor radio amplifiers. As a motivating example, Fig. 1 schematizes an industrial situation, where a mobile robot is moving between four different operational points. The sensor network is set up for state estimation at the gateway. This situation can be modeled by assigning each robot position to a network state value Ξ(k) ∈ {1, 2, 3, 4}. Clearly, different positions will lead to different fading environments, i.e., fading distributions between sensors and gateway.
By using elements of stochastic stability theory, we derive sufficient conditions on the system matrix and network parameters for the trace of the estimator covariance matrix to be exponentially bounded. For cases where the network state process forms a Markov Chain, the result obtained depends upon the transition probabilities of the network state and the conditional probabilities of the associated instantaneous system observation matrix to have full column rank. For network state processes described by a semi-Markov Chain, our result depends upon the transition probabilities of the embedded Markov Chain, conditional holding time distributions, and the conditional probability of a suitably defined multi-step observability matrix to have full rank. In special cases, the results obtained correspond to conditions which have been previously documented in the literature on state estimation with packet dropouts. The present paper expands upon our recent conference contribution [1] by considering a semiMarkov model for the network state.
The remainder of the paper is organized as follows: Section II describes the sensor network architecture. The proposed network fading model is presented in Section III. Section IV characterizes the associated state estimator. In Section V, we establish sufficient conditions for exponential boundedness when the network state process is Markovian. Section VI studies the special case where the network has only one sensor. Stability results for state estimation when the network states are described by a semi-Markov chain are derived in Section VII. Section VIII draws conclusions. Technical proofs are included in appendices.
Notation: We write N for {1, 2, . . .}, and N 0 for N ∪ {0}; R are the real numbers, R ≥0
[0, ∞). The notation {ν} N0 refers to the sequence {ν(0), ν(1), . . . }, and {ν} k to {ν( ), ν( + 1), . . . , ν(k)}, with {ν} k = ∅, the empty set, whenever > k. The notation | · | refers to cardinality of a set. Given any vector v, its Euclidean norm is denoted v = √ v T v, where the superscript T refers to transposition. The trace of a matrix A is denoted by tr A, and its spectral norm by ||A|| max eigs(A T A), where eigs(A T A) are the eigenvalues of A T A. If a matrix A is positive definite (non-negative definite), then we write A 0 (A 0); I n denotes the n × n identity matrix. To denote the conditional probability of an event Ω given ∆, we write Pr{Ω | ∆}. The expected value of a random variable µ given ∆, is denoted via E{µ | ∆}, whereas for the unconditional expectation we write E{µ}. A real Gaussian random variable µ, with mean ν and covariance matrix Γ is denoted by µ ∼ N (ν, Γ).
II. SENSOR NETWORK ARCHITECTURE
We consider uncontrolled linear time-varying n-dimensional systems of the form:
where
To estimate the system state sequence {x} N0 , a collection of M wireless sensors {S 1 , . . . , S M } is used. Each sensor provides a noisy measurement sequence {y m } N0 of the form
with C m ∈ R lm×n , l m ∈ N. In (2), the measurement noise processes {v m } N0 are independent, with each
2 Throughout this work, we assume that {A} N0 , {Q} N0 and {R m } N0 , m ∈ {1, . . . , M } are deterministic and bounded sequences, known at the gateway.
The M (possibly vector) measurements in (2) are to be transmitted via wireless links to a single gateway (or fusion centre), denoted S 0 . Since the links are wireless, and independent on whether the medium access protocol adopted gives deterministic or random access (or a combination thereof as in the widely used IEEE 802.15.4 communication standard, see [36, Ch.4] ), some measurements will be dropped by the network. The received measurement values are used to remotely estimate the state of the system (1). The present work seeks to gain understanding on the impact of measurement dropouts on estimation performance. For that purpose, we will gateway Figure 2 . Sensor network tree with 9 nodes and 8 edges.
focus on a sensor network architecture where all nodes in the network, apart from the gateway, are sensing nodes. 3 As in other works, e.g., [17] , we will assume that the network is much faster than the process (1) and will therefore neglect any delays experienced by the data when traveling through the network. Each sensor node aggregates its own current measurement to the received packets from incoming nodes and transmits the resulting packet to a single destination node. This reduces the energy used for listening. Sensor nodes do not buffer old data. Thus, the measurements received by the gateway at time k are a subset of {y 1 
It is convenient to describe the network by means of a directed graph, with vertices {S 0 , . . . , S M }, and edges associated with the wireless links. Each sensor S m transmits to a single node, called its parent and henceforth denoted via Par(S m ). Thus, the graph constitutes a directed tree graph with root S 0 , see also [17] . Each sensor node S m has a single outgoing edge, say,
Furthermore, there exists a unique path from each S m to the gateway. We denote this path by Path(S m ), its edges by Edge(Path(S m )) and its nodes by Node(Path(S m )).
Example 1: In the sensor network depicted in Fig. 2 , the packet transmitted by S 3 at time k ∈ N 0 contains y 3 (k) and a subset of {y 6 (k), y 7 (k)}. Furthermore, we have Par(S 4 ) = Par(S 5 ) = S 2 , Node(Path(S 7 )) = {S 7 , S 3 , S 1 , S 0 }, and Edge(Path(
Since the links used to convey measurements from the sensors to the gateway are wireless, transmission errors are likely to occur. To study this aspect, in the following section we introduce a network model, which is physically motivated and leads to tractable analysis of the overall system III. SENSOR NETWORK CONNECTIVITY MODEL Channel gains are, in general, affected by path-loss, and shadow and small-scale fading; see, e.g., [7] , [8] , [37] . Pathloss is solely distance dependent and will therefore be constant in most industrial applications. Shadow fading is caused by large (and possibly slowly moving) objects obstructing the radio link and can therefore be correlated in time and space; see also [38] , [39] . If sensors are close to each other, then shadow fading may cause correlations between the individual link gains. Small-scale fading is due to local scattering in multi-paths and is commonly modeled via uncorrelated channel gain distributions.
A. Network Fading Model
To model the sensor network fading channels, we will make use of M + 1 random variables: The network state process {Ξ} N0 , and M channel (power) gains {h m } N0 .
The network state process serves to capture shadow fading. It is a discrete process, i.e., we have
where the finite state space B models different configurations of the overall physical environment (such as positions of mobile objects). To incorporate temporal correlations, throughout the first part of this work, we will assume that {Ξ} N0 is a Markov chain, as stated in Assumption 1 below. In Section VII, we will extend this model by incorporating arbitrary holding times on system states. Assumption 1: The network states {Ξ} N0 form a discrete (time-homogeneous) Markov chain, with transition probabilities
see, e.g., [40] , [41] .
Each of the channel gains, {h m } N0 , m ∈ {1, 2, . . . , M }, corresponds to the power gain from node S m to its parent node, Par(S m ). We consider block-fading, which is a common information theoretic model for fading wireless channels where the channel power gains remain invariant over a block (shorter than the coherence time of the channel) and may change from block to block [9] , [10] . 4 Small-scale fading is incorporated into our model by allowing channel gains at different time slots and also gains of different links to be conditionally independent for a given network state. More formally, if E l = E m or k = , then the channel gain distributions are time-homogeneous and satisfy
for all a 1 , a 2 ∈ R ≥0 and all i, j ∈ B. Note that in (5) we do not limit our attention to particular fading distributions. For example, our model could use Rayleigh, Rician or Nakagami distributions [7] . Furthermore, individual links are allowed to switch between different distribution classes. It is important to emphasize that, given (5), the network state process serves to describe expected channel gains. Our framework allows for spatial correlations between channel gains of individual links. It also incorporates temporal correlations, as per the Markov chain model of the network state process. For timevarying environments, our model will be more meaningful than simply taking long term averages of link gains; see also recent experimental studies documented in [4] .
B. Packet Loss
We will assume that each data packet is either received perfectly or is completely lost and unavailable to the receiver; cf., [42] . Transmission effects are modeled via random packet dropouts at the individual links of the network. We, thus, introduce the binary stochastic communication success processes {γ m } N0 , m ∈ {1, 2, . . . , M }, where
The distributions of the processes {γ m } N0 are determined by channel gains, bit-rates and power levels. To be more specific, for each link
where u m (k) denotes the power used by the radio power amplifier of sensor S m , and b m (k) the corresponding bit-rate. In (7), f m :
where B is the set of allowable bit-rates. The function f m is monotonically increasing in the first argument (the received signal power) and monotonically decreasing in the second argument (the bit-rate). Its specific form depends on the modulation used by each node S m , see, e.g., [8] , [11] . 5 In view of (7), power and bit-rate control can be used to counteract fading effects; see [11] , [12] , [43] . Throughout this work we allow transmission power levels and bit-rates to depend upon the channel gains and the network state. We, thus, introduce the following standing assumption:
Assumption 2: Power and bit-rate control laws are of the form
where κ m and η m , m ∈ {1, 2, . . . , M }, are non-linear mappings. Particular cases of (8) include the use of fixed power levels and bit-rates, fixed gain controllers with saturated outputs, u m (k) = sat K m /h m (k) ; and also the various power allocation policies studied in [10] . A key feature of the network model presented above and the power and bit-rate controller class considered is that, when conditioned upon the network state Ξ, the link transmission success processes are independent in time and of each other. 5 Fast retransmissions of individual links can be included into our framework by simply replacing fm(hu, b) with For further reference, we will denote the associated success probabilities via
and note that for power and bit-rate control laws (8), we have
Thus, for given control and bit-rate policies, calculating φ m|j involves simply taking expectation with respect to the conditional distribution of the channel gains given the network state Ξ = j, see (5). Example 2: Suppose that there are only two network states: In state Ξ = 1, all M links are in good condition (with low dropout probabilities). When Ξ(k) = 2, some of the links are obstructed by a large object, thus, having very small expected channel gains. Transition between the two network states is random and obeys the Markov chain model (4), see Fig. 3 .
It is important to emphasize that the network state determines the distribution of the M channel gains and thereby the distribution of the link success probabilities in (9) . Despite Assumption 1, we do not require that the channel gains {h m } N0 or the dropout processes {γ m } N0 be Markovian. Our model encompasses, as special cases, i.i.d. transmissions [18] , the Gilbert-Elliot Model [32] , [44] , Markovian models for the dropout processes [23] , [28] , [33] , and channel gains described by a finite Markov chain [10] . In the one-link case, and provided Assumption 1 holds, the model presented is mathematically equivalent to the hidden Markov chain model of [45] . A key difference to [45] , however, is that the present model is physically motivated and allows one to incorporate the effect of power and bit-rate control in an straightforward manner. In Section VI we will further examine these relationships.
Remark 1: The design of power and bit-rate control laws, and also how to estimate network states from dropout observations, lies outside the scope of the present work. References on the power and bit-rate control problem for state estimation with wireless links include [11] , [12] . To estimate network states, one can adapt hidden Markov chain estimation techniques, as described, e.g., in [46] , [47] and used in [4] .
IV. STATE ESTIMATION OVER A SENSOR NETWORK TREE WITH PACKET DROP-OUTS
The purpose of the sensor network architecture considered is to estimate the state of the system (1) centrally at the gateway by using the measurements received from the sensors {S 1 , S 2 , . . . , S M }, see Fig. 2 . As we have seen in Section III, fading channels will introduce random packet loss. From an estimation point of view, it is convenient to introduce the binary sensor-to-gateway connectivity processes {θ m } N0 , m ∈ {1, . . . , M }, where
Remark 2: Since we assume that the network does not introduce any delays, we have
Furthermore, the conditional distributions of {θ m } given the network states can be written in terms of the individual link functions φ i|j introduced in (9) as follows:
Note, however, that if S m ∈ Node(Path(S l )), with m = l, then, in general,
despite the fact that channel gain distributions satisfy (5).
We will assume that the packets transmitted from the sensors to the gateway incorporate error detection coding, see, e.g., [8] , and that the gateway knows, whether received packets are error-free or not. Thus, the information available for state estimation at the gateway at time k is given by
With power and bit-rate control laws of the form (8) and given the network fading model adopted, the dropout realizations in (13) do not convey information about the system state {x} N0 . Since we have assumed that the network does not introduce any delays, it turns out that state estimation in the wireless sensor network configuration studied amounts to sampling the system (1) using the time-varying (stochastic) observation matrix
Consequently, the conditional distribution of x(k) given I(k − 1) is Gaussian. The conditional mean of x(k),
and the associated estimator covariance matrix,
satisfy the Kalman filter recursions (see, e.g., [48] ):
and with initial values P (0| − 1) = P 0 andx(0| − 1) = x 0 . It follows directly from (14) that C(k) takes one of 2 M possible values. The probability distribution of C(k) depends upon the current channel gains, the bit-rates and the power levels used; see (10) and (12) . Thus, {C} N0 is a random process, the recursion (17) is stochastic and the error covariance process {P (k + 1|k)} k∈N0 is stochastic. A key difference of our approach when compared to that in [13] , [14] , is that we consider packet dropouts. Thus, in case of open loop unstable systems (1), the estimator covariance matrix will, in general not be stationary. The situation is akin to that encountered in the context of state estimation over lossy communication links with constant dropout probabilities; see, e.g., [49] , or also where dropout processes are (semi-)Markovian; see, e.g., [22] , [23] , [28] , [29] , [33] . In the case under study in the present work, the plant model and transmission success probabilities are time varying, and channel gains are correlated between each other. Thus, the results of the above articles cannot be applied directly. In the following section, we will take a closer look at stochastic stability of the Kalman filter (17).
V. STABILITY ANALYSIS FOR MARKOVIAN NETWORK STATES
If the system (1) is unstable, then due to packet dropouts, the covariance matrix process {P (k + 1|k)} k∈N0 in (17) will, in general, not converge to a fixed value and may, at times, diverge, thereby indicating poor performance of the Kalman filter. As shown in [49] , this type of behaviour occurs even in the simplest scenario, where only one sensor is used and dropout probabilities are i.i.d. We will next study stability of the Kalman filter for the sensor network model presented in Section III. Towards that goal we adopt a stochastic stability notion, which captures the fact that, with dropouts, the best one can hope for is that the estimator covariance matrix be bounded. More precisely, we will focus on the trace of the covariance matrix, which by (15) 
Remark 3: Since P (k|k − 1) 0, it directly follows that tr P (k|k − 1) ≥ P (k|k − 1) = max eigs(P (k|k − 1)) for all k ∈ N 0 . Thus, exponential boundedness of the Kalman filter implies boundedness of E{P (k|k − 1)} as studied, for example, in [18] , [19] , [21] and also covariance stability, i.e., E{ P (k + 1|k) } < ∞, for all k ∈ N 0 , see, e.g., [23] , [28] . Exponential boundedness has also been used in [51] for the analysis of a class of networked control systems with Markovian packet dropouts and non-vanishing disturbances.
Our analysis makes use of the process {r} N0 , where
We also introduce
which denotes the probability of C(k) not being full rank, given Ξ(k −1) = i. Note that, by the law of total probabilities, we have
Clearly, r(k) is a (Boolean) function of the individual link success outcomes γ m (k), m ∈ {1, . . . , M } and thereby depends upon the channel gains, and bit-rate and power control laws, see (10) . By the discussion in Section III, it is easy to see that (provided Assumption 2 holds), r(k) is temporarily independent, when conditioned upon the network state Ξ(k). Furthermore, and as with the sensor-to-gateway connectivity processes θ m (k), the conditional distribution Pr{r(k) | Ξ(k)} can be written in terms of the functions φ m|j introduced in (9), see also Example 3 included at the end of this section.
The following theorem gives a sufficient condition for stability of the Kalman filter used for state estimation over a sensor network with Markovian channel states.
Theorem 1: Suppose that Assumptions 1 and 2 hold. If there exists ρ ∈ [0, 1) such that
then the Kalman filter with the channel gain and power and bit-rate control model described in Section III is exponentially bounded.
Proof: See Appendix A. Our result establishes a sufficient condition for exponential boundedness of the estimator covariance matrix when the channel gains of the M links are governed by the radio environment model described in Section III. The condition requires that C(k) be full rank if all measurements are received and is stated in terms of a bound which involves the spectral norm of the system matrices A(k), the transition probabilities of the channel state Ξ, and the conditional probabilities of {r} N0 . The latter are determined by the individual conditional transmission success probabilities φ m|j , and can therefore be influenced by designing the power and bit-rate control policies, see (10) . The situation investigated in the present work generalizes that studied for the simpler case of having independent channel gains in our recent paper [12] .
Before turning our attention to a particular case, namely when the network has only one sensor, we will first give an example which illustrates how to evaluate Pr{r(k) | Ξ(k)}.
Example 3: Consider the subgraph of the sensor network topology of Fig. 2 having vertices {S 0 , S 1 , . . . , S 5 }, see Fig. 4 . Suppose that for C(k) to be full rank (at least) three of the measurements {y 1 (k), y 2 (k), . . . , y 5 (k)} need to be received at the gateway. Then r(k) = 1 if and only if
If Assumption 2 holds, then, as noted in Section III, the link transmission success processes γ m are conditionally independent. Thus, the conditional probabilities of C being full rank can be obtained from J as follows:
for all j ∈ B.
VI. THE ONE-SENSOR CASE FOR LTI SYSTEMS
Here, we focus on a particular instance of the sensor network model of interest, namely, where there is only one sensor and one edge, and the system (1) is LTI. In this case, it is easy to see that C(k) = γ 1 (k)C 1 and the estimator covariance matrix in (17) satisfies
Theorem 1 can be directly applied to this setup, yielding the following result: Corollary 1: Consider the model introduced in Section III with M = 1. Suppose that Assumptions 1 and 2 hold, and that C 1 in (2) is full rank. If there exists ρ ∈ [0, 1) such that
then the Kalman filter is exponentially bounded. Proof: Immediate from Theorem 1, since r(k) = γ 1 (k).
Kalman filtering with a single sensor-link and Markovian packet dropouts was investigated in [23] , [28] , [29] . Markovian dropouts correspond to the particular case of the setup considered in Corollary 1, namely, where B = {1, 2}, φ 1|1 = 1, and φ 1|2 = 0, see Fig. 3 . Direct calculations give that with these parameters the sufficient condition for stochastic stability (24) reduces to
thus, Corollary 1 becomes akin to Theorem 3 in [28] . In a similar manner, it can be shown that the hidden Markov model of [45] (which generalizes the Gilbert loss model [32] and a fixed-length burst loss description) can be recovered by setting φ 1|j ∈ {0, 1} for all j ∈ B in the hypotheses of Corollary 1. Vice-versa, the model considered in Corollary 1, can be stated in terms of the hidden Markov chain model of [45] by considering the aggregated state process {(γ 1 , Ξ)} N0 . Our model can be further simplified by allowing for only one network state, i.e., by setting |B| = 1 in (3). In this case, we obtain a system with i.i.d. dropouts having transmission success probabilities Pr{γ 1 (k) = 1} = φ 1|1 , see (9) . Whilst this situation will not often be encountered in practice, it certainly is of significant system-theoretic importance, and has been extensively studied; see, e.g., [18] - [20] , [22] , [24] - [26] , [49] . With i.i.d. dropouts, the condition (24) becomes thereby resembling various conditions which have been reported in the literature; see [49] . 6 
VII. NETWORK STATES WITH ARBITRARY HOLDING TIMES
In Sections V and VI we assumed that the network state may change at every instant k ∈ N 0 , see Assumption 1. This model serves to describe situations where the radio environment changes relatively fast. We will next present a more general sensor network connectivity model. It allows one to impose minimum holding times on the network states and is thereby especially tailored for situations where the radio environment changes slowly.
A. Semi-Markov Model
We will allow the times between switches to follow an arbitrary probability distribution. At the instants of transitions, henceforth denoted by the ordered set
the process {Ξ} K0 behaves like a Markov chain. Thus, our model fits into the semi-Markovian framework considered, e.g., in [22] , [47] , [52] - [54] .
To be more precise, we introduce the following assumption: Assumption 3: The holding times,
and the following transition Ξ(k +1 ) are conditionally independent given (and depend only on) the current state, Ξ(k ), i.e., we have
for all i, j ∈ B, δ ∈ N, where are the conditional distribution of the holding times and the transition probabilities of the embedded Markov chain {Ξ(k )} ∈N0 , respectively.
Note that if in (26) we have ∆ ≥ 2, for some ∈ N 0 , then
Thus, the renewal process {(Ξ(k ), k )} ∈N0 describes the network state trajectory at all times k ∈ N 0 . It is worth emphasizing that, unless q ii = 0 for all i ∈ B, (27) allows for virtual transitions, i.e., where and holding time distributions
In the following, we will study stochastic stability of the Kalman filter (17) for sensor network setups of this type.
B. Stability Analysis
To characterize the system behaviour with the semi-Markov model of Assumption 3, it is convenient to introduce the transition matrix Φ( , k), see [48] , via
so that
expression which follows directly from (1). We also denote the observability matrix of order t ∈ N 0 with initial step k, via O(k, k) = C(k), and
. . .
Our analysis makes use of the process { (k )} k ∈K , where
Clearly, (k ) is a function of the individual link success outcomes {γ m (k)}
. Akin to what was done in Section V, see (20), we define
which denotes the probability of O(k + δ − 1, k ) not being full rank, conditioned on Ξ(k − 1) = i. The following result establishes sufficient conditions for exponential boundedness of the Kalman filter (17) for cases where {∆ } ∈N0 has bounded support.
Theorem 2: Suppose that Assumptions 2 and 3 hold and that there exists a finite value σ such that ∆ ≤ σ, for all ∈ N 0 . 7 If there exists ρ ∈ [0, 1) such that
then the Kalman filter in (17) is exponentially bounded.
Proof: See Appendix B. To elucidate the condition (32), it is convenient to recall the definitions (28) and (31) and note that for a given holding time ∆ = δ ∈ {1, 2, . . . , σ}, we have
7 Since our model allows for virtual transitions, we do not impose that the network state changes, at most, every σ instants.
Thus, the left-hand-side of (32) extends the left-hand-side of (22) for use in the semi-Markov model by averaging non-full-rank observation outcomes over finite horizons. Here it is worth noting that the Markovian network model of Assumption 1 corresponds to the special instance of the model in Assumption 3, wherein p ij = q ij for all i, j ∈ B, and ∆ = 1 for all ∈ N 0 , so that ψ j (1) = 1 for all j ∈ B, σ = 1 and K = N 0 . In addition, we have Φ(k + 1, k) = A(k),
and j∈B q ij = 1 for all i ∈ B. Consequently, it is easy to see that, in this case, the condition (32) condenses into (22) and we recover the result established in Theorem 1.
Remark 4: In contrast to Theorem 1, Theorem 2 does not require that the matrix C(k) be full rank with non-zero probability in order to establish exponential boundedness of the Kalman filter. Inter-alia, Theorem 2 requires that when no dropouts occur the system (1)- (2) be observable over horizons of length σ.
C. Example
To illustrate the use of Theorem 2, we examine a simple LTI plant model with M = 1 sensor and where
taken from [18] . The connectivity of S 1 to the gateway is described by two possible configurations, Ξ(k) ∈ B = {1, 2}, which obey Assumption 3, with For one-sensor LTI systems, we have C(k) = γ 1 (k)C 1 , and
It is easy to verify that for the system matrices given in (33), the matrix
is invertible, for all r ∈ {1, . . . , 6}. Therefore, (k ) = 0, if and only if
and the conditional probabilities in (31) become
Thus, for δ = 1 we obtain
whereas, for δ ≥ 2,
see (9) . Given the above, Theorem 2 establishes that the Kalman filter (17) is exponentially bounded if there exists
where µ i (k , δ) are given in (34).
VIII. CONCLUSIONS
In this work we have studied Kalman filtering for state estimation over a wireless sensor network. Since the radio links between the nodes are fading, even if alleviated by power and bit-rate control, packet drops may occur. To model different radio connectivity configurations of the environment, we have introduced a network state process. Through the use of stochastic stability methods, we have derived sufficient conditions for the Kalman filter covariance matrix to be exponentially bounded when the underlying network state is described by a (semi-)Markov chain. Under this assumption, channel gains will be correlated over space and time, which is a suitable model when considering shadow fading. In particular cases, the sufficient condition obtained reduce to stability results previously documented in the literature.
Future work includes complementing the sufficient conditions for exponential boundedness of the estimator presented with necessary ones, and using the results for the design of power and bit-rate control and re-routing strategies. Also of interest is extending the fading network model proposed to more general topologies and study its use for the analysis and design of closed loop networked control system architectures. We first prepare two preliminary lemmas: Lemma 1: Suppose that Assumptions 1 and 2 hold. Then the composite process {Z} N0 defined via
is a Markov chain. Proof: Recall that the network state {Ξ} N0 is Markovian and that, for given network states, the dropout processes are independent. Therefore, the distribution of the matrix C(k) satisfies, for all k ∈ N 0 ,
The result follows from (17) , since {A} N0 , {Q} N0 and {R} N0 are deterministic sequences.
Lemma 2: Suppose that Assumption 1 holds and define
see (16) .
where Z(k) is as defined in (35) , and ν i in (20) .
Proof: The fact that V k is non-negative follows directly from (36) . To prove (37) , it is convenient to recall (19) and condition as follows:
We next examine the cases r(k) ∈ {0, 1} separately. 1) For r(k) = 1, C(k) is full rank. Therefore, a simple predictor for x(k + 1) given y(k) ⊂ I(k), is given by
in which casě
Since, by assumption, {A} N0 , {Q} N0 and {R} N0 are bounded, there exists a constant W ∈ R ≥0 , such that
Since the Kalman filter gives the minimum conditional error covariance matrix, and by the fact that for any square matrix F , E{tr F } = tr E{F }, we obtain the bound
8 Clearly, (39) is not a tight bound, but it suffices for our purpose.
2) For r(k) = 0, the estimator covariance matrix P (k +1|k) is upper-bounded by the worst case, where γ m (k) = 0, ∀m ∈ {1, 2, . . . , M }. We, thus have
where we have used (17) and [55, Fact 8.12.29] .
To calculate Pr{r(k) = 0 | Z(k) = (P, i)}, we condition upon Ξ(k) and use Assumption 1:
The result follows upon replacing (39)- (41) into (38) . Proof of Theorem 1: We will use a stochastic Lyapunov function approach with candidate function V k introduced in (36); see, e.g., [56] , [57] . By Lemma 2, we have
where ρ ∈ [0, 1) is as in (22) and
Since (42) holds for all Z(k) = P (k|k − 1), Ξ(k − 1) and, by Lemma 1, {Z} N0 is Markovian, we can use [57, Prop. 3.2] to conclude that (42) is a sufficient condition for
Therefore, upon noting that P (0| − 1) = P 0 is given, (43) gives that (18) holds with α = ρV 0 and β =β/(1 − ρ).
B. Proof of Theorem 2
To derive our result, we will first focus on the time-instances K defined in (25) . The key property we will use is that whilst in this case {Ξ} N0 is not Markovian, the embedded chain {Ξ} K0 is Markovian. We begin by extending Lemmas 1 and 2 to the model in Assumption 3.
Lemma 3: Suppose that Assumptions 2 and 3 hold. Then {Z} K0 defined as in (35) is Markovian.
Proof: It is easy to see that, for all k , k −1 ∈ K,
The result now follows from (17) and upon noting that {Ξ} K0 is Markovian, and {A} N0 , {Q} N0 and {R} N0 are deterministic sequences. Lemma 4: Suppose that Assumption 3 holds and consider
Then there exists W ∈ R ≥0 such that, for all ∈ N 0 ,
Proof: We first note that, given Assumption 3, the holding times ∆ have conditional distribution
We next condition on (k ) defined in (30) to obtain
and use (31) to write
In what follows, we examine the cases (k ) ∈ {0, 1} separately. 1) For (k ) = 1, a suboptimal predictor for x(k +1 ) which only uses the received measurements {y}
is given by
Since {A} N0 , {Q} N0 and {R} N0 are assumed bounded, the matrices Φ(k +1 , k ) and O(k +1 − 1, k ) are bounded also. Consequently, the estimation error covariance ofx(k +1 ) is bounded. Thus, (due to optimality) in case of the Kalman filter (17) , there exists W 1 ∈ R ≥0 such that
2) For (k ) = 0, the estimation error covariance matrix P (k +1 |k +1 − 1) is upper-bounded by that resulting from the worst case, i.e., where γ m (k) = 0, ∀m ∈ {1, 2, . . . , M }, ∀k ∈ {k , k + 1, . . . , k +1 − 1}. Use of (17) then gives
Since {A} N0 and {Q} N0 are bounded, there exists W 2 ∈ R ≥0 such that
where we have used [55, Fact 8.12.29] . Substitution of (47)- (49) into (46) provides
thus, (45) yields the bound
from where the result follows.
To prove Theorem 2, we recall that, by Lemma 4 and (32),
for all ∈ N 0 . Thus, following as in the proof of Theorem 1, it is easy to establish exponential boundedness at the time instants k ∈ K, i.e., there exist α 1 , β 1 ∈ R ≥0 such that:
where we have used the fact that ∆ ≤ σ, thus, k ≤ σ. To establish exponential boundedness at all instants k ∈ N 0 , we note that, similar to (49) , there exist finite α 2 ≥ 1, W 3 ∈ R ≥0 such that, for all t ∈ {0, 1, . . . , ∆ − 1},
Taking expectation and using (51) gives E{tr P (k + t|k + t − 1)} ≤ α 1 α 2 ρ k +t + α 2 β 1 ρ t + W 3 ≤ α 1 α 2 ρ k +t + α 2 β 1 + W 3 , ∀t ∈ {0, 1, . . . , ∆ − 1}.
The latter expression and (51) show exponential boundedness:
This proves Theorem 2. 
