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1. Introduction 
This paper reviews some recent work by the author and others [l-4] concerning the characterization of 
limit sets for maximum likelihood estimates for stochastic systems. A general framework for these problems 
is developed and specific results presented for Ito processes and controlled Markov chains. For proofs etc., 
see [l-4]. Applications to related topics are discussed. 
2. The general framework 
Consider a stochastic process {X,},,, where JI is either Iw + = [0, cc) or N (the set of natural numbers). 
For some compact metric space D, let PO, 8 ED, be a family of probability measures on the trajectory 
(‘canonical’) space of ( X,},EJ, equipped with the appropriate topology and the corresponding Bore1 u-field. 
Assume that the ‘true’ probability measure is PO,, for some 19, ED. Pe7-, T E ,II, will denote the restriction of 
PO to the u-field generated by {X,, tG T). For each T E J, we assume that Per, 8 ED, is a family of 
mutually absolutely continuous probability measures. Then for t E J, B E D, the Radon-Nikodym deriva- 
tive A,(e) = d P,,/d PO,,, is a martingale with respect to the progressive u-fields f, generated by [X,, s G t}. 
By Jensen’s inequality, it follows that L,( 0) = In A,( 0) is an f,-supermartingale. Under suitable conditions, 
we can apply the Doob-Meyer decomposition theorem to obtain the unique decomposition 
4(e) = w(e) -4(e) (2.1) 
for each 8 ED, where M,(B) is a zero-mean A-martingale and A,(8) is an A-predictable non-negative 
increasing process. 
Under appropriate moment conditions, the following ‘strong law of large numbers’ holds for each 
e E D: 
lim m=() as . . 
1-00 I 
(2.2) 
Suppose we can prove that both M,( 8)/r and A,( fI)/r are continuous in 8 on D, uniformly in t belonging to 
some subset of J of the form {s E JI ] s 2 a), a E J. Then (2.2) yields 
lim sup M,(e)=0 as . . 
r--m BED ’ 
Let 4 be the maximum likelihood estimate of 8, at r, i.e. at each t E JI 
Qf)x.,(e) vea. 
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In particular, 
L,(8,)~L,(eo)=o. 
Hence 
eu $4) ho 
t t . 
BY (2.3) 
Ii* A,o=o as . . 
t-m t 
Thus 
^ 1 
A,(e) 
8, + BED] liminft=O 
I 
as. 
r-co (2.4) 
This gives a very general characterization of limit sets for maximum likelihood estimates from which 
stronger results can be derived for more specific cases. The arguments leading from (2.2) to (2.3) depend 
very much on the problem at hand, as seen by comparing [2] and [4]. 
We next see examples of how the relation (2.1) may arise. 
Example 1. Let JI = N. Assuming that the appropriate probability densities and canditional probability 
densities exist, 
wa = 4(X,& ,..., x,) = b e9(X,/L1) 4p,~xP..J,) i=l P&q/f;-,) 
withf; =a( X,, X, ,..., Xi) for i 2 l,f, the trivial u-field. Then we have 
Applying Jensen’s inequality to the summands in the second sum, we can verify that the above expression 
is in the form (2.1). 
Example2. Let JI = R + and suppose that ( X,},ER has continuous sample paths. In many cases, the Ito 
differential rule can be applied to write the following version of (2.1): 
where (A, A), is the compensator of A:, t E R. 
Example3. Let JI = R + and suppose that {X ) , ,ER is a point process with an intensity {h,(8)),,,, which, 
for each 0 E A, is a positive predictable process. Then 
lnA,= - 
/ 
1 ln W) 
0 Wo) 
dx, - ‘(k(e) -ue,)) ds / 0 
=,‘ln(+)(dXS-~S(@o)dS)-[(&!j+-l-ln(*)) x,(e,)ds. 
0 so s 0 s 0 
From the inequality x - 1 2 lnx, one can verify that this has the form (2.1). 
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3. Parameter estimation for certain processes 
Let D be a compact subset of R”. Suppose (X,},,, + satisfies the stochastic differential equation 
dX, =m,(8,XI0.,,) dt+dW,, X0 = 0 a.s. (3.1) 
where m,: D X C[O, t] -, Iw is a measurable map, and X,a.,, denotes the trajectory (X,, s E [0, T]}. Under 
suitable conditions on rn,, the above equation has a unique strong solution (X,“},,, + , which induces on 
C[O, 00) a probability measure Pe such that for each T E [0, cm), 
where w,, t~tR+, is a Wiener process under PO,). We have the following correspondence with (2.1): 
~,ce)=jn’(m.(e~x~~,~,)-m,(~,.~~~,,,)) dW,, 
4(e) =/,‘( 4 0. x&J - m,(e,, x,“d:,,))2 ds. 
Under appropriate continuity and moment conditions on m,, one can prove the uniform continuity of 
M,(B)/t and A,(e)/1 in B with respect to t E [l, co). Then (2.4) yields 
e,- (eED[ Iiminf~‘(m~(~.X~~~,,)-m.(a.X~~~~,))2ds=O) a.s. 
I--W 0 (3.2) 
If the drift term m,( 8, X$l,, ) has the form fi( 0, X,“ll) for some 61: D X R - R, then the process X,“ll, I E R + 
is Markov. Suppose, in addition, that it has a unique invariant probability measure u, then 
8, - (e~Dp,[(fi(e.X;B") -fi(eo,xf~~))2] =o) a.s. (3.3) 
where E,( .) denotes the expectation with respect to Y. 
The basic methodology used above can also be applied to some closely related problems. An important 
problem is the situation when 0, Bd. (3.2). (3.3) then have to be replaced by (3.4) (3.5) respectively: 
lr - 
2 limsup 7 /( ( M, e,, x$J - n7,( e,, xf);:J)’ ds a.s. ve E D (3.4) ,---m 0 
and 
(3.5) 
Also interesting is the case when 6, is an R”-valued random variable independent of w,, t E R +. It can be 
shown that (3.2)/(3.3) hold a.s. on the set (0, ED} and (3.4)/(3.5) hold a.s. on the set {So B D) [3]. 
Let A(B), B(e), C(0) be Lipschitz-continuous resp. R”x”, R”x”‘, [WP xn valued functions of 0 on D. and 
0, E D, fixed. Let W,,, W2,, t E Iw + be independent R”‘- and R p-valued Wiener processes. Consider the 
R”- and R p-valued processes X,, y, I E R + , respectively, described by 
dX, =A(e)x,dl+@e) dW,,, (3.6) 
dY, = C( 0)X, dr + dW,,, (3.7) 
x0 = o,, , Y. =o P 
where O,,, Op are resp. the zero vectors in R ” and tR P. Consider the problem of estimating 0, based on 
observations Y,, s G f. The system is assumed to be stable under each 0. Let E,( .) be the expectation w.r.t. 
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pe and X,(0)=&(X,/Y,, s<cr). Then 
e, + (~EDI ~~EEe,j[ltc(s)x,(e) - c(eo)i,(eoW] =o) a.~. 
(The indicated limit exists under stability assumptions.)’ Similar results can be proved for the infinite 
dimensional case [4]. 
Let X,, n=1,2 ,..., be a controlled Markov chain on a state space S = { I, 2,.. . ) with transition 
probabilitiesp( i,j; ti, S), 8 as before and z, a control parameter in some compact metric space H(i). Let Z,,, 
n = 1,2,..., be a control sequence of H( X,,)-valued random variables adapted to the progressive u-fields 
generated by X,, X2 ,... . Under suitable assumptions 
dP,,, _ “--I P(X,,,&,+,: z,,,@) -- 
d pa,,,, m=I P x,,AP,+I~zn,~eoBo)~ lJ ( 
The log-likelihood function can be decomposed as in Example 1. Under suitable stability conditions, 
6 - 
i 
~(x,,.i;z,,.e) 
emI liminf-! i 2 p(X,,,i;Z,,.B,)Inp(X ,,,;. z e )=O 
1 
as. 
n-cm n nt=l 1E.s ’ I,’ 0 
For a Markov chain with stationary transition probabilities which is positive recurrent, this implies that the 
transition probabilities under 8, agree with those under any hmit point of 4,. For 6, @ D, an analog of (3.5) 
can be derived [2]. 
4. Applications 
(i) Identifiability conditions. The above results lead to easily characterized sufficient conditions for local or 
global strong consistency. Compare with the similar results for prediction error estimates [lo]. 
(ii) Input selection for identification. The input for an identification experiment has a threefold role - to 
ensure model discrimination, to improve its rate and to ensure stability. The last is less apparent, but the 
proofs of [l-4] show that the stability assumption plays a key role in the asymptotic analysis. Suppose X,, 
t E 9 is stationary under the input schemes being considered and 
lim 1 In 
,-co t 
= -c(e,e,) as. PO,, 
for some function G: D X D -+ [0, cc). (Non-negativity is obvious from (2.1)-(2.2).) For e#e,, the 
discrimination between 8, So is ensured by making G(8,0,) > 0 and its rate improved by increasing its 
value. Thus min,max,,G(l,, e2) can be used as a performance criterion for input schemes. (This is closely 
related to the varrous ‘information distances’ and criteria based on those.) Randomized inputs will often do 
strictly better than non-randomized ones [l-2]. Also, some non-stationary inputs may do better than the 
stationary ones. Heuristically, the trend of the estimates may suggest ruling out part of D or enlarging D 
after a finite time, causing a change in the input scheme. A nice way to achieve such adaptation would be 
to have a random input sequence generated according to some fixed parametrized distribution, these 
parameters being updated according to the trend in 8,. 
(iii) Model selection. As a paradigm, consider (3.5) with ti, = m( e,, X,%) being the ‘true’ drift. We may 
choose m(&x)=Z~~,fl(i)b,(x) for e=[e(l),8(2),..., e(n)] E D c Iw” and b, are suitably chosen functions 
based on prior intuition. Then (3.5) becomes 
1 
8, -, 0 E D ) 8 minimizes E, 
([ 
j, e(i)b;( X,) -fir ’ ’ 
III 
a.s. 
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Thus we can select the parametrization and the model set as per an appropriate trade-off between 
computational convenience and accuracy, an estimate of the latter being given by formulas such as (3.5). 
(iv) Se/“-tuning control. The estimation scheme can be coupled with a feedback law dependent upon the 
current estimate to produce a self-tuning controller. The problem then is to ensure that the stability 
conditions assumed at the outset for the analysis above hold for this closed-loop situation. This program 
was carried out for controlled Markov chains in [l-2], where r-optimal controls are derived using suitable 
randomizations. It is apparent from [l-2] that the exact optimal cost may be attainable, in principle, by an 
adaptive randomization scheme such as the one proposed in (ii) above. Performance can also be improved 
by ‘holding’ an estimate for an extended length of time instead of updating it at each instant [8]. 
Heuristically speaking, adding some ‘noise’ to the self-tuning input helps. This may not have to be 
explicitly done, since the roundoff error etc. in numerical schemes may provide a natural ‘jitter’. This might 
explain why the simulation studies for self-tuners give promising results even when the exact theoretical 
results seem hard to establish [ 121. It is also worth noting that stronger results are possible when D is finite 
[5] or some special parametrization is used [I I]. These are false in general, as pointed out in [7]. . 
5. Related problems 
(i) Relatively little is known about estimation over finite time horizons. Consider a situation when a 
control system is given an ‘identifying’ input for a finite length of time and the estimate at the end of that 
interval taken on faith as the true parameter, to select the optimal input thereafter. The choice of length of 
the estimation interval then becomes an optimal stopping problem. 
(ii) In many cases, the penalty for a mistake in identification may be known. For example: In a 
self-tuning controller, let C( 8, B’) be the average reward when the optimal strategy under 0 is used and the 
true parameter is 8’. Then the penalty for choosing f7 is simply C( 8,0,) - C( O,,, 8,). Since 0, is unknown, we 
mayusemax;]c(e.8)-C(8,8)] as the penalty function. It seems reasonable to expect better performance 
if such penalty functions are explicitly incorporated in estimation schemes, e.g. by ‘weighting’ the 
estimation criterion in favour of 8 with low penalty. 
(iii) For applications, it is important to have recursive schemes. There is an increasing literature about 
these for linear systems, but the only effort in Markov chains seems to be [9]. 
(iv) A problem that has drawn some attention recently is the situation when many agents try to estimate 
the same system based on different observations. In [6], it was shown that in certain simple cases, their 
estimates converge to the same value if they incorporate in their own estimation schemes the estimates of 
others. Much more needs to be done in this direction. 
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