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Abstract
By generalizing Gessel-Xin’s Laurent series method for proving the Zeilberger-Bressoud
q-Dyson Theorem, we establish a family of q-Dyson style constant term identities. These
identities give explicit formulas for certain coefficients of the q-Dyson product, includ-
ing three conjectures of Sills’ as special cases and generalizing Stembridge’s first layer
formulas for characters of SL(n,C).
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1 Introduction
1.1 Notation
Throughout this paper, we let n be a nonnegative integer, and use the following symbols:
a := (a0, a1, . . . , an),
a := a1 + a2 + · · ·+ an,
x := (x0, x1, . . . , xn),
(z)n := (1− z)(1 − zq) · · · (1− zq
n−1),
Dn(x,a, q) :=
∏
0≤i<j≤n
(
xi
xj
)
ai
(
xj
xi
q
)
aj
, (q-Dyson product)
CT
x
F (x) means to take the constant term in the x’s of the series F (x).
Since our main objective in this paper is to evaluate the constant term of the form
xp1j1 · · · x
pν
jν
xi1xi2 · · · xim
Dn(x,a, q),
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it is convenient for us to define:
I0 := {i1, i2, . . . , im} is a set with 0 = i1 < i2 < · · · < im < n,
I := I0 \ {i1} = {i2, . . . , im},
T := {t1, . . . , td} is a d-element subset of I0 or I with t1 < t2 < · · · < td,
σ(T ) := at1 + at2 + · · ·+ atd ,
wi :=
{
ai, for i 6∈ T ;
0, for i ∈ T,
w := w1 + w2 + · · · +wn = a− σ(T ).
1.2 Main results
In 1962, Freeman Dyson [5] conjectured the following identity:
Theorem 1.1 (Dyson’s Conjecture). For nonnegative integers a0, a1, . . . , an,
CT
x
∏
0≤i 6=j≤n
(
1−
xi
xj
)ai
=
(a0 + a1 + · · ·+ an)!
a0! a1! · · · an!
.
Dyson’s conjecture was first proved independently by Gunson [8] and by Wilson [18]. An
elegant recursive proof was published by Good [7].
George Andrews [1] conjectured the q-analog of the Dyson conjecture in 1975:
Theorem 1.2. (Zeilberger-Bressoud). For nonnegative integers a0, a1, . . . , an,
CT
x
Dn(x,a, q) =
(q)a+a0
(q)a0(q)a1 · · · (q)an
.
Andrews’ q-Dyson conjecture attracted much interest [3, 9, 14, 15, 17], and was first
proved, combinatorially, by Zeilberger and Bressoud [21] in 1985. Recently, Gessel and Xin
[6] gave a very different proof by using properties of formal Laurent series and of polynomials.
The coefficients of the Dyson and q-Dyson product are researched in [4, 10, 12, 13, 16]. In
the equal parameter case, the identity reduces to Macdonald’s constant term conjecture [11]
for root systems of type A.
The main results of this paper are the following q-Dyson style constant term identities:
Theorem 1.3 (Main Theorem). Let i1, . . . , im and j1, . . . , jν be distinct integers satisfying
0 = i1 < i2 < · · · < im < n and 0 < j1 < · · · < jν ≤ n. Then
CT
x
xp1j1 · · ·x
pν
jν
xi1xi2 · · ·xim
Dn(x, a, q) =
(q)a+a0
(q)a0(q)a1 · · · (q)an
∑
∅ 6=T⊆I0
(−1)dqL(T )
1− qσ(T )
1− q1+a0+a−σ(T )
, (1.1)
where the p’s are positive integers with
∑ν
i=1 pi = m and
L(T ) =
∑
l∈I0
n∑
i=l
wi −
ν∑
l=1
pl
n∑
i=jl
wi. (1.2)
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We remark that the cases i1 > 0 or im = n or both can be evaluated using the above theo-
rem and Lemma 2.1. The equal parameter case of the above results are called by Stembridge
[16] “the first layer formulas for characters of SL(n,C)”. The following three Corollaries are
the simplified, but equivalent, version of Sills’ conjectures [12]. They are all special cases of
Theorem 1.3. When m = 1, we obtain
Corollary 1.4 (Conjecture 1.2, [12]). Let r be a fixed integer with 0 < r ≤ n and n ≥ 1.
Then
CT
x
xr
x0
Dn(x,a, q) = −q
Pr−1
k=1
ak
(
1− qa0
1− qa+1
)
(q)a+a0
(q)a0(q)a1 · · · (q)an
. (1.3)
When m = 2 and p1 = 2, we obtain
Corollary 1.5 (Conjecture 1.5, [12]). Let r, t be fixed integers with 1 ≤ t < r ≤ n and n ≥ 2.
Then
CT
x
x2r
x0xt
Dn(x, a, q)
= q
eL(r,t)
 (1− qa0)(1− qat)
(
(1− qa0+a+1) + qat(1− qa+1−at)
)
(1 − qa+1−at)(1 − qa+1)(1 − qa0+a+1−at)
 (q)a+a0
(q)a0(q)a1 · · · (q)an
, (1.4)
where L˜(r, t) = 2
∑r−1
k=t+1 ak +
∑t−1
k=1 ak.
When m = 2 and p1 = p2 = 1, we obtain
Corollary 1.6 (Conjecture 1.7, [12]). Let r, s, t be fixed integers with 1 ≤ r < s ≤ n, t < s
and n ≥ 3. Then
CT
x
xrxs
x0xt
Dn(x, a, q)
= q
eL(r,s,t)
(1− qa0)(1 − qat)
(
(1 − qa0+a+1) + qM(r,s,t)(1 − qa+1−at)
)
(1− qa+1−at)(1− qa+1)(1− qa0+a+1−at)
 (q)a+a0
(q)a0(q)a1 · · · (q)an
, (1.5)
where
L˜(r, s, t) =
{ ∑r−1
k=1 ak +
∑s−1
k=t+1 ak, if r < t < s;∑s−1
k=r ak +
∑t−1
k=1 ak + 2
∑r−1
k=t+1 ak, if t < r < s,
and
M(r, s, t) =
{
1 + a+ a0, if r < t < s;
at, if t < r < s.
When letting q approach 1 from the left, we get
Theorem 1.7. Let i1, . . . , im and j1, . . . , jν be distinct integers with 0 = i1 < · · · < im < n
and 0 < j1 < · · · < jν ≤ n. Then
CT
x
xp1j1 · · · x
pν
jν
xi1xi2 · · · xim
∏
0≤i 6=j≤n
(
1−
xi
xj
)ai
=
(a0 + a1 + · · · + an)!
a0! a1! · · · an!
∑
∅6=T⊆I0
(−1)d
σ(T )
1 + a+ a0 − σ(T )
,
where the p’s are positive integers with
∑ν
i=1 pi = m.
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The proof of Theorem 1.3 is along the same line of Gessel and Xin’s proof of Theorem 1.2
[6], but with a major improvement. First of all, the underlying idea is the well-known fact
that proving the equality of two polynomials of degree at most d, it suffices to prove that
they are equal at d + 1 points. As is often the case, points at which the polynomials vanish
are most easily dealt with.
It is routine to show that after fixing parameters a1, . . . , an, the constant term is a polyno-
mial of degree at most d in the variable qa0 . Then we can apply the Gessel-Xin’s technique to
show that the equality holds when the polynomial vanishes. The proof then differs in showing
the equality at the extra points: The q-Dyson conjecture needs one extra point, which can
be shown by induction; Corollaries 1.4, 1.5, and 1.6 need one, two and two extra points re-
spectively; Theorem 1.3 needs many extra points. To prove Theorem 1.3, we develop, based
on Gessel and Xin’s work, a new technique in evaluating the constant terms at these extra
points.
This paper is organized as follows. In section 2, our main result, Theorem 1.3, is es-
tablished under the assumption of two main lemmas. The first lemma is for the vanishing
points and the second one is for the extra points, and they take us the next three sections to
prove. Then by specializing our main theorem, we prove Sills’ three conjectures. In section 3,
we introduce the field of iterated Laurent series and partial fraction decompositions as basic
tools for evaluating constant terms. We also introduce basic notions and lemmas of [6] in a
generalized form. These are essential for proving the two main lemmas. In section 4, we deal
with some general q-Dyson style constant terms and prove our first main lemma. Section 5
includes new techniques and complicated computations for our second main lemma. It is a
continuation of section 4.
2 The proofs and the consequences
Dyson’s conjecture, Andrews’ q-Dyson conjecture, and their relatives are all constant terms of
certain Laurent polynomials. However, larger rings and fields will encounter when evaluating
them. We closely follow the notation in [6]. In order to prove our Main Theorem, we make
several generalizations that need to go into details to explain.
We first work in the ring of Laurent polynomials to see that some seemingly more com-
plicated cases can be solved by Theorem 1.3.
Define an action pi on Laurent polynomials by
pi
(
F (x0, x1, . . . , xn)
)
= F (x1, x2, . . . , xn, x0/q).
By iterating, if F (x0, x1, . . . , xn) is homogeneous of degree 0, then
pin+1
(
F (x0, x1, . . . , xn)
)
= F (x0/q, x1/q, . . . , xn/q) = F (x0, x1, . . . , xn),
so that in particular pi is a cyclic action on Dn(x,a, q).
Lemma 2.1. Let L(x) be a Laurent polynomial in the x’s. Then
CT
x
L(x)Dn(x,a, q) = CT
x
pi
(
L(x)
)
Dn
(
x, (an, a0, . . . , an−1), q
)
. (2.1)
By iterating (2.1) and renaming the parameters, evaluating CTx L(x)Dn(x,a, q) is equivalent
to evaluating CTx pi
k(L(x))Dn(x,a, q) for any integer k.
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Proof. It is straightforward to check that
pi
(
Dn(x,a, q)
)
= Dn
(
x, (an, a0, . . . , an−1), q
)
.
Note that an equivalent form was observed by Kadell [10, Equation 5.12]. Therefore, equation
(2.1) follows by the above equality and the fact
CT
x
F (x0, x1, . . . , xn) = CT
x
pi
(
F (x0, x1, . . . , xn)
)
.
The second part of the lemma is obvious.
Next we work in the ring of Laurent series in x0 with coefficients Laurent polynomials in
x1, x2, . . . , xn. The following lemma is a generalized form of Lemma 3.1 in [6]. The proof is
similar.
Lemma 2.2. Let L(x1, . . . , xn) be a Laurent polynomial independent of a0 and x0. Then for
fixed nonnegative integers a1, . . . , an and k ≤ a, k ∈ Z the constant term
CT
x
xk0L(x1, . . . , xn)Dn(x,a, q) (2.2)
is a polynomial in qa0 of degree at most a− k.
Proof. It is easy to prove that(
x0
xj
)
a0
(
xj
x0
q
)
aj
= q(
aj+1
2
)
(
−
xj
x0
)aj(x0
xj
q−aj
)
a0+aj
for all integers a0, where both sides are regarded as Laurent series in x0. Rewrite (2.2) as
CT
x
xk0L1(x1, . . . , xn)
n∏
j=1
q(
aj+1
2
)
(
−
xj
x0
)aj(x0
xj
q−aj
)
a0+aj
, (2.3)
where L1(x1, . . . , xn) is a Laurent polynomial in x1, . . . , xn independent of x0 and a0.
The well-known q-binomial theorem [2, Theorem 2.1] is the identity
(bz)∞
(z)∞
=
∞∑
k=0
(b)k
(q)k
zk. (2.4)
Setting z = uqn and b = q−n in (2.4), we obtain
(u)n =
(u)∞
(uqn)∞
=
∞∑
k=0
qk(k−1)/2
[
n
k
]
(−u)k (2.5)
for all integers n, where
[
n
k
]
= (q)n(q)k(q)n−k is the q-binomial coefficient.
Using (2.5), we see that for 1 ≤ j ≤ n,
q(
aj+1
2
)
(
−
xj
x0
)aj (x0
xj
q−aj
)
a0+aj
=
∑
kj≥0
C(kj)
[
a0 + aj
kj
]
x
kj−aj
0 x
aj−kj
j ,
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where C(kj) = (−1)
kj+ajq(
aj+1
2
)+(kj
2
)−kjaj .
Expanding the product in (2.3) and taking constant term in x0, we see that (2.2) becomes∑
k
[
a0 + a1
k1
][
a0 + a2
k2
]
· · ·
[
a0 + an
kn
]
CT
x1,...,xn
L2(x1, . . . , xn;k), (2.6)
where L2(x1, . . . , xn;k) is a Laurent polynomial in x1, . . . , xn independent of a0 and the sum
ranges over all sequences k = (k1, . . . , kn) of nonnegative integers satisfying k1+k2+· · ·+kn =
a−k. Since
[a0+ai
ki
]
is a polynomial in qa0 of degree ki, each summand in (2.6) is a polynomial
in qa0 of degree at most k1 + k2 + · · ·+ kn = a− k, and so is the sum.
Lemma 2.2 reduces the proof of Theorem 1.3 to evaluating the constant term at enough
values of the qa0 ’s. This is accomplished by the following Main Lemmas 1 and 2. Their proofs
will be given in the next three sections, using the field of iterated Laurent series [20].
Lemma 2.3 (Main Lemma 1). If a0 belongs to the set {0,−1, . . . ,−(a+1)}\{−(a−σ(T )+1) |
T ⊆ I}, then
CT
x
xp1j1 · · · x
pν
jν
xi1xi2 · · · xim
Dn(x,a, q) = 0. (2.7)
Lemma 2.4 (Main Lemma 2). If a0 belongs to the set {−(a− σ(T ) + 1) | T ⊆ I}, then
CT
x
xp1j1 · · · x
pν
jν
xi1xi2 · · · xim
Dn(x,a, q) =
∑
T
(−1)w+dqL
∗(T ) (q)w(q)a−w
(q)a1 · · · (q)an
, (2.8)
where the sum ranges over all T ⊆ I such that −(a− σ(T ) + 1) = a0 and
L∗(T ) =
∑
l∈I
n∑
i=l
wi −
ν∑
l=1
pl
n∑
i=jl
wi −
(
w + 1
2
)
− 1. (2.9)
The following lemma shows that Main Lemmas 1 and 2 coincide with our Main Theorem.
Lemma 2.5. If a0 belongs to the set {−(a− σ(T ) + 1) | T ⊆ I}, then
(q)a+a0
(q)a0 (q)a1 · · · (q)an
∑
∅ 6=T⊆I0
(−1)dqL(T )
1− qσ(T )
1− q1+a0+a−σ(T )
=
∑
T
(−1)w+dqL
∗(T ) (q)w(q)a−w
(q)a1 · · · (q)an
, (2.10)
where the last sum ranges over all T ⊆ I such that −(a− σ(T ) + 1) = a0, L
∗(T ) is defined
as in (2.9), and L(T ) is defined as in (1.2).
If a0 belongs to the set {0,−1, . . . ,−(a+1)}\{−(a−σ(T )+1) | T ⊆ I}, then the left-hand
side of (2.10) vanishes.
Proof. Let LHS and RHS denote the left-hand side and the right-hand side of (2.10) re-
spectively. By definition, L(T ) = L(T ∪ {0}) + a0 for any T ⊆ I. This fact will be used.
If a0 = 0, then simplifying gives
LHS =
(q)a
(q)a1 · · · (q)an
∑
T⊆I0
(−1)dqL(T )
1− qσ(T )
1− q1+a−σ(T )
,
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where we have added the vanishing term corresponding to T = ∅. The sum equals 0 since
for every T ⊆ I, when pairing the summand for T and the summand for T ∪ {0}, we have
(−1)dqL(T )
1− qσ(T )
1− q1+a−σ(T )
+ (−1)d+1qL(T∪{0})
1− qσ(T∪{0})
1− q1+a−σ(T∪{0})
= 0.
If a0 = −a − 1, then the sum for RHS has only one term corresponding to T = ∅. For
LHS, simplifying gives
LHS =
(q)−1
(q)−a−1(q)a1 · · · (q)an
∑
∅6=T⊆I0
(−1)d+1qL(T )+σ(T ).
Since for any T ⊆ I, we have
(−1)d+1qL(T )+σ(T ) + (−1)d+2qL
(
T∪{0}
)
+σ
(
T∪{0}
)
= (−1)d+1q
(
L(T )+σ(T )
)(
1− q−a0+a0
)
= 0,
LHS reduces to only one term corresponding to T = {0}, which is
LHS =(−1)2qL({0})+a0
(q)−1
(q)−a−1(q)a1 · · · (q)an
= qL({0})+a0
(
1− 1q
)
· · ·
(
1− 1qa
)
(q)a1 · · · (q)an
=(−1)aqL({0})−a−1−(
a+1
2 ) (q)a
(q)a1 · · · (q)an
= (−1)aqL
∗(∅) (q)a
(q)a1 · · · (q)an
= RHS.
Now consider the cases a0 = −1, . . . ,−a. Since the factor (q)a0+a/(q)a0 = (1−q
a0+1) · · · (1−
qa0+a) of LHS vanishes for a0 = −1,−2, . . . ,−a, the summand with respect to T has no con-
tribution unless the denominator 1− q1+a0+a−σ(T ) = 0, i.e., a0 = −
(
a+1−σ(T )
)
. Therefore,
LHS = 0 if a0 does not belong to {−(a − σ(T ) + 1) | T ⊆ I}. If it is not the case, then
only those terms with −(a − σ(T ) + 1) = a0 have contributions. Such T can not contain 0,
for otherwise we may deduce that a+ 1 − σ(T \ {0}) = 0, which is impossible. Therefore it
suffices to show that for every subset T ⊆ I we have
(q)a+a0
(q)a0 · · · (q)an
(−1)dqL(T )
1− qσ(T )
1− q1+a0+a−σ(T )
∣∣∣
a0=−w−1
=
(q)w(q)a−w
(q)a1 · · · (q)an
(−1)w+dqL
∗(T ). (2.11)
Since L(T )|a0=−w−1 = L
∗(T ) +
(
w+1
2
)
, the left-hand side of (2.11) equals
(−1)dqL
∗(T )+(w+12 )
[
(1− q−w) · · · (1− q−1)
][
(1− q) · · · (1− qa−w)
]
(q)a1 · · · (q)an
= (−1)w+dqL
∗(T ) (q)w(q)a−w
(q)a1 · · · (q)an
,
which is the right-hand side of (2.11).
Proof of Theorem 1.3. We prove the theorem by showing that both sides of (1.1) are polyno-
mials in qa0 of degree no more than a+1, and that they agree at the a+2 values corresponding
to a0 = 0,−1, . . . ,−a− 1. The latter statement follows by Main Lemma 1, Main Lemma 2,
and Lemma 2.5. We now prove the former statement to complete the proof.
Applying Lemma 2.2 in the case k = −1 and L(x1, . . . , xn) = x
p1
j1
· · · xpνjν /(xi2 · · · xim),
we see that the constant term in (1.1) is a polynomial in qa0 of degree at most a + 1. The
right-hand side of (1.1) can be written as∑
∅6=T⊆I0
(−1)dqL(T )
1− qσ(T )
1− qa0+1+a−σ(T )
(1− qa0+1)(1− qa0+2) · · · (1− qa0+a)
(q)a1(q)a2 · · · (q)an
.
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This is a polynomial in qa0 of degree no more than a + 1, as can be seen by checking the
two cases: If 0 6∈ T then the degree of qL(T ) in qa0 is 1 and 1 − qa0+1+a−σ(T ) cancels with
the numerator so that the summand has degree a in qa0 ; Otherwise the summand has degree
a+ 1 in qa0 .
The m = 0 case of Theorem 1.3 reduces to the Zeilberger-Bressoud q-Dyson Theorem.
Comparing with the proof of Theorem 1.2 in [6], the new part is Lemma 2.4, where we give
explicit formula for the non-vanishing case a0 = −a − 1. This gives a proof without using
induction on n.
Proof of Corollary 1.4. Applying the Main Theorem for I0 = {0} gives
L({0}) =
n∑
i=0
wi −
n∑
i=r
wi =
n∑
i=1
ai −
n∑
i=r
ai =
r−1∑
i=1
ai.
Substituting the above into (1.1) and simplifying, we obtain Corollary 1.4.
Proof of Corollary 1.5. Applying the Main Theorem for I0 = {0, t} and p1 = 2 gives
L({0}) =
n∑
i=1
ai +
n∑
i=t
ai − 2
n∑
i=r
ai,
L({t}) =
n∑
i=0
ai +
n∑
i=t
ai − 2
n∑
i=r
ai − 2at,
L({0, t}) =
n∑
i=1
ai +
n∑
i=t
ai − 2
n∑
i=r
ai − 2at.
Substituting the above into (1.1) and simplifying, we obtain Corollary 1.5.
Proof of Corollary 1.6. Applying the Main Theorem for I0 = {0, t} and p1 = p2 = 1 gives
L({0}) =
n∑
i=1
ai +
n∑
i=t
ai −
n∑
i=r
ai −
n∑
i=s
ai,
L({t}) =
{ ∑n
i=0 ai +
∑n
i=t ai −
∑n
i=r ai −
∑n
i=s ai − at, if r < t < s,∑n
i=0 ai +
∑n
i=t ai −
∑n
i=r ai −
∑n
i=s ai − 2at, if t < r < s,
L({0, t}) =
{ ∑n
i=1 ai +
∑n
i=t ai −
∑n
i=r ai −
∑n
i=s ai − at, if r < t < s,∑n
i=1 ai +
∑n
i=t ai −
∑n
i=r ai −
∑n
i=s ai − 2at, if t < r < s.
Substituting the above into (1.1) and simplifying, we obtain Corollary 1.6.
3 Constant term evaluations and basic lemmas
From now on, we let K = C(q), and assume that all series are in the field of iterated Laurent
seriesK〈〈xn, xn−1, . . . , x0〉〉 = K((xn))((xn−1)) · · · ((x0)). This means that all series are regarded
first as Laurent series in x0, then as Laurent series in x1, and so on. The reason for choosing
K〈〈xn, xn−1, . . . , x0〉〉 as a working field has been explained in [6]. For more detailed account
of the properties of this field, with other applications, see [19] and [20].
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We emphasize that the field of rational functions is a subfield of K〈〈xn, xn−1, . . . , x0〉〉, so
that every rational function is identified with its unique iterated Laurent series expansion.
The series expansions of 1/(1 − qkxi/xj) will be especially important. If i < j then
1
1− qkxi/xj
=
∞∑
l=0
qklxlix
−l
j .
However, if i > j then this expansion is not valid and instead we have the expansion
1
1− qkxi/xj
=
1
−qkxi/xj(1− q−kxj/xi)
=
∞∑
l=0
−q−k(l+1)x−l−1i x
l+1
j .
The constant term of the series F (x) in xi, denoted by CTxi F (x), is defined to be the
sum of those terms in F (x) that are free of xi. It follows that
CT
xi
1
1− qkxi/xj
=
{
1, if i < j,
0, if i > j.
(3.1)
We shall call the monomial M = qkxi/xj small if i < j and large if i > j. Thus the constant
term in xi of 1/(1 −M) is 1 if M is small and 0 if M is large.
An important property of the constant term operators defined in this way is their com-
mutativity:
CT
xi
CT
xj
F (x) = CT
xj
CT
xi
F (x).
Commutativity implies that the constant term in a set of variables is well-defined, and this
property will be used in our proof of the two Main Lemmas. (Note that, by contrast, the
constant term operators in [22] do not commute.)
The degree of a rational function of x is the degree in x of the numerator minus the degree
in x of the denominator. For example, if i 6= j then the degree of 1 − xj/xi = (xi − xj)/xi
is 0 in xi and 1 in xj . A rational function is called proper (resp. almost proper) in x if its
degree in x is negative (resp. zero).
Let
F =
p(xk)
xdk
∏m
i=1(1− xk/αi)
(3.2)
be a rational function of xk, where p(xk) is a polynomial in xk, and the αi are distinct
monomials, each of the form xtq
s. Then the partial fraction decomposition of F with respect
to xk has the following form:
F = p0(xk) +
p1(xk)
xdk
+
m∑
j=1
1
1− xk/αj
(
p(xk)
xdk
∏m
i=1,i6=j(1− xk/αi)
)∣∣∣∣∣
xk=αj
, (3.3)
where p0(xk) is a polynomial in xk, and p1(xk) is a polynomial in xk of degree less than d.
The following lemma is the basic tool in extracting constant terms.
Lemma 3.1. Let F be as in (3.2) and (3.3). Then
CT
xk
F = p0(0) +
∑
j
(
F (1− xk/αj)
)∣∣∣
xk=αj
, (3.4)
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where the sum ranges over all j such that xk/αj is small. In particular, if F is proper in xk,
then p0(xk) = 0; if F is almost proper in xk, then p0(xk) = (−1)
m
∏m
i=1 αi LCxk p(xk), where
LCxk means to take the leading coefficient with respect to xk.
Lemma 3.1 is the general form of [6, Lemma 4.1] and the proof is also straightforward. The
new observation is that we have explicit formulas not only for proper F but also for almost
proper F . Such explicit formulas are useful in predicting the final result when iterating
Lemma 3.1.
The following slight generalization of [6, Lemma 4.2] plays an important role in our
argument.
Lemma 3.2. Let a1, . . . , as be nonnegative integers. Then for any positive integers k1, . . . , ks
with 1 ≤ ki ≤ a1+ · · ·+as+1 for all i, either 1 ≤ ki ≤ ai for some i or −aj ≤ ki−kj ≤ ai−1
for some i < j, except only when ki = ai + · · ·+ as + 1 for i = 1, . . . , s.
Proof. The basic idea is the same as of [6, Lemma 4.2]. Assume k1, . . . , ks to satisfy that for
all i, ai < ki ≤ a1 + · · · + as + 1, and for all i < j, either ki − kj ≥ ai or ki − kj ≤ −aj − 1.
Then we need to show that ki = ai + · · ·+ as + 1 for i = 1, . . . , s.
We construct a tournament on 1, 2, . . . , s with numbers on the arcs as follows: For i < j,
if ki − kj ≥ ai then we draw an arc i
ai←− j from j to i and if ki − kj ≤ −1− aj then we draw
an arc i
aj+1
−→ j from i to j.
We call an arc from u to v an ascending arc if u < v and a descending arc if u > v. We
note two facts: (i) the number on an arc from u to v is less than or equal to kv − ku, and (ii)
the number on an ascending arc is always positive.
A consequence of (i) is that for any directed path from e to f , the sum along the arcs is
less than or equal to kf − ke. It follows that the sum along a cycle is non-positive. But any
cycle must have at least one ascending arc, and by (ii) the number on this arc is positive,
and so the sum along the cycle is positive. Thus there can be no cycles.
Therefore the tournament we have constructed is transitive, and hence defines a total
ordering → on 1, 2, . . . , s. Assume the total ordering is given by i1 → i2 → · · · → is−1 → is.
Then kis − ki1 ≥ ai2 + ai3 + · · · + ais . This implies that
kis ≥ ki1 + ai2 + ai3 + · · · + ais
≥ ai1 + 1 + ai2 + ai3 + · · ·+ ais
= a1 + a2 + · · · + as + 1, (3.5)
By assumption, 1 ≤ ki ≤ a1 + · · · + as + 1 for all i, so kis = a1 + a2 + · · · + as + 1. But
for the equality in (3.5) to hold, we must have ki1 = ai1 + 1, and there are no arcs of
the form il−1
ail+1−→ il (i.e., il−1 < il) for l = 2, 3, . . . , s. It follows that the total ordering
i1 → i2 → · · · → is−1 → is is actually s→ (s− 1)→ · · · → 2→ 1. One can then deduce that
kil = ai1 + · · ·+ ail + 1, for l = 1, . . . , s.
This completes our proof.
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4 The general setup and the proof of Main Lemma 1
Fix a monomialM(x) =
∏n
i=0 x
bi
i with
∑n
i=0 bi = 0. We derive general properties for q-Dyson
style constant terms, and specialize M(x) for the proofs of our main lemmas.
Define Q(h) to be
Q(h) :=M(x)
n∏
j=1
(
x0
xj
)
−h
(
xj
x0
q
)
aj
∏
1≤i<j≤n
(
xi
xj
)
ai
(
xj
xi
q
)
aj
. (4.1)
If h ≥ 0, then
Q(h) =
n∏
i=0
xbii
n∏
j=1
(xjq/x0)aj(
1− x0xjq
)(
1− x0
xjq2
)
· · ·
(
1− x0
xjqh
) ∏
1≤i<j≤n
(
xi
xj
)
ai
(
xj
xi
q
)
aj
. (4.2)
We are interested in the constant term of Q(h) for h = 0, 1, 2, . . . , a+ 1.
Since the degree in x0 of 1 − xjq
i/x0 is zero, the degree in x0 of Q(h) is b0 − nh. Thus
when h > b0n , Q(h) is proper. Applying Lemma 3.1, we have
CT
x0
Q(h) =
∑
0<r1≤n,
1≤k1≤h
Q(h | r1; k1), (4.3)
where
Q(h | r1; k1) = Q(h)
(
1−
x0
xr1q
k1
) ∣∣∣∣
x0=xr1q
k1
.
For each term in (4.3) we will extract the constant term in xr1 , and then perform further
constant term extractions, eliminating one variable at each step. In order to keep track of
the terms we obtain, we introduce some notations from [6].
For any rational function F of x0, x1, . . . , xn, and for sequences of integers k = (k1, . . . , ks)
and r = (r1, r2, . . . , rs) let Er,kF be the result of replacing xri in F with xrsq
ks−ki for
i = 0, 1, . . . , s − 1, where we set r0 = k0 = 0. Then for 0 < r1 < r2 < · · · < rs ≤ n and
0 < ki ≤ h, we define
Q(h | r;k) = Q(h | r1, . . . , rs; k1, . . . , ks) = Er,k
[
Q(h)
s∏
i=1
(
1−
x0
xriq
ki
)]
. (4.4)
Note that the product on the right-hand side of (4.4) cancels all the factors in the denominator
of Q that would be taken to zero by Er,k.
Lemma 4.1. Let R = {r0, r1, . . . , rs}. Then the rational functions Q(h | r;k) have the
following two properties:
i If 1 ≤ ki ≤ ar1 + · · ·+ ars for all i with 1 ≤ i ≤ s and h >
b0
n , then Q(h | r;k) = 0.
ii If ki > ar1 + · · ·+ ars for some i with 1 ≤ i ≤ s < n, and if
h > ar1 + · · ·+ ars +
∑
i∈R bi
n− s
, (4.5)
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then
CT
xs
Q(h | r;k) =
∑
rs<rs+1≤n,
1≤ks+1≤h
Q(h | r1, . . . , rs, rs+1; k1, . . . , ks, ks+1). (4.6)
Proof of property (i). By Lemma 3.2, either 1 ≤ ki ≤ ari for some i with 1 ≤ i ≤ s, or
−arj ≤ ki − kj ≤ ari − 1 for some i < j, since the exceptional case can not happen. If
1 ≤ ki ≤ ari then Q(h | r;k) has the factor
Er,k
[(
xri
x0
q
)
ari
]
=
(
xrsq
ks−ki
xrsq
ks
q
)
ari
= (q1−ki)ari = 0.
If −arj ≤ ki − kj ≤ ari − 1 where i < j then Q(h | r;k) has the factor
Er,k
[(
xri
xrj
)
ari
(
xrj
xri
q
)
arj
]
,
which is equal to
q(
arj
+1
2
)
(
−
xrj
xri
)arj(xri
xrj
q−arj
)
ari+arj
= q(
arj
+1
2
)(−qki−kj)arj (qkj−ki−arj )ari+arj = 0.
Proof of property (ii). Note that since h ≥ ki for all i, the hypothesis implies that h >
ar1 + · · ·+ ars .
We first show that Q(h | r;k) is proper in xrs . To do this we write Q(h | r;k) as N/D, in
which N (the “numerator”) is
Er,k
 n∏
i=0
xbii
n∏
j=1
(
xj
x0
q
)
aj
·
∏
1≤i,j≤n
j 6=i
(
xi
xj
qχ(i>j)
)
ai
 ,
and D (the “denominator”) is
Er,k
 n∏
j=1
(
x0
xjqh
)
h
/ s∏
i=1
(
1−
x0
xriq
ki
) ,
where χ(S) is 1 if the statement S is true, and 0 otherwise. Notice that R = {r0, r1, . . . , rs}.
Then the degree in xrs of
Er,k
[(
1−
xi
xj
qm
)]
is 1 if i ∈ R and j 6∈ R, and is 0 otherwise, as is easily seen by checking the four cases.
Clearly the degree in xrs of Er,k x
bi
i is bi if i ∈ R and is 0 otherwise. Thus the parts of N
contributing to the degree in xrs are
Er,k
∏
i∈R
xbii
s∏
i=1
∏
j 6=r0,...,rs
(
xri
xj
qχ(ri>j)
)
ari
 ,
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which has degree (n− s)(ar1 + · · ·+ars)+
∑
i∈R bi. The parts of D contributing to the degree
in xrs are
Er,k
 ∏
j 6=r0,...,rs
(
x0
xjqh
)
h
 ,
which has degree (n− s)h.
Thus the total degree of Q(h | r;k) in xrs is
dt = (n− s)(ar1 + · · ·+ ars − h) +
∑
i∈R
bi. (4.7)
The hypothesis (4.5) implies that dt < 0, so Q(h | r;k) is proper in xrs . Next we apply
Lemma 3.1. For any rational function F of xrs and integers j and k, let Tj,kF be the result of
replacing xrs with xjq
k−ks in F . Since xrsq
ks/(xjq
k) is small when j > rs and is large when
j < rs, Lemma 3.1 gives
CT
xs
Q(h | r;k) =
∑
rs<rs+1≤n
1≤ks+1≤h
Trs+1,ks+1
[
Q(h | r;k)
(
1−
xrsq
ks
xrs+1q
ks+1
)]
. (4.8)
We must show that the right-hand side of (4.8) is equal to the right-hand side of (4.6). Set
r′ = (r1, . . . , rs, rs+1) and k
′ = (k1, . . . , ks, ks+1). Then the equality follows easily from the
identity
Trs+1,ks+1 ◦ Er,k = Er′,k′ . (4.9)
To see that (4.9) holds, we have
(Trs+1,ks+1 ◦ Er,k)xri = Trs+1,ks+1
[
xrsq
ks−ki
]
= xrs+1q
ks+1−ki = Er′,k′ xri ,
and if j /∈ {r0, . . . , rs} then (Trs+1,ks+1 ◦ Er,k)xj = xj = Er′,k′ xj .
Now we concentrate on proving our main lemmas. In what follows, unless specified
otherwise, we assume that M(x) = xp1j1 · · · x
pν
jν
/
(xi1xi2 · · · xim), where the j’s are different
from the i’s, the p’s are positive integers with
∑ν
i=1 pi = m, n ≥ jν > · · · > j1 > 0 and
n > im > · · · > i1 = 0. Note that the assumptions i1 = 0 and im < n are supported by
Lemma 2.1.
Lemma 4.2. Let M(x) be as above. If Lemma 4.1 does not apply, then there is a subset
T = {t1, t2, . . . , td} of I such that: h = a− σ(T ) + 1, Q(h | r;k) is almost proper in xn, and
R = {0, 1, . . . , t̂1, . . . , t̂d, . . . , n}, where t̂ denotes the omission of t.
Proof. Since Lemma 4.1 does not apply, we must have ki > ar1 + · · · + ars for some i with
1 ≤ i ≤ s < n. It follows that h > ar1 + · · ·+ ars .
Let T = I \ R denoted by {t1, . . . , td}. Then by (4.7), the degree in xrs of Q(h | r;k) is
given by
dt = (n− s)(ar1 + · · ·+ ars − h) +
ν∑
i=1
piχ(ji ∈ R)− (m− d).
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The hypothesis implies that dt ≥ 0. This is equivalent to
h− (ar1 + · · ·+ ars) ≤
∑ν
i=1 piχ(ji ∈ R)− (m− d)
n− s
.
Notice that s ≤ n− d and
∑ν
i=1 piχ(ji ∈ R) ≤ m. It follows that
h− (ar1 + · · · + ars) ≤
∑ν
i=1 piχ(ji ∈ R)− (m− d)
n− s
≤
m− (m− d)
n− (n− d)
= 1,
and the equality holds only when s = n−d and
∑ν
i=1 piχ(ji ∈ R) = m. The former condition
is sufficient, since if s = n − d then every ji belongs to R. Thus we can conclude that
h = ar1+ · · ·+ars+1 and dt = 0. This is equivalent to say that h = a−(at1+ · · ·+atd)+1 and
Q(h | r;k) is almost proper in xrs . Since im < n, we have R = {0, 1, . . . , t̂1, . . . , t̂d, . . . , n}.
Proof of Main Lemma 1. By definition (4.1) of Q(h) we see that CTxQ(−a0) equals the
left-hand side of (2.7) if we take M(x) = xp1j1 · · · x
pν
jν
/(xi1xi2 · · · xim).
Fix nonnegative integers a1, . . . , an. Clearly if a0 = 0, then the left-hand side of (2.7) is
CT
x
xp1j1 · · · x
pν
jν
x0xi2 · · · xim
n∏
j=1
(
xj
x0
q
)
aj
∏
1≤i<j≤n
(
xi
xj
)
ai
(
xj
xi
q
)
aj
.
Since the above Laurent polynomial contains only negative powers in x0, its constant term
in x0 equals zero.
Now we prove by induction on n− s that
CT
x
Q(h | r;k) = 0, if h ∈ {1, . . . , a+ 1} \ {a− σ(T ) + 1 | T ⊆ I}.
Note that taking constant term with respect to a variable that does not appear has no effect.
Also note that h 6= 1 + a− σ(∅) = 1 + a1 + · · · + an.
We may assume that s ≤ n and 0 < r1 < · · · < rs ≤ n, since otherwise Q(h | r;k)
is not defined. If s = n then ri must equal i for i = 1, . . . , n. Thus Q(h | r;k) =
Q(h | 1, 2, . . . , n; k1, k2, . . . , kn), which is 0 by part (i) of Lemma 4.1 and the fact that
ki ≤ h ≤ a1 + · · ·+ an for each i.
Now suppose 0 ≤ s < n. Since b0 = −1, the condition h >
b0
n = −
1
n always holds. If part
(i) of Lemma 4.1 applies, then Q(h | r;k) = 0. Otherwise, by Lemma 4.2, part (ii) of Lemma
4.1 applies and (4.6) holds. Therefore, applying CTx to both sides of (4.6) gives
CT
x
Q(h | r;k) =
∑
rs<rs+1≤n
1≤ks+1≤h
CT
x
Q(h | r1, . . . , rs, rs+1; k1, . . . , ks, ks+1).
By induction, every term on the right is zero.
5 Proof of Main Lemma 2
The proof of Main Lemma 2 relies on Lemma 3.1 for almost proper rational functions. It
involves complicated computations. By the proof of Main Lemma 1, Lemma 4.2 describes all
cases for CTxQ(h | r,k) 6= 0. To evaluate such cases, we need the following two lemmas.
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Lemma 5.1.
n∏
l=1
(q−
Pn
i=lwi)wl
(q)Pn
i=l wi
(q−
Pl−1
i=1 wi)Pl−1
i=1 wi
∏
1≤i<j≤n
(
q−
Pj−1
l=i
wl
)
wi
(
q
Pj−1
l=i
wl+1
)
wj
=(−1)wq−(
w+1
2 )
(q)w
(q)w1 · · · (q)wn
, (5.1)
where w = w1 + · · ·+ wn.
Proof. Denote the left-hand side of (5.1) by Hn and the right-hand side by Gn. Clearly we
have H1 = G1. To show that Hn = Gn, it suffices to show that Hn/Hn−1 = Gn/Gn−1 for
n ≥ 2. We have
Hn
Hn−1
=
(q−wn)wn
(q)wn(q
−w1−···−wn−1)w1+···+wn−1
n−1∏
l=1
(q−wl−···−wn)wl
(qwl+···+wn−1+1)wn(q
−wl−···−wn−1)wl
·
n−1∏
l=1
(q−wl−···−wn−1)wl(q
wl+···+wn−1+1)wn
=
(−1)wnq−(
wn+1
2 )
(−1)w−wnq−(
w−wn+1
2 )(q)w−wn
n−1∏
l=1
(−1)wlq−(
wl+1
2
)−wl(wl+1+···+wn)(qwl+1+···+wn+1)wl .
Since it is straightforward to show that
n−1∏
l=1
q−(
wl+1
2
)−wl(wl+1+···+wn) = q−(
w−wn+1
2 )−wn(w−wn)
and that
n−1∏
l=1
(qwl+1+···+wn+1)wl = (q
wn+1)w−wn ,
we have
Hn
Hn−1
= (−1)wnq−(
wn+1
2 )−wn(w−wn)
(qwn+1)w−wn
(q)w−wn
,
which is equal to Gn/Gn−1.
For fixed subset T = {t1, t2, . . . , td} of I, we let h
∗ = a − σ(T ) + 1 = w + 1, r∗ =
(1, . . . , t̂1, . . . , t̂d, . . . , n), and k
∗ = (k1, . . . , kn−d) with kl =
∑n
i=rl
wi + 1. Let
Nl = #{tj < l | tj ∈ T}, (5.2)
where #S is the cardinality of the set S. Then Er∗,k∗xi is xnq
kn−d−ki−Ni for i /∈ T , and is xi
for i ∈ T . For i /∈ T , we have kn−d − ki−Ni = wn −
∑n
l=iwl.
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Lemma 5.2. Let T be a subset of I. Then
CT
x
Q(h∗ | r∗;k∗) = (−1)w+dqL
∗(T ) (q)w(q)a−w
(q)a1 · · · (q)an
, (5.3)
where
L∗(T ) =
∑
l∈I
n∑
i=l
wi −
ν∑
l=1
pl
n∑
i=jl
wi −
(
w + 1
2
)
− 1.
Proof. By Lemma 4.2, Q(h∗ | r∗;k∗) is almost proper in xn. Let R
∗ = {r1, . . . , rs} =
{1, . . . , n} \ T , s = n− d.
It is straightforward to check that for any 1 ≤ i < j ≤ n
LC
xn
Er∗,k∗
(xi
xj
)
ai
(xj
xi
q
)
aj
=

(
−
1
xi
)wj
q(
wj+1
2
)+(wn−
Pn
l=j wl)wj , if i /∈ R∗, j ∈ R∗,(
−
1
xj
)wi
q(
wi
2 )+(wn−
Pn
l=i wl)wi , if i ∈ R∗, j /∈ R∗,(
q−
Pj−1
l=i
wl
)
wi
(
q
Pj−1
l=i
wl+1
)
wj
, if i, j ∈ R∗,(xi
xj
)
ai
(xj
xi
q
)
aj
, if i, j /∈ R∗.
(5.4)
For convenience, we always assume i < j within this proof if i and j appears simultaneously.
Recall that M(x) = xp1j1 · · · x
pν
jν
/(xi1xi2 · · · xim), we have
Er∗,k∗M(x) =
xmn q
Pν
i=1 pi(kn−d−kji−Nji
)
xm−dn q
(m−d)kn−d−
P
l∈I\T kl−Nlxt1 · · · xtd
=
xdnq
L1(d)
xt1 · · · xtd
, (5.5)
where
L1(d) = dwn +
∑
l∈I\T
n∑
i=l
wi −
ν∑
i=1
pi
n∑
l=ji
wl − 1. (5.6)
It is easy to see that
LC
xn
Er∗,k∗
n∏
l=1
( xl
x0
q
)
al
=
∏
l∈R∗
(q−
Pn
i=lwi)wl , (5.7)
and that
Er∗,k∗
∏n−d
i=1
(
1− x0/(xriq
ki)
)∏n
l=1
(
x0/(xlqh
∗)
)
h∗
=
1∏
l∈R∗(q)
P
n
i=l wi
(q−
Pl−1
i=1
wi)Pl−1
i=1
wi
∏
l/∈R∗(xnq
wn−w/xl)w+1
. (5.8)
By the definition of Q(h) in (4.2), we have
Q(h∗ | r∗;k∗)
= Er∗,k∗M(x)
n∏
j=1
(xjq/x0)aj(
x0/(xjqh
∗)
)
h∗
∏
1≤i<j≤n
(
xi
xj
)
ai
(
xj
xi
q
)
aj
n−d∏
i=1
(
1− x0/(xriq
ki)
)
. (5.9)
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Apply Lemma 3.1 with respect to xn. Since Q(h
∗ | r∗;k∗) has no small factors in the
denominator, the summation part in (3.4) equals 0. Thus the result can be written as
LC
xn
Er∗,k∗M(x)
n∏
j=1
(xjq/x0)aj(
x0/(xjqh
∗)
)
h∗
∏
1≤i<j≤n
(
xi
xj
)
ai
(
xj
xi
q
)
aj
n−d∏
i=1
(
1− x0/(xriq
ki)
)
.
Substituting (5.4), (5.5), (5.7), and (5.8) into the result, and then collecting similar terms,
we can write
CT
x
Q(h∗ | r∗;k∗) = qL1(d)A1A2 CT
x
B1B2. (5.10)
Here qL1(d)A1 is the collection of all powers in q (only from (5.8, 5.4)) given by
A1 =
∏
l/∈R∗
q(
w+1
2 )−(w+1)wn
∏
i/∈R∗,j∈R∗
q(
wj+1
2
)+(wn−
P
n
l=j wl)wj
∏
i∈R∗,j /∈R∗
q(
wi
2 )+(wn−
P
n
l=i wl)wi ;
A2 is the collection of all q-factorials (only from (5.7, 5.8, 5.4)) given by
A2 =
∏
l∈R∗
(q−
Pn
i=l wi)wl
(q)Pn
i=l
wi(q
−
Pl−1
i=1
wi)Pl−1
i=1 wi
∏
i,j∈R∗
(
q−
Pj−1
l=i
wl
)
wi
(
q
Pj−1
l=i
wl+1
)
wj
;
B1 is the collection of all monomial factors (only from (5.5, 5.8, 5.4)) given by
B1 =
1
xt1 · · ·xtd
∏
l/∈R∗
(−1)w+1xw+1l
∏
i/∈R∗,j∈R∗
(
− 1/xi
)wj ∏
i∈R∗,j /∈R∗
(
− 1/xj
)wi
= (−1)d; (5.11)
and B2 is the collection of all q-factorials containing variables (only from (5.4)) given by
B2 =
∏
i,j /∈R∗
(xi/xj)ai(xjq/xi)aj = Dd(xt1 , . . . , xtd ; at1 , . . . , atd ; q).
(Note that for the q-Dyson Theorem, M(x) = 1, T = I = ∅, and hence B2 = 1, so we do
not need the next paragraph for our alternative proof of Theorem 1.2.)
It follows by Theorem 1.2 and (5.11) that
CT
x
B1B2 = CT
x
(−1)d
∏
i,j /∈R∗
(xi/xj)ai(xj/xiq)aj = (−1)
d (q)a−w∏
l∈T (q)al
. (5.12)
Recall that wi = 0 if i 6∈ R
∗. By Lemma 5.1 we have
A2 = (−1)
wq−(
w+1
2 )
(q)w∏
l∈R∗(q)wl
. (5.13)
Let A1 = q
L2(d), where
L2(d) =
∑
l/∈R∗
[(
w + 1
2
)
− (w + 1)wn
]
+
∑
i/∈R∗,j∈R∗
(wj + 1
2
)
+
(
wn −
n∑
l=j
wl
)
wj

+
∑
i∈R∗,j /∈R∗
[(
wi + 1
2
)
+
(
wn −
n∑
l=i
wl
)
wi − wi
]
.
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We claim that
L2(d) = L˜2(d) = −dwn + dw −
∑
l∈T
l−1∑
k=1
wk. (5.14)
It is clear that L2(0) = L˜2(0) = 0. Therefore to show that L2(d) = L˜2(d) it suffices to
show that L2(d)− L2(d− 1) = L˜2(d)− L˜2(d− 1) for d ≥ 1.
Since wi = 0 for i ∈ T , we have
L2(d)− L2(d− 1) =
(
w + 1
2
)
− (w + 1)wn +
n∑
j=td+1
(wj + 1
2
)
+
(
wn −
n∑
l=j
wl
)
wj

+
td−1∑
i=1
[(
wi + 1
2
)
+
(
wn −
n∑
l=i
wl
)
wi − wi
]
=
(
w + 1
2
)
− (w + 1)wn +
n∑
j=1
(wj + 1
2
)
+
(
wn −
n∑
l=j
wl
)
wj
− td−1∑
i=1
wi.
Simplifying the above equation, we obtain
L2(d)− L2(d− 1) =
(
w + 1
2
)
− (w + 1)wn +
n∑
j=1
(
wj + 1
2
)
+ wnw −
n∑
j=1
n∑
l=j
wlwj −
td−1∑
i=1
wi
=
(
w + 1
2
)
− wn +
n∑
j=1
(
wj + 1
2
)
−
∑
i<j
wiwj −
n∑
i=1
w2i −
td−1∑
i=1
wi.
Using the fact
(w+1
2
)
=
∑n
i=1
(wi+1
2
)
+
∑
i<j wiwj, we get
L2(d)− L2(d− 1) =− wn + 2
n∑
j=1
(
wj + 1
2
)
−
n∑
i=1
w2i −
td−1∑
i=1
wi
=− wn + w −
td−1∑
i=1
wi,
which equals L˜2(d)− L˜2(d− 1). Thus the claim follows.
Substituting (5.12), (5.13), and A1 = q
L2(d) (with (5.14)) into (5.10) and simplifying
yields
CTxQ(h
∗ | r∗;k∗) = (−1)d+wqL1(d)+L2(d)−(
w+1
2 )
(q)w(q)a−w
(q)a1 · · · (q)an
.
Therefore
L∗(T ) =L1(d) + L2(d)−
(
w + 1
2
)
=dwn +
∑
l∈I\T
n∑
i=l
wi −
ν∑
i=1
pi
n∑
l=ji
wl − 1− dwn + dw −
∑
l∈T
l−1∑
k=1
wk −
(
w + 1
2
)
=
∑
l∈I\T
n∑
i=l
wi −
ν∑
i=1
pi
n∑
l=ji
wl − 1 + dw −
∑
l∈T
l−1∑
k=1
wk −
(
w + 1
2
)
.
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Since dw can be written as
∑
l∈T
∑n
k=1wk, we have
L∗(T ) =
∑
l∈I\T
n∑
i=l
wi −
ν∑
i=1
pi
n∑
l=ji
wl − 1 +
∑
l∈T
n∑
k=l
wk −
(
w + 1
2
)
=
∑
l∈I
n∑
i=l
wi −
ν∑
i=1
pi
n∑
l=ji
wl − 1−
(
w + 1
2
)
.
Proof of Main Lemma 2. Applying Lemma 3.1 gives (4.3) as follows.
CT
x0
Q(h) =
∑
0<r1≤n,
1≤k1≤h
Q(h | r1; k1).
Iteratively apply Lemma 4.1 to each summand when applicable. In each step, we need to deal
with a sum of terms like Q(h | r1, . . . , rs; k1, . . . , ks). For such summand, we apply Lemma
4.1 with respect to xrs . The summand is taken to 0 if part (i) applies, and is taken to a sum
if part (ii) applies. In the latter case, the number of variables decreases by one. Since there
are only n + 1 variables, the iteration terminates. Note that if rs = n and part (ii) applies,
the summand will be taken to 0. So finally we can write
CT
x
Q(h) = CT
x
∑
r1,...,rs,k1,...,ks
Q(h | r1, . . . , rs; k1, . . . , ks),
where the sum ranges over all r’s and k’s with 0 < r1 < · · · < rs ≤ n, 1 ≤ k1, k2, . . . , ks ≤ h
such that Lemma 4.1 does not apply. Note that we may have different s.
By Lemma 4.2, Lemma 4.1 does not apply only if there is a subset T = {t1, . . . , td} of I
such that (r1, . . . , rs) = (1, . . . , t̂1, . . . , t̂d, . . . , n), and h = a− σ(T ) + 1. So the sum becomes
CT
x
Q(h) =CT
x
∑
T
∑
1≤k1,...,kn−d≤h
Q(h | r∗;k),
where T ranges over all T ⊆ I such that a− σ(T ) + 1 = h.
For each fixed subset T of I as above, we show that almost every Q(h | r∗;k) vanishes.
Notice that Er∗,kxi = x
kn−d−ki−Ni
n for i /∈ T with Ni defined as in (5.2). Rename the
parameters ai by wi for i 6∈ T , and set wi = 0 for i ∈ T . The expression becomes easy to
describe.
If 1 ≤ ki−Ni ≤ wi for some i /∈ T , then Q(h | r
∗;k) has the factor
Er∗,k
[(
xi
x0
q
)
ai
]
=
(
xnq
kn−d−ki−Ni
xnqkn−d
q
)
wi
= (q1−ki−Ni )wi = 0.
If −wj ≤ ki−Ni − kj−Nj ≤ wi − 1, where i < j and i, j /∈ T , then Q(h | r
∗;k) has the
factor
Er∗,k
[(
xi
xj
)
ai
(
xj
xi
q
)
aj
]
= Er∗,k
[(
xi
xj
)
wi
(
xj
xi
q
)
wj
]
,
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which is equal to
Er∗,k
[
q(
wj+1
2
)
(
−
xj
xi
)wj(xi
xj
q−wj
)
wi+wj
]
= q(
wj+1
2
)(−qki−Ni−kj−Nj )wj (qkj−Nj−ki−Ni−wj )wi+wj = 0.
If neither of the above two cases happen, then by Lemma 3.2 for the case s = n− d, we see
that k must equal k∗ given by
k∗ =
 n∑
i=r1
wi + 1,
n∑
i=r2
wi + 1, . . . ,
n∑
i=rn−d
wi + 1
 .
Therefore, for every T , all Q(h | r∗;k) vanish except for Q(h | r∗;k∗). It follows that
CT
x
Q(h∗) = CT
x
∑
T
Q(h∗ | r∗;k∗) =
∑
T
CT
x
Q(h∗ | r∗;k∗).
Thus the proof is completed by Lemma 5.2.
6 Concluding Remark
For the equal parameter case, Stembridge [16] studied the constant terms for general mono-
mials M(x) and obtained recurrence formulas. However, explicit formulas are obtained only
for M(x) = xp1j1 · · · x
pν
jν
/
(xi1xi2 · · · xim), just as we discussed. These formulas are called first
layer formulas. For the unequal parameter case, our method may be used to evaluate the
constant terms for monomials like M(x) = xsxt/x
2
0, but the explicit formula will be too
complicated. We can expect that other types of q-Dyson style constant terms can be solved
in a similar way.
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