



© The author; licensee Universidad Nacional de Colombia.  
DYNA 82 (193), pp. 165-169. October, 2015 Medellín. ISSN 0012-7353 Printed, ISSN 2346-2183 Online 
DOI: http://dx.doi.org/10.15446/dyna.v82n193.47907 
Mining unstructured data to support requirements elicitation by 
using controlled vocabularies: A systematic mapping study 
 
José L. Barros-Justo a 
 
a  Escuela Superior de Ingeniería Informática, Universidad de Vigo, Ourense, España. jbarros@uvigo.es 
 
Received: December 17th, 2014. Received in revised form: May 20th, 2015. Accepted: May 27th, 2015. 
 
Abstract 
This paper presents a work-in-progress that deals with the assessment of the use of controlled vocabularies during the processes of 
requirements engineering, as a means to mine data from different sources (interviews, contracts, schemas and diagrams). By doing this the 
requirements description, analysis and comprehension is facilitated for both developers and end users. As a research methodology, we 
decided to use a systematic mapping study covering the last fourteen years (2000 - 2014). As far as we know, such studies have not yet 
been done; however, the cost incurred from errors in the requirements elicitation phase is one of the problems that is most commonly 
reported by the practitioners. Our study includes data on the processes of building the controlled vocabulary and assesses the productivity 
and quality. We are also interested in tools and techniques to classify and retrieve information. Our first findings suggest that this is an 
under-research area. 
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Minería de datos sin estructura para el soporte de la adquisición de 
requerimientos mediante el uso de vocabularios controlados: Un 
estudio de mapeo sistemático 
 
Resumen 
Este trabajo muestra un trabajo en progreso relacionado con la evaluación del uso de vocabularios controlados durante los procesos de 
ingeniería de requisitos, como un medio para obtener datos de muy diferentes fuentes (entrevistas, contratos, esquemas y diagramas) y, al 
hacer esto, facilitar la descripción de requisitos, el análisis y la comprensión por los desarrolladores y usuarios finales. Como metodología 
de investigación se decidió utilizar un estudio sistemático de mapeo que abarca los últimos catorce años (2000-2014). Por lo que sabemos 
no existen estudios previos de este tipo, sin embargo, el coste producido por errores en la fase de obtención de requisitos es uno de los 
problemas más mencionados por los profesionales. Nuestro estudio incluye datos sobre los procesos de construcción del vocabulario y 
evalúa la productividad y la calidad. También estamos interesados en las herramientas y técnicas utilizadas para clasificar y recuperar 
información. Nuestros primeros resultados sugieren que esta es un área de investigación sub-estudiada. 
 




1.  Introduction 
 
Over the last few decades, Software Engineering (SE) has 
become increasingly popular among software developers as 
an effective method to plan and document all the software 
development processes that have led to high quality products. 
Using the Unified Modeling Language (UML), programmers 
can deal with different types of software artifacts, employing 
a suitable and widely accepted representation formalism [1], 
which may incorporate: use case descriptions, diagrams and 
other relevant artifacts [2]. The use of common definitions, 
terms and keys, including dictionaries, vocabularies and 
ontologies are also an extended practice. All these strategies 
that comprise requirement analysis, planning and project 
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documentation, can reduce most of the error costs that 
emerge during the software development process [3]. 
One of the most important problems that may arise when 
developing software is the fact that, on many occasions, 
documentation is constructed employing vocabulary and 
term descriptions that are not as standardized as is desirable 
and not all the stakeholders are familiar with them. Moreover, 
a term may denote more than one concept, and this can lead 
to ambiguity, as well as the opposite (synonymy): more than 
one term can denote a unique concept [4]. 
In order to unify the definitions and terms for a specific 
project, several authors have proposed the use of controlled 
vocabularies, as a way to create narratives that could be used 
for a wide range of individuals involved in the software 
project. This could lead to the creation of more usable and 
maintainable software applications [5-7]. 
However, a problem remains; there is an abundance 
(sometimes overwhelming) of unstructured data that should, 
in some way, be transformed to become useful and 
understandable. This abundance is due to three main reasons: 
 A group of heterogeneous participants with (frequently) 
divergent goals: end users, developers, business people, 
competitors, market experts, governments, etc. 
 Many data/information sources: text documents, forms, 
video feeds, interviews recordings, regulations, books, 
rules, methodologies, bug reports, international 
standards, code comments, user manuals, maintenance 
documentation, etc. 
 The lack of widely accepted techniques and associated 
tools to deal with this mass of data. Researchers have 
offered all kinds of theoretical tools such as: data and 
text mining, information retrieval, natural language 
 
 
Figure 1 Transforming Unstructured Data into Useful Knowledge 
Source: The Author 
processing, controlled vocabularies and ontologies, and 
modeling languages, but none of these has won the 
favor of all stakeholders. 
Keeping this in mind, we present this preliminary work 
aimed at assessing the use of controlled vocabularies as a tool 
to transform unstructured data, collected during the stage of 
requirements engineering (mainly requirements elicitation) 
into useful knowledge, contributing to develop high quality 
software and documentation, thus avoiding some costs due to 
misunderstandings and shortened development time. 
The rest of the paper is organized as follows: Section 2 
presents several prior studies dedicated to the topics of 
interest (mapping studies, unstructured data, requirements 
engineering and controlled vocabularies); Section 3 explains 
the goal and proposed methodology; finally, Section 4 
presents main conclusions of this ongoing work, as well as 
guidelines for further investigation. 
 
2.  Related work 
 
In recent years, the problem of facilitating the 
understanding of the requirements by all stakeholders and 
reducing the risk of misunderstandings has been thoroughly 
dealt with in the literature. However, it still remains a real 
problem and more detailed research is need from academia. 
Requirements are often ambiguous, incomplete, or even 
contradictory. One cause of this problem is 
miscommunication between analysts and users. In their work, 
Meth, Brhel and Maedche [8] analyze in detail 36 relevant 
publications in the area of automatic elicitation of 
requirements. They prove that there is a lot of text that is not 
clearly structured, coming from different stakeholders and 
part of large software development projects. All these 
documents must be analyzed and, finally, transformed into 
well-structured specification requirements. 
As Al-Fedaghi stated, [9] UML is clearly inappropriate 
for non-technical users (clients and end users in the business 
sector), even for developers, as the specification of UML still 
contains ambiguous terms and shows a lack of a conceptual 
model that provides a common basis for understanding.  
Michael H. Hugos uses five diagrams, among which four 
are classic and one is modern, in order to confront the 
problems in communication between developers and users 
(business users). The problem lies not so much in the text 
itself, but in that ambiguous mass of words and abstractions 
called UML [10]. 
Moreover, Durdik and Reussner [11] highlight the fact 
that during the system design, many decisions are made 
without sufficient information, due to lack of documentation. 
This leads to wrong decisions, which, in turn, affect the 
construction phase of the system. These design errors are the 
causes of customer and end user dissatisfaction , low quality 
applications and cost overruns in the development process. A 
similar case, involving students doing a Master’s in computer 
science, is reported in the work of Scanniello et al. [12]. 
Researchers carried out a controlled experiment to verify the 
impact of the documentation available on design patterns for 
software maintenance activities. 
Although specialized vocabularies have repeatedly 
proven their utility in the recovery of information, the 
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organization of the documentation and the understanding of 
natural language, their construction and the underlying 
taxonomies and ontologies is a complex process that 
consumes time and effort. This is not only during the initial 
phase of construction, but throughout their lifecycle; they 
require regular and frequent maintenance and upgrades. 
Current research is therefore focused on the automation of 
these creation and maintenance processes, by means of the 
semi-automatic extraction of information from collections of 
documents, databases, the Internet and the web, expert 
opinions and from many other sources [4]. Ontologies have 
also been proposed as a mechanism to recover information, 
in particular for the retrieval and potential reuse of UML class 
diagrams [13]. 
Pagano and Bruegge [14] reported on the need to have 
tools that can provide support to consolidation, structuring, 
analysis and monitoring processes of the information 
feedback, which occurs once the system is delivered to the 
end users. One recent work [5] highlights the fact that 
language, used in the specification of the system’s functional 
requirements, can determine the value of the use cases that 
are employed to design the user interface. 
Finally, Zapata and Vargas [24] recognized that 
organizational problems during requirements elicitation need 
to be traced to organizational goals. However, at the present 
time, this trace is based on stakeholder’s experience. They 
propose a method composed by semantic and syntactic rules 
to express the organizational problem (requirement) in terms 
of goal statements. 
 
3.  Goals and methodology 
 
Our work has two aims. First, we want to assess whether 
the use of controlled vocabularies during requirements 
elicitation is efficient, i.e., whether it is worth the effort that 
needs to be dedicated to building the vocabulary regarding 
expected revenue potential for improvements in the quality 
of the final product (software system). Additionally, we want 
to know the state of the art in relation to the existence of 
techniques and tools to automate (or at least facilitate) the 
mining of unstructured data and its transformation into 
structured and useful knowledge that will be shared by the 
stakeholders through all phases of the software development 
life cycle. 
We conducted a systematic mapping study [15,16] in 
order to analyze the current published literature relating to 
the use of controlled vocabularies to facilitate the 
requirements in the elicitation process, especially when 
dealing with unstructured data. 
The essential process steps of our systematic mapping 
study, as suggested by Petersen [17], are: defining research 
questions, conducting the search for relevant papers, 
screening papers, keywording of abstracts and data extraction 
and mapping. Each process step has an outcome, the final 
outcome of the process being the systematic map. 
We would like to gain deeper knowledge by answering 
the following research questions: 
 
                                                     
1 http://www.scopus.com 
 
Figure 2. Systematic mapping process steps 
Source: Petersen, 2008  
 
 
1. What are the current techniques and tools for mining 
unstructured data during requirements elicitation? What 
is their level of automation? 
2. Can controlled vocabularies really facilitate the 
requirements elicitation process when dealing with 
unstructured data? Is there any empirical evidence? Is the 
effort dedicated to building vocabularies worthwhile 
given the expected benefits? 
We included all the literature produced between 2000 and 
2014 in our study that was published in scientific journals, 
magazines, conferences and workshops. It is especially 
interesting to assess the method, technique or tool used by 
researchers to validate their own work [18], so we checked 
whether this validation process was carried out, and, if so, 
how [19-20]. For example, before selecting the evaluation 
method to be used to prove the correctness and completeness 
[21] of each particular vocabulary, some of the techniques 
reported in the literature have been analyzed. Hevner et al. 
[22] undertook a controlled experiment, and the method was 
validated in a controlled environment. A simulation process 
was also used by the same authors, who employed outputs 
created by different expert groups. This second option was 
also used by Tena et al. [5], who employed evaluation 
measures based on experts' opinions. 
The main contributions of our work are: 
1. A systematic mapping study of the use of controlled 
vocabularies to support the requirements elicitation when 
dealing with unstructured data, and structuring research 
from the last fourteen years by analyzing published 
literature (specialized journals and conferences, peer-
reviewed sources). 
2. A detailed research protocol that includes: search 
strategy, definition of inclusion/exclusion criteria and 
data extraction guidelines to properly classify and analyze 
the retrieved works. 
3. A set of bibliometric measures to map the current 
research field (state of the art), both at a research space 
level and at a publication space level. 
4. Detection of research gaps and suggestions for further 
studies and promising new areas of research. 
 
4. Threats to validity 
 
There are many limitations to this study. From the 
viewpoint of the search process: 
 It is based on a restricted set of indexing systems. We 
have used SCOPUS1, a particularly useful system as it 
indexes publications from a large number of publishers 
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including ACM, IEEE, Elsevier, and Springer. We also 
used Web of Knowledge (WoS2) and IEEE Xplore3, both 
having significant overlap. Finally, Google Scholar4 
pretends to index all the sources covered by the others 
systems, but after some tests we found this not to be true. 
 The search was based on a restricted set of terms and 
perhaps missed topics that might normally be considered 
to be unstructured data or mining techniques. We tried to 
limit the possible threat by using synonyms, but it is 
clearly not an exhaustive solution. 
 The search string was applied to a restricted set of 
elements in the paper: title, abstract and keywords. 
Although it is reasonable to think that if the search terms 
are not present in these elements then the content of the 
paper is not relevant to the study, this cannot be formally 
proved. 
 Publication bias for internal validity: Successful cases are 
probably published more often than failures, and 
significant results may be published more often than 
when the results are not considered to be so significant. 
To obtain a set of relevant papers that ensured good 
coverage of the area of interest, we constructed the search 
strings incrementally, starting with the broader term 
controlled vocabularies. The search was then refined by 
applying more specialized terms, particularly those which 
made it possible to reduce the search space to the area of 
interest (unstructured data and requirements elicitation). 
These terms were agreed upon by the authors as being the 
most representative; however, the list of search terms may 
not be complete, and additional or alternative terms 
(synonyms) in the search string could affect the number of 
papers retrieved by the databases. 
After completing the search process, retrieved papers 
were distributed randomly among two external reviewers and 
the author. Each author received an even number of papers, 
half exclusively and the other half in duplicate (another 
reviewer received the same sample), as the extraction of data 
needed to happen independently, without communication 
between reviewers. Duplicate documents allow us to cross-
check data retrieved from each paper. The cross-check also 
helped us increase the reliability of data and mitigate, as far 
as possible, threats to the validity of our study. 
Regarding the external validity and the conclusions, we 
believe it is important to offer other researchers the data and 
details on the selection and extraction processes, so as they 
can replicate the study and check the results. Thus, we plan 
to provide researchers with an online repository with all the 
data of our mapping. Given the systematic approach we have 
followed for all the processes, we believe our study is easily 
repeatable. 
 
5.  Conclusions and future research 
 
This is an ongoing research project and we are still in the 
first stages of extracting and analyzing data, and expanding 
the initial search by including references from previous 
selected papers and citations that other authors have made to 
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papers in the original selected set (Snow balling technique). 
We have followed an extended version of the formal process 
proposed by Kitchenham [16] and Wohlin [23] when 
carrying out a systematic mapping study. 
So far we have been able to identify three important 
elements for our study: frequent uses of controlled 
vocabularies, potential sources of data (and vocabulary 
terms) and mining techniques frequently used when dealing 
with unstructured data.  
Our initial set of pre-selected studies consists of 226 
papers (from specialized journals and main international 
conferences), but we were unable to find any systematic 
mapping study related to unstructured data. This encourages 
us to continue with our aim of carrying out this type of formal 
research. We are now working in the inclusion/exclusion 
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