Abstract-We consider the problems of stability, frequency restoration and optimal steady-state resource allocation in a heterogeneous and structure-preserving differential-algebraic equation (DAE) power system model. Thereby, we include constant-power-controlled loads (CPCLs) and constant-powercontrolled sources (CPCSs) explicitly in the analysis and network control design. This results in a power system model with mixed algebraic as well as first-and second-order differential dynamics. We show that the abovementioned control objectives can be achieved via a distributed averaging proportional integral (DAPI) control and, in particular, extend the stability proof in [1] to the resulting closed-loop DAE system.
Motivated by the above considerations, in this paper we include CPCLs and CPCSs explicitly in the modeling, analysis, and network control. This implies that-unlike most other work on stability analysis of power systems [10] , [11] and recent articles on microgrid studies [7] , [8] -we don't work with the Kron-reduced network model [5] , [12] , but instead resort to structure-preserving models [13] [14] [15] . Thereby, we follow the standard praxis to represent CPCLs and CPCSs by algebraic power balance equations [6] . In addition, we consider a diverse generation pool composed of inverterinterfaced units, SG-interfaced units, as well as frequencyresponsive loads [5] , [13] . Consequently, the derived power system model is a heterogeneous and structure-preserving differential-algebraic equation (DAE) system. We then focus on the problems of stability, secondary frequency control and optimal active power dispatch for this DAE power system model. To that end and following [1] , [9] , we employ a distributed averaging proportional integral (DAPI) frequency and active power control. We show that the DAPI control is well-suited to achieve the abovementioned control objectives.
To establish our stability result, we build upon previous work on stability analysis of semi-explicit index-one DAE models [15] , [16] , which we briefly review for selfconsistency and to adapt the notation and tools to our needs. A similar analysis has been carried out in [17] for a related Hamiltonian DAE power system model without CPCLs and CPCSs, while an explicit reduced ODE model for a DAE model with SGs and CPCLs has been derived in [18] .
Notation. We define the sets R ≥0 := {x ∈ R|x ≥ 0}, R >0 := {x ∈ R|x > 0} and R <0 := {x ∈ R|x < 0}. Let x := col(x i ) ∈ R n denote a vector with entries x i , 0 n the zero vector, 1 n the one vector, I n the n × n identity matrix, 0 n×n the n × n matrix with all entries equal to zero and diag(a i ) an n × n diagonal matrix with diagonal entries a i ∈ R. Likewise, A = blkdiag(A i ) denotes a block-diagonal matrix with block-diagonal matrix entries A i . For A ∈ R n×n , A < (>)0 means that A is symmetric negative (positive) definite. For z = col(x 1 , . . . , x n , x n+1 , . . . , x n+m ) ∈ R n+m and sets X = {1, . . . , n}, Y = {n + 1, . . . , n + m}, we let z X = col(x 1 , . . . , x n ) and z Y = col(x n+1 , . . . , x n+m }. Also, ∇f denotes the transpose of the gradient of a function f :
II. STABILITY THEORY FOR DAE SYSTEMS We briefly state the main theoretical results used to establish the stability claims in the present paper. The theory is mainly taken from [16] with minor modifications in notation.
Following [16] , we consider the autonomous DAE systeṁ
where x ∈ R n , y ∈ R m , with admissible initial conditions (x 0 , y 0 ) ∈ R n × R m satisfying the algebraic constraint
and where the vector fields are f :
The solutions of (1) starting at (x 0 , y 0 ) are denoted by x(x 0 , y 0 , t), y(x 0 , y 0 , t) for t ≥ 0 in the domain of the solution. At times, it will be convenient to use the notation z = col(x, y) ∈ R n+m . We denote the maximal domain of a solution of (1) by I ⊆ R ≥0 . We omit the explicit parametrization (x 0 , y 0 , t) whenever it is clear from the context. We make the following assumptions.
Assumption 2.1 (Equilibria):
The system (1) possesses an equilibrium point z
The functions f and g are twice continuously differentiable in Ω, and the Jacobian of g with respect to y has constant full rank on Ω rank (∇ y g(x, y)) = m ∀(x, y) ∈ Ω. Assumption 2.2 ensures existence and uniqueness of solutions of (1) in Ω over the interval I ⊆ R ≥0 for any x(x 0 , y 0 , t), y(x 0 , y 0 , t) ∈ Ω satisfying (2) [16, Theorem 1] . In addition, Assumption 2.2 together with Assumption 2.1 has the following important implication -the proof of which follows directly from the implicit function theorem [19] . 
, and a unique twice continuously differentiable function u : U(x * ) → U(y * ), such that for all (x 0 , y 0 ) ∈ Ω * and for all t ∈ I the solution x(x 0 , y 0 , t), y(x 0 , y 0 , t) ⊆ Ω * of the DAE system (1) (remaining in Ω * ) is identical to the solution x(x 0 , y 0 , t), y(x 0 , y 0 , t) of the associated ODE systeṁ
where (x 0 , y 0 ) = (x 0 , y 0 = u(x 0 )).
DAEs of the form (1) satisfying the regularity property in Assumption 2.2 are referred to as semi-explicit index-one DAEs. We employ the following definition of stability.
be an interior point of Ω and an equilibrium point of (1) . Let z 0 = col(x 0 , y 0 ) ∈ Ω satisfy (2). Then, z * is said to be
• stable, if for each positive real ε there is a real constant δ = δ(ε) > 0, such that
• unstable if it is not stable, • asymptotically stable (AS) if it is stable and there exists a real constant r > 0, such that
The following theorem gives a sufficient stability criterion for the DAE (1). An equivalent claim is made in [16] , yet without providing an explicit proof of 2) below 1 .
Theorem 2.5 (Lyapunov/LaSalle stability criterion): Consider the system (1) with Assumptions 2.1 and 2.2. Let Ω S ⊂ Ω containing (x * , y * ). Suppose that there exists a continuously differentiable function S : Ω S → R, such that (x * , y * ) is a strict minimum of S. Furthermore, suppose thatṠ(x, y) ≤ 0 for all (x, y) ∈ Ω S . Then, the following statements hold: 1) (x * , y * ) is a stable equilibrium point with a local 
Hence, by standard Lyapunov theory for ODEs [21] , x * is a stable equilibrium point of the ODE (3). Furthermore, the set X := {x ∈ R n | S(x) ≤ γ} ⊂ U(x * ) with U(x * ) given in Lemma 2.3 is compact and forward invariant for some γ > S(x * ) close enough to S(x * ). Consequently, existence and uniqueness is guaranteed for I = R ≥0 and ∀x 0 ∈ X [21, Theorem 3.3]. In addition, by Lemma 2.3 we have that u :
is a continuous mapping. Hence, y = u(x) is bounded on the compact domain X ⊂ U(x * ). Because of this and Lemma 2.3, existence, uniqueness, and stability of a solution of the DAE system (1) on X×u(X) ⊆ Ω S is implied by the same properties of the associated ODE system (3) on X. Furthermore, injectivity of the map u [19] implies that u(x) = y * ⇔ x = x * . Hence, if, in addition, the assumption in 2) is satisfied, invoking LaSalle's invariance principle [21] on Ω c ∩ X yields that x * is an AS equilibrium point of the ODE (3). By analogous arguments as above, we conclude that (x * , y * ) is an AS equilibrium of the DAE (1).
III. DIFFERENTIAL-ALGEBRAIC POWER SYSTEM MODEL, PROBLEM STATEMENT AND DAPI CONTROL

A. Differential-Algebraic Power System Model
We consider a structure-preserving power system model composed by n ≥ 1 nodes and denote the set of network nodes by N := {1, . . . , n}. We make the standard assumptions that the line admittances are purely inductive and that the voltage amplitudes V i ∈ R >0 at all nodes i ∈ N are constant [5] . Then, two nodes i and j in the network are connected by a nonzero susceptance B ij ∈ R <0 . The set of neighbors of the i-th node is denoted by N i = {j ∈ N | B ij = 0}. We associate a phase angle θ i ∈ R to each node i ∈ N , and use the common short-hand θ ij := θ i − θ j , i ∈ N , j ∈ N . The electrical frequency at the i-th node is given byθ i = ω i ∈ R. In addition, we assume that the power system is connected, that is, that for all pairs (i, j) ∈ N ×N , i = j, there exists an ordered sequence of nodes from i to j such that any pair of consecutive nodes in the sequence is connected by a power line represented by an admittance.
We consider a heterogeneous network with three distinct sets of nodes N = P ∪ F ∪ G, corresponding to passive buses, buses equipped with frequency-responsive loads or inverters, and buses connecting SGs and inverters with power measurement filters. Passive buses represent buses at which either CPCSs or CPCLs are connected at. Here, the qualifier passive means that these units do not contribute to primary frequency control and is not related to the controltheoretic notion of passivity [20] . Following standard praxis [6] , we model each CPCL and each CPCS by an algebraic equation. Hence, the set of passive network nodes is given by P := {1, . . . , p}, where n > p ≥ 0 is the number of CPCLs and CPCSs in the network. Furthermore, we assume that first-order frequency-responsive loads [5] , [13] and inverter-interfaced grid-forming units with instantaneous power measurements and primary droop control [3] are connected at n > f ≥ 0 nodes F := {p + 1, . . . , p + f }. Finally, SG-interfaced units, synchronous motor loads, as well as droop-controlled inverter-interfaced units with filtered power measurements (that admit a mathematically equivalent representation to SGs [7] ) are connected at n > g ≥ 1 nodes G := {p+f +1, . . . , n}. With these considerations, the DAE power system model considered in this paper is
i ∈ P :
where the active power flow at the i-th node is given by
Here, P d i ∈ R are the active power setpoints of the network components (positive for sources and negative for loads), M i ∈ R >0 is the (virtual) inertia, D i ∈ R >0 the droop, damping, or frequency-sensitivity coefficient and ω d the nominal frequency. In addition, we assume that the active power demand of each network component can be influenced by its respective control input u i ∈ R 2 . We refer the reader to [6] , [7] for a detailed modeling of the system components.
B. Problem statement
The overarching objective in power system operation is to balance load and generation. If this power balance is not met, then the synchronous frequency in the network deviates from its desired nominal value ω d = 2π ·50 Hz (respectively, 2π ·60 Hz). Indeed, assume that (4) 
where the left-hand side is due to primary frequency droop control and frequency damping, the first term on the righthand side is the nominal power balance (due to controllable generation scheduled according to a load and renewable forecast), and the second term on the right-hand side is due to the action of secondary frequency control [22] . The power setpoints P Aside from merely balancing load and generation via secondary control, a tertiary control objective is to allocate the additional injections u i in an optimal fashion accounting for generation costs and capacity via an economic generation dispatch [23] . We summarize this discussion as follows.
Problem 3.1 (Optimal secondary control): Consider the system (4). Design a control law for the control inputs u i such that the following performance objectives are satisfied.
1) Zero steady-state frequency deviation, that is,
2) Optimal steady-state resource allocation, that is,
where A i > 0 is the cost coefficient for source i ∈ N , and u * i in (5) is understood as the steady-state of u i (t). The optimization problem (5) is (strictly) convex, and the essential insight from the optimality conditions [24] is that all units should produce at identical marginal costs
A special case of the identical marginal cost requirement is the proportional power sharing objective u * i /P i = u * j /P j , where P i ∈ R >0 is the rating of source i [3] . Thus, power sharing is a special case of the optimal allocation problem (5).
C. Distributed Averaging PI (DAPI) Control
Inspired by [1] , we consider the following control law to address Problem 3.1
where K i > 0, R i > 0 for i ∈ N are control gains, and the weights a ij ≥ 0 for i, j ∈ N induce an undirected and connected communication graph, i.e., a ij = a ji > 0 when the local controllers at buses i and j can communicate, otherwise a ij = a ji = 0. Observe that (7b) enforces control signals that in steady-state achieve identical marginal costs as in (6) . Let p i := K i s i +R i q i , then u i = −p i and (7) reads as the distributed averaging-based PI (DAPI) controller [9] 
In order to obtain a compact closed-loop model representation, it is convenient to introduce the matrices
and the vectors
Also, we introduce the potential function U : R n → R,
Observe that due to symmetry of the power flows P i ,
Combining (4) with (8), yields the overall closed-loop systeṁ
where L = L T ∈ R n×n is the Laplacian matrix induced by the communication network with weights a ij .
Remark 3.2: Many renewable CPCSs are fluctuating. Implementing the control law (8) on such a plant requires a certain margin in which this unit can adjust its active power injection. One way of doing this is to reserve a certain power margin (i.e., derating), when determining the setpoint P d i . Remark 3.3: The control law (8) requires knowledge of the frequencies ω P , i.e., the time derivatives of θ P . In practice, this information is typically available, as any CPCL or CPCS synchronizes its current to the network frequency, e.g., through a phase-locked loop device. For SGs or gridforming inverters ω F ∪G is directly measurable, respectively, an internal controller variable.
Remark 3.4:
In the present case, the variables θ P represent algebraic states in the model (10) . We remark that, if Assumption 2.2 holds, it is possible to express the derivative of θ P via the implicit function theorem, see [16] .
IV. STABILITY OF THE CLOSED-LOOP SYSTEM
In this section, we analyze stability of the closed loop (10).
A. Synchronized motion
For the analysis of the system (10), it is convenient to introduce the notion of a synchronized motion. (10) is a synchronized motion if ω * G and p * are constant vectors and
The name synchronized motion stems from the fact that constant phase differences θ * ik (t), for all t ≥ 0 and i, k ∈ N , in the power system model (10) readily imply synchronized frequencies, that is,θ * i = ω * , ∀i ∈ N , for some ω * ∈ R.
Lemma 4.2 (Synchronized motion):
The system (10) possesses at most one synchronized motion. Moreover, this synchronized motion satisfies
where p * is the unique minimizer of (5) in Problem 3.1.
Proof: From the fact thatθ * i = ω * for all t ≥ 0, for all i ∈ N , and for some ω * ∈ R together with (10e), we have
Recall that 1 T n L = 0 and that K and R are diagonal matrices with positive diagonal entries. Hence, premultiplying both sides in (12) with 1
Consequently, p * = αA −1 1 n for some α ∈ R. Thus, u * = −p * achieves identical marginal costs (6) and is the unique minimizer (due to strict convexity) of (5); see [25] . Furthermore, we have from (10b)-(10d) that
which with (9) yields 1
From the fact that p * = αA −1 1 n , we obtain α = c with c from (11) . It follows from [26] that (13) has at most one solution θ * ∈ Θ.
B. Stability
We analyze the stability of a synchronized motion of the closed-loop system (10) under the following parametric assumption on the DAPI controller gains. Observe that Assumption 4.3 couples the frequency bias and averaging gains in the controller (8) . While this assumption removes a degree of freedom in tuning the controller (8), we feel that it is not particularly restrictive for the closedloop performance. Simulations show that all of the following results also hold true without Assumption 4.3.
Error states & incremental variables: The left-hand side of the defining equation (13) is a vector with zero average but of arbitrary magnitude, while the right-hand side (the power flows) is bounded. Hence, a synchronized motion as in Lemma 4.2 may not exist. Therefore, we make the following natural power-balance assumption, see [8] .
Assumption 4.4 (Existence of synchronized motion):
The closed-loop system (10) possesses a synchronized motion (θ
Under Assumption 4.4, we introduce the error states
Furthermore, by noting that the power flows ∇ θ U (θ) only depend upon angle differences, we express all angles relative to a reference node. For the later analysis it is convenient to choose a reference node in G, say node n ∈ G, that is,
For ease of notation, define the constant φ n := 0, which is not part of the vector φ ∈ R n−1 . Then, equations (10) becomė
which is a DAE system of the form (1) with x = col(φ F , φ G ,ω G ,p), y = φ P and z = col(y, x) ∈ R 2n−1+g . Here, we have used the fact that with (14) it follows that
and, hence,
where the last equality is obtained from the fact that 1 T n ∇θU (θ) = 0. Finally, we have used the shorthand ∇ φ U * (θ * (φ * )) as in (13) . Observe that the system (15) possesses a unique equilibrium z * = (φ * ,ω * G ,p * ) = (φ * , 0 g , 0 n ) with φ * ∈ RΘ if and only if the system (10) possesses a synchronized motion. The latter claim follows since, given φ * = Rθ * ∈ RΘ, the corresponding value of θ * ∈ Θ can be uniquely recovered up to a uniform shift of all angles (modulo 2π). Furthermore, θ * ∈ Θ is unique by Lemma 4.2. Thus, Assumption 4.4 implies existence and uniqueness of the associated z * . Likewise, AS of this z * implies asymptotic convergence of trajectories of the system (10) to the unique synchronized motion up to a uniform shift of all angles.
Main result: The lemma below establishes regularity of the DAE (15) and is fundamental for our stability claim.
Lemma 4.5 (Regularity): Consider the system (15) with Assumption 4.4. Then Assumption 2.2 is satisfied locally near the equilibrium z * = (φ * ,ω * G ,p * ) = (φ * , 0 g , 0 n ), with φ * ∈ RΘ, corresponding to a synchronized motion. Proof: It is well known that Assumption 4.4 together with the assumed connectedness of the electrical network imply that the partial derivative [7] [8] [9] , [25] 
is the Laplacian of an undirected and connected graph with weights |B ij |V i V j cos(θ ij (φ * )) ≥ 0. Thus, the Jacobian
is a principal minor of a Laplacian matrix of an undirected connected graph and, hence, nonsingular. By continuity of L P in its argument φ we conclude that there exists an open connected set Ω on which L P has constant full rank. Hence, Assumption 2.2 is satisfied, completing the proof.
Our main result of this section is as follows. 
, with φ * ∈ RΘ, corresponding to a synchronized motion is locally AS.
Proof:
The stability claim is established by invoking Theorem 2.5. To this end, recall that Lemma 4.5 implies that with Assumption 4.4 both Assumptions 2.1 and 2.2 are satisfied for the system (15) . Consider an incremental Lyapunov function candidate inspired by [1] , [15] [16] [17] V(ω G , φ,p) = 1 2ω
Following Theorem 2.5, we start by showing that V is locally positive definite around z * . It is easily verified that
Hence, z * is a critical point of V. Furthermore, the Hessian of V evaluated at z * is given by
where the matrixL ∈ R (n−1)×(n−1) is a principal minor of a Laplacian matrix (and thus positive definite [8, Lemma 5.8] ) with elementsl ii := n q=1 |B iq |V i V q cos(θ * iq ), l ik := −|B ik |V i V k cos(θ * ik ). Since AT andL are positive definite, the Hessian ∇ 2 V| z * is positive definite. Consequently, z * is a strict minimum of V. Next, we evaluate the derivative of the function V defined in (17) along trajectories of the system (15) . This giveṡ
Furthermore, an inspection of (15b) yields that (19) in (18) and using (15c), givesV = ζ T Qζ, where the block entries of Q = Q T are given by
F , 0 g×g ). To prove thatV ≤ 0, note that, as D G > 0 and D F > 0, Q 11 < 0 and Q 22 < 0. In addition, from the property that v T Lv > 0 for any nonzero v ∈ R n \ {1 n }, it follows that Q 33 < 0. Furthermore, we see that the quadratic submatrix of Q formed by Q 22 , Q 23 and Q 33 is negative semidefinite with a zero eigenvalue with geometric multiplicity one and a corresponding right-eigenvector
where A F denotes the (diagonal) submatrix of A corresponding to the nodes in the set F. Hence, Q ≤ 0, which implies thatV ≤ 0 ∀z ∈ R 2n−1+g and by Theorem 2.5 z * is a stable equilibrium point. In order to establish asymptotic stability, we observe that the above arguments also have the following implicatioṅ
From (15c) we have thatp ≡ βA −1 1 n implies thatω ≡ 0 n . Hence, φ is constant. Thus, the invariant setV(z(t)) ≡ 0 is an equilibrium set. Lemma 4.2 implies that the system (15) possesses at most one equilibrium with φ * ∈ RΘ, i.e., z * , and z * is an isolated minimum of V, as shown before. Hence, there is a compact neighborhood of z * where no other equilibrium exists and, by Theorem 2.5, z * is AS. The corollary below follows immediately by combining Lemma 4.2 with Proposition 4.6. Proof: Recall that a synchronized motion of (10) corresponds to the equilibrium z * = (φ * ,ω * G ,p * ) = (φ * , 0 g , 0 n ) of (15) . By Lemma 4.2, the solution z * of the system (15) satisfies the optimality criteria in item 2) of Problem 3.1. By Lemma 4.2, ω * = ω d 1 n and Proposition 4.6 guarantees that there exists an open neighborhood of z * , such that all trajectories of the system (15) starting in this neighborhood converge asymptotically to z * , which implies that lim t→∞ ω * − ω d = 0, i.e., item 1) of Problem 3.1.
V. CONCLUSIONS We have shown that the DAPI control solves the problems of stability, frequency restoration and optimal dispatch in a structure-preserving DAE power system model and, at the same time, allows to actively integrate CPCSs and CPCLs in the network control tasks. The latter item is considered to be a fundamental cornerstone in Smart Grids. The stability claim has been derived based on previous results on stability of index-one DAEs as in power system models [16] .
Future work will extend the presented analysis to power system models with variable voltage magnitudes and, possibly, distributed voltage/reactive power controls [27] , [28] . Another interesting aspect is the effect of clock drifts on performance of the DAPI control, see [29] . In addition, we plan to improve the theoretical results by explicitly indicating a region in which the asymptotic stability and the equivalence of the DAE system (1) to an ODE system can be guaranteed.
