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ABSTRACT. We express the Connes-Chern character of the Dirac operator asso-
ciated to a b-metric on a manifold with boundary in terms of a retracted cocycle
in relative cyclic cohomology, whose expression depends on a scaling/cut-off pa-
rameter. Blowing-up themetric one recovers the pair of characteristic currents that
represent the corresponding de Rham relative homology class, while the blow-
down yields a relative cocycle whose expression involves higher eta cochains and
their b-analogues. The corresponding pairing formulæ with relative K-theory
classes capture information about the boundary and allow to derive geometric
consequences. As a by-product, we show that the generalized Atiyah-Patodi-
Singer pairing introduced by Getzler and Wu is necessarily restricted to almost
flat bundles.
Contents
List of Figures vii
Introduction 1
Chapter 1. Preliminaries 9
1.1. The general setup 9
1.2. Relative cyclic cohomology 10
1.3. The Chern character 12
1.4. Dirac operators and q-graded Clifford modules 13
1.5. The relative Connes–Chern character of a Dirac operator over a
manifold with boundary 15
1.6. Exact b-metrics and b-functions on cylinders 17
1.7. Global symbol calculus for pseudodifferential operators 19
1.8. Classical b-pseudodifferential operators 20
1.9. Indicial family 24
Chapter 2. The b-Analogue of the Entire Chern Character 25
2.1. The b-trace 25
2.2. The relative McKean–Singer formula and the APS Index Theorem 28
2.3. A formula for the b-trace 30
2.4. b-Clifford modules and b-Dirac operators 33
2.5. The b-JLO cochain 35
2.6. Cocycle and transgression formulæ for the even/odd b-Chern
character (without Clifford covariance) 36
2.7. Sketch of Proof of Theorem 2.11 39
Chapter 3. Heat Kernel and Resolvent Estimates 45
3.1. Basic resolvent and heat kernel estimates on general manifolds 45
3.2. Comparison results 52
3.3. Trace class estimates for the model heat kernel 55
3.4. Trace class estimates for the JLO integrand on manifolds with
cylindrical ends 58
3.5. Estimates for b-traces 59
3.6. Estimates for the components of the entire b-Chern character 60
Chapter 4. The Main Results 65
4.1. Asymptotic b-heat expansions 65
4.2. The Connes–Chern character of the relative Dirac class 69
4.3. Relative pairing formulæ and geometric consequences 75
4.4. Relation with the generalized APS pairing 82
v
vi CONTENTS
Bibliography 85
Subject Index 89
Notation Index 91
List of Figures
1.1 Compact manifoldMwith boundary 18
1.2 Interior of b–manifoldMwith cylindrical coordinates on the collar 18
3.1 Contour of integration for calculating e−tD
2
from the resolvent. 48
3.2 Contour of integration if bottom of the essential spectrum ofD2 is c. 49
3.3 The cut-off functions ϕ and ψ. 53
4.1 By homotopy invariance the signed sum of the four spectral flows adds
up to 0. 78
vii

Introduction
LetM be a compact smoothm-dimensional manifold with boundary ∂M 6= ∅.
Assuming that M possesses a Spinc structure, the fundamental class in the rel-
ative K-homology group Km(M,∂M) can be realized analytically in terms of the
Dirac operator D (graded if m is even) associated to a riemannian metric on M.
More precisely, according to [BDT89, §3], if De is a closed extension of D satisfy-
ing the condition that either D∗eDe or DeD
∗
e has compact resolvent (e.g. both Dmin
and Dmax are such), then the bounded operator F = De(D
∗
eDe + 1)
−1/2 defines a
relative Fredholm module over the pair of C∗-algebras
(C(M), C(∂M)), hence an
element [D] ∈ Km(M,∂M). Moreover, by [BDT89, §4], the connecting homomor-
phism maps [D] to the fundamental class [D∂] ∈ Km−1(∂M) corresponding to the
Dirac operatorD∂ associated to the boundary restriction of the metric and of Spin
c
structure.
The map Index[D] : K
m(M,∂M) → Z, defined by the pairing of K-theory
with the K-homology class of [D], can be expressed in cohomological terms by
means of Connes’ Chern character with values in cyclic cohomology [CON85]. In-
deed, the relative K-homology group Km(M,∂M), viewed as the Kasparov group
KKm
(C0(M \ ∂M);C), can be realized as homotopy classes of Fredholm mod-
ules over the Fre´chet algebra J∞(∂M,M) of smooth functions on M vanishing
to any order on ∂M; J∞(∂M,M) is a local C∗-algebra, H-unital and dense in
C0(M \ ∂M) = {f ∈ C(M) | f|∂M = 0}. One can therefore define the Connes-Chern
character of [D] by restricting the operator F = De(D
∗
eDe + 1)
−1/2, or directly D,
to J∞(∂M,M) and regarding it as a finitely summable Fredholm module. The
resulting periodic cyclic cocycle corresponds, via the canonical isomorphism be-
tween the periodic cyclic cohomology HP ev/odd
(J∞(∂M,M)) and the de Rham
homology HdRev/odd(M \ ∂M;C) (cf. [BRPF08]), to the de Rham class of the current
(with arbitrary support) associated to the A^-form of the riemannian metric. In fact,
one can even recover the A^-form itself out of local cocycle representatives for the
Connes-Chern character, as in [COMO93, Remark 4, p. 119] or [COMO95, Re-
mark II.1, p. 231]. However, the boundary ∂M remains conspicuously absent in
such representations.
It is the purpose of this paper to provide cocycle representatives for the
Connes-Chern character of the fundamental K-homology class [D] ∈ Km(M,∂M)
that capture and reflect geometric information about the boundary. Our point of
departure is Getzler’s construction [GET93A] of the Connes-Chern character of
[D]. Cast in the propitious setting of Melrose’s b-calculus [MEL93], Getzler’s cocy-
cle has however the disadvantage, from the viewpoint of its geometric functional-
ity, of being realized not in the relative cyclic cohomology complex proper but in
its entire extension. Entire cyclic cohomology [CON88] was devised primarily for
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handling infinite dimensional geometries and is less effective as a tool than ordi-
nary cyclic cohomology when dealing with finite dimensional K-homology cycles.
To remedy this drawback we undertook the task of producing cocycle realizations
for the Connes-Chern character directly in the relative cyclic cohomology complex
associated to the pair of algebras
(C∞(M), C∞(∂M)). This is achieved by adapt-
ing and implementing in the context of relative cyclic cohomology the retraction
procedure of [COMO93], which converts the entire Connes-Chern character into
the periodic one. The resulting cocycles automatically carry information about the
boundary and this allows to derive geometric consequences.
It should be mentioned that the relative point of view in the framework of
cyclic cohomology was first exploited in [LMP09] to obtain cohomological ex-
pressions for K-theory invariants associated to parametric pseudodifferential op-
erators. It was subsequently employed by Moriyoshi and Piazza to establish a
Godbillon-Vey index pairing for longitudinal Dirac operators on foliated bundles
[MOPI11].
Here is a quick synopsis of the main results of the present paper. Throughout
the paper, we fix an exact b-metric g on M, and denote by D the corresponding
b-Dirac operator. We define for each t > 0 and any n ≥ m = dimM, n ≡ m (mod
2), pairs of cochains(
bchnt (D), ch
n+1
t (D∂)
)
resp.
(
bc˜h
n
t (D), ch
n−1
t (D∂)
)
(0.1)
over the pair of algebras
(C∞(M), C∞(∂M)), given by the following expressions:
bchnt (D) :=
∑
j≥0
bChn−2j(tD) + B bT/chn+1t (D),
chn+1t (D∂) :=
∑
j≥0
Chn−2j+1(tD∂) + BT/ch
n+2
t (D∂),
bc˜h
n
t (D) :=
bchnt (D) + T/ch
n
t (D∂) ◦ i∗.
(0.2)
In these formulæ, Ch•(D∂) stand for the components of the Jaffe-Lesniewski-
Osterwalder cocycle [JLO88] representing the Connes-Chern character in entire
cyclic cohomology, bCh•(D) denote the corresponding b-analogue (cf. (2.50)),
while the cochains T/ch•t(D∂), resp.
bT/ch•t(D) (see (4.20), are manufactured out
of the canonical transgression formula as in [COMO93]; i : ∂M→M denotes the
inclusion. One checks that
(b+ B)
(
bchnt (D)
)
= chn+1t (D∂) ◦ i∗
(b+ B)
(
bc˜h
n
t (D)
)
= chn−1t (D∂) ◦ i∗,
(0.3)
which shows that the cochains (0.1) are cocycles in the relative total (b, B)-complex
of (C∞(M), C∞(∂M)). Moreover, the class of this cocycle in periodic cyclic coho-
mology is independent of t > 0 and of n = m+ 2k, k ∈ Z+. Furthermore, its limit
as t→ 0 gives the pair of A^ currents corresponding to the b-manifold M, that is
(
lim
tց0
bchnt (D), lim
tց0
chn+1t (D∂)
)
=
(∫
bM
A^(b∇2g)∧ •,
∫
∂M
A^(∇2g∂)∧ •
)
. (0.4)
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The notation in the right hand side requires an explanation. With
A^(b∇2g) = det
(
b∇2g/4πi
sinh b∇2g/4πi
)1
2
, A^(∇2g∂) = det
(
∇2g∂/4πi
sinh∇2g∂/4πi
)1
2
, (0.5)
and
∫
bM
: bΩm(M) → C denoting the b-integral of b-differential m-forms on
M associated to the trivialization of the normal bundle to ∂M underlying the b-
structure, both terms in the right hand side of (0.4) are viewed as (b, B)-cochains
associated to currents. More precisely, incorporating the 2πi factors which account
for the conversion of the Chern character in cyclic homology into the Chern char-
acter in de Rham cohomology, forM even dimensional this identification takes the
form∫
bM
A^(b∇2g)∧
(
f0, . . . , f2q
)
=
1
(2πi)q(2q)!
∫
bM
A^(b∇2g)∧ f0 df1 ∧ . . .∧ f2q , (0.6)
respectively∫
∂M
A^(∇2g∂)∧
(
h0, . . . , h2q−1
)
=
1
(2πi)q(2q− 1)!
∫
∂M
A^(∇2g∂)∧ h0 dh1 ∧ . . .∧ h2q−1. (0.7)
Finally (cf. Theorem 4.5 infra), the limit formula (0.4) implies that both(
bchnt (D), ch
n+1
t (D∂)
)
and
(
bc˜h
n
t (D), ch
n−1
t (D∂)
)
represent the Chern character
of the fundamental relative K-homology class [D] ∈ Km(M,∂M).
Under the assumption that KerD∂ = 0, we next prove (Theorem 4.6 infra) that
the pair of retracted cochains
(
bc˜h
n
t (D), ch
n−1
t (D∂)
)
has a limit as t → ∞. For n
even, or equivalentlyM even dimensional, this limit has the expression
bc˜h
n
∞(D) =
n/2∑
j=0
κ2j(D) + B bT/chn+1∞ (D) + T/ch
n
∞(D∂) ◦ i∗,
chn−1∞ (D∂) = BT/ch
n
∞(D∂),
(0.8)
with the cochains κ•(D), occurring only when KerD 6= {0}, given by
κ2j(D)(a0, . . . , a2j) = Str
(
ρH(a0)ωH(a1, a2) · · ·ωH(a2j−1, a2j)
)
; (0.9)
here H denotes the orthogonal projection onto KerD, and
ρH(a) := HaH , ωH(a, b) := ρH(ab) − ρH(a)ρH(b), for all a, b ∈ C∞(M).
WhenM is odd dimensional, the limit cocycle takes the similar form
bc˜h
n
∞(D) = B
bT/chn+1∞ (D) + T/ch
n
∞(D∂) ◦ i∗ ,
chn−1∞ (D∂) = BT/ch
n
∞(D∂).
(0.10)
The absence of cochains of the form κ•(D∂) in the boundary component is due to
the assumption that KerD∂ = 0.
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The geometric implications become apparent when one inspects the ensuing
pairing with K-theory classes. For M even dimensional, a class in Km(M,∂M)
can be represented as a triple [E, F, h], where E, F are vector bundles over M,
which we will identify with projections pE, pF ∈ MatN(C∞(M)), and h : [0, 1] →
MatN(C∞(∂M)) is a smooth path of projections connecting their restrictions to
the boundary E∂ and F∂. For M odd dimensional, a representative of a class in
Km(M,∂M) is a triple (U,V, h), where U,V : M → U(N) are unitaries and h is a
homotopy between their restrictions to the boundary U∂ and V∂. In both cases,
the Chern character of [X, Y, h] ∈ Km(M,∂M) is represented by the relative cyclic
homology cycle over the algebras
(C∞(M), C∞(∂M))
ch•
(
[X, Y, h]
)
=
(
ch•(Y) − ch•(X) , −T/ch•(h)
)
, (0.11)
where ch•, resp. T/ch• denote the components of the standard Chern character in
cyclic homology resp. of its canonical transgression (see Section 1.3).
The pairing
〈
[D], [X, Y, h]
〉 ∈ Z between the classes [D] ∈ Km(M,∂M) and
[X, Y, h] ∈ Km(M,∂M) acquires the cohomological expression〈
[D], [X,Y, h]
〉
=
〈(
bc˜h
n
t (D), ch
n−1
t (D∂)
)
, ch•[X, Y, h]
〉
=
=
〈∑
j≥0
bChn−2j(tD) + B bT/chn+1t (D), ch•(Y) − ch•(X)
〉
+
〈
T/chnt (D∂), ch•(Y∂) − ch•(X∂)
〉
−
〈∑
j≥0
Chn−2j−1(tD∂) + BT/ch
n
t (D∂), T/ch•(h)
〉
,
(0.12)
which holds for any t > 0. Letting t → 0 yields the local form of the pairing
formula〈
[D], [X, Y, h]
〉
=
=
∫
bM
A^(b∇2g)∧
(
ch•(Y) − ch•(X)
)
−
∫
∂M
A^(∇2g∂)∧ T/ch•(h).
(0.13)
It should be pointed out that (0.13) holds in complete generality, without requiring
the invertibility of D∂.
When M is even dimensional and D∂ is invertible, the equality between the
above limit and the limit as t→∞ yields, for any n = 2ℓ ≥ m, the identity∑
0≤k≤ℓ
〈
κ2k(D), ch2k(pF) − ch2k(pE)
〉
+
〈
B bT/chn+1∞ (D), chn(pF) − chn(pE)
〉
+
+
〈
T/chn∞(D∂), chn(pF∂) − chn(pE∂)
〉
=
=
∫
bM
A^(b∇2g)∧
(
ch•(pF) − ch•(pE)
)
−
∫
∂M
A^(∇2g∂)∧ T/ch•(h)
+
〈
BT/chn∞(D∂),T/chn−1(h)
〉
,
(0.14)
where
ch2k(p) =
{
tr0(p), for k = 0,
(−1)k
(2k)!
k!
tr2k
(
(p − 1
2
)⊗ p⊗2k), for k > 0.
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Like the Atiyah-Patodi-Singer index formula [APS75], the equation (0.14) in-
volves index and eta cochains, only of higher order. Moreover, the same type
of identity continues to hold in the odd dimensional case. Explicitly, it takes the
form
(−1)
n−1
2
(
n−1
2
)
!
(〈
B bT/chn+1∞ (D), (V
−1 ⊗ V)⊗n+12 − (U−1 ⊗U)⊗n+12 〉+〈
T/chn∞(D∂), (V
−1
∂ ⊗ V∂)⊗
n+1
2 − (U−1∂ ⊗U∂)⊗
n+1
2
〉)
=
=
∫
bM
A^(b∇2g)∧
(
ch•(V) − ch•(U)
)
−
∫
∂M
A^(∇2g∂)∧ T/ch•(h)
+
〈
BT/chn∞(D∂),T/chn−1(h)
〉
.
(0.15)
The relationship between the relative pairing and the Atiyah-Patodi-Singer in-
dex theorem can actually be made explicit, and leads to interesting geometric con-
sequences. Indeed, under the necessary assumption that M is even dimensional,
we show (cf. Theorem 4.12) that the above pairing can be expressed as follows:
〈[D], [E, F, h]〉 = IndAPS DF − IndAPS DE + SF(h,D∂); (0.16)
here IndAPS stands for the APS-index, and SF(h,D∂) denotes the spectral flow
along the path of operators
(
D
+
∂
)h(s)
; D+∂ is the restriction of c(dx)
−1
D∂ to the
positive half spinor bundle and c(dx) denotes Clifford multiplication by the in-
ward normal vector. On applying the APS index formula [APS75, Eq. (4.3)], the
pairing takes the explicit form
〈[D], [E, F, h]〉 =
∫
bM
A^(b∇2g)∧
(
ch•(F) − ch•(E)
)
−
(
ξ(D+,F∂∂ ) − ξ(D
+,E∂
∂ )
)
+ SF(h,D∂),
(0.17)
where
ξ(D+,E∂∂ ) =
1
2
(
η(D+,E∂∂ ) + dimKerD
+,E∂
∂
)
. (0.18)
Comparing this expression with the local form of the pairing (0.13) leads to a gen-
eralization of the APS odd-index formula [APS76, Prop. 6.2, Eq. (6.3)], from trivi-
alized flat bundles to pairs of equivalent vector bundles in K-theory. Precisely (cf.
Corollary 4.15), if E ′, F ′ are two such bundles on a closed odd dimensional spin
manifold N, and h is the homotopy implementing the equivalence of E ′ with F ′,
then
ξ(DF
′
g ′) − ξ(D
E ′
g ′ ) =
∫
N
A^(∇2g ′)∧ T/ch•(h) + SF(h,Dg ′) , (0.19)
where Dg ′ denotes the Dirac operator associated to a riemannian metric g
′ on N;
equivalently, ∫1
0
1
2
d
dt
(
η(ph(t)Dg ′ ph(t))
)
dt =
∫
N
A^(∇2g ′)∧ T/ch•(h) , (0.20)
where ph(t) is the path of projections joining E
′ and F ′, and the left hand side is
the natural extension of the real-valued index in [APS76, Eq. (6.1)].
Let us briefly comment on the main analytical challenges encountered in the
course of proving the results outlined above. In order to compute the limit as
6 INTRODUCTION
tց 0 of the Chern character, one needs to understand the asymptotic behavior of
expressions of the form
b〈A0, A1, . . . , Ak〉√tD
:=
∫
∆k
bTr
(
A0e
−σ0tD
2
A1e
−σ1tD
2
. . . Ake
−σktD
2)
dσ,
(0.21)
where ∆k denotes the standard simplex {σ0 + . . .+ σk = 1, σj ≥ 0} and A0, . . . , Ak
are b-differential operators of order dj, j = 0, . . . , k; d :=
∑k
j=0 dj denotes the sum
of their orders. The difficulty here is twofold. Firstly, the b-trace is a regularized
extension of the trace to b-pseudodifferential operators on the non-compact mani-
foldM \∂M (recall that the b-metric degenerates at ∂M). Secondly, the expression
inside the b-trace involves a product of operators. The Schwartz kernel of the
product A0e
−σ0tD
2
A1e
−σ1tD
2 · . . . ·Ake−σktD2 does admit a pointwise asymptotic
expansion (see [WID79], [COMO90], [BLFO90]), namely(
A0e
−σ0tD
2
A1e
−σ1tD
2 · . . . ·Ake−σktD2
)
(p, p)
=:
n∑
j=0
aj(A0, . . . , Ak,D)(p) t
j−dimM−d
2 +Op(t
(n+1−d−dimM)/2).
(0.22)
However, this asymptotic expansion is only locally uniform in p; it is not glob-
ally uniform on the non-compact manifold M \ ∂M. A further complication
arises from the fact that the function aj(A0, . . . , Ak,D) is not necessarily inte-
grable. Nevertheless, a partie finie-type regularized integral, which we denote by∫
bM
aj(A0, . . . , Ak,D)dvol, does exist and we prove (cf. Theorem 4.3) that the cor-
responding b-trace admits an asymptotic expansion of the form
bTr
(
A0e
−σ0tD
2
A1e
−σ1tD
2
. . . Ake
−σktD
2
)
=
n∑
j=0
∫
bM
aj(A0, . . . , Ak,D)dvol t
j−dimM−d
2 +
+O
(( k∏
j=1
σ
−dj/2
j
)
t(n+1−d−dimM)/2
)
.
(0.23)
When D∂ is invertible and hence D is a Fredholm operator, we can also prove the
following estimate (cf. (3.72))
| b〈A0(I−H), ..., Ak(I −H)〉√tD|
≤ C˜δ,εt−d/2−(dimM)/2−εe−tδ, for all 0 < t <∞, (0.24)
for any ε > 0 and any 0 < δ < inf specessD
2. Here, specess denotes the essential
spectrum and H is the orthogonal projection onto KerD. This estimate allows us
to compute the limit as tր∞ and thus derive the formulæ (0.8) and (0.10).
A few words about the organization of the paper are now in order. We
start by recalling, in Chapter 1, some basic material on relative cyclic cohomol-
ogy [LMP09], b-calculus [MEL93] and Dirac operators. In Section 2.1 we discuss
in detail the b-trace in the context of a manifold with cylindrical ends.
As a quick illustration of the usefulness of the relative cyclic cohomological
approach in the present context, we digress in Section 2.2 to establish an analogue
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of the well-known McKean–Singer formula for manifolds with boundary; we then
employ it to recast in these terms Melrose’s proof of the Atiyah-Patodi-Singer in-
dex theorem (cf. [MEL93, Introduction]).
In Section 2.3, refining an observation due to Loya [LOY05], we give an ef-
fective formula for the b-trace, which will turn out to be a convenient technical
device.
After setting up the notation related to b-Clifford modules and b-Dirac opera-
tors in Section 2.4, we revisit in the remainder of the chapter Getzler’s version of
the relative entire Connes-Chern character in the setting of b-calculus [GET93A].
In Chapter 3 we prove some crucial estimates for the heat kernel of a b-Dirac
operator, which are then applied in Section 3.6 to analyze the short and long time
behavior of the components of the b-analogue of the entire Chern character. As
a preparation more standard resolvent and heat kernel estimates are discussed in
Section 3.1.
The final Chapter 4 contains our main results: Section 4.1 is devoted to asymp-
totic expansions for the b-analogues of the Jaffe-Lesniewski-Osterwalder compo-
nents. The retracted relative cocycle representing the Connes-Chern character in
relative cyclic cohomology is constructed in Section 4.2, where we also compute
the expressions of its small and large scale limits.
Finally, Section 4.3 derives the ensuing pairing formulæ with the K-theory,
establishes the connection with the Atiyah-Patodi-Singer index theorem, and dis-
cusses the geometric consequences. The paper concludes with an explanatory note
(Section 4.4) elucidating the relationship between the results presented here and
the prior work in this direction by Getzler [GET93A] and Wu [WU93], and clar-
ifying why their generalized APS pairing is necessarily restricted to almost flat
bundles.
Matthias Lesch, Henri Moscovici, Markus J. Pflaum

CHAPTER 1
Preliminaries
We start by recalling some basic material concerning relative cyclic cohomol-
ogy, the Chern character and Dirac operators. Furthermore, for the convenience of
the reader we provide in Sections 1.6–1.9 a quick synopsis of the fundamentals of
the b-calculus for manifolds with boundaries due to Melrose. For further details
we refer the reader to the monograph [MEL93] and the article [LOY05].
1.1. The general setup
Associated to a compact smooth manifold M with boundary ∂M, there is a
commutative diagram of Fre´chet algebras with exact rows
0 // J∞(∂M,M) //

C∞(M) ρ //
Id

E∞(∂M,M) //
‖∂M

0
0 // J (∂M,M) // C∞(M) // C∞(∂M) // 0.
(1.1)
J (∂M,M) ⊂ C∞(M) is the closed ideal of smooth functions on M vanishing on
∂M, J∞(∂M,M) ⊂ J (∂M,M) denotes the closed ideal of smooth functions onM
vanishing up to infinite order on ∂M, and E∞(∂M,M) is the algebra of Whitney
functions over the subset ∂M ⊂M. More generally, for every closed subset X ⊂M
the ideal J∞(X,M) ⊂ C∞(M) is defined as being
J∞(X,M) := {f ∈ C∞(M) | Df|X = 0 for every differential operatorD onM}.
By Whitney’s extension theorem (cf. [MAL67, TOU72]), the algebra E∞(X,M) of
Whitney functions over X ⊂ M is naturally isomorphic to the quotient of C∞(M)
by the closed ideal J∞(X,M); we take this as a definition of E∞(X,M). The right
vertical arrow in diagram (1.1) is given by the map
E∞(X,M)→ C∞(X), F 7→ F‖X := F+ J (X,M),
which is a surjection.
Let us check that the Fre´chet algebra J∞ := J∞(∂M,M) is a local C∗-algebra.
First, by the multivariate Faa` di Bruno formula [COSA96] the unitalization J∞,+
of J∞ is seen to be closed under holomorphic calculus in the unitalization J+
of the algebra J := C0(M \ ∂M). Since J∞,+ is also dense in J+, it follows
that J∞ := J∞(∂M,M) is indeed a local C∗-algebra whose C∗-closure is the
C∗-algebra J. Using this together with excision in K-homology (cf. for example
[HIRO00]), one can easily check that the space of equivalence classes of Fred-
holm modules over J∞ coincides naturally with the K-homology of the pair of
C∗-algebras
(C(M), C(∂M)). Moreover, by [CON94, p. 298] one has the following
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commutative diagram{
finitely summable Fredholm
modules over J∞
}
ch•
//

HP•(J∞)

K•(J) = KK•(J,C) // Hom(K•(J),C),
(1.2)
where the right vertical arrow is given by natural pairing between periodic cyclic
cohomology and K-theory, and the lower horizontal arrow by the pairing of K-
theory with K-homology via the Fredholm index.
A Dirac, resp. a b-Dirac operator on M determines a Fredholm module over
J∞ and therefore a class in the K-homology of the pair (C(M), C(∂M)). In this
article, we are concerned with geometric representations of the Connes-Chern
character of such a class and of the ensuing pairing with the K-theory of the pair(C(M), C(∂M)).
1.2. Relative cyclic cohomology
As in [LMP09], we associate to a short exact sequence of Fre´chet algebras
0 −→ J −→ A σ−→ B −→ 0, (1.3)
with A and B unital, a short exact sequence of mixed complexes
0 −→ (C•(B), b, B) −→ (C•(A), b, B) −→ (Q•, b, B) −→ 0, (1.4)
whereC•(A) denotes the Hochschild cochain complex of a Fre´chet algebraA, b the
Hochschild coboundary, and B is the Connes coboundary (cf. [CON85, CON94]).
Recall that the Hochschild cohomology of A is computed by the complex (C•(A), b),
the cyclic cohomology of A is the cohomology of the total complex(
Tot•⊕BC•,•(A), b + B
)
, where
BCp,q(A) =
{
Cq−p(A) := (A⊗^q−p+1)∗, for q ≥ p ≥ 0,
0, otherwise,
while the periodic cyclic cohomology of A is the cohomology of the total complex(
Tot•⊕BC•,•per (A), b + B
)
, where
BCp,qper (A) =
{
Cq−p(A) := (A⊗^q−p+1)∗, for q ≥ p,
0, else.
In [LMP09] we noted that the relative cohomology theories, or in other words the
cohomologies of the quotient mixed complex
(
Q•, b, B
)
, can be calculated from
a particular mixed complex quasi-isomorphic to Q•, namely from the direct sum
mixed complex (
C•(A) ⊕ C•+1(B), b˜, B˜),
where
b˜ =
(
b −σ∗
0 −b
)
, and B˜ =
(
B 0
0 −B
)
. (1.5)
In particular, the relative Hochschild cohomologyHH•(A,B) is computed by the com-
plex
(
C•(A)⊕C•+1(B), b˜), the relative cyclic cohomologyHC•(A,B) by the complex
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Tot•⊕BC•,•(A)⊕ Tot•+1⊕ BC•,•(B), b˜+ B˜
)
, and the relative periodic cyclic cohomology
HP•(A,B) by (Tot•⊕BC•,•per (A) ⊕ Tot•+1⊕ BC•,•per (B), b˜+ B˜).
Note that of course(
Tot•⊕BC•,•(A) ⊕ Tot•+1⊕ BC•,•(B), b˜+ B˜
)
≃ (Tot•⊕BC•,•(A,B), b˜+ B˜), (1.6)
where BCp,q(A,B) := BCp,q(A)⊕ BCp,q+1(B).
Dually to relative cyclic cohomology, one can define relative cyclic homology
theories. We will use these throughout this article as well, and in particular their
pairing with relative cyclic cohomology. For the convenience of the reader we
recall their definition, referring to [LMP09] for more details. The short exact se-
quence (1.3) gives rise to the following short exact sequence of homology mixed
complexes
0→ (K•, b, B)→ (C•(A), b, B)→ (C•(B), b, B)→ 0, (1.7)
where here b denotes the Hochschild boundary, and B the Connes boundary. The
kernel mixed complex K• is quasi-isomorphic to the direct sum mixed complex(
C•(A) ⊕ C•+1(B), b˜, B˜
)
,
where
b˜ =
(
b 0
−σ∗ −b
)
, and B˜ =
(
B 0
0 −B
)
. (1.8)
This implies that the relative cyclic homology HC•(A,B) is the homology of(
Tot⊕• BC•,•(A,B), b˜ + B˜
)
, where BCp,q(A,B) = BCp,q(A) ⊕ BCp,q+1(B).
Likewise, the relative periodic cyclic homology HP•(A,B) is the homology of(
Tot
∏
• BCper•,•(A,B), b˜+ B˜
)
, where BCperp,q(A,B) = BCperp,q(A) ⊕ BCperp,q+1(B).
By [LMP09, Prop. 1.1], the relative cyclic (co)homology groups inherit a nat-
ural pairing
〈−,−〉• : HC•(A,B)×HC•(A,B)→ C, (1.9)
which will be called the relative cyclic pairing, and which on chains and cochains is
defined by
〈−,−〉 :
(
BCp,q(A)⊕ BCp,q+1(B)
)
×
(
BCp,q(A) ⊕ BCp,q+1(B)
)→ C,(
(ϕ,ψ), (α,β)
) 7→ 〈ϕ,α〉+ 〈ψ,β〉. (1.10)
This formula also describes the pairing between the relative periodic cyclic
(co)homology groups.
Returning to diagram (1.1), we can now express the (periodic) cyclic cohomol-
ogy of the pair
(C∞(M), E∞(∂M,M)) resp. of the pair (C∞(M), C∞(∂M)) in terms
of the cyclic cohomology complexes of C∞(M) and E∞(∂M,M) resp. C∞(∂M). We
note that the ideal J∞(∂M,M) is H-unital, since (J∞(∂M,M))2 = J∞(∂M,M)
(cf. [BRPF08]). Hence excision holds true for the ideal J∞(∂M,M), and any of
the above cohomology theories of J∞(∂M,M) coincides with the corresponding
relative cohomology of the pair
(C∞(M), E∞(∂M,M)). In particular, we have the
following chain of quasi-isomorphisms
Tot•⊕ BC•,•
(J∞(∂M,M)) ∼qism Tot•⊕BC•,•(C∞(M), E∞(∂M,M)) ∼qism
∼qism Tot
•
⊕ BC•,•(C∞(M))⊕ Tot•+1⊕ BC•,•(E∞(∂M,M)).
(1.11)
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Next recall from [BRPF08] that the map
Totk⊕ BC•,•per (C∞(M))→ Totk⊕BC•,•per (E∞(∂M,M)),
ψ 7→ ((E∞(∂M,M))⊗^k+1 ∋ F0 ⊗ . . .⊗ Fk 7→ ψ(F0‖X ⊗ . . .⊗ Fk‖X))
between the periodic cyclic cochain complexes is a quasi-isomorphism. As a con-
sequence of the Five Lemma one obtains quasi-isomorphisms
Tot•⊕ BC•,•per
(J∞(∂M,M)) ∼qism Tot•⊕BC•,•per (C∞(M), E∞(∂M,M)) ∼qism
∼qism Tot
•
⊕ BC•,•per (C∞(M))⊕ Tot•+1⊕ BC•,•per (C∞(∂M)).
(1.12)
In this paper we will mainly work with the relative complexes over the pair
of algebras
(C∞(M), C∞(∂M)), because its cycles carry geometric information
about the boundary, which is lost when considering only cycles over the ideal
J∞(∂M,M). In this respect we note that periodic cyclic cohomology satisfies exci-
sion by [CUQU93, CUQU94], hence in the notation of (1.3),HP•(J ) is canonically
isomorphic to HP•(A,B).
1.3. The Chern character
For future reference, we recall the Chern character and its transgression in
cyclic homology, both in the even and in the odd case.
1.3.1. Even case. The Chern character of an idempotent e ∈ Mat∞(A) :=
lim
N→∞
MatN(A) is the class in HP0(A) of the cycle given by the formula
ch•(e) := tr0(e) +
∞∑
k=1
(−1)k
(2k)!
k!
tr2k
((
e−
1
2
)⊗ e⊗(2k)), (1.13)
where for every j ∈ N the symbol e⊗j is an abbreviation for the j-fold tensor prod-
uct e ⊗ · · · ⊗ e, and trj denotes the generalized trace map MatN(A)⊗j −→ A⊗j.
If (es)0≤s≤1 is a smooth path of idempotents, then the transgression formula
reads
d
ds
ch•(es) = (b + B)/ch•(es, (2es − 1)e˙s); (1.14)
here the secondary Chern character /ch• is given by
/ch•(e, h) := ι(h) ch•(e), (1.15)
where the map ι(h) is defined by
ι(h)(a0 ⊗ a1 ⊗ . . .⊗ al)
=
l∑
i=0
(−1)i(a0 ⊗ . . .⊗ ai ⊗ h⊗ ai+1 ⊗ . . .⊗ al).
(1.16)
A relative K-theory class in K0(A,B) can be represented by a triple (p, q, h)
with projections p, q ∈ MatN(A) and h : [0, 1] → MatN(B) a smooth path of
projections with h(0) = σ(p), h(1) = σ(q) (cf. [HIRO00, Def. 4.3.3], see also
[LMP09, Sec. 1.6]). The Chern character of (p, q, h) is represented by the relative
cyclic cycle
ch•
(
p, q, h
)
=
(
ch•(q) − ch•(p) , −T/ch•(h)
)
, (1.17)
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where
T/ch•(h) =
∫1
0
/ch•
(
h(s), (2h(s) − 1)h˙(s)
)
ds. (1.18)
That the r.h.s. of Eq. (1.17) is a relative cyclic cycle follows from the transgression
formula Eq. (1.14). From a secondary transgression formula [LMP09, (1.43)] one
deduces that (1.17) indeed corresponds to the standard Chern character on K0(J )
under excision.
1.3.2. Odd case. The odd case parallels the even case in many aspects. Given
an element g ∈ GL∞(A) := lim
N→∞
GLN(A), the odd Chern character is the follow-
ing normalized periodic cyclic cycle:
ch•(g) =
∞∑
k=0
(−1)kk! tr2k+1
(
(g−1 ⊗ g)⊗(k+1)). (1.19)
If (gs)0≤s≤1 is a smooth path in GL∞(A), the transgression formula
(cf. [GET93B, Prop. 3.3]) reads
d
ds
ch•(gs) = (b+ B) /ch•(gs, g˙s), (1.20)
where the secondary Chern character /ch• is defined by
/ch•(g, h) = tr0(g−1h)+ (1.21)
+
∞∑
k=0
(−1)k+1k!
k∑
j=0
tr2k+2
(
(g−1 ⊗ g)⊗(j+1) ⊗ g−1h⊗ (g−1 ⊗ g)⊗(k−j)).
A relative K-theory class in K1(A,B) can be represented by a triple (U,V, h),
whereU,V ∈ MatN(A) are unitaries and h : [0, 1]→MatN(B) is a path of unitaries
joining σ(U) and σ(V). Putting
T/ch•(h) =
∫1
0
/ch•
(
hs, h˙s
)
ds, (1.22)
the Chern character of (U,V, h) is represented by the relative cyclic cycle
ch•
(
U,V, h
)
=
(
ch•(V) − ch•(U) , −T/ch•(h)
)
. (1.23)
Again the cycle property follows from the transgression formula Eq. (1.20) and
with the aid of a secondary transgression formula [LMP09, (1.15)] one shows
that (1.23) corresponds to the standard Chern character on K1(J ) under excision
[LMP09, Thm. 1.7].
1.4. Dirac operators and q-graded Clifford modules
To treat both the even and the odd cases simultaneously we make use of the
Clifford supertrace (cf. e.g. [GET93A, Appendix]). Denote by Cℓq the complex
Clifford algebra on q generators, that is Cℓq is the universal C
∗-algebra on unitary
generators e1, ..., eq subject to the relations
ejek + ekej = −2δjk. (1.24)
Let H = H+ ⊕ H− be a Z2-graded Hilbert space with grading operator α. We
assume additionally that H is a Z2-graded right Cℓq-module. Denote by cr : H ⊗
Cℓq → H the right Cℓq-action and define operators Ej : H → H for j = 1, · · · , q
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by Ej := c
r
(
−⊗ej
)
. Then the Ej are unitary operators on H which anti-commute
with α.
TheC∗-algebraL(H) of bounded linear operators onH is naturallyZ2-graded,
too. For operators A,B ∈ L(H) of pure degree |A|, |B| the supercommutator is de-
fined by
[A,B]Z2 := AB− (−1)
|A||B|BA. (1.25)
Furthermore denote by LCℓq(H) the supercommutant of Cℓq in H, that is LCℓq(H)
consists of those A ∈ L(H) for which [A,Ej]Z2 = 0, j = 1, ..., q. For K ∈ L1Cℓq(H) ={
A ∈ LCℓq(H)
∣∣ A trace class } one defines the degree q Clifford supertrace
Strq(K) := (4π)
−q/2 Tr(αE1 · ... · EqK). (1.26)
The following properties of Strq are straightforward to verify.
Lemma 1.1. For K,K1, K2 ∈ L1Cℓq(H), one has
(1) Strq K = 0, if |K|+ q is odd.
(2) Strq vanishes on super-commutators: Strq([K1, K2]Z2) = 0.
Let (M,g) be a smooth riemannian manifold. Associated to it is the bundle
Cℓ(M) := Cℓ(T∗M) of Clifford algebras. Its fiber over p ∈ M is given by the
Clifford algebra generated by elements of T∗pM subject to the relations
ξ · ζ+ ζ · ξ = −2g(ξ, ζ) for all ξ, ζ ∈ T∗pM. (1.27)
Definition 1.2 (cf. [GET93A, Sec. 5]). Let q be a natural number. By a degree q
Clifford module overM one then understands a Z2-graded complex vector bundle
W →M together with a hermitian metric 〈−,−〉, a Clifford action c = cl : bT∗M⊗
W → W, and an action cr : W ⊗ Cℓq → W such that both actions are graded and
unitary and supercommute with each other. A Clifford superconnection on a degree
q Clifford moduleW overM is a superconnection
A : Ω•(M,W) := Γ∞
(
M;Λ•(T∗M)⊗W)→ Ω•(M,W)
which supercommutes with the action of Cℓq, satisfies[
A, c(ω)
]
Z2
= c
(∇ω) for allω ∈ Ω1(M),
and is metric in the sense that
〈Aξ, ζ〉+ 〈ξ,Aζ〉 = d 〈ξ, ζ〉 for all ξ, ζ ∈ Ω•(M,W).
Here, and in what follows, ∇ denotes the Levi-Civita connection belonging to g.
The Dirac operator associated to a degree q Clifford module W and a Clifford
superconnection A is defined as the differential operator
D := cl ◦ A : Γ∞(M;W)→ Γ∞(M;Λ•(T∗M)⊗W)→ Γ∞(M;W).
In this paper the term “Dirac operator” will always refer to the Dirac operator
associated to a Clifford (super)connection in the above sense. SuchDirac operators
are automatically formally self-adjoint. By a Dirac type operator we understand a
first order differential operator such that the principal symbol of its square is scalar
(cf. [TAY96]).
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1.4.1. The JLO cochain associated to a Dirac operator. Let M be a com-
pact riemannian manifold without boundary and let D be a Dirac type oper-
ator as described above. Since M is compact and since D is elliptic the heat
operator e−rD
2
, r > 0, is smoothing and hence for pseudodifferential operators
A0, · · · , Ak ∈ Ψ∞(M,W)we put, following [GET93A, Sec. 2],
〈A0, · · · , Ak〉Dt :=
∫
∆k
Strq
(
A0 e
−σ0D
2
t · · ·Ak e−σkD2t
)
dσ
= Strq
(
(A0, . . . , Ak)Dt
)
,
(1.28)
where
∆k :=
{
σ = (σ0, ..., σk) ∈ Rk+1
∣∣ σj ≥ 0, σ0 + . . .+ σk = 1} (1.29)
denotes the standard k-simplex and
(A0, . . . , Ak)D :=
∫
∆k
A0 e
−σ0D
2 · · ·Ak e−σkD2dσ. (1.30)
Furthermore, for smooth functions a0, . . . , ak ∈ C∞(M), one puts
Chk(D)(a0, · · · , ak) := 〈a0, [D, a1], · · · , [D, ak]〉, (1.31)
/chk(D,V)(a0, · · · , ak) :=∑
0≤j≤k
(−1)j degV 〈a0, [D, a1], · · · , [D, aj],V, [D, aj+1], · · · , [D, ak]〉. (1.32)
Ch•(D) is, up to a normalization factor depending on q, the JLO cocycle associated
to D. For a comparison with the standard non-Clifford covariant JLO cocycle see
also Section 2.6 below.
Now consider a family of Dirac operators, Dt, depending smoothly on a pa-
rameter t. The operation /ch will mostly be used with V = D˙t as a second argu-
ment. Here Dt is considered of odd degree regardless of the value of q.
Ch•(Dt) then satisfies
bChk−1(Dt) + BCh
k+1
(Dt) = 0 (1.33)
and
d
dt
Chk(Dt) + b/ch
k−1
(Dt, D˙t) + B/ch
k+1
(Dt, D˙t) = 0. (1.34)
1.5. The relative Connes–Chern character of a Dirac operator over a manifold
with boundary
In this section, M is a compact manifold with boundary, g0 is a riemannian
metric which is smooth up to the boundary, and W → M is a degree q Clifford
module. We choose a hermitian metric h onW together with a Clifford connection
which is unitary with respect to h. Let D = D(∇, g0) be the associated Dirac op-
erator; we suppress the dependence on h from the notation. Then D is a densely
defined operator on the Hilbert spaceH of square-integrable sections ofW.
According to [BDT89, Prop. 3.1], as outlined in the introduction, D defines a
relative Fredholmmodule over the pair of C∗-algebras
(C(M), C(∂M)). Recall that
the relative Fredholm module is given by F = De(D
∗
eDe + 1)
−1/2, where De is a
closed extension of D such that either D∗eDe or DeD
∗
e has compact resolvent (e.g.
both the closure Dmin = D and the “maximal extension” Dmax = (D
t)∗, which is
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the adjoint of the formal adjoint, satisfy this condition), and that the K-homology
class [F] does not depend on the particular choice of De (see [BDT89, Prop. 3.1]).
Furthermore, [BDT89, §2] shows that over the C∗-algebra C0(M \ ∂M) of contin-
uous functions vanishing at infinity, whose K-homology is by excision isomorphic
to the relative K–homology group K•
(C(M), C(∂M)), one has even more freedom
to choose closed extensions of D, and in particular the self-adjoint extension DAPS
obtained by imposing APS boundary conditions yields the sameK-homology class
as [F] in K•
(C0(M \ ∂M)).
It is well-known that DAPS has anm
+-summable resolvent (cf. e.g. [GRSE95]).
Moreover, multiplication by f ∈ J∞(∂M,M) preserves the domain of DAPS and
[DAPS, f] = c(df) is bounded. Thus DAPS defines naturally anm
+-summable Fred-
holm module over the local C∗-algebra J∞(∂M,M) ⊂ C0(M \∂M). Since by exci-
sion in K-homology K•
(C0(M\∂M)) is naturally isomorphic to K•(C(M), C(∂M)),
one concludes that the class [F] of the relative Fredholm module coincides under
this isomorphism with the class [D] of the m+-summable Fredholm module over
J∞(∂M,M).
Let us now consider the Connes-Chern character of [D]. According to
[COMO93], it can be represented by the truncated JLO-cocycle of the operator
D (with n ≥m of the same parity asm):
chnt (D) =
∑
k≥0
Chn−2k(tD) + BT/chn+1t (D). (1.35)
Recall from [JLO88] that the JLO-cocycle is given by
Chk(D)(a0, . . . , ak) =
∫
∆k
Strq
(
a0e
−σ0D
2
[D, a1] . . . [D, ak]e
−σkD
2)
dσ,
for a0, . . . , ak ∈ J∞(∂M,M).
(1.36)
Note that the cyclic cohomology class of chnt (D) is independent of t, and that
ch•t is the Connes-Chern character as given in Diagram (1.2). To obtain the
precise form of the Connes-Chern character ch•t(D) ∈ HP•
(J∞(∂M,M)) one
notes first that by [BRPF08] HP•
(J∞(∂M,M)) is isomorphic to the relative de
Rham cohomology group HdR• (M,∂M;C) and then one has to calculate the limit
limtց0 ch
n
t (D)(a0, . . . , ak). Since Ch
k is continuous with respect to the Fre´chet
topology on J∞(∂M,M), and C∞c (M \ ∂M) is dense in J∞(∂M,M), it suffices to
consider the case where all aj in (1.36) have compact support in M \ ∂M. But in
that case one can use standard local heat kernel analysis or Getzler’s asymptotic
calculus as in [COMO90] or [BLFO90] to show that for n ≥ m and same parity as
m
lim
tց0
[
chnt
]
k
(D)(a0, . . . , ak) =
∫
M
ωD ∧ a0 da1 ∧ . . . dak. (1.37)
Here,
[
chnt
]
k
denotes the component of chnt of degree k andωD is the local index
form of D. By Poincare´ duality the class of the current (1.37) in HdR• (M,∂M) de-
pends only on the absolute de Rham cohomology class of ωD in H
•
dR(M). By the
transgression formulæ this cohomology class is independent of∇ and g0.
Finally let g be an arbitrary smooth metric on the interior M◦ = M \ ∂M
which does not necessarily extend to the boundary. Then we can still conclude
from the transgression formula that the absolute de Rham cohomology class in
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H•dR(M) ∼= HdR(M \ ∂M) of the index form ωD of D(∇, g) represents the Connes-
Chern character of [(D(∇, g0)].
Summing up and using Diagram (1.2), we obtain the following statement.
Proposition 1.3. LetM be a compact manifold with boundary and riemannian metric g0.
LetW be a degree q Clifford module overM. For any choice of a hermitian metric h and
unitary Clifford connection∇ onW the Dirac operator D = D(∇, g0) defines naturally a
class [D] ∈ Km(M \∂M). The Connes-Chern character of [D] is independent of the choice
of ∇ and g0. In particular the index map Index[D] : K•(M,∂M) −→ Z, defined by the
pairing with K-theory, is independent of ∇ and g0.
Furthermore, for any smooth riemannian metric g in the interiorM◦ = M \∂M the
de Rham cohomology class ωD(∇,g) represents the Connes-Chern character of D(∇, g0).
1.6. Exact b-metrics and b-functions on cylinders
Let M be a compact manifold with boundary of dimension m, let ∂M be its
boundary, and denote byM◦ its interiorM\∂M. Then choose a collar forMwhich
means a diffeomorphism of the form (r, η) : Y → [0, 2) × ∂M, where Y ⊂ M is an
open neighborhood of ∂M = r−1(0). The map r : Y → [0, 2) is called the boundary
defining function of the collar, the submersion η : Y → ∂M its boundary projection.
For s ∈ (0, 2) denote by Ys the open subset r−1([0, s)), put Y◦s := r−1((0, s))
and finally letMs := M \ Ys andMs := M \ Y◦s; likewise Y◦ := Y \ ∂M. Next, let
x : Y → R be the smooth function x := ln ◦r. Then (x, η) : Y◦3/2 → (−∞, ln 3
2
)×∂M
is a diffeomorphism of Y3/2 onto a cylinder.
After having fixed these data for M, we choose the most essential ingredient
for the b-calculus, namely an exact b-metric forM. Following [MEL93], one under-
stands by this a riemannian metric gb on M
◦ such that on Y◦, the metric can be
written in the form
gb|Y◦ =
1
r2
|Y◦
(dr⊗ dr)|Y◦ + η∗|Y◦g∂, (1.38)
where g∂ is a riemannian metric on the boundary ∂M. If M is equipped with an
exact b-metric we will for brevity call it a b-manifold.
Clearly, one then has in the cylindrical coordinates (x, η)
gb|Y◦ = (dx⊗ dx)|Y◦ + η∗|Y◦g∂. (1.39)
This means that the interior M◦ together with gb is a complete manifold with
cylindrical ends. Thus although we usually tend to visualize a compact manifold
with boundary like in Figure 1.1, a b-manifold looks like the one in Figure 1.2. For
calculations it will often bemore convenient towork in cylindrical coordinates and
hence next we are going to show how the smooth functions onM can be described
in terms of their asymptotics on the cylinder.
Consider the cylinder R× ∂M := R× ∂M together with the product metric
gcyl = dx⊗ dx+ pr∗2 g∂, (1.40)
where here (with a slight abuse of language), x denotes the first coordinate of the
cylinder, and pr
2
: R× ∂M→ ∂M the projection onto the second factor.
Next we introduce various algebras of what we choose to call b-functions on
R × ∂M. For c ∈ R define bC∞ ((−∞, c) × ∂M) resp. bC∞ ((c,∞) × ∂M) as the
algebra of smooth functions f on (−∞, c) × ∂M resp. on (c,∞) × ∂M for which
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0 1 2
collar Y ≃ [0, 2) × ∂M M
FIGURE 1.1. The compact manifold M with boundary. The pic-
ture of the collar does not capture the b–metric.
−∞ = ln 0 0 = ln 1 ln 2
cylinder Y◦ ≃ (−∞, ln 2)× ∂M M◦
FIGURE 1.2. Interior ofMwith cylindrical coordinates on the col-
lar (0, 2)×∂M ≃ (−∞, ln 2)×∂M via (r, η) 7→ (ln r, η). This picture
correctly captures the metric on the collar.
there exist functions f−0 , f
−
1 , f
−
2 , . . . ∈ C∞(∂M) resp. f+0 , f+1 , f+2 , . . . ∈ C∞(∂M) such
that the following asymptotic expansions hold true in x ∈ R:
f(x,−) ∼x→−∞ f−0 + f
−
1 e
x + f−2 e
2x + . . . resp.
f(x,−) ∼x→∞ f+0 + f
+
1 e
−x + f+2 e
−2x + . . . .
(1.41)
More precisely, this means that there exists for every k, l ∈ N and every differential
operatorD on ∂M a constant C > 0 such that∣∣∣∂lxDf(x, p) − 0lDf−0 (p) − . . .− klDf−k (p)ekx∣∣∣ ≤ Ce(k+1)x
for all x ≤ c− 1 and p ∈ ∂M resp.∣∣∣∂lxDf(x, p) − 0lDf+0 (p) − . . .− (−k)lDf+k (p)e−kx∣∣∣ ≤ Ce−(k+1)x
for all x ≥ c+ 1 and p ∈ ∂M.
(1.42)
The asymptotic expansion guarantees that f ∈ bC∞ ((−∞, c) × ∂M) if and only if
the transformed function [0, ec[×∂M ∋ (r, p) 7→ f( ln r, p) is a smooth function on
the collar [0, ec[×∂M.
The concept of b-functions has an obvious global meaning onM◦. Because of
its importance we single it out as
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Proposition 1.4. A smooth function f ∈ C∞(M◦) extends to a smooth function onM if
and only if it is a b-function. In other words this means that the restriction map C∞(M) ∋
f 7→ f|M◦ ∈ bC∞(M◦) is an isomorphism of algebras.
The claim is clear from the asymptotic expansions (1.42).
The algebra bC∞ (R × ∂M) of b-functions on the full cylinder consists of all
smooth functions f on R× ∂M such that
f|(−∞,0)×∂M ∈ bC∞
(
(−∞, 0)× ∂M) and f|(0,∞)×∂M ∈ bC∞ ((0,∞) × ∂M).
Next, we define the algebras of b-functions with compact support on the cylindri-
cal ends by bC∞cpt
(
(−∞, c)× ∂M) :={
f ∈ bC∞ ((−∞, c)× ∂M) | f(x, p) = 0 for x ≥ c− ε, p ∈ ∂M and some ε > 0}
resp. by bC∞cpt
(
(c,∞)× ∂M) :={
f ∈ bC∞ ((c,∞)× ∂M) | f(x, p) = 0 for x ≤ c+ ε, p ∈ ∂M and some ε > 0}.
For sections in a vector bundle the notation Γ∞cpt((−∞, 0)×∂M;E) has the analogous
meaning.
The essential property of the thus defined algebras of b-functions is that the
coordinate system (x, η) : Y◦3/2 → (−∞, ln 3/2) × ∂M induces an isomorphism
(x, η)∗ : bC∞ ((−∞, ln 3/2)× ∂M)→ C∞(Y 32 ), (1.43)
which is defined by putting
(x, η)∗f :=
(
Y
3
2 ∋ p 7→ {f(x(p), η(p)), if p /∈ ∂M,
f−0 (η(p)), if p ∈ ∂M.
)
,
for all f ∈ bC∞ ((−∞, ln 3/2) × ∂M). Under this isomorphism, bC∞cpt ((−∞, 3/2) ×
∂M
)
is mapped onto C∞cpt
(
Y
3
2
)
. In this article, we will use the isomorphism (x, η)∗
to obtain essential information about solutions of boundary value problems onM
by transforming the problem to the cylinder over the boundary and then perform-
ing computations there with b-functions on the cylinder.
The final class of b-functions used in this work is the algebra bS
(
R × ∂M)
of exponentially fast decreasing functions or b-Schwartz test functions on the cylinder
defined as the space of all smooth functions f ∈ C∞(R × ∂M) such that for all
l, n ∈ N and all differential operators D ∈ Diff(∂M) there exists a Cl,D,n > 0 such
that ∣∣∂lxDf(x, p)∣∣ ≤ Cl,D,Ne−n|x| for all x ∈ R and p ∈ ∂M. (1.44)
Obviously, (x, y)∗ maps bS
(
R×∂M)∩ bC∞cpt ((−∞, ln 3/2)×∂M) onto the function
space J∞(∂M, Y 32 ) ∩ C∞cpt(Y 32 ).
1.7. Global symbol calculus for pseudodifferential operators
In this section, we briefly recall the global symbol for pseudodifferential op-
erators which was introduced by Widom in [WID80] (see also [FUKE88, PFL98]).
We assume that (M0, g) is a riemannian manifold (without boundary), and that
πE : E → M0 and πF : F → M0 are smooth vector bundle carrying a hermitian
metric µE resp. µF. In later applications, M0 will be the interior of a given mani-
fold with boundaryM.
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Recall that there exists an open neighborhoodΩ0 of the diagonal inM0 ×M0
such that each two points p, q ∈ M0 can be joined by a unique geodesic. Let α0
be a cut-off function for Ω0 which means a smooth map M0 ×M0 → [0, 1] which
has support inΩ0 and is equal to 1 on a neighborhood of the diagonal. These data
give rise to the map
Φ : M×M→ TM, (p, q) 7→ {α0(p, q) exp−1p (q) if (p, q) ∈ Ω0,
0 else,
(1.45)
which is called a connection-induced linearization (cf. [FUKE88]). Next denote for
(p, q) ∈ Ω0 by τEp,q : Ep → Eq the parallel transport in E along the geodesic
joining p and q. This gives rise to the map
τE : E×M→ E, (e, q) 7→ {α0(πE(e), q)τEπE(e),q(e), if (πE(e), q) ∈ Ω0,
0 else,
(1.46)
which is called a connection-induced local transport on E. (cf. [FUKE88]).
Next let us define the symbol spaces Sm(T∗M0;π∗T∗ME). For fixed m ∈ R
this space consists of all smooth sections a : T∗M0 → π∗T∗M0E such that in local
coordinates x : U→ RdimM0 of over U ⊂M0 open and vector bundle coordinates
(x, η) : E|U → RdimM0+dimR E the following estimate holds true for each compact
K ⊂ U and appropriate CK > 0 depending on K:∥∥∂αx∂βξ (η ◦ a)(ξ)∥∥ ≤ CK (1 + ‖T∗x(ξ)‖)m−|β| for all ξ ∈ T∗|KM0. (1.47)
Given a symbol a ∈ Sm(T∗M0;π∗T∗MHom(E, F)) one defines now a pseudodiffer-
ential operator Op(a) ∈ Ψm(M0;E, F) by(
Op(a)u
)
(p) :=
:=
1
(2π)dimM
∫
TpM0×T∗pM0
α0(p, exp v) e
−i〈v,ξ〉 a(p, ξ)τE(u(exp v), p)dvdξ,
(1.48)
where u ∈ Γ∞cpt (E) and p ∈M0. Moreover, there is a quasi-inverse, the symbol map
σ : Ψm
(
M0;E, F
)→ Sm(T∗M0;π∗T∗MHom(E, F)) which is defined by
σ(A)(ξ)(e) := A
(
α0(p,−) τ
E(e,−) ei〈ξ,Φ(p,−)〉
)(
π(ξ)
)
, (1.49)
where p ∈ M0, ξ ∈ T∗pM0, e ∈ Ep. It is a well-known result from
global symbol calculus (cf. [WID80, FUKE88, PFL98]) that the map Op maps
S−∞(T∗M0;π∗T∗MHom(E, F)) onto Ψ−∞(M0;E, F) and that up to these spaces, Op
and σ are inverse to each other.
1.8. Classical b-pseudodifferential operators
Let us explain in the following the basics of the (small) calculus of b-
pseudodifferential operators on a manifold with boundary M. In our presenta-
tion, we lean on the approach [LOY05]. For more details on the original approach
confer [MEL93].
In this section, we assume that M carries a b-metric denoted by gb. Further-
more, let πE : E → M and πF : F → M be two smooth hermitian vector bundles
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overM, and fix metric connections∇E and∇F. Then observe that by the Schwartz
Kernel Theorem there is an isomorphism between bounded linear maps
A : J∞(∂M,M;E)→ J∞(∂M,M; F ′) ′
and the strong dual J∞(∂(M ×M),M ×M;E ⊠ F ′) ′, where J∞(∂M,M;E) :=
J∞(∂M,M) · C∞(M;E). This isomorphism is given by
A 7→ KA := (J∞(∂M,M;E)⊗^J∞(∂M,M; F ′) ∋ (u⊗ v) 7→ 〈Au, v〉), (1.50)
where we have used that
J∞(∂(M×M),M×M;E⊠ F ′) = J∞(∂M,M;E)⊗^J∞(∂M,M; F ′)
with ⊗^ denoting the completed bornological tensor product. The b-volume form
µb associated to gb gives rise to an embedding
M∞(∂M,M;E ′ ⊗ F) →֒ J∞(∂(M×M),M×M;E⊠ F ′) ′,
k 7→ (u⊗ v 7→ ∫
M×M
〈k(p, q), u(p) ⊗ v(q)〉d(µb ⊗ µb)(p, q)) , (1.51)
which we use implicitly throughout this work. In the formula for the embed-
ding, 〈−,−〉 denotes the natural pairing of an element of a vector bundle with
an element of the dual bundle over the same base point, u, v are elements of
J∞(∂M,M;E) and J∞(∂M,M; F ′) respectively, and M∞(X,M;E) denotes for
X ⊂M closed the space of all sections u ∈ Γ∞(M \ X;E) such that in local coordi-
nates (y, η) : π−1E (U)→ RdimM+dimE with U ⊂M open one has for every compact
K ⊂ U, p ∈ K \ X, and α ∈ NdimM an estimate of the form∥∥∂αy(η ◦ u)(p)∥∥ ≤ C 1(
d
(
y(p), y(X ∩U)))λ ,
where C > 0 and λ > 0 depend only on the local coordinate system, K, and α. The
fundamental property ofM∞(X,M;E) is that
J∞(X,M) · M∞(X,M;E) ⊂ J∞(X,M;E).
Note that the vector bundle E (and likewise the vector bundle F) gives rise to a
pull-back vector bundle pr∗
∂M
E|∂M on the cylinder, where pr∂M : R× ∂M→ ∂M
is the canonical projection. This pull-back vector bundle will be denoted by E
(resp. F), too. As further preparation we introduce two auxiliary functions ψ :
M→ [0, 1] and ϕ :M→ [0, 1] onMwhich are smooth and satisfy suppψ ⊂⊂M1,
ψ(p) = 1 for p ∈ M3/2, suppϕ ⊂⊂ Y1, and finally ϕ(p) = 1 for p ∈ Y1/2. Such a
pair of functions will be called a pair of auxiliary cut-off functions.
By a b-pseudodifferential operator of orderm ∈ R we now understand a contin-
uous operator A : J∞(∂M,M;E)→ J∞(∂M,M; F ′) ′ such that for one (and hence
for all) pair(s) of auxiliary cut-off functions the following is satisfied:
(bΨ1) The operator (1−ϕ)A(1−ϕ) is a compactly supported pseudodifferential
operator of orderm in the interiorM◦.
(bΨ2) The operator ϕAψ is smoothing. Its integral kernel KϕAψ has support in
suppϕ×M and lies in J∞(∂(M×M),M×M;E ′ ⊠ F).
(bΨ3) The operator ψAϕ is smoothing. Its integral kernel KψAϕ has support in
M× suppϕ and lies in J∞(∂(M×M),M×M;E ′ ⊠ F).
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(bΨ4) Consider the induced operator on the cylinder
A˜ : bS
(
R× ∂M;E)→ bS (R× ∂M; F) ′,
u 7→ ((t, p) 7→ [(1− ψ)A(1−ψ) ((x, η)∗u)]((x, η)−1(t, p))),
where bS
(
R × ∂M;E) := bS(R)⊗^C∞(∂M;E). Denote by a˜ := σ(A˜) ∈
Sm(T∗(R × ∂M);π∗Hom(E, F)) the complete symbol of A˜ defined by
Eq. (1.49) with respect to the product metric on R × ∂M. Then the fol-
lowing conditions hold true:
(i) Let y denote local coordinates of ∂M, (y, ξ) the corresponding lo-
cal coordinates of T∗∂M, and τ the cotangent variable of the cylin-
der variable t ∈ R. Then the symbol a˜(t, τ, y, ξ) can be (uniquely)
extended to an entire function in τ ∈ C such that uniformly in t,
uniformly in a strip | Im τ| ≤ Rwith R > 0 and locally uniformly in y∥∥∥∂kt∂lτ∂αy∂βξ a˜∥∥∥ ≤ Ck,l,α,β (1+ |τ|+ ‖ξ‖)m−l−|β|
for l ∈ N, β ∈ NdimM−1.
(ii) There exist symbols a˜k(τ, y, ξ) ∈ Sm
(
C× T∗∂M;π∗Hom(E, F)), k ∈
N, and rn(t, τ, y, ξ) ∈ Sm
(
R × C × T∗∂M);π∗Hom(E, F)), n ∈ N,
which all are entire in τ and fulfill growth conditions as in (i) such
that for every n ∈ N the following asymptotic expansion holds:
a˜(t, τ, y, ξ) =
n∑
k=0
ekta˜k(τ, y, ξ) + e
(n+1)t rn(t, τ, y, ξ).
(iii) The Schwartz kernel K
B˜
of the operator B˜ := A˜ −Op(a˜) with Op(a˜)
defined by Eq. (1.48) can be represented in the form
K
B˜
(t, p, t ′, p ′) =
∫
R
ei(t−t
′)τ b˜(t, τ, p, p ′)dτ
with a symbol
b˜(t, τ, p, p ′) ∈ S−∞(T∗R× ∂M× ∂M;π∗Hom(E, F))
which is entire in τ and which for every m˜ ∈ N, k, l ∈ N and every
pair of differential operators Dp and D
′
p ′ on ∂M (acting on the vari-
able p resp. p ′) satisfies the following estimate uniformly in t, p, p ′
and uniformly in a strip | Im τ| ≤ Rwith R > 0∥∥∥∂kt∂lτDpD ′p ′ b˜∥∥∥ ≤ Cm˜,k,l,D,D ′ (1+ |τ|)m˜ .
(iv) There exist symbols
b˜k(τ, p, p
′) ∈ S−∞(C× ∂M× ∂M;π∗Hom(E, F)),
for k ∈ N and symbols
rn(t, τ, p, p
′) ∈ Sm(R× C× ∂M× ∂M;π∗Hom(E, F)),
for n ∈ N which all are entire in τ and fulfill growth conditions as
in (iii) such that for every n ∈ N the following asymptotic expansion
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holds:
b˜(t, τ, p, p ′) =
n∑
k=0
ekt b˜k(τ, p, p
′) + e(n+1)t rn(t, τ, p, p ′).
If in addition to the above conditions the operators (1−ϕ)A(1−ϕ) and A˜ are both
classical pseudodifferential operators, then A is a classical b-pseudodifferential
operator of order m. We denote the space of classical b-pseudodifferential oper-
ators on (M,gb) of order m between E and F by
bΨ
m
(M;E, F), and put as usual
bΨ
∞
(M;E, F) :=
⋃
m∈Z
bΨ
m
(M;E, F). It is straightforward (though somewhat te-
dious) to check that bΨ
∞
(M;E) := bΨ
∞
(M;E, E) even forms an algebra. Obvi-
ously, bΨ
∞
(M;E, F) contains as a natural subspace the space bDiff(M;E, F) of all
b-differential operators on M from E to F which means of all local classical b-
pseudodifferential operators. The following is immediate to check.
Proposition 1.5. Let A ∈ bΨ∞(M;E, F). Using the notation from above the following
propositions are then equivalent:
(1) A ∈ bDiff (M;E, F).
(2) The operators (1 − ϕ)A(1 − ϕ) and A˜ are differential operators, and both the
operators ϕAψ and ψAϕ vanish.
(3) The operator A acts as a differential operator over the interior, i.e. as a local op-
erator on Γ∞
(
E|M◦
)
. In addition, over the cylinder (−∞, 0)× ∂M the operator
A˜ can be written locally in the form
A˜ =
∑
j+|α|≤ordA
aj,α∂
α
y∂
j
x, (1.52)
where aj,α ∈ bC∞
(
(−∞, 0) × U), U ⊂ ∂M open and y : U → RdimM−1 are
local coordinates of ∂M.
Over a cylinder (−∞, c)×Nwith c ∈ R andN a compact manifold, we some-
times use the notation bΨ
∞
cpt
(
(−∞, c) × N;E, F) to denote the space of all pseudo-
differential operators in bΨ
∞(
(−∞, c) ×N;E, F) having support in some cylinder
(−∞, c− ε]×Nwith ε > 0. We also put
bDiffcpt
(
(−∞, c)×N;E, F) :=
bDiff
(
(−∞, c)×N;E, F) ∩ bΨ∞cpt((−∞, c)×N;E, F). (1.53)
Note that in condition (bΨ4) above, the operator A˜ is an element of the space
bΨ
∞
cpt
(
(−∞, 3/2)× ∂M;E, F).
Throughout this work, we also need the b-versions of Sobolev-spaces. The
b-Sobolev space bH
m
(M;E) is defined form ∈ N by
bH
m
(M,E) :=
{
u ∈ L2(M,E) | Du ∈ L2(M,E) for all D ∈ bDiffm(M,E)}. (1.54)
For the definition of bH
m
(M,E) for arbitrary m ∈ R we refer the reader to
[MEL93]. The following result is straightforward.
Proposition 1.6. Let A ∈ bΨl(M;E, F) be a b-pseudodifferential operator. Then the
following holds true:
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(1) A has a natural extension
A : bH
m
(M;E)→ bHm−l(M; F), (1.55)
which we denote by the same symbol like the original operator.
(2) The b-Sobolev-space bH
1
(M,E) is the natural domain of any elliptic first order
b-pseudodifferential operator acting on sections of E.
(3) If A has order l = 0, then A is bounded.
1.9. Indicial family
Assume A ∈ bΨm(M;E, F). Denote by A˜ and a˜ the induced operator and its
complete symbol on the cylinder R × ∂M as above in condition (bΨ4). Consider
the zeroth order term a˜0 in the asymptotic expansion (
bΨ4)(ii) and put for τ ∈ C,
u ∈ Γ∞(∂M;E) and p ∈ ∂M
I(A)(τ)u(p) := Op (a˜0(τ,−))u(p) = (1.56)
=
1
(2π)dimM−1
∫
Tp∂M×T∗p∂M
α0(p, exp v) e
−i〈v,ξ〉 a˜0(τ, p, ξ) τE
(
u(exp v), p
)
dvdξ,
where, as explained in Section 1.7, α0 : M×M→ [0, 1] is a cut-off function vanish-
ing outside the injectivity radius and τE is a connection induced parallel transport
on E. One thus obtains an entire family I(A) of pseudodifferential operators on
the boundary ∂Mwhich is called the indicial family of A. The indicial family plays
a crucial role in deriving the Atiyah–Patodi–Singer index formula within the b-
calculus (cf. [MEL93]).
CHAPTER 2
The b-Analogue of the Entire Chern Character
After discussing in Section 2.1 the b-trace in the context of a manifold with
cylindrical ends, we digress in Section 2.2 to establish a cohomological analogue
of the well-known McKean–Singer formula in the framework of relative cyclic co-
homology for the pseudodifferential b-calculus, and then employ it to recast Mel-
rose’s approach to the proof of the Atiyah–Patodi–Singer index theorem. In Sec-
tion 2.3 we establish an effective formula for the b-trace, which will be used later
in the paper. The rest of this chapter is devoted to a reformulation of Getzler’s ver-
sion of the entire Connes–Chern character in the setting of b-calculus, formulated
in terms of relative cyclic cohomology.
2.1. The b-trace
From now on we assume that M is a compact manifold with boundary, that
r : Y → [0, 2) is a boundary defining function, and that gb is an exact b-metric on
M. These are the main ingredients of the b-calculus, which we will use in what
follows (see Sections 1.6 to 1.9 for basic definitions and the monograph [MEL93]
for further material on the b-calculus).
Before we can construct the b-analogue of the entire Chern character we have
to recall here however the definition of the b-trace (cf. [MEL93]), since this notion
plays an essential role in our work. It will often be convenient to choose cylindrical
coordinates (see Figure 1.2 on page 18) (x, η) : Y◦ → (−∞, ln 2) × ∂M over a
collar Y ⊂ M with a boundary defining function r : Y → [0, 2) (see Section 1.6 for
details and notation). When using these coordinates, we view the interiorM◦ as a
manifold with cylindrical ends, and have in this pictureM◦ ∼= (−∞, 0]× ∂M∪∂M
M1. All explicit calculations will be done in cylindrical coordinates as explained
in the previous sections.
Let E be a smooth hermitian vector bundle over M. Whenever convenient,
we will tacitly identify elements of Γ∞
(
(−∞, 0] × ∂M;E), the sections of E over
(−∞, 0] × ∂M, with Γ∞(∂M;E|∂M)–valued smooth functions on (−∞, 0], i.e. ele-
ments of C∞((−∞, 0], Γ∞(∂M;E|∂M)), in the obvious way; cf. Section 1.8. Accord-
ingly, we define for u ∈ Γ∞cpt
(
(−∞, 0]×∂M;E) the Fourier transform in the cylinder
variable, u^(λ) ∈ Γ∞(∂M;E|∂E), by
u^(λ, p) :=
∫∞
−∞
e−ixλu(x, p)dx. (2.1)
Now assume that A ∈ bΨ−∞(M;E) is a smoothing b-pseudodifferential op-
erator. In general, A is not trace class in the usual sense. However, since A
has a smooth Schwartz kernel it is locally trace class, in the sense that ψAϕ is
trace class for any pair of smooth functions ψ,ϕ : M → R having compact
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support in M◦. Using the notation from Section 1.8, let A˜ be the operator in-
duced on the cylinder (−∞, 0] × ∂M. We define then an operator valued symbol
A∂(x, λ) : Γ
∞(E|∂M)→ Γ∞(E|∂M) as follows: for v ∈ Γ∞(E|∂M) put(
A∂(x, λ)v
)
(p) :=
(
e−ixλA˜
(
ei·λ ⊗ v))(x, p). (2.2)
For v ∈ Γ∞(E|∂M) we have (ei·λ ⊗ v)∧ = 2πδλ ⊗ v, hence for u ∈ Γ∞cpt
(
(−∞, 0] ×
∂M;E
)
one then obtains
(
A˜u
)
(x, p) =
1
2π
∫∞
−∞
eixλ
(
A∂(x, λ)u^(λ,−)
)
(p)dλ =
=
1
2π
∫∞
−∞
∫∞
−∞
ei(x−x˜)λ
(
A∂(x, λ)u(x˜,−)
)
(p)dx˜ dλ.
(2.3)
We note in passing that A∂(x, λ) can also be constructed from the global symbol
a˜ as A∂(x, λ) = Op
(
a˜(x, λ,−)
)
(cf. Sections 1.7 and 1.8). For the properties of a˜
see [LOY05, Sec. 2.2] and Section 1.8. In the small b-calculus a˜(x, λ,−) and hence
A∂(x, λ) are entire in λwhile in the full b-calculus they are meromorphic [MEL93].
In any case one has
A∂(x, λ) = I(A)(λ) +O(ex), x→ −∞, (2.4)
with a family I(A)(λ), λ ∈ R, of classical pseudodifferential operators on ∂M in
the parameter dependent calculus; cf. e.g. [LMP09, Sec. 2.1] for a brief summary of
the parameter dependent calculus. It turns out that the operator valued function
λ ∈ R 7→ I(A)(λ) is exactly the indicial family of A as defined in Section 1.9. The
reason is that in terms of the global symbol a˜ one has I(A)(λ) = Op (a˜0(λ,−)),
where a˜0(λ,−) is the first term in the asymptotic expansion of a˜ with respect to
x→ −∞.
Denote by k(x, x˜), x, x˜ ≥ 0, the L(L2(∂M;E|∂M))-valued kernel of A˜. In terms
of A∂(x, λ) the kernel k(x, x˜) is given by
k(x, x˜) =
1
2π
∫∞
−∞
ei(x−x˜)λA∂(x, λ)dλ. (2.5)
Hence, as R→∞ one has in view of (2.4)
Tr(A|{x≥−R}) =
= Tr(A|M1) +
∫0
−R
Tr∂M(k(x, x)) dx
= Tr(A|M1) +
1
2π
∫0
−∞
∫∞
−∞
Tr∂M
(
A∂(x, λ) − I(A)(λ)
)
dλdx
+ R
1
2π
∫∞
−∞
Tr∂M
(I(A)(λ))dλ +O(e−R), R→∞.
(2.6)
The finite part of this expansion is called the b-trace of A:
bTr(A) := Tr(A|M1) +
1
2π
∫0
−∞
∫∞
−∞
Tr∂M
(
A∂(x, λ) − I(A)(λ)
)
dλdx. (2.7)
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Hence
Tr(A|{x≥−R})
= bTr(A) + R
1
2π
∫∞
−∞
Tr∂M
(I(A)(λ))dλ +O(e−R), R→∞. (2.8)
Its name notwithstanding, the b-trace is not a trace. One has, however, the follow-
ing crucial formula.
Proposition 2.1 ([MEL93, Prop. 5.9], [LOY05, Thm. 2.5]). Assume that A ∈
bΨ
m
cl (M;E) and K ∈ bΨ
−∞
cl (M;E). Then
bTr(AK− KA) =
−1
2πi
∫∞
−∞
Tr∂M
(
dI(A)(λ)
dλ
I(K)(λ)
)
dλ. (2.9)
PROOF IN A SPECIAL CASE. It is instructive to prove this in the special case
that A is a Dirac operator D. We will see in Section 2.4 below that on the cylinder
D takes the form D = Γ d
dx
+ D∂ and that I(D)(λ) = iΓλ+ D∂.
After choosing cut–off functions w.l.o.g. we may assume that K is supported
in the interior of the cylinder and given by
(Ku)(x) =
1
2π
∫∞
−∞
eixλk(x, λ)u^(λ)dλ
=
1
2π
∫∞
−∞
∫∞
−∞
ei(x−y)λk(x, λ)u(y)dydλ
(2.10)
with an operator valued symbol k(x, λ). Then
(DKu)(x) =
1
2π
∫∞
−∞
eixλ(iλΓ + D∂)k(x, λ)u^(λ)dλ
+
1
2π
∫∞
−∞
eixλΓ∂xk(x, λ)u^(λ)dλ.
(2.11)
Furthermore, since (Du)∧ =
(
iΓλ+ D∂)u^we have
(KD)u(x) =
1
2π
∫∞
−∞
eixλk(x, λ)(iλΓ + D∂)u^(λ)dλ. (2.12)
Consequently
Tr∂M
(
(DK− KD)(x, x)
)
=
1
2π
∫∞
−∞
Tr∂M
(
Γ∂xk(x, λ)
)
dλ, (2.13)
and hence, since by assumption K is supported in (−∞, 0) × ∂M and taking (2.4)
into account, we find∫0
−R
Tr∂M
(
(DK− KD)(x, x)
)
dx =
−1
2π
∫∞
−∞
Tr∂M
(
Γk(−R, λ)
)
dλ (2.14)
R→∞−→ −1
2πi
∫∞
−∞
Tr∂M
(dI(D)(λ)
dλ
I(K, λ)
)
dλ. 
Eq. (2.8) immediately entails the following result.
Corollary 2.2. Let A ∈ bΨmcl (M;E) be a classical b-pseudodifferential operator of order
m < dimM. If the indicial family I(A) vanishes, then A is trace class, and
Tr(A) = bTr(A).
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2.2. The relative McKean–Singer formula and the APS Index Theorem
In the introduction to [MEL93], the author explained in detail his elegant ap-
proach to the APS index theorem, based on the b-calculus. The relative cohomol-
ogy point of view allows to make this approach even more appealing. Indeed, we
will show that the APS index can be obtained as the pairing between a natural rel-
ative cyclic 0-cocycle, one of whose components is the b-trace, and a relative cyclic
0-cycle constructed out of the heat kernel. This pairing leads in fact to a relative
version of the McKean–Singer formula.
We start, a bit more abstractly, by considering an exact sequence of algebras
0 −→ J −→ A σ−→ B −→ 0; (2.15)
A,B are assumed to be unital, σ is assumed to be a unital homomorphism. Let τ
be a hypertrace on J , i.e. τ satisfies
τ(xa) = τ(ax) for a ∈ A, x ∈ J . (2.16)
Let τ : A −→ C be a linear extension (regularization) of τ toA, which is not assumed
to be tracial. Nevertheless, τ induces a cyclic 1-cocycle on B as follows:
µ(σ(a0), σ(a1)) := τ([a0, a1]). (2.17)
Because of Eq. (2.16), µ does indeed depend only on σ(a0), σ(a1). Moreover, the
pair (τ, µ) is a relative cyclic cocycle. Namely, in the notation of (1.5), Eq. (2.17)
translates into b˜(τ, µ) = 0.
The relevant example for this paper is the exact sequence
0 −→ bΨ−∞tr (M;E) −→ bΨ−∞(M;E)+ I−→ S −→ 0, (2.18)
whereM is a compact manifold with boundary equipped with an exact b-metric.
The operator trace Tr on bΨ
−∞
tr (M;E) = Ker I satisfies (2.16), and the b-trace bTr
provides its linear extension to bΨ
−∞
(M;E)+.
The indicial map I realizes the quotient algebra
S = bΨ
−∞
(M;E)+/bΨ
−∞
tr (M;E)
as a subalgebra of the unitalized algebra S(R, Ψ−∞(∂M;E))+ of Schwartz functions
with values in the smoothing operators Ψ−∞(∂M;E) on the boundary. That S does
not equal S(R, Ψ−∞(∂M;E))+ (which would be nicer and more intuitive here) has
to do with the fine print of the definition of the b–calculus which requires e.g.
the analyticity of the indicial family. For our discussion here these details are not
relevant and hence we will not elaborate further on them.
Going back to the abstract sequence (2.15) assume now that the algebra A is
represented as bounded operators on some Hilbert space H and that J ⊂ L1(H)
consists of trace class operators. LetD be a self-adjoint unbounded operator affili-
atedwithA, i.e. bounded continuous functions ofD belong toA. Furthermore, we
assume that we are in a graded (even) situation and denote the grading operator
by α. Finally we assume that D is a Fredholm operator and that the orthogonal
projection PKerD ∈ J .
We note that in the case of a Dirac operator D on the b-manifoldM it is well-
known that D is Fredholm if and only if the tangential operator D∂ (see Section 2.4
and Eq. (3.30) below) is invertible.
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Define
A0(t) := αDe
− 1
2
tD2 , (2.19)
A1(t) :=
∫∞
t
De(
t
2
−s)D2 ds. (2.20)
SinceD is affiliated with A, Aj(t) ∈ A for t > 0 and j = 1, 2.
2.2.1. Case 1: e−tD
2 ∈ J , for t > 0. Under this assumption Aj(t) ∈ J , for
t > 0. Moreover, e−tD
2 ∈ Cλ0(J ) = C0(J )/((1− λ)C0(J)) defines naturally a class
in Hλ0(J ).
Lemma 2.3. The class of αe−tD
2
in Hλ0(J) equals that of αPKerD. In particular, it is
independent of t.
PROOF. We calculate
b(A0 ⊗A1) = 2α
∫∞
t
D2e−sD
2
ds
= 2α
(
e−tD
2
− PKerD
)
,
(2.21)
proving that αe−tD
2
and αPKerD are homologous. 
As an immediate corollary one recovers the classical McKean–Singer formula.
Indeed, since the trace τ defines a class in H0λ(J ) one finds
IndD = Tr(αPKerD) = 〈τ, αPKerD〉 = 〈τ, αe−tD2〉 = Tr(αe−tD2). (2.22)
2.2.2. Case 2: The general case. The heat operator e−tD
2
gives a class in
Hλ0(A). The pairing of e−tD
2
with τ cannot be expected to be independent of t
since τ is not a trace. It is however a component of the relative cyclic 0-cocycle
(τ, µ). Therefore, we are led to construct a relative cyclic homology class from
e−tD
2
. By Eq. (1.8) the relative cyclic complex is given by
Cλn(A,B) := Cλn(A) ⊕ Cλn+1(B), b˜ :=
(
b 0
−σ∗ −b
)
. (2.23)
From (2.21) we infer
σ(αe−tD
2
) = σ(αe−tD
2
− αPKerD) =
1
2
b
(
σ(A0)⊗ σ(A1)
)
, (2.24)
hence
b˜
(
αe−tD
2
−1
2
σ(A0)⊗ σ(A1)
)
= 0, (2.25)
i.e. the pair EXPt(D) :=
(
αe−tD
2
,−1
2
σ(A0) ⊗ σ(A1)
)
is a relative cyclic homology
class. Furthermore, since
b˜
(
1
2
A0 ⊗A1
0
)
=
(
α(e−tD
2
− PKerD)
−1
2
σ(A0)⊗ σ(A1)
)
, (2.26)
the class of EXPt(D) in H
λ
0(A,B) equals that of the pair (αPKerD, 0) which, via
excision, corresponds to the class of αPKerD ∈ HP0(J ). We have thus proved the
following result.
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Lemma 2.4. The class of the pair
(
αe−tD
2
,−1
2
σ(A0) ⊗ σ(A1)
)
in HCλ0(A,B) equals
that of (αPKerD, 0). In particular, it is independent of t.
Pairing with the relative 0-cocycle (τ, µ) we now obtain the following relative
version of the McKean–Singer formula:
IndD = Tr(αPKerD) = 〈(τ, µ),
(
αe−tD
2
,−
1
2
σ(A0)⊗ σ(A1)
)〉
= τ(αe−tD
2
) −
1
2
µ(σ(A0), σ(A1))
= τ(αe−tD
2
) −
1
2
τ([A0, A1]).
(2.27)
Once known, this identity can also be derived quite directly. Indeed, since
[A0, A1] = 2α
∫∞
t
D2e−sD
2
ds,
τ(αe−tD
2
) −
1
2
τ([A0, A1]) = τ(αe
−tD2) − τ
(
α
∫∞
t
D2e−sD
2
ds
)
= τ(αe−tD
2
) +
∫∞
t
d
ds
τ
(
αe−sD
2)
ds
= lim
s→∞
τ
(
αe−sD
2)
.
(2.28)
Let us show that in the case of the Dirac operator on a b-manifold the second
summand is nothing but the η-invariant of the tangential operator. Indeed, in a
collar of the boundary D takes the form
D =
(
0 − d
dx
+A
d
dx
+A 0
)
=: Γ
d
dx
+ D∂, D∂ =
(
0 A
A 0
)
.
Hence, one calculates using Proposition 2.1
1
2
µ(I(A0, λ), I(A1, λ))
=
−1
4πi
∫∞
−∞
Tr∂M
(dI(A0, λ)
dλ
I(A1, λ)
)
dλ
=
−1
4π
∫∞
−∞
Tr∂M
(
αΓ
∫∞
t
(iλΓ + D∂)e
−s(D2∂+λ
2) ds
)
dλ
=
−1
4
√
π
∫∞
t
1√
s
Tr∂M
((−A 0
0 −A
)
e−sA
2)
ds
=
1
2
√
π
∫∞
t
1√
s
Tr∂M
(
Ae−sA
2)
ds =:
1
2
ηt(A).
(2.29)
Thus if D is Fredholm we have for each t > 0
IndD = bTr(αe−tD
2
) −
1
2
ηt(A), (2.30)
and taking the limit as tց 0 gives the APS index theorem in the b-setting.
2.3. A formula for the b-trace
In this section we give an explicit formula for the b-trace, based on an obser-
vation of Loya [LOY05], which provides a convenient tool for subsequent compu-
tations.
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We first briefly review the Hadamard partie finie integral in the special case of
b-functions. Let f ∈ bC∞((−∞, 0]). From the asymptotic expansion (see Eq. (1.41))
f(x) ∼x→−∞ f−0 + f
−
1 e
x + f−2 e
2x + .... (2.31)
we infer ∫0
−R
f(x)dx = f−0 R+ c+O(e
−R), R→ −∞. (2.32)
The partie finie integral of f is then defined to be the constant term in the asymptotic
expansion (2.32), i.e.∫0
−R
f(x)dx =: f−0 R+ Pf
∫0
−∞
f(x)dx +O(e−R), R→ −∞. (2.33)
The definition of the partie finie integral has an obvious extension to b-functions
on manifolds with cylindrical ends (see Section 1.6). Because of its importance, we
single it out as a definition-proposition.
Definition and Proposition 2.5. Let M◦ be a riemannian manifold with cylindrical
ends and M the (up to diffeomorphism) unique compact manifold with boundary having
M◦ as its interior. For a function f ∈ bC∞(M◦) one has∫
x≥−R
f dvol =: c logR+
∫
bM
f dvol+O(e−R) as R→∞.
This means that
∫
bM
f dvol is the finite part in the asymptotic expansion of
∫
x≥−R f dvol
as R → ∞. More generally, if ω ∈ bΩm(M) is a (top degree) b-differential form, i.e. a
form whose coefficients are in bC∞(M◦), then ∫bMω is defined accordingly as the finite
part of
∫
x≥−Rω as R→∞.
In local coordinates y1, . . . , yn on ∂M, b-differential p–forms are sums of
terms of the form
ω = f(x, y)dx ∧ dyi1 ∧ . . .∧ dyip−1 + g(x, y)dyj1 ∧ . . .∧ dyjp , (2.34)
where 1 ≤ i1 < . . . < ip−1 ≤ n, 1 ≤ j1 < . . . < jp ≤ n and f, g are b-smooth
functions. Putting ι∗ω := g−0 (y)dyj1 ∧ . . .∧ dyjp (cf. (2.32)) extends to a pullback
ι∗ : bΩp(M) → Ωp(∂M). It is easy to see that Stokes’ Theorem holds for ∫bM and
ι: ∫
bM
dω =
∫
∂M
ι∗ω. (2.35)
For a b-pseudodifferential operator A ∈ bΨ•cl(M;E) of order < −dimM the
b-trace is nothing but the partie finie integral of its kernel over the diagonal:
bTr(A) =
∫
bM
trp(KA(p, p))dvol(p), (2.36)
where now KA(·, ·) denotes the Schwartz kernel ofA and trp denotes the fiber trace
on Ep.
Next we mention a useful formula for the partie finie integral in terms of a
convergent integral. By Eq. (1.42), the asymptotic expansion (2.31) may be differ-
entiated, hence ∂xf = O(e
x), x → −∞, is integrable and thus integration by parts
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yields ∫0
−R
f(x)dx = Rf(−R) −
∫0
−R
x∂xf(x)dx
= Rf−0 −
∫0
−∞
x∂xf(x)dx+O(Re
−R), R→ −∞. (2.37)
Hence
Pf
∫0
−∞
f(x)dx =
∫0
−∞
x∂xf(x)dx, (2.38)
where the integrand on the right hand side is summable in the Lebesgue sense.
Using the tools from the previous paragraphs, we can now prove the following
theorem about the representation of the b-trace as a trace of certain trace class
operators.
Proposition 2.6. Let M be a compact manifold with boundary and an exact b-metric
gb. Fix a collar (r, η) : Y → [0, 2) × ∂M of the boundary ∂M as described in Sec-
tion 1.6, and let (x, η) : Y1 → (−∞, 0] × ∂M denote the corresponding diffeomor-
phism onto the cylinder (−∞, 0] × ∂M. Assume that A ∈ bΨ∞cl (M;E) is a classical
b-pseudodifferential operator of order < −dimM, and that its kernel is supported within
the cylinder (−∞, 0)× ∂M. Then x[ d
dx
, A
]
is trace class and one has
bTr(A) = −Tr
(
x
[ d
dx
,A
])
=
= −
∫
(−∞,0)×∂M
x
d
dx
trx,q
(
KA(x, q; x, q)
)
dvol(x, q),
(2.39)
where KA denotes the Schwartz kernel of A.
PROOF. The condition on the support of A is necessary since the operators x
and d
dx
are only defined on the cylinder. However, Proposition 2.6 can be extended
to arbitrary A ∈ bΨ<− dimMcl (M;E) in a straightforward way: choose a pair of cut-
off functions ϕ,ψ ∈ C∞(M) with support within the cylinder (−∞, 0) × ∂M and
such that ϕ(x) = 1 for x ≤ −2, ϕ(x) = 0, for x ≥ −3/2, ψ(x) = 1 for x ≤ −1
and ψ(x) = 0 for x ≥ −1/2. Finally, choose a cut-off function χ ∈ C∞c (M \ ∂M)
with compact support and χ(1 − ϕ) = 1 − ϕ. The definition of the b-trace then
immediately shows that
bTr(ϕA) = bTr(ψϕA) = bTr(ϕAψ)
and hence
bTr(A) = bTr(ϕAψ) + Tr((1−ϕ)Aχ) =
= −Tr(x[
d
dx
,ϕAψ]) + Tr((1−ϕ)Aχ).
The fact that x[ d
dx
, A] is trace class follows by Prop. 2.2, since the indicial family of
the commutator [ d
dx
, A] vanishes. We provide two variants of proof for (2.39).
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1st Variant. From equations (2.36) and (2.38) we infer
bTr(A) =
∫
b(−∞,0)×∂M
trx,q
(
KA(x, q; x, q)
)
dvol(x, q)
= −
∫
(−∞,0)×∂M
x
d
dx
trx,q
(
KA(x, q; x, q)
)
dvol(x, q).
(2.40)
This proves the second line of (2.39). The first line follows, since the kernel of
[ d
dx
, A] is given by [ d
dx
, KA](x, p;y, q) = ∂xKA(x, p;y, q) + ∂yKA(x, p;y, q) which
for x = y equals d
dx
KA(x, p; x, p), cf. Eq. (2.38).
2nd Variant. For ℜz > 0 the operator ezxA is trace class and the function
z 7→ Tr(ezxA) (2.41)
is holomorphic for ℜz > 0 and it extends meromorphically to ℜz > −1, 0 is a
simple pole and the residue at 0 equals bTr(A) (cf. [LOY05]). Hence
bTr(A) =
d
dz
zTr(ezxA)
∣∣∣∣
z=0
=
d
dz
Tr
([ d
dx
, ezx
]
A
)∣∣∣∣
z=0
=
d
dz
Tr
([ d
dx
, ezxA
]
− ezx
[ d
dx
,A
])∣∣∣∣
z=0
= −Tr
(
x
[ d
dx
,A
])
,
(2.42)
since forℜz > 0 the trace of the commutator Tr([ d
dx
, ezxA]), thanks to the decay of
ezx, does vanish. The last claim follows as above. 
2.4. b-Clifford modules and b-Dirac operators
LetM be a compact manifold with boundary, r : Y → [0, 2) a boundary defin-
ing function, and gb an exact b-metric on M, cf. Section 1.6. If an object is de-
rived from a b-metric we indicate this notationally by giving it a b-decoration.
This applies in particular to the various structures derived from the riemann-
ian metric gb as described in Section 1.4, e.g. the (co)tangent bundles
bTM, bT∗M,
the Levi-Civita b-connection b∇ belonging to gb, the bundle of Clifford algebras
bCℓ(M) := Cℓ(bT∗M), and the b-Clifford superconnection bA on a degree q b-Clifford
module W over M. For a discussion of bC∞(M◦) vs. C∞(M) we refer to Section
1.6.
In the remainder of this article, we assume that a b-Clifford superconnection
is always of product form near the boundary. This means that over Ys for some s
with 0 < s < 2 the superconnection has the form
bA|Ys = η
∗∇∂ + η∗ω∂ ∧−,
where η : Y → ∂M is the boundary projection from Section 1.6, ∇∂ is a metric
connection on the restricted bundle W|∂M and ω
∂ ∈ Ω•(∂M;End (W|∂M)). Re-
call that the pull-back covariant derivative
(
η∗∇∂) onW|Y is uniquely defined by
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requiring for ξ ∈ Γ∞(Y;W) that(
η∗∇∂)
V
ξ =
{
r∂ξ
∂r
, if V = r ∂
∂r
,
∇∂
V˜
ξ, if V = V˜ ◦ η for some V˜ ∈ Γ∞(∂M; T∂M).
Note that the b-metric on M and the metric structure on W give rise to the
Hilbert space H = L2(M;W) of square integrable sections of the b-Clifford mod-
ule. By assumption, Cℓq acts on L
2(M;W), hence by Eq. (1.26) one obtains a super-
trace Strq : L
1
Cℓq
(
L2(M;W)
)→ C. Similarly the b-trace gives rise to a b-supertrace
bStrq :
bΨ
<− dimM
cl,Cℓq
(
M;W
) −→ C,
bStrq(K) := (4π)
−q/2 bTr(αE1 · ... · EqK).
(2.43)
Here, bΨ
•
cl,Cℓq
(
M;W
)
denotes the space of classical b-pseudodifferential operators
which lie in the supercommutant of Cℓq inH, cf. (1.25) supra.
Next consider the natural embedding T∗∂M →֒ bT∗|∂MM. By the univer-
sal property of Clifford algebras one obtains an embedding of Clifford bundles
Cℓ
(
∂M
) →֒ bCℓ(bT∗
|∂MM
)
. Moreover, the decomposition bT∗
|∂MM = T
∗M⊕R · r ∂
∂r
induced by gb even gives rise to a splitting
bCℓ
(
bT∗
|∂MM
) → Cℓ(∂M). Let now
W → M be a degree q b-Clifford module over M. Then Cℓ(∂M) acts on W|∂M
via the embedding Cℓ
(
∂M
) →֒ bCℓ(bT∗
|∂MM
)
. We denote the resulting left ac-
tion of the boundary Clifford bundle on W|∂M again by c. Moreover, the action
W|∂M ⊗ Cℓq → W|∂M extends to a right action cr∂ : W|∂M ⊗ Cℓq+1 → W|∂M by
putting
Ej = c
r
∂(w, ej) :=
{
c
r
(
w, ej
)
, forw ∈Wp, p ∈ ∂M, j = 1, · · · , q,
−cl
(
dr
r
, w
)
, forw ∈Wp, p ∈ ∂M, j = q+ 1,
(2.44)
cf. the beginning of Section 1.4. It is now easy to check thatW|∂M together with c
and cr∂ as Clifford actions becomes a degree q+ 1 Clifford-module over ∂M.
Now we have the ingredients for the b-supertrace of a supercommutator:
Proposition 2.7 ([GET93A, Cor. 5.5]). Let D be a Dirac operator on a q-graded b-
Clifford bundleW, and K ∈ bΨ−∞cl,Cℓq
(
M;W
)
. On ∂M put Eq+1 := −c
l(dr
r
) = −cl(dx).
Then
bStrq
(
[D, K]Z2
)
=
1√
π
∫∞
−∞
Strq+1,∂M
(I(K, λ))dλ. (2.45)
We do not claim here that I(K, λ) commutes with Γ in the graded sense. This
is not necessary for the definition of Strq+1,∂M.
Remark 2.8. Another consequence of the previous considerations which we single
out for future reference is the structure of a Dirac operator on a cylinder R × ∂M
(cf. (1.40)). Since all structures are product, D takes the form
D = c(dx)
d
dx
+ D∂ =: Γ
( d
dx
+A
)
. (2.46)
Here Γ = c(dx) is Clifford multiplication by the normal vector d
dx
and D∂ := ΓA is
the tangential operator. D∂ is a Dirac operator on the boundary. Moreover, one has
the relations
Γ∗ = −Γ, Γ2 = −I, At = A, ΓA+AΓ = ΓD∂ + D∂Γ = 0. (2.47)
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Now let u be a section of the Clifford bundleW over the cylinder R×M. Then
(Du)(x, p) =
1
2π
∫∞
−∞
(
c(dx)
d
dx
+ D∂
)
eixλu^(λ, p)dλ =
=
1
2π
∫∞
−∞
eixλ
(
ic(dx)λ+ D∂
)
u^(λ, p)dλ.
(2.48)
By Eqs. (2.3) and (2.4) this proves the following:
Proposition 2.9. Let M be a compact manifold with boundary and let gb be an exact
b-metric onM. Furthermore, let D be a Dirac operator onM. Then the indicial family of
D is given by I(D)(λ) = iλc(dx) + D∂.
2.5. The b-JLO cochain
The degree q Cliffordmodule approach outlined in Section 1.4 has advantages
when dealing with manifolds with boundary, because the formulæ for the JLO-
cocycle and its transgression (cf. (2.52), (2.53) below) become simpler. To make the
connection to the standard even and odd Chern character without Clifford action,
from now on we will also consider ungraded Clifford modules without auxiliary
Clifford right action. Therefore we assume that either
• we are in the graded case with q Clifford matrices E1, . . . , Eq where D is
odd, and Strq denotes the Clifford trace defined in Section 1.4,
or
• we are in the ungraded case, when there are no Clifford matrices and no
grading operator; this case can be conveniently dealt with by putting q =
−1 (which is odd!), α = 1 and Strq := Tr = Tr(α·).
From now on, we assume that Dt, t ∈ (0,∞), is a family of self-adjoint differ-
ential operators of the form Dt = f(t)D with D the Dirac operator of a q-graded
b-Clifford module W over the b-manifold M (q ≥ −1 according to the previous
explanation) with b-Clifford superconnection (W, bA) and f : (0,∞)→ R a smooth
function. Dt are Dirac type operators in the sense of [TAY96].
Following Getzler [GET93A, Sec. 6], we define for A0, · · · , Ak ∈ bΨ∞cl (M,W)
(cf. Subsection 1.4.1)
b〈A0, · · · , Ak〉Dt :=
∫
∆k
bStrq
(
A0 e
−σ0D
2
t · · ·Ak e−σkD2t
)
dσ
= bStrq
(
(A0, . . . , Ak)Dt
)
.
(2.49)
Put for a0, . . . , ak ∈ C∞(M)
bChk(D)(a0, · · · , ak) := b〈a0, [D, a1], · · · , [D, ak]〉, (2.50)
b/ch
k
(D,V)(a0, · · · , ak) :=∑
0≤j≤k
(−1)j degV b〈a0, [D, a1], · · · , [D, aj],V, [D, aj+1], · · · , [D, ak]〉. (2.51)
The operation b/ch will mostly be used with V = D˙t as a second argument.
Here Dt is considered of odd degree regardless of the value of q.
Remark 2.10. For q = 0, k even resp. q = −1, k odd bChk(D), b/ch
k
(D, D˙) are the
b-analogues of the even and odd JLO Chern character and its transgression.
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The following result is crucial for this paper. It is essentially due to Getzler
[GET93A, Thm. 6.2], although the following version is not stated explicitly in his
paper.
Theorem 2.11. For q ≥ 0 we have the following two equations for bCh•(D) and
b/ch(D, D˙):
b bChk−1(Dt) + B
bChk+1(Dt) = Ch
k
(D∂,t) ◦ i∗, (2.52)
d
dt
bChk(Dt) + b
b/ch
k−1
(Dt, D˙t) + B
b/ch
k+1
(Dt, D˙t) = −/ch
k
(D∂,t, D˙∂,t) ◦ i∗.
(2.53)
These formulæ will be repeatedly used in Section 4.2 and thereafter. For nota-
tional convenience we will omit the symbol ◦i∗ whenever the context makes clear
that this composition is required.
The theorem can be derived from [GET93A, Thm. 6.2] by introducing the form
valued expression
b〈〈A0, · · · , Ak〉〉 :=
∫
∆k
bStrq
(
A0 e
−σ0(i dDt+D
2
t) · · ·Ak e−σk(i dDt+D
2
t)
)
dσ, (2.54)
and the combined Chern character Ch•G, defined as
ChkG (Dt)(a0, · · · , ak)
:= b〈〈a0, [Dt, a1], · · · , [Dt, ak]〉〉,
a0, · · · , ak ∈ C∞(M). (2.55)
For this, Getzler proves
(−i d+ b + B)Ch•G(Dt) = Ch
•
G(D∂,t) ◦ i∗. (2.56)
Remark 2.12. Note that in this paper we use self-adjoint Dirac operators while
Getzler uses skew-adjoint ones in [GET93A]. Accordingly, our Dirac operators
differ by a factor −i from the Dirac operators in [GET93A]. This explains the ap-
pearance of such i-factors in our formulæ , which are not present in [GET93A].
By carefully tracing all the signs and i–factors involved in the graded form
valued Clifford calculus, as well as due to the various conventions, it turns out
that separating (2.56) into its scalar and 1-form parts, using [GET93A, Lem. 2.5]
b〈〈A0, · · · , Ak〉〉 =
= b〈A0, · · · , Ak〉− i
k∑
j=0
b〈A0, · · · , Aj, dt∧ D˙t, Aj+1, · · · , Ak〉,
(2.57)
one obtains Eqs. (2.52) and (2.53).
However, for completeness, we will give a more direct argument in Section
2.7, without using operator valued forms. The proof below follows the lines of
the standard proof for the JLO-cocycle representing the Chern character of a θ-
summable Fredholm module (cf. [JLO88], [GESZ89]).
2.6. Cocycle and transgression formulæ for the even/odd b-Chern character
(without Clifford covariance)
Recall from Remark 2.10 that for q = 0 and k even resp. q = −1 and k odd
bCh•(D) is the b-analogue of the even, resp. odd, JLO Chern character. We shall
relate the ungraded (q = −1) case to the graded case with q = 1.
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Starting with an ungraded Dirac operator Dt acting on the Hilbert space H,
put
H˜ := H⊕H, α :=
(
1 0
0 −1
)
, D˜t :=
(
0 Dt
Dt 0
)
. (2.58)
Then D˜t is odd with respect to the grading operator α and it anti commutes with
E1 :=
(
0 1
−1 0
)
. (2.59)
Note that
D˜t = αE1
(
Dt ⊗ I2
)
(2.60)
with I2 being the 2× 2 identity matrix.
Proposition 2.13. Let Dt be ungraded (q = −1) and let D˜t = αE1(Dt ⊗ I2) be the
associated 1–graded (q = 1) operator. Then for k odd
bChk(D˜t) =
1√
π
bChk(Dt),
b/ch
k−1
(D˜,
˙˜
Dt) =
1√
π
b/ch
k−1
(Dt, D˙t).
(2.61)
Needless to say that these formulæ are valid as well for Ch• and /ch•.
PROOF. Using Proposition 2.7 we find for k odd:
b〈a0, [D˜t, a1], . . . , [D˜t, ak]〉D˜t
= b〈(αE1)ka0, [Dt ⊗ I2, a1], . . . , [Dt ⊗ I2, ak]〉Dt⊗I2
=
∫
∆k
1√
4π
bTr
(
(αE1)
k+1︸ ︷︷ ︸
=1
a0e
−σ0D
2
t [Dt, a1] . . . [Dtak]e
−σkD
2
t ⊗ I2
)
=
1√
π
b〈a0, [Dt, a1], . . . , [Dt, ak]〉Dt .
(2.62)
The calculation for b/ch
k−1
(D˜t,
˙˜
Dt) is completely analogous. 
Now we are ready to translate (2.52) and (2.53) into formulæ for the standard
even and odd Chern character without Clifford action.
2.6.1. q = 0. A priori we are in the standard even situation without Clifford
right action. However, D∂ is viewed as Cℓ1 covariant with respect to the Clifford
action given by E1 = −Γ . On the boundary, Γ gives a natural identification of the
even and odd half spinor bundle and with respect to the splitting into half spinor
bundles D takes the form:
D =
(
0 −1
1 0
)
︸ ︷︷ ︸
Γ
d
dx
+
(
0 A
A 0
)
︸ ︷︷ ︸
D∂
;
(2.63)
A is an ungraded Dirac type operator acting on the positive half spinor bundle (it
is the operator whose positive spectral projection gives the APS boundary condi-
tion). In the notation of Eq. (2.58), we have D∂ = A˜, E1 = −Γ . Thus, Proposition
2.13 and Theorem 2.11 give the following result.
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Proposition 2.14. LetM be an even dimensional compact manifold with boundary with
an exact b-metric and let Dt = f(t)D be as before. Writing D in a collar of the boundary
(in cylindrical coordinates) in the form
D =:
(
0 − d
dx
+A
d
dx
+A
)
, (2.64)
A is an ungraded Dirac type operator acting on the positive half spinor bundle restricted
to the boundary. Furthermore we have with At = f(t)A
b bChk−1(Dt) + B
bChk+1(Dt) =
1√
π
Chk(At) ◦ i∗, (2.65)
d
dt
bChk(Dt) + b
b/ch
k−1
(Dt, D˙t) + B
b/ch
k+1
(Dt, D˙t)
= −
1√
π
/chk(At, A˙t) ◦ i∗.
(2.66)
2.6.2. q = −1. Now letD be ungraded and put D˜, α, E1 as in Eqs. (2.58), (2.59),
(2.60). Then by Proposition 2.13 we have
bChk(Dt)(a0, . . . , ak) =
√
π bChk(D˜t)(a0, . . . , ak), (2.67)
b/ch
k
(Dt, D˙t)(a0, . . . , ak) =
√
π b/ch
k
(D˜t,
˙˜
Dt)(a0, . . . , ak). (2.68)
In the collar of the boundary, we write as usual D = Γ d
dx
+ D∂, and thus
D˜ =
(
0 Γ
Γ 0
)
︸ ︷︷ ︸
=:Γ˜
d
dx
+
(
0 D∂
D∂ 0
)
︸ ︷︷ ︸
=:D˜∂
. (2.69)
D˜∂ is 2–graded with respect to
E1 =
(
0 1
−1 0
)
, E2 = −Γ˜ =
(
0 −Γ
−Γ 0
)
. (2.70)
Note that
αE1E2 = −Γ ⊗ I2, D˜∂ = αE1(D∂ ⊗ I2). (2.71)
For even k we have
Str2
(
a0e
−σ0D˜∂,t
2
[D˜∂,t, a1] · . . . · [D˜∂,t, ak]e−σkD˜∂,t
2)
=
1
4π
Tr
(
αE1E2(αE1)
k
(
a0e
−σ0D
2
∂,t [D∂,t, a1] · . . . · [D∂,t, ak]e−σkD2∂,t
)⊗ I2)
=−
1
2π
Tr
(
Γa0e
−σ0D
2
∂,t [D∂,t, a1] · . . . · [D∂,t, ak]e−σkD
2
∂,t
)
.
(2.72)
With respect to the grading given by −iΓ we can now write
−1
2π
Tr
(
Γ ·) = 1
2πi
Str0 . (2.73)
Together with (2.67) and (2.68) we have thus proved:
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Proposition 2.15. Let M be an odd dimensional compact manifold with boundary with
an exact b-metric and let D be an ungraded Dirac operator. Writing D in a collar of the
boundary (in cylindrical coordinates) in the form
D =: Γ
d
dx
+ D∂, (2.74)
D∂ is a graded Dirac type operator with respect to the grading operator−iΓ . Furthermore,
we have
b bChk−1(Dt) + B
bChk+1(Dt) =
1
2
√
πi
Chk(D∂) ◦ i∗, (2.75)
d
dt
bChk(Dt) + b
b/ch
k−1
(Dt, D˙t) + B
b/ch
k+1
(Dt, D˙t)
= −
1
2
√
πi
/chk(D∂t , D˙
∂
t ) ◦ i∗.
(2.76)
2.7. Sketch of Proof of Theorem 2.11
Recall that Theorem 2.11 is stated for q ≥ 0, hence in this section all Dirac
operators will be q–graded with q ≥ 0.
Proposition 2.16. Let A0, . . . , Ak ∈ bΨ•cl,Cℓq
(
M;W
)
. Assume that for all but one index
j0 the indicial family is independent of λ and commutes with the actions of E1, . . . , Eq
and Eq+1 = −Γ (cf. Section 1.4). For the possible exception j0 we assume that Aj0 is
proportional to D˙t. Then
b〈A0, . . . , Ak〉 = (−1)ε b〈Ak, A0, . . . , Ak−1〉, (2.77)
where ε = |Ak|(|A0|+ . . .+ |Ak−1|).
b〈A0, . . . , Ak〉 =
k∑
j=0
b〈A0, . . . , Aj, 1, Aj+1, . . . , Ak〉
=
k∑
j=0
(−1)εj b〈1,Aj, . . . , Ak, A0, . . . , Aj−1〉,
(2.78)
where εj = (|A0| + . . .+ |Aj−1|)(|Aj|+ . . .+ |Ak|).
For j < k
b〈A0, . . . , Aj−1, [D2, Aj], Aj+1, . . . , Ak〉
= b〈A0, . . . , Aj−2, Aj−1Aj, Aj+1, . . . , Ak〉
− b〈A0, . . . , Aj−1, AjAj+1, Aj+2, . . . , Ak〉.
(2.79)
Similarly, for j = k
b〈A0, . . . , Ak−1, [D2, Ak]〉
= b〈A0, . . . , Ak−2, Ak−1Ak〉
− (−1)|Ak |(|A0|+...+|Ak−1|) b〈AkA0, . . . , Ak−1〉.
(2.80)
Note that these formulæ are the same as in Getzler-Szenes [GESZ89, Lemma
2.2]. In particular there is no boundary term. The proof proceeds exactly as the
proofs of [GET93A, Lemma 6.3] (1),(2), (4), and we omit the details. We only note
that one has to make heavy use of the following lemma in order to show the van-
ishing of certain terms:
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Lemma 2.17 (Berezin Lemma). Let K ∈ L1Cℓq(H) (cf. Section 1.4). Then for j < q
Tr(αE1 · . . . · EjK) = 0.
PROOF. If j + q is odd then moving α past E1 · . . . · EjK and using the trace
property gives
Tr(αE1 · . . . · EjK) = −Tr(E1 · . . . · EjKα)
= −Tr(αE1 · . . . · EjK) = 0. (2.81)
If j + q is even then, since j < q, Eq anti commutes with αE1 · . . . · EjK and hence
similarly
Tr(αE1 · . . . · EjK) = −Tr(E2qαE1 · . . . · EjK) = Tr(EqαE1 · . . . · EjKEq)
= Tr(E2qαE1 · . . . · EjK) = −Tr(αE1 · . . . · EjK) = 0. 
Wewill make repeated use of the equations (2.77)–(2.80). Nowwe can proceed
as for a θ–summable Fredholm module. Following [GBVF01, p. 451] we start
with the supercommutator∫
∆k
bStrq
([
Dt, a0e
−σ0D
2
t [Dt, a1] . . . [Dt, ak]e
−σkD
2
t
])
dσ, (2.82)
with a0, . . . , ak ∈ bC∞(M◦). As in [GET93A, bottom of p. 37] one shows, using
Proposition 2.7 and the fact that
∫∞
−∞ e
−λ2dλ =
√
π, that this supercommutator
equals
〈a0,∂, [D∂t , a1,∂], . . . , [D∂t , ak,∂]〉D∂t . (2.83)
It is important to note that here we are in the case q + 1, where the grading is the
induced grading on the boundary and Eq+1 = −Γ .
For convenience we will write D instead of Dt. Expanding the supercommu-
tator (2.82) on the other hand gives
b〈[D, a0], . . . , [D, ak]〉
+
k∑
j=1
(−1)j−1 b〈a0, [D, a1] . . . , [D, aj−1], [D2, aj], . . . , [D, ak]〉,
(2.84)
where we have used [D2, aj] = [D, [D, aj]]Z2 .
We can now calculate the effect of b and B on bCh.
B bChk+1(D)(a0, . . . , ak)
=
k∑
j=0
(−1)kj b〈1, [D, aj], . . . , [D, ak], [D, a0], . . . , [D, aj−1]〉
=
k∑
j=0
b〈[D, a0], . . . , [D, aj−1], 1, [D, aj], . . . , [D, ak]〉
= b〈[D, a0], . . . , [D, ak]〉,
(2.85)
where we used (2.78) twice. Thus, the first summand in (2.84) equals
B bChk+1(D)(a0, . . . , ak).
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Furthermore,
b bChk−1(D)(a0, . . . , ak)
= b〈a0a1, [D, a2], . . . , [D, ak]〉
+
k−1∑
j=1
(−1)j b〈a0, . . . , [D, ajaj+1], . . . , [D, ak]〉
+ (−1)k b〈aka0, [D, a1], . . . , [D, ak−1]〉
= b〈a0a1, [D, a2], . . . , [D, ak]〉
− b〈a0, a1[D, a2], . . . , [D, ak]〉
+
k−2∑
j=1
(−1)j
(
b〈a0, [D, a1], . . . , [D, aj]aj+1, . . . , [D, ak]〉
− b〈a0, . . . , [D, aj], aj+1[D, aj+2], . . . , [D, ak]〉
)
+ (−1)k−1 b〈a0, [D, a1], . . . , [D, ak−1]ak〉
+ (−1)k b〈aka0, [D, a1], . . . , [D, ak−1]〉
=
k∑
j=1
(−1)j−1 b〈a0, [D, a1], . . . , [D2, aj], . . . , [D, ak]〉,
(2.86)
where we have used (2.79) and (2.80). The right hand side of (2.86) equals the sum
in the second line of (2.84).
Summing up (2.82), (2.83), (2.84), (2.85), and (2.86) we arrive at Eq. (2.52).
For additional clarity, let us perform two direct checks, for small values of k.
Case 1: k = 0. In this case (2.84) equals
b〈[D, a0]〉 = b〈1, [D, a0]〉 = B bCh1(D)(a0), (2.87)
by (2.78) and we are done in this case.
Case 2: k = 1. Then (2.84) equals
b〈[D, a0], [D, a1]〉+ b〈a0, [D2, a1]〉. (2.88)
The first summand is B bCh2(a0, a1) and the second summand equals in view of
(2.80)
b〈a0a1〉− b〈a1a0〉 = b bCh0(D)(a0, a1). (2.89)
2.7.1. The transgression formula. To prove the transgression formula we
proceed analogously and start with the supercommutator
k∑
j=0
(−1)j
∫
∆k+1
bStrq
([
Dt, a0e
−σ0D
2
t [Dt, a1] . . .
. . . [Dt, aj]e
−σjD
2
t D˙e−σj+1D
2
t . . . [Dt, ak]e
−σk+1D
2
t
])
dσ. (2.90)
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We compute this supercommutator using Proposition 2.7. Note that by Propo-
sition 2.9 I(D˙t, λ) is proportional to iΓλ + D∂. The summand iΓλ contributes a
term proportional to
∫∞
−∞ λe
−λ2dλ = 0. The remaining summand gives, since∫∞
−∞ e
−λ2dλ =
√
π,
k∑
j=0
(−1)j〈a0,∂, [D∂t , a1,∂], . . . , [D∂t , aj,∂], D˙
∂
t , . . . , [D
∂
t , ak,∂]〉
= /chk(D∂, D˙∂)(a0,∂, . . . , ak,∂).
(2.91)
Let us again emphasize that here we are in the case q+ 1, where the grading is the
induced grading on the boundary and Eq+1 = −Γ .
Next we expand the commutator (2.90). However, we will confine ourselves
to small k. The calculation is basically the same as in [GBVF01, p. 451]. The only
difference is that on a closed manifold (2.90) is a priori 0 while here it coincides
with the transgressed Chern character on the boundary.
Case 1: k = 0. (2.90) expands to
b〈[Dt, a0], D˙t]〉+ b〈a0, [Dt, D˙t]〉. (2.92)
On the other hand
Bb/ch
1
(Dt, D˙t)(a0) =
b/ch
1
(Dt, D˙t)(1, a0)
= b〈1, D˙t, [Dt, a0]〉− b〈1, [Dt, a0], D˙t〉
= − b〈[Dt, a0], 1, D˙t〉− b〈[Dt, a0], D˙t, 1〉
= − b〈[Dt, a0], D˙t]〉,
(2.93)
by (2.78). Moreover using the well–known formula
d
dt
e−σD
2
t = −
∫σ
0
e(σ−s)D
2
t [Dt, D˙t]e
−sD2tds, (2.94)
we have
d
dt
bCh0(Dt)(a0) = −
b〈a0, [Dt, D˙t]〉, (2.95)
hence altogether
d
dt
bCh0(Dt) + B
b/ch
1
(Dt, D˙t) = −/ch
0
(D∂t , D˙
∂
t ). (2.96)
Case 2: k = 1. To be on the safe side, we also look at an example in the odd
case. We will again make repeated use of the formulæ in Proposition 2.16 without
further mentioning. Eq. (2.90) now expands to
b〈[Dt, a0], D˙t, [Dt, a1]〉− b〈[Dt, a0], [Dt, a1], D˙t〉
+ b〈a0, [Dt, D˙t], [Dt, a1]〉+ b〈a0, [Dt, a1], [Dt, D˙t]〉
− b〈a0, D˙t, [D2t , a1]〉− b〈a0, [D2t , a1], D˙t〉.
(2.97)
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On the other hand
Bb/ch
2
(Dt, D˙t)(a0) =
b/ch
2
(Dt, D˙t)(1, a0, a1) −
b/ch
2
(Dt, D˙t)(1, a1, a0)
= b〈1, D˙t, [Dt, a0], [Dt, a1]〉− b〈1, [Dt, a0], D˙t, [Dt, a1]〉
+ b〈1, [Dt, a0], [Dt, a1], D˙t〉− b〈1, D˙t, [Dt, a1], [Dt, a0]〉
+ b〈1, [Dt, a1], D˙t, [Dt, a0]〉− b〈1, [Dt, a1], [Dt, a0], D˙t〉
= b〈[Dt, a0], [Dt, a1], 1, D˙t〉+ b〈[Dt, a0], 1, [Dt, a1], D˙t〉
+ b〈[Dt, a0], [Dt, a1], D˙t, 1〉− b〈[Dt, a0], D˙t, [Dt, a1], 1〉
− b〈[Dt, a0], D˙t, 1, [Dt, a1]〉− b〈[Dt, a0], 1, D˙t, [Dt, a1]〉
= b〈[Dt, a0], [Dt, a1], D˙t〉− b〈[Dt, a0], D˙t, [Dt, a1]〉,
(2.98)
which equals the negative of the first two summands of (2.97).
Furthermore,
bb/ch
0
(Dt, D˙t)(a0, a1) =
b/ch
0
(Dt, D˙t)([a0, a1]) =
b〈[a0, a1], D˙t〉. (2.99)
Applying (2.79) and (2.80) to the last two summands of (2.97) we find
b〈a0, D˙t, [D2t , a1]〉+ b〈a0, [D2t , a1], D˙t〉
= b〈a0, D˙ta1〉− b〈a1a0, D˙t〉+ b〈a0a1, D˙t〉− b〈a0, a1D˙t〉
= b〈a0, [D˙t, a1]〉+ bb/ch0(Dt, D˙t)(a0, a1),
(2.100)
hence adding Bb/ch
2
(Dt, D˙t)(a0, a1) and b
b/ch
0
(Dt, D˙t)(a0, a1) to the right hand
side of (2.97) we obtain
/ch1(D∂t , D˙
∂
t )(a0,∂, a1,∂) + B
b/ch
2
(Dt, D˙t)(a0, a1) + b
b/ch
0
(Dt, D˙t)(a0, a1)
= − b〈a0, [D˙t, a1]〉+ b〈a0, [Dt, D˙t], [Dt, a1]〉+ b〈a0, [Dt, a1], [Dt, D˙t]〉
=−
d
dt
bCh1(Dt)(a0, a1)
(2.101)
in view of (2.94).
With more effort but in a similar manner, the previous considerations can be
extended to arbitrary k, thus proving Eq. (2.53).

CHAPTER 3
Heat Kernel and Resolvent Estimates
This is the most technical chapter of the paper. It is devoted to prove some
crucial estimates for the heat kernel of a b-Dirac operator. These estimates will be
used to analyze the short and long time behavior of the Chern character. Through-
out this chapter we will mostly work in the cylindrical context.
For the convenience of the reader we start by summarizing some basic esti-
mates for the resolvent and the heat operator associated to an elliptic operator.
These estimates will then be applied in Section 3.2 to prove comparison results for
the heat kernel and JLO integrand of a Dirac operator on a general manifold with
cylindrical ends to those of a corresponding Dirac operator on the model cylinder.
In the remainder of the Chapter we will then prove short and large time estimates
for the b-Chern character. This is in preparation for proving heat kernel asymp-
totics in the b-setting in Section 4.1.
3.1. Basic resolvent and heat kernel estimates on general manifolds
During the whole sectionMwill be a riemannian manifold without boundary
and D0 : Γ
∞(M;W) −→ Γ∞(M;W) will denote a first order formally self-adjoint
elliptic differential operator acting between sections of the hermitian vector bun-
dleW. We assume that there exists a self-adjoint extension, D, of D0. E.g. ifM is
complete andD0 is of Dirac type thenD0 is essentially self-adjoint; ifM is the inte-
rior of a compact manifold with boundary thenD can be obtained by imposing an
appropriate boundary condition. For the following considerations it is irrelevant
which self-adjoint extension is chosen. We just fix one.
3.1.1. Resolvent estimates. We fix an open sector Λ :=
{
z ∈ C \ {0} ∣∣ 0 < ε <
arg z < 2π − ε
} ⊂ C \ R+ in the complex plane.
We introduce the following notation: for a function f : Λ→ C we write f(λ) =
O(|λ|α+0), λ → ∞, λ ∈ Λ if for every δ > 0, λ0 ∈ Λ, there is a constant Cδ,λ0 such
that |f(λ)| ≤ Cδ|λ|α+δ for λ ∈ Λ, |λ| ≥ |λ0|.
We write f(λ) = O(|λ|−∞), λ → ∞, λ ∈ Λ if f(λ) = O(|λ|−N) for every N; the
O–constant may depend on N.
L2s(M;W) denotes theHilbert space of sections ofW which are of Sobolev class
s. The Sobolev norm of an element f ∈ L2s(M;W) is denoted by ‖f‖s. For a linear
operator T : L2s(M;W)→ L2t (M;W) its operator norm is denoted by ‖T‖s,t.
For an operator T in a Hilbert space H we denote by ‖T‖p the p–th Schatten
norm. To avoid confusions the letter p will not be used for Sobolev orders. Note
that the operator norm of T inH coincides with ‖T‖∞.
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Proposition 3.1. LetA,B ∈ Ψ•(M,W) be pseudodifferential operators of order a, bwith
compact support.1
1. If k > (dimM)/4+ a/2 then A(D2 − λ)−k, (D2 − λ)−kA are Hilbert–Schmidt
operators for λ 6∈ specD2 and we have
‖A(D2 − λ)−k‖2 = O(|λ|a/2+(dimM)/4−k+0), as λ→∞ in Λ. (3.1)
The same estimate holds for ‖(D2 − λ)−kA‖2.
2. If k > (dimM+ a + b)/2 then A(D2 − λ)−kB is of trace class for λ 6∈ specD2
and
‖A(D2 − λ)−kB‖1 = O(|λ|(dimM+a+b)/2−k+0), as λ→∞ in Λ. (3.2)
3. Denote by π1, π2 : M ×M → M the projection onto the first resp. second factor
and assume that π2(suppA) ∩ π1(suppB) = ∅. Then A(D2 − λ)−kB is a trace class
operator for any k ≥ 1 and
‖A(D2 − λ)−kB‖1 = O(|λ|−∞), as λ→∞ in Λ. (3.3)
PROOF. 1. Sobolev embedding and elliptic regularity implies that for
f ∈ L2(M;W) the section A(D2 − λ)−kf is continuous. Moreover, for r >
dimM/2, |λ| ≥ |λ0|, and x in the compact set suppA =: K
‖(A(D2 − λ)−kf)(x)‖ ≤ C‖(D2 − λ)−kf‖a+r,K
≤ C‖(D2 + I)(a+r)/2(D2 − λ)−kf‖0
≤ C|λ|−k+(a+r)/2‖f‖.
(3.4)
For the Schwartz–kernel this implies the estimate
sup
x∈suppA
∫
M
‖A(D2 − λ)−k(x, y)‖2dvol(y) ≤ C|λ|−2k+a+r, (3.5)
and since A has compact support, integration over x yields
‖A(D2 − λ)−k‖22
≤
∫
suppA
∫
M
‖A(D2 − λ)−k(x, y)‖2dvol(x)dvol(y)
≤ C|λ|−2k+a+r,
(3.6)
proving the estimate (3.1). The estimate for (D2 − λ)−kA follows by taking the
adjoint.
2. The second claim follows from the first one using the Ho¨lder inequality.
3. To prove the third claim we choose cut–off functions ϕ,ψ ∈ C∞c (M) with
ϕ = 1 on π2(suppA), ψ = 1 on π1(suppB) and suppϕ ∩ suppψ = ∅.
Then A(D2 − λ)−kB = Aϕ(D2 − λ)−kψB and ϕ(D2 − λ)−kψ is a smoothing
operator in the parameter dependent calculus (cf. Shubin [SHU01, Chap. II]). Hence
for any real numbers s, t,Nwe have
‖ϕ(D2 − λ)−kψ‖s,t ≤ C(s, t,N) |λ|−N, as λ→∞ in Λ. (3.7)
Since the Sobolev orders s, t are arbitrary this implies the claim. 
1This means that their Schwartz kernels are compactly supported inM×M.
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Proposition 3.2. Let A ∈ Ψa(M,W) be a pseudodifferential operator with compact sup-
port.
1. Let ϕ ∈ C∞(M) be a smooth function such that suppdϕ is compact, i.e. outside
a compact set ϕ is locally constant. Moreover suppose that suppϕ ∩ π1(suppA) = ∅.
Then ϕ(D2 − λ)−kA is a trace class operator for any k ≥ 1 and the estimate (3.3) holds
for ϕ(D2 − λ)−kA.
2. If k > (dimM+ a)/2 thenA(D2 − λ)−k, (D2 − λ)−kA are trace class operators
and the estimate (3.2) holds with B = I.
PROOF. From
(D2 − λ)ϕ(D2 − λ)−kA = [D2, ϕ](D2 − λ)−kA +ϕ(D2 − λ)−k+1A (3.8)
we infer since ϕA = 0
ϕ(D2 − λ)−kA
= (D2 − λ)−1
{
[D2, ϕ](D2 − λ)−kA, k = 1,
[D2, ϕ](D2 − λ)−kA+ ϕ(D2 − λ)−k+1A, k > 1.
(3.9)
Applying Proposition 3.1.3 to the right hand side we inductively obtain the first
assertion.
To prove the second assertion we choose a cut–off function ϕ ∈ C∞c (M) with
ϕ = 1 on π1(suppA). Then we apply Proposition 3.1.2 to ϕ(D
2 − λ)−kA and the
proved first assertion to (1−ϕ)(D2 − λ)−kA to reach the conclusion. 
For the following Proposition it is crucial that we are precise about domains
of operators:
Definition 3.3. By Diffd(M,W) we denote the space of differential operators of
order d acting on the sections ofW. Given a differential operatorA ∈ Diffa(M,W)
we say that the commutator [D2, A] has compact support if
(1) A and At map the domain dom(Dk) into the domain dom(Dk−a) for
k ≥ a and
(2) the differential expression [D2, A] has compact support.
The main example we have in mind is where D is a Dirac type operator on a
complete manifold and A is multiplication by a smooth function ϕ such that dϕ
has compact support. Then [D2, ϕ] has compact support in the above sense.
Proposition 3.4. Let A ∈ Diffa(M,W) be a differential operator such that [D2, A] has
compact support and is of order ≤ a + 1. Then for k > dimM + a the commutator
[A, (D2 − λ)−k] is trace class and
‖[A, (D2 − λ)−k]‖1 = O(|λ|(dimM+a−1)/2−k+0), as λ→∞ in Λ. (3.10)
PROOF. Note first that since A and At map dom(Dk) into dom(Dk−a) the
commutator [A, (D2 − λ)−k] is defined as a linear operator on L2(M;W) and we
have the identity
[A, (D2 − λ)−k] =
k∑
j=1
(D2 − λ)−j[D2, A](D2 − λ)−k+j−1. (3.11)
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spectrum
FIGURE 3.1. Contour of integration for calculating e−tD
2
from
the resolvent.
Since k > dimM + awe have in each summand j > (dimM+ a+ 1)/2 or k− j+
1 > (dimM + 1 + 1)/2. Say in the first case we apply Proposition 3.2 to ‖(D2 −
λ)−j[D2, A]‖1 and the Spectral Theorem to estimate ‖(D2 − λ)−k+j−1‖ and find
‖(D2 − λ)−j[D2, A](D2 − λ)−k+j−1‖1
≤ ‖(D2 − λ)−j[D2, A]‖1‖(D2 − λ)−k+j−1‖∞
≤ O(|λ|(dimM+a+1)/2−j+0) · O(|λ|−k+j−1)
= O(|λ|(dimM+a−1)/2−k+0). 
3.1.2. Heat kernel estimates. From Propositions 3.1, 3.2 we can derive short
and large times estimates for the heat operator e−tD
2
. We write
e−tD
2
=
1
2πi
∫
γ
e−tλ(D2 − λ)−1dλ
=
t−kk!
2πi
∫
γ
e−tλ(D2 − λ)−k−1dλ,
(3.12)
where integration is over the contour sketched in Figure 3.1. The notationO(tα−0),
O(t∞) as t → 0+ resp. O(tα−0), O(t−∞) as t → ∞ is defined analogously to the
corresponding notation for λ ∈ Λ in the previous Section.
We infer from Propositions 3.1, 3.2
Proposition 3.5. LetA,B ∈ Ψ•(M,W) be pseudodifferential operators of order a, bwith
compact support.
1. For t > 0 the operators Ae−tD
2
, e−tD
2
A are trace class operators. For t0, ε > 0
there is a constant C(t0, ε) > 0 such that for all 1 ≤ p ≤ ∞ we have the following
estimate in the Schatten p–norm
‖Ae−tD2‖p ≤ C(t0, ε) t−a/2− dimM+ε2p , 0 < t ≤ t0. (3.13)
Note that C(t0, ε) is independent of p. The same estimate holds for ‖e−tD2A‖p.
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FIGURE 3.2. Contour of integration if bottom of the essential
spectrum ofD2 is c.
2. Denote by π1, π2 : M ×M → M the projection onto the first resp. second factor
and assume that π2(suppA) ∩ π1(suppB) = ∅. Then
‖Ae−tD2B‖1 = O(t∞), 0 < t < t0, (3.14)
withN arbitrarily large.
3. Let ϕ ∈ C∞(M) be a smooth function such that suppdϕ is compact. Moreover
suppose that suppϕ∩π1(suppA) = ∅. Then the estimate (3.14) also holds forϕe−tD2A.
PROOF. 1. From Proposition 3.2 and the contour integral (3.12) we infer the
inequality (3.13) for p = 1. For p = ∞ it follows from the Spectral Theorem.
The Ho¨lder inequality implies the following interpolation inequality for Schatten
norms
‖T‖p = Tr(|T |p)1/p ≤ ‖T‖1−1/p∞ ‖T‖1/p1 , 1 ≤ p ≤∞. (3.15)
From this we infer (3.13).
The remaining claims follow immediately from the contour integral (3.12) and
the corresponding resolvent estimates. 
For the next result we assume additionally that D is a Fredholm operator and
we denote byH the orthogonal projection onto KerD. H is a finite rank smoothing
operator. Let c := min specessD
2 be the bottom of the essential spectrum of D2.
Then e−tD
2
(I − H) = e−tD
2
− H can again be expressed in terms of a contour
integral as in (3.12) where the contour is now depicted in Figure 3.2.
This allows to make large time estimates. The result is as follows:
Proposition 3.6. Assume thatD is Fredholm and let A ∈ Ψa(M,W) be a pseudodiffer-
ential operator with compact support. Then for any 0 < δ < inf specessD
2 and any ε > 0
there is a constant C(δ, ε) such that for 1 ≤ p ≤∞
‖Ae−tD2(I −H)‖p ≤ C(δ, ε) t−a/2− dimM+ε2p e−tδ, 0 < t <∞. (3.16)
PROOF. For t→ 0+ the estimate follows from Proposition 3.5.1.
For t → ∞ and p = 1 the estimate follows from Proposition 3.1 and (3.12)
by taking the contour as in Figure 3.2. For p = ∞ the estimate is a simple con-
sequence of the Spectral Theorem. The general case then follows again from the
interpolation inequality (3.15). 
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Finally we state the analogue of Proposition 3.4 for the heat kernel.
Proposition 3.7. Let A ∈ Diffa(M,W) be a differential operator such that [D2, A] has
compact support (in the sense of Definition 3.3) and is of order ≤ a+ 1.
Then for t > 0 the operator [A, e−tD
2
] is of trace class. For t0, ε > 0 there is a
constant C(t0, ε) such that for all 1 ≤ p ≤ ∞ we have the following estimate in the
Schatten p–norm
‖[A, e−tD2 ]‖p ≤ C(t0, ε) t−a/2− dimM−1+ε2p , 0 < t ≤ t0; (3.17)
C(t0, ε) is independent of p.
If D is a Fredholm operator then for any 0 < δ < inf specessD
2 and any ε > 0 there
is a constant C(δ, ε) such that for 1 ≤ p ≤∞
‖[A, e−tD2(I −H)]‖p ≤ C(δ, ε) t−a/2−
dimM−1+ε
2p e−tδ, 0 < t <∞. (3.18)
PROOF. For p = 1 this follows from Proposition 3.4 and the contour integral
representation (3.12) by taking the contours as in Figure 3.1 for t → 0+ and as
in Figure 3.2 in the Fredholm case as t → ∞. For p = ∞ the estimates are a
simple consequence of the Spectral Theorem. The general case then follows from
the interpolation inequality (3.15). 
3.1.3. Estimates for the JLO integrand. Recall that we denote the standard
k–simplex by ∆k :=
{
(σ0, ..., σk) ∈ Rk+1
∣∣ σj ≥ 0, σ0+ ...+σk = 1}. Furthermore,
recall the notation (1.30).
Proposition 3.8. Let Aj ∈ Diffdj(M;W), j = 0, ..., k, be Ddj–bounded differential
operators on of order dj onM; let d :=
∑k
j=0 dj be the sum of their orders. Furthermore,
assume that suppAj0 is compact for at least one index j0.
1. For t0, ε > 0 there is a constant C(t0, ε) such that for all σ = (σ0, ..., σk) ∈
∆k, σj > 0,
‖A0e−σ0tD2A1 · . . . ·Ake−σktD2‖1
≤ C(t0, ε)
(
k∏
j=0
σ
−dj/2
j
)
t−d/2−(dimM)/2−ε, 0 < t ≤ t0.
(3.19)
In particular, if dj ≤ 1, j = 0, ..., k, then
‖(A0, ..., Ak)√tD‖ = O(t−d/2−(dimM)/2−0), t→ 0+ . (3.20)
2. Assume additionally thatD is Fredholm and denote byH the orthogonal projection
onto KerD. Then for ε > 0 and any 0 < δ < inf specessD
2 there is a constant C(δ, ε)
such that for all σ ∈ ∆k, σj > 0
‖A0e−σ0tD2(I−H)A1 · . . . ·Ake−σktD2(I−H)‖1
≤ C(δ, ε)
(
k∏
j=0
σ
−dj/2
j
)
t−d/2−(dimM)/2−εe−tδ, for all 0 < t <∞. (3.21)
In particular, dj ≤ 1, j = 0, ..., k, then
‖(A0(I−H), ..., Ak(I−H))√tD‖
= O(t−d/2−(dimM)/2−0e−tδ), for all 0 < t <∞. (3.22)
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PROOF. We first reduce the problem to the case that all Aj are compactly sup-
ported. To this end choose ϕj0−1, ϕj0 ∈ C∞c (M) such that suppϕj0 ∩ supp(1 −
ϕj0−1) = ∅ and such that ϕj0Aj0 = Aj0ϕj0 = Aj0 . Decompose Aj0−1 =
Aj0−1ϕj0−1 +Aj0−1(1− ϕj0−1).
First we show that the estimates (3.19), (3.21) hold if we replace Aj0−1 by
Aj0−1(1 −ϕj0−1):
Case 1. Proposition 3.5.3 gives
‖Aj0−1(1−ϕj0−1)e−σj0−1tD
2
ϕj0‖1 ≤ Ct0σNj0−1tN, for σj0−1t ≤ t0. (3.23)
The operator norm of the other factors can be estimated using the Spectral Theo-
rem, taking into account the Ddj -boundedness of Aj:
‖Aje−σjtD2‖ ≤ Ct0(σjt)−dj/2, for σjt ≤ t0. (3.24)
Hence by the Ho¨lder inequality
‖A0e−σ0tD2A1 · . . . ·Aj0−1(1− ϕj0−1)e−σj0−1tD
2 ·Ake−σktD2‖1
≤ Ct0
(
k∏
j=0
σ
−dj/2
j
)
t
−
k∑
j=0
dj+N
, 0 < t ≤ t0,
(3.25)
which is even better than (3.19).
Case 2 (D Fredholm). From (3.23), Proposition 3.6 and the fact thatH is a finite
rank operator with e−ξD
2
H = H we infer
‖Aj0−1(1− ϕj0−1)e−σj0−1tD
2
(I −H)ϕj0‖1
≤ Cδe−σj0−1tδ, for all 0 < t <∞. (3.26)
To the other factors we apply Proposition 3.6 with p =∞:
‖Aje−σjtD2(I −H)‖ ≤ Cδ(σjt)−dj/2e−σjtδ, 0 < t <∞. (3.27)
The Ho¨lder inequality combined with (3.26),(3.27) gives (3.21).
Altogether we are left to consider A0, ..., Aj0−1ϕj0−1, Aj0 , ...Ak where now
Aj0−1ϕj0−1 and Aj0 are compactly supported. Continuing this way, also to the
right of j0, it remains to treat the case where each Aj has compact support.
Case 1. We apply Ho¨lder’s inequality for Schatten norms and Proposition 3.5:
‖A0e−σ0tD2A1 · . . . ·Ake−σktD2‖1
≤
k∏
j=0
‖Aje−σjtD
2‖σ−1
j
≤ C(t0, ε)
k∏
j=0
(σjt)
−dj/2−
dimM+ε
2
σj
≤ C(t0, ε)
(
k∏
j=0
σ
−dj/2
j
)
t−d/2−
dimM+ε
2 , 0 < t ≤ t0,
(3.28)
thanks to the fact that σ 7→ σ− dimM+ε2 σ is bounded as σ→ 0.
Case 2. If D is Fredholm we estimate
‖A0e−σ0tD
2
(I−H)A1 · . . . ·Ake−σktD
2
(I−H)‖1
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using Ho¨lder as in (3.28) and apply Proposition 3.6 to the individual factors:
‖Aje−σjtD
2
(I−H)‖σ−1
j
≤ Cδ(σjt)−dj/2− dimM+ε2 σje−σjtδ, 0 < t <∞, (3.29)
to reach the conclusion.
Finally we remark that the inequalities (3.20), (3.22) follow by integrating the
inequalities (3.19), (3.21) over the standard simplex ∆k. Note that
∫
∆k
(σ0 · . . . ·
σk)
−1/2dσ <∞. 
3.2. Comparison results
Let Mj, j = 1, 2, be complete riemannian manifolds with cylindrical ends,
cf. Proposition 1.4. Assume thatM1 andM2 share a common cylinder component
(−∞, 0]×Z. That is, ifMj = (−∞, 0]×Zj ∪Zj Xj, j = 1, 2, then Z is (after a suitable
identification) a common (union of) connected component(s) of Z1, Z2. A typical
example will beM2 = R× Z.
Suppose that Dj are formally self-adjoint Dirac operators (cf. Section 1.4)
on Mj, j = 1, 2 with D1|(−∞,0]×Z = D2|(−∞,0]×Z =: D = c(dx)
d
dx
+
D∂. The operators Dj are supposed to act on sections of the hermitian vec-
tor bundles Wj such that W1|(−∞,0]×Z = W2|(−∞,0]×Z. As explained in Sec-
tion 1.6, we identify Γ∞
(
(−∞, c] × Z;W), c ∈ R, with the completed ten-
sor product C∞((−∞, c])⊗^Γ∞(Z;W) and accordingly bΓ∞cpt ((−∞, c) × Z;W) with
bC∞cpt
(
(−∞, c))⊗^Γ∞(Z;W). We want to compare the resolvents and heat kernels of
Dj on the common cylinder (−∞, 0]× Z.
To this end, we will make repeated use of Remark 2.8 without mentioning
it every time. There is an intimate relation between the spectrum, specD∂, of the
boundary operatorD∂ and the essential spectrum, specessD, ofD. We will only need
that
inf specessD
2 = inf specD2∂. (3.30)
A proof of this can be found in [MU¨L94, Sec. 4]. Concerning notation, ‖T‖p stands
for the p-th Schatten norm of an operator T acting on a Hilbert space H unless
otherwise stated.
Proposition 3.9. 1. Fix an open sector Λ :=
{
z ∈ C∗ ∣∣ ε < arg z < 2π − ε} ⊂
C \ R+ where ε > 0. Then on (−∞, c] × Z, c < 0, the difference of the resolvents
(D21 − λ)
−1 − (D22 − λ)
−1, λ ∈ Λ, is trace class. Moreover, for N > 0 and λ0 ∈ Λ there
is a constant C(c,N, λ0) such that∥∥∥((D21 − λ)−1 − (D22 − λ)−1)|(−∞,c]×Z∥∥∥1
≤ C(c,N, λ0) |λ|−N, for λ ∈ Λ, |λ| ≥ |λ0|. (3.31)
2. On (−∞, c]× Z, c < 0, the difference of the heat kernels(
D
l
1e
−tD21 − Dl2e
−tD22
)
|(−∞,c]×Z, l ∈ Z+, (3.32)
is trace class for t > 0. Moreover, forN, t0 > 0 there is a constant C(c, l,N, t0) such that∥∥∥(Dl1e−tD21 − Dl2e−tD22)|(−∞,c]×Z∥∥∥1 ≤ C(c, l,N, t0) tN, 0 < t ≤ t0. (3.33)
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FIGURE 3.3. The cut-off functions ϕ and ψ.
3. Assume in addition that D1,D2 are Fredholm operators and denote by Hj the
orthogonal projections onto KerDj, j = 1, 2. Then for 0 < δ < inf specess D
2 there is a
constant C(c, δ) such that∥∥∥(Dl1e−tD21(I −H1) − Dl2e−tD22(I −H2))|(−∞,c]×Z∥∥∥1 ≤ C(c, δ)e−tδ, (3.34)
for 0 < t <∞, l ∈ Z+.
PROOF. 1. We choose cut–off functions ϕ,ψ ∈ C∞(R) such that
ϕ(x) =
{
1, x ≤ 4/5c,
0, x ≥ 3/5c, ψ(x) =
{
1, x ≤ 2/5c,
0, x ≥ 1/5c, (3.35)
see Figure 3.3. We have ψϕ = ϕ, suppdψ ∩ suppϕ = ∅. Consider
Rψ,ϕ(λ) := ψ
(
(D21 − λ)
−1 − (D22 − λ)
−1
)
ϕ, (3.36)
viewed as an operator acting on sections overM1. Then
(D21 − λ)Rψ,ϕ(λ) = [D
2
1, ψ](D
2
1 − λ)
−1ϕ− [D22, ψ](D
2
2 − λ)
−1ϕ, (3.37)
where again [D22, ψ](D
2
2−λ)
−1ϕ is considered as acting on sections overM1. Since
the operators [D2j , ψ], j = 1, 2 have compact support which is disjoint from the
support of ϕ we may apply Proposition 3.2 to the r.h.s. of (3.37) to infer that
Rψ,ϕ(λ) is trace class and that the estimate (3.31) holds.
2. This follows from 1. and the contour integral representation (3.12) of the
heat kernel. Cf. Proposition 3.5.
3. This follows from 1. and (3.12) by taking the contour as in Figure 3.2, page
49. 
We recall from Section 1.6 the notation bDiff
a
cpt((−∞, 0)×Z;W) (1.53). In what
follows, the subscript cpt indicates that the objects are supported away from {0}×Z;
it does not indicate compact support. The support of objects in bDiff
a
cpt, and other
spaces having the cpt decoration, may be unbounded towards {−∞}×Z. Compactly
supported functions resp. sections are written with a c decoration, e.g. C∞c resp.
Γ∞c .
Theorem 3.10. Let Aj ∈ bDiffdjcpt((−∞, 0) × Z;W) be b–differential operators of order
dj, j = 0, ..., k which are supported away from {0} × Z. Let d :=
∑k
j=0 dj be the sum of
their orders.
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1. For t0, N > 0 there is a constant C(t0, N) such that for all σ ∈ ∆k, σj > 0∥∥∥A0e−σ0tD21 · ... ·Al(e−σltD21 − e−σltD22)Al+1 · ... ·Ake−σktD21∥∥∥
1
≤ C(t0, N)
(
k∏
j=0,j6=l
σ
−dj/2
j
)
(σlt)
N, 0 < t < t0. (3.38)
2. Assume in addition that D1,D2 are Fredholm operators and denote by Hj the
orthogonal projections onto KerDj, j = 1, 2. Then for 0 < δ < inf specessD
2 and all
σ ∈ ∆k, σj > 0,∥∥∥A0e−σ0tD21(I−H1) · ... ·Al(e−σltD21(I−H1) − e−σltD22(I−H2))Al+1 · ...
... ·Ake−σktD
2
1(I −H1)
∥∥∥
1
≤ C(δ)
(
k∏
j=0,j6=l
σ
−dj/2
j
)
e−tδ, 0 < t <∞. (3.39)
Remark 3.11. With some more efforts one can show that the factors(∏k
j=0 σ
−dj/2
j
)
on the right hand sides of the estimates (3.38), (3.39), and also
below in (3.63), (3.65) are obsolete. But since this is not needed for our purposes
we prefer a less cumbersome presentation.
PROOF. First note that by Proposition 1.6 the operator A(i+D)−a is bounded
for A ∈ bDiffacpt((−∞, 0) × Z;W) and hence the Spectral Theorem implies that for
t0 > 0 there is a C(t0) such that
‖Ae−tD2‖∞ ≤ C(t0)t−a/2, 0 < t < t0. (3.40)
If D is Fredholm then for 0 < δ < inf specessD
2 and t0 > 0 there is a C(t0, δ) such
that
‖Ae−tD2(I −H)‖∞ ≤ C(δ)e−tδ, t0 < t <∞. (3.41)
(3.40) and (3.41) together imply that for 0 < δ < inf specessD
2 there is a C(δ) such
that
‖Ae−tD2(I−H)‖∞ ≤ C(δ)t−a/2e−tδ, 0 < t <∞. (3.42)
The first claim now follows from the second assertion of Theorem 3.9. Namely,
with some c < 0 such that suppAj ⊂ (−∞, c]× Zwe find∥∥∥A0e−σ0tD21 · ... ·Al(e−σltD21 − e−σltD22)Al+1 · ... ·Ake−σktD21∥∥∥
1
≤
(
k∏
j=0,j6=l
‖Aje−σjtD21‖∞
) ∥∥Al(i + D)−dl∥∥∞ ·
·
∥∥∥((i + D1)dle−σltD21 − (i + D2)dle−σltD22)|(−∞,c]×Z∥∥∥1
≤ C(t0, N)
(
k∏
j=0,j6=l
σ
−dj/2
j
)
σNl t
N−d/2, 0 < t < t0.
(3.43)
Herewe have used (3.40). Since σj < 1 an inequality which is valid for 0 < σjt < t0
is certainly also valid for 0 < t < t0. Since N is arbitrary (3.43) proves the first
claim.
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2. Similarly, using the third assertion of Theorem 3.9 and (3.42)∥∥∥A0e−σ0tD21(I −H1) · ... ·Al(e−σltD21(I −H1) − e−σltD22(I −H2))Al+1 · ...
... ·Ake−σktD21(I−H1)
∥∥∥
1
≤
(
k∏
j=0,j6=l
‖Aje−σjtD21(I−H1)‖∞
) ∥∥Al(i+ D)−dl∥∥∞·
·
∥∥∥((i + D1)dle−σltD21(I −H1) − (i+ D2)dle−σltD22(I−H2))|(−∞,c]×Z∥∥∥1
≤ C(δ)
(
k∏
j=0,j6=l
σ
−dj/2
j
)
t−d/2e−tδ.
(3.44)
Together with the proved short time estimate and the fact that the Hj are of finite
rank and thus of trace class we reach the conclusion. 
3.3. Trace class estimates for the model heat kernel
We consider the heat kernel of the Laplacian ∆R on the real line
kt(x, y) =
1√
4πt
e−(x−y)
2/4t. (3.45)
By slight abuse of notation we will denote the operator of multiplication by IdR
by X. We want to estimate the Schatten norms of eα|X|e−t∆Reβ|X|. Before we start
with this let us note for future reference:∫
R
e−
z2
λt
−βzdz =
√
πλt eλβ
2t/4,∫
R
e−
z2
λt
+β|z|dz ≤ 2
√
πλt eλβ
2t/4,
β ∈ R; λ, t > 0. (3.46)
Furthermore, we will need the well-known Schur’s test:
Lemma 3.12 ([HASU78, Thm. 5.2]). Let K be an integral operator on a measure space
(Ω,µ) with kernel k : Ω ×Ω→ C. Assume that there are positive measurable functions
p, q : Ω→ (0,∞) such that∫
X
|k(x, y)|p(y)dµ(y) ≤ Cp q(x),∫
X
|k(x, y)|q(x)dµ(x) ≤ Cq p(y).
(3.47)
Then K is bounded in L2(Ω,µ) with ‖K‖ ≤√CpCq.
Now we can prove the following estimate.
Proposition 3.13. Let ∆R = −
d2
dx2
be the Laplacian on the real line. Then for α > β >
0, t > 0, l ∈ Z+, the integral operator e−α|X|
(
d
dx
)l
e−t∆Reβ|X| with the (not everywhere
smooth) kernel
1√
4πt
e−α|x|∂lxe
−(x−y)2/4t+β|y| (3.48)
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is p-summable for 1 ≤ p ≤∞ and we have the estimate
‖e−α|X|( d
dx
)l
e−t∆Reβ|X|‖p
≤ (c1t− l2− 12p + c2t− 12p )(α− β)−1/pe(α2+β2)t, 0 < t <∞ (3.49)
with (computable) constants c1, c2 independent of α,β, p, t.
Remark 3.14. We are not striving to make these estimates optimal. We chose to
formulate them in such a way that they are sufficient for our purposes and such
that the proofs do not become too cumbersome.
PROOF. We will prove this estimate for p =∞ using Schur’s test Lemma 3.12
and for p = 2 by estimating the L2-norm of the kernel. The case p = 1 will then
follow from the semigroup property of the heat kernel. The result for general p
follows from the cases p = 1 and p =∞ and the interpolation inequality (3.15).
The case l ≥ 2 can easily be reduced to the case l ∈ {0, 1} in view of the identity
∂2kx e
−t∆R = (−∆R)
ke−t∆R = ∂kt e
−t∆R . (3.50)
The case p = ∞. We apply Schur’s test with p(x) = q(x) = 1. We will make
frequent use of (3.46) without explicitly mentioning it all the time.
1√
4πt
∫
R
e−α|x|−(x−y)
2/4t+β|y|dy
≤ 1√
4πt
e−α|x|
∫
R
e−z
2/4t+β|x|+β|z|dz
≤ e(β−α)|x|2eβ2t ≤ 2eβ2t.
(3.51)
Reversing the roles of x and y one gets similarly
1√
4πt
∫
R
eβ|y|−(x−y)
2/4t−α|x|dx
≤ 1√
4πt
eβ|y|
∫
R
e−z
2/4t−α|y|+α|z|dz
≤ e(β−α)|y|2eα2t ≤ 2eα2t.
(3.52)
This proves the result for l = 0 and p =∞. In the case l = 1 the integral
1√
4πt
∫
R
|x− y|
2t
e−α|x|−(x−y)
2/4t+β|y|dy (3.53)
is estimated similarly.
The case p = 2. We estimate the L2-norm of the kernel on R× R by:
1
4πt
∫
R
∫
R
e−2α|x|−
(x−y)2
2t
+2β|y|dxdy
≤ 1
4πt
∫
R
e−2α|x|
∫
R
e−
z2
2t
+2β|z|+2β|x|dzdx
≤ 1√
2πt
∫
R
e−2(α−β)|x|e2β
2tdx
=
1√
2πt
1
α− β
e2β
2t,
(3.54)
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proving the result for l = 0 and p = 2. Again, the case l = 1 is similar.
The case p = 1. Put c = (α + β)/2. Then the semigroup property of the heat
kernel gives
‖e−α|X|e−t∆Reβ|X|‖1
≤ ‖e−α|X|e−t/2∆Rec|X|‖2‖e−c|X|e−t/2∆Reβ|X|‖2,
(3.55)
and using the proved case p = 2 gives the result for p = 1. 
The previous Proposition and standard estimates for the heat kernel on closed
manifolds (cf. the Section 3.1) immediately give the following result for the heat
kernel of the model Dirac operator on the cylinder.
Proposition 3.15. Let Z be a compact closed manifold and D = Γ
(
d
dx
+ A
)
a Dirac
operator on the cylinder M = R × Z (cf. Remark 2.8). Furthermore, let Q ∈
bDiff
q
cpt((−∞, 0) × Z;W) a b-differential operator of order q with support in some
cylindrical end (−∞, c) × Z. Then for α > β > 0, t > 0 the integral operator
e−α|X|Qe−tD
2
eβ|X| with kernel
1√
4πt
e−α|x|Qxe
−(x−y)2/4t+β|y|e−tA
2
(3.56)
is p-summable for 1 ≤ p ≤ ∞. Furthermore, for ε > 0, t0 > 0, there is a constant
C(ε, t0), such that for 1 ≤ p ≤∞, 0 < t < t0, 0 < β < α
‖e−α|X|Qe−tD2eβ|X|‖p ≤ C(ε, t0)(α − β)−1/pt− dimM+ε2p −
q
2 . (3.57)
If in addition the operator A is invertible then for 0 < δ < inf specA2 and ε > 0 there
are constants Cj(δ, ε), j = 1, 2 such that for 1 ≤ p ≤∞, 0 < t <∞, 0 < β < α we have
the estimate
‖e−α|X|Qe−tD2eβ|X|‖p
≤ (C1(δ, ε)t−q2 + C2(δ, ε))(α − β)−1/pt− dimM+ε2p e(α2+β2−δ)t. (3.58)
For the definition of bDiff
q
cpt,
bDiff
q
see Proposition 1.5 and Eq. (1.53).
PROOF. By Proposition 1.5 we may writeQ as a sum of operators of the form
f(x, p)P
( d
dx
)l
(3.59)
with
• f ∈ bΓ∞cpt((−∞, c)× Z;EndW),
• P ∈ Diffb−l(Z;W|Z) a differential operator of order b − l on Z which is
constant in x-direction.
Note that e−α|X| commutes with f. Furthermore, f is uniformly bounded. Thus∥∥∥e−α|X|fP∂lxe−tD2eβ|X|∥∥∥
p
≤ ‖f‖∞
∥∥∥e−α|X|P∂lxe−tD2eβ|X|∥∥∥
p
. (3.60)
Inside the p-norm is now a tensor product of operators
e−α|X|P∂lxe
−tD2eβ|X| =
(
e−α|X|∂lxe
−t∆Reβ|X|
)⊗ (Pe−tA2). (3.61)
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Since the p-norm of a tensor product is the product of the p-norms the claim fol-
lows from Proposition 3.13 and standard elliptic estimates for the closed manifold
Z (Propositions 3.5, 3.6). 
3.4. Trace class estimates for the JLO integrand on manifolds with cylindrical
ends
The heat kernel estimate for the Dirac operator on the model cylinder from
Proposition 3.15 together with the comparison result in Section 3.2 will now be
used to obtain trace class estimates for b-differential operators similar to the one
in Proposition 3.8 if the indicial operator of at least one of the operatorsA0, . . . , Ak
vanishes. Let us mention here that in the following we will use the notation intro-
duced in Subsection 1.4.1, in particular Eq. (1.30).
Proposition 3.16. LetM = (−∞, 0]×Z∪ZX, whereX is a compactmanifold with bound-
ary, be a complete manifold with cylindrical ends and let D be a Dirac operator onM. Let
A0, ..., Ak ∈ bDiff(M;W) be b-differential operators of order d0, ..., dk;d :=
∑k
j=0 dj.
Assume that for at least one index l ∈ {0, ..., k} the indicial family of Al vanishes. Then
for t > 0, σ ∈ ∆k the operator
A0e
−σ0tD
2
A1 · . . . ·Ake−σktD2 (3.62)
is trace class. Furthermore, there are the following estimates:
1. For t0 > 0, ε > 0 there is a constant C(t0, ε) such that for all σ = (σ0, ..., σk) ∈
∆k, σj > 0,
‖A0e−σ0tD2A1 · . . . ·Ake−σktD2‖1
≤ C(t0, ε)
(
k∏
j=0
σ
−dj/2
j
)
t−d/2−(dimM)/2−ε, 0 < t ≤ t0.
(3.63)
In particular, if dj ≤ 1, j = 0, ..., k, then
‖(A0, ..., Ak)√tD‖ = O(t−d/2−(dimM)/2−0), t→ 0+ . (3.64)
2. Assume additionally that D is Fredholm and denote by H the orthogonal projection
onto KerD. Then for ε > 0 and any 0 < δ < inf specessD
2 there is a constant C(δ, ε)
such that for all σ ∈ ∆k, σj > 0
‖A0e−σ0tD
2
(I−H)A1 · . . . ·Ake−σktD
2
(I −H)‖1
≤ C(δ, ε)
(
k∏
j=0
σ
−dj/2
j
)
t−d/2−(dimM)/2−εe−tδ, for all 0 < t <∞. (3.65)
In particular, if dj ≤ 1, j = 0, ..., k, then
‖(A0(I−H), ..., Ak(I−H))√tD‖
≤ C˜(ε, δ) t−d/2−(dimM)/2−εe−tδ, for all 0 < t <∞. (3.66)
PROOF. We first reduce the problem to a problem on the cylinder (−∞, 0]×Z.
WriteAj = A
(0)
j +A
(1)
j whereA
(0)
j has compact support andA
(1)
j is supported
on (−∞, c]× Z for some c < 0.
Then we split A0e
−σ0tD
2
A1 · . . . ·Ake−σktD2 (resp. A0e−σ0tD2(I−H)A1 · . . . ·
Ake
−σktD
2
(I−H)) into a sum of terms obtained by decomposingAj = A
(0)
j +A
(1)
j .
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To the summands involving at least one term A
(0)
j we apply Proposition 3.8.
To the remaining summand involving only A
(1)
j we first apply the comparison
Theorem 3.10 with D1 = D and D2 = Γ
d
dx
+ D∂ = Γ
(
d
dx
+ A
)
, where D2 acts on
sections over the cylinder R× Z; cf. Remark 2.8.
Hence it remains to prove the claim for the cylinderM = R×Zwhere eachAj
is supported on (−∞, c]× Z for some c < 0.
For definiteness it is not a big loss of generality if we assume that the indicial
family ofA0 vanishes (I.e. l = 0). WriteA0 = e
−|X|A˜0 withA0 ∈ bDiffd0cpt((−∞, 0)×
Z;W). Let β0, ..., βk+1 be real numbers with 1 ≥ β0 > β1 > ... > βk > βk+1 = 0.
Let us assume that D is Fredholm and prove the claim 2. The proof of claim 1.
is similar and left to the reader. Ho¨lder’s inequality yields∥∥A0e−σ0tD2(I−H)A1 · ... ·Ake−σktD2(I−H)∥∥1
≤ C∥∥e−β0|X|A˜0e−σ0tD2(I−H)eβ1|X|∥∥σ−1
0
·
·
k∏
j=1
∥∥e−βj|X|Aje−σjtD2(I −H)eβj+1|X|∥∥σ−1
j
. (3.67)
The individual factors are estimated by Proposition 3.15 and we obtain for 0 < t <∞:
... ≤
k∏
j=0
(
C1,j(δ, ε, β)(tσj)
−dj/2 + C2,j(δ, ε, β)
)·
· t− dimM+ε2 σje(β2j+β2j+1−δ)σjt
≤ C(δ, ε, β, γ)
( k∏
j=0
σ
−dj/2
j
)
t−d/2−
dimM+ε
2 e(2
∑
β2j+γ−δ)t,
(3.68)
for any γ > 0. The γ > 0 is introduced to compensate t−d/2 as t → ∞. Since we
may choose 2
∑
β2j + γ as small as we please, the claim is proved.
The remaining cases are treated similarly. 
3.5. Estimates for b-traces
Now we come to the main result of this chapter.
Theorem 3.17. In the notation of Proposition 3.16 we now drop the assumption that the
indicial family of one of the Al vanishes. Then the following estimates hold:
1. For ε > 0, t0 > 0 there is a constant C(ε, t0) such that for all σ = (σ0, ..., σk) ∈
∆k, σj > 0,
bTr
(
A0e
−σ0tD
2
A1 · . . . ·Ake−σktD
2)
≤ C(ε, t0)
(
k∏
j=0
σ
−dj/2−ε
j
)
t−d/2−(dimM)/2−ε, 0 < t ≤ t0.
(3.69)
In particular,
| b〈A0, ..., Ak〉√tD| = O(t−d/2−(dimM)/2−ε), t→ 0+ . (3.70)
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2. If D is Fredholm then for ε > 0 and any 0 < δ < inf specessD
2 there is a constant
C(ε, δ) such that for all σ ∈ ∆k, σj > 0
bTr
(
A0e
−σ0tD
2
(I−H)A1 · . . . ·Ake−σktD
2
(I −H)
)
≤ C(ε, δ)
(
k∏
j=0
σ
−dj/2−ε
j
)
t−d/2−(dimM)/2−εe−tδ, for all 0 < t <∞.
(3.71)
In particular,
| b〈A0(I −H), ..., Ak(I −H)〉√tD|
≤ C˜δ,εt−d/2−(dimM)/2−εe−tδ, for all 0 < t <∞. (3.72)
PROOF. Arguing as in the proof of Proposition 3.16 we may assume that D is
the model Dirac operator and that A0, . . . , Ak ∈ bDiffcpt
(
(−∞, 0)× ∂M;W).
By Proposition 2.6 we have
bTr
(
A0e
−σ0tD
2
A1 · . . . ·Ake−σktD
2)
= −
k∑
j=0
Tr
(
xA0e
−σ0tD
2
. . . [
d
dx
,Aj] . . . e
−σktD
2)
. (3.73)
Although multiplication by x is not a b-differential operator it is easy to see that
Proposition 3.16 still holds true for the summands on the right of (3.73). The reason
is that for any fixed ε > 0 the function xe−ε|x| is bounded. In fact any 0 < ε < 1
will do since the coefficients of [ d
dx
, Aj] are O(e
x) as x→ −∞. 
3.6. Estimates for the components of the entire b-Chern character
We continue to work in the setting of a complete riemannian manifold with
cylindrical ends M, which is equivalent to a compact manifold with boundary
with an exact b-metric, cf. Section 1.6. Furthermore, let D be a Dirac operator on
M.
3.6.1. Short time estimates.
Proposition 3.18. The Chern characters bChk and b/ch
k
defined in (2.50) and (2.51)
satisfy the following estimates for k ∈ Z+:
bChk(tD)(a0, · · · , ak) = O(tk−dimM−0),
b/ch
k
(tD,D)(a0, · · · , ak) = O(tk−dimM−0),
t→ 0+, (3.74)
for aj ∈ bC∞(M), j = 0, ..., k.
In particular,
(1) lim
t→0+
bChk(tD) = 0 for k > dimM.
(2) The function t 7→ b/chk(tD,D)(a0, ..., ak) is integrable on [0, T ] for T > 0 and
k > dimM− 1.
PROOF. This follows immediately from Theorem 3.17. 
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3.6.2. Large time estimates. Unless otherwise said we assume in this Subsec-
tion that D∂ is invertible. Then inf specessD
2 = inf specD2∂ > 0 (cf. Eq. (3.30))
and hence D is a Fredholm operator. We denote by H the finite rank orthogonal
projection onto the kernel of D.
Lemma 3.19. Let Aj ∈ bDiff(M;W) be b-differential operators of order dj, j =
0, . . . , k;d :=
k∑
j=0
dj the total order. Furthermore let Hj = H or Hj = I − H, j = 0, ..., k
and assume that Hj = H for at least one index j. Then for each 0 < δ < inf specessD
2∥∥∥A0H0e−σ0tD2A1H1e−σ1tD2 . . . AkHke−σktD2∥∥∥
1
≤ C(δ)
( ∏
l∈{j1,...,jq}
σ
−dl/2
l
)
t−d/2e−(σj1+...+σjq)tδ, 0 < t <∞, (3.75)
where j1, ..., jq are those indices with Hj = I −H, d =
∑
l∈{j1,...,jq} dl.
PROOF. We pick an index lwith Hl = H. Then Ho¨lder’s inequality gives∥∥∥A0H0e−σ0tD2A1H1e−σ1tD2 . . . AkHke−σktD2∥∥∥
1
≤ ∥∥AlHle−σltD2∥∥1 ∏
j6=l
∥∥AjHje−σjtD2∥∥∞. (3.76)
The individual factors are estimated as follows: if Hj = H then
‖AjHe−σjtD
2‖p ≤ ‖AjH‖p, for p ∈ {1,∞}. (3.77)
If Hj = I − H then by the Spectral Theorem and Proposition 1.6 we have for 0 <
δ < inf specessD
2
‖Aj(I−H)e−σjtD2‖∞ ≤ C(δ,Aj)(σjt)−dj/2e−σjtδ, 0 < t <∞. 
The next Lemma is extracted from the proof of [COMO93, Prop. 2].
Lemma 3.20. Let f : Rq+ → C be a (continuous) rapidly decreasing function of q ≤ n
variables. Then
lim
t→∞
t2q
∫
∆n
f(t2σ1, ..., t
2σq)dσ
=
1
(n − q)!
∫
R
q
+
f(u)du
(3.78)
PROOF. Changing variables uj = t
2σj, j = 1, ..., q;uj = σj, j = q + 1, ..., n we
find
t2q
∫
∆n
f(t2σ1, ..., t
2σj)dσ
=
∫
{t−2(u1+...+uq)+uq+1+...+un)≤1}
f(u1, ..., uq)du
=
∫
t2∆q
f(u1, ..., uq)
∫(
1−t−2(u1+...+uq)
)
∆n−q
du
=
1
(n − q)!
∫
t2∆q
(
1− t−2(u1 + ...+ uq)
)n−q
f(u)du.
(3.79)
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By assumption f is rapidly decreasing, hence we may apply the Dominated Con-
vergence Theorem to reach the conclusion. 
3.6.3. Estimating the transgressed b-Chern character.
Proposition 3.21. For k ≥ 1 and a0, ..., ak ∈ bC∞(M) we have
b/ch
k
(tD,D)(a0, ..., ak) =
{
O(t−2), k even ,
O(t−3), k odd ,
t→∞. (3.80)
PROOF. /chk(tD,D)(a0, ..., ak) is a sum of terms of the form
T = b〈a0, [tD, a1], ..., [tD, ai−1],D, [tD, ai], ..., [tD, ak]〉tD. (3.81)
Writing A0 = a0, Aj = [D, aj], j = 1, ..., i − 1, Aj = [D, aj−1], j = i + 1, ..., k + 1,
Ai := Dwe find
T = tk
∑
Hj∈{H,I−H}
b〈A0H0, ..., Ak+1Hk+1〉tD, (3.82)
where the sum runs over all sequences H0, ..., Hk+1 with Hj ∈ {H, I − H}. Since
H[D, aj]H = 0,HD = DH = 0 (note Ai = D !) only terms containing no more than
[k/2] + 1 copies of H can give a non-zero contribution.
Consider such a nonzero summand with at least one index jwith Hj = H and
denote by q the number of indices l with Hl = I −H. Then q ≥ [k+12 ] + 1 and we
infer from Lemmas 3.19,3.20
tk b〈A0H0, ..., Ak+1Hk+1〉tD = O(tk−2q) =
{
O(t−2), k even,
O(t−3), k odd .
(3.83)
We infer from Theorem 3.17 that the remaining summand with Hj = I −H for all
j decays exponentially as t→∞ and we are done. 
3.6.4. The limit as t→∞ of the b-Chern character. As in [COMO93] we put
ρH(A) := HAH, (3.84)
and
ωH(A,B) := ρH(AB) − ρH(A)ρH(B). (3.85)
Proposition 3.22. Let a0, ..., ak ∈ bC∞(M). If k is odd then
lim
t→∞
bChk(tD)(a0, ..., ak) = 0. (3.86)
If k = 2q is even then
lim
t→∞
bChk(tD)(a0, ..., a2q)
=
(−1)q
q!
Str
(
ρH(a0)ωH(a1, a2) . . .ωH(a2q−1, a2q)
)
=: κ2q(D)(a0, . . . , a2q).
(3.87)
Of course, since H is of finite rank ρH(aj) andωH(aj, aj+1) are of trace class.
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PROOF. As in the previous proof we abbreviate A0 = a0, Aj = [D, aj], j ≥ 1
and decompose
b〈A0, A1, ..., Ak〉tD = tk
∑
Hj∈{H,I−H}
b〈A0H0, ..., AkHk〉tD. (3.88)
Since H[D, aj]H = 0 only terms containing no more than [k/2] + 1 copies of H can
give a nonzero contribution.
The term containing no copy ofH decreases exponentially in view of Theorem
3.17.
Consider a term containing q copies of I−H. If the number k+ 1−q of copies
of H is at least one but less than k/2+ 1, which is always the case if k is odd, then
q > k/2 and hence in view of Lemmas 3.19, 3.20
tk b〈A0H0, ..., AkHk〉tD = O(tk−2q) = O(t−1), t→∞. (3.89)
If n = 2q is even there is exactly one term containing k/2 + 1 copies of H,
namely
t2q b〈A0H,A1(I−H), ..., A2qH〉tD
= t2q
∫
∆2q
Tr
(
γa0He
−σ0t
2
D
2
[D, a1](I −H) · ... · e−σ2qt2D2H
)
dσ.
(3.90)
The integrand depends only on the q = k/2 variables σ1, σ3, ..., σ2q−1 and so we
infer from Lemma 3.20 that the limit as t→∞ equals
1
q!
∫
R
q
+
Tr
(
γa0H[D, a1]e
−u1D
2
(I −H)[D, a2]H...e
−u2q−1D
2
(I −H)[D, a2q]H
)
du.
(3.91)
As in [COMO93, 2.2] one shows that this equals
(−1)q
q!
Str
(
ρH(a0)ωH(a1, a2)...ωH(a2q−1, a2q)
)
. 

CHAPTER 4
The Main Results
We are now in a position to establish the main results of this paper. After
discussing in Section 4.1 asymptotic expansions for the b-analogues of the Jaffe-
Lesniewski-Osterwalder components, we construct in Section 4.2 the retracted rel-
ative cocycle representing the Connes–Chern character in relative cyclic cohomol-
ogy and compute its small and large scale limits. Section 4.3 derives the ensuing
pairing formula with the K-theory, and discusses the geometric consequences. The
final remark (Section 4.4) offers an explanation for the restrictive eta-pairingwhich
appears in the work of Getzler and Wu.
4.1. Asymptotic b-heat expansions
4.1.1. b-Heat expansion. Let M be a complete riemannian manifold with
cylindrical ends and let D be a Dirac operator onM (cf. Remark 2.8, Section 1.6).
Let Q ∈ bDiffq(M;W) be an auxiliary b-differential operator of order q. It is
well-known (cf. e.g. [GIL95]) that the Schwartz-kernel of the operator Qe−tD
2
has
a pointwise asymptotic expansion
(Qe−tD
2
)(x, p; x, p) ∼t→0+
∞∑
j=0
aj(Q,D)(x, p) t
j−dimM−q
2 . (4.1)
The problem is that in general neither Qe−tD
2
is of trace class nor are the local
heat invariants aj(Q,D) integrable over the manifold. Nevertheless we have the
following theorem, which has been used implicitly by Getzler [GET93A]. How-
ever, we could not find a reference where the result is cleanly stated and proved.
Therefore, we provide here a proof for the convenience of the reader.
Theorem 4.1. Under the previously stated assumptions the b-heat trace of Qe−tD
2
has
the following asymptotic expansion:
bTr
(
Qe−tD
2)
∼t→0+
∞∑
j=0
∫
bM
trp
(
aj(Q,D)(p)
)
dvol(p) t
j−dimM−q
2 . (4.2)
The b-integral
∫
bM
was defined in Section 2.3, cf. Definition-Proposition 2.5.
PROOF. We first write the operatorQ as a sumQ = Q(0) +Q(1) of differential
operators with Q(0) ∈ bDiffqcpt((−∞, 0) × ∂M;W) and Q(1) a differential operator
supported in the interior. By standard elliptic theory ([GIL95]) Q(1)e−tD
2
is trace
class and since the asymptotic expansion (4.1) is uniform on compact subsets ofM
the claim follows for Q(1) instead of Q.
So it remains to prove the claim for an operatorQ ∈ bDiffqcpt((−∞, 0)×∂M;W);
for convenience we write from now on againQ instead ofQ(0). Next we apply the
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comparison Theorem 3.9 which allows us to assume thatM = R×∂M is the model
cylinder, D = c(dx) d
dx
+D∂, andQ is supported on (−∞, c)× ∂M for some c > 0.
Furthermore, we may assume thatQ is of the form (3.59). Since the heat kernel
of the model operator is explicitly known (cf. (3.45)) we have(
f(x, p)P∂lxe
−tD2
)
(x, p;y, q)
=
1√
4πt
(
∂lxe
−(x−y)2/4t
)(
Pe−tA
2)
(p, q), A := ΓD∂.
(4.3)
If l is odd then by induction one easily shows that this kernel vanishes on the
diagonal and hence the b-trace bTr(Qe−tD
2
) as well as all local heat coefficients
vanish, proving the Theorem in this case. So let l = 2k be even. Then using (3.50)
and since on the diagonal ∂kt e
−t∆R(x, x) = ∂kt (4πt)
−1/2 =: ckt
−1/2−k, we have(
f(x, p)P∂lxe
−tD2
)
(x, p; x, p)
= f(x, p)
(
Pe−tA
2)
(p, p)ck t
−1/2−k
∼t→0+
∞∑
j=0
f(x, p)aj(P,A)(p)ck t
j−dimM−q
2 .
(4.4)
Comparing with (4.1) we find for the heat coefficients aj(Q,D)
aj(Q,D)(x, p) = f(x, p)aj(P,A)(p)ck. (4.5)
Furthermore, we have using Theorem (2.6)
bTr
(
Qe−tD
2)
=
∫0
−∞
∫
∂M
trx,p
(
x∂xf(x, p)
(
Pe−tA
2)
(p, p)
)
dvol∂M(p)dx. (4.6)(
Pe−tA
2)
(p, p) has an x-independent asymptotic expansion as t → 0+. Since
x∂xf(x, p) = O(e
(1−δ)x), x → −∞, uniformly in p, we can plug the asymptotic
expansion (4.4) into (4.6) and use (4.5) to find
bTr
(
Qe−tD
2)
∼t→0+
∞∑
j=0
∫0
−∞
∫
∂M
trx,p
(
x∂xf(x, p)aj(P,A)(p)
)
dvol∂M(p)dx ck t
j−dimM−q
2
∼t→0+
∞∑
j=0
∫
b(−∞,0)×∂M
trx,p
(
aj(Q,D)(x, p)
)
dvol(x, p) t
j−dimM−q
2 .
The claim is proved. 
4.1.2. The b-trace of the JLO integrand. To extend Theorem 4.1 to expres-
sions of the form bTr
(
A0e
−σ0tD
2
A1e
−σ1tD
2
...Ake
−σktD
2
)
we use a trick which
was already applied successfully in the proof of the local index formula in non-
commutative geometry [COMO95]. Namely, we successively commuteAje
−σjtD
2
and control the remainder. We will need the estimates proved in Sections 3.4 and
3.5.
We first need to introduce some notation (cf. [LES99, Lemma 4.2]). For a b-
differential operator B ∈ bDiff(M;W)we put inductively
∇0DB := B, ∇j+1D B := [D2,∇jDB]. (4.7)
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Note that since D2 has scalar leading symbol we have ord(∇jDB) ≤ j + ordB. The
following formula can easily be shown by induction.
e−tD
2
B =
n−1∑
j=0
(−t)j
j!
(∇j
D
B
)
e−tD
2
+
+
(−t)n
(n− 1)!
∫1
0
(1 − s)n−1e−stD
2(∇nDB)e−(1−s)tD2ds.
(4.8)
The identity (4.8) easily allows to prove the following statement about local
heat invariants, cf. [WID79], [COMO90], [BLFO90]:
Proposition 4.2. LetA0, ..., Ak ∈ bDiff(M;W) of order d0, ..., dk;d :=
∑k
j=0 dj. Then
the Schwartz kernel of A0e
−σ0tD
2
A1e
−σ1tD
2
...Ake
−σktD
2
has a pointwise asymptotic
expansion(
A0e
−σ0tD
2
A1e
−σ1tD
2
...Ake
−σktD
2
)
(p, p)
=
∑
α∈Zk+,|α|≤n
(−t)|α|
α!
σα10 (σ0 + σ1)
α2 ...(σ0 + ...+ σk−1)
αk ·
· (A0∇α1D A1...∇αkD Ake−tD2)(p, p) +Op(t(n+1−d−dimM)/2),
=:
n∑
j=0
aj(A0, ..., Ak,D)(p) t
j−dimM−d
2 +Op(t
(n+1−d−dimM)/2),
(4.9)
where d =
k∑
j=0
dj. The asymptotic expansion is locally uniformly in p. Furthermore, it is
uniform for σ ∈ ∆k.
Again we are facing the problem explained before Theorem 4.1. Still we will
be able to show that one obtains a correct formula by taking the b-trace on the left
and partie finie integrals on the right of (4.9):
Theorem 4.3. Under the assumptions of the previous Proposition 4.2 we have an asymp-
totic expansion
bTr
(
A0e
−σ0tD
2
A1e
−σ1tD
2
...Ake
−σktD
2
)
=
∑
α∈Zk+,|α|≤n
(−t)|α|
α!
σα10 (σ0 + σ1)
α2 ...(σ0 + ... + σk−1)
αk ·
· bTr(A0∇α1D A1...∇αkD Ake−tD2)+
+O
(( k∏
j=1
σ
−dj/2
j
)
t(n+1−d−dimM)/2
)
,
=
n∑
j=0
∫
bM
aj(A0, ..., Ak,D)dvol t
j−dimM−d
2 +
+O
(( k∏
j=1
σ
−dj/2
j
)
t(n+1−d−dimM)/2
)
.
(4.10)
68 4. THE MAIN RESULTS
Remark 4.4. The O-constant in (4.10) is independent of σ ∈ ∆k. However, the
factor
(∏k
j=1 σ
−dj/2
j
)
inside the O() causes some trouble because it is integrable
over the standard simplex ∆k only if d1, ..., dk ≤ 1. We do not claim that this
factor is necessarily there. It might be an artifact of the inefficiency of our method.
Cf. also Remarks 3.11, 3.14.
PROOF. The strategy of proofwe present here can also be used to prove Propo-
sition 4.2.
Again by the comparison Theorem 3.10 we may assume that D is the model
Dirac operator and A0, ..., Ak ∈ bDiffcpt((−∞, 0)× ∂M;W).
Using Proposition 2.6 we have
bTr
(
A0e
−σ0tD
2
A1...Ake
−σktD
2
)
= − bTr
(
x
[ d
dx
,A0e
−σ0tD
2
A1...Ake
−σktD
2])
= −
k∑
j=0
Tr
(
xA0e
−σ0tD
2
A1...[
d
dx
,Aj]...Ake
−σktD
2
)
.
(4.11)
[ d
dx
, Aj] is again in
bDiffcpt((−∞, 0) × ∂M;W) and its indicial family vanishes.
Hence by Proposition 3.16 all summands on the right are of trace class. Cf. also
the comment at the end of the proof of Theorem 3.17.
It therefore suffices to prove the claim for the summands on the right of (4.11),
i.e. for Tr
(
xA0e
−σ0tD
2
A1...Ake
−σktD
2
)
where at least one of the Aj has vanishing
indicial family.
Applying (4.8) to A1 we get
e−σ0tD
2
A1 =
n−1∑
j=0
(−σ0t)
j
j!
(∇j
D
A1
)
e−σ0tD
2
+ (4.12)
+
(−σ0t)
n
(n − 1)!
∫1
0
(1 − s)n−1e−sσ0tD
2(∇nDA1)e−(1−s)σ0tD2ds.
Therefore we need to estimate the expression
x(σ0t)
n(1 − s)n−1A0e
−sσ0tD
2(∇n
D
A1
)
e−(1−s)σ0tD
2
e−σ1tD
2
...Ake
−σktD
2
(4.13)
in the trace norm.
If the index l for which the indicial family of Al vanishes is 0 we
write A0 as e
xA˜0 with A˜0 ∈ bDiffcpt((−∞, 0) × ∂M;W) and move xex un-
der the trace to the right. This assures that Proposition 3.16 applies to(∇n
D
A1
)
e−(1−s)σ0tD
2
e−σ1tD
2
...Ake
−σktD
2
xex.
If l ≥ 1 we just move x under the trace to the right. After all w.l.o.g. we may
assume that l ≥ 1.
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Next we choose an integer β such that A0(D
2 + I)−β has order ∈ {0, 1}. Then
Ho¨lder’s inequality yields
(σ0t)
n(1− s)n−1
∥∥∥A0(I+ D2)−βe−sσ0tD2(I + D2)β(∇nDA1)
e−(1−s)σ0tD
2
e−σ1tD
2
...Ake
−σktD
2
x
∥∥∥
1
≤ (σ0t)n(1− s)n−1(sσ0t)−d0/2+β
∥∥∥(I + D2)β(∇nDA1)
e−(1−s)σ0tD
2
e−σ1tD
2
...Ake
−σktD
2
x
∥∥∥
1
(4.14)
To the remaining trace we apply Proposition 3.16 and obtain
... ≤ σn0 tn(1− s)n−1(sσ0t)−d0/2+βC(t0, ε)
(
(1− s)σ0
)−β−n/2−d1/2
( k∏
j=2
σ
−dj/2
j
)
t−d/2+d0/2−dimM/2−ε−n/2−β
≤ C(t0, ε)s−1/2(1− s)n/2−1−β−d1/2σ
n−d0−d1
2
0
( k∏
j=2
σ
−dj/2
j
)
t
n−d−dimM
2
−ε.
(4.15)
If we choose n large enough the right hand side is integrable in s and we obtain
the desired estimate.
In the next step we apply (4.8) to e−(σ0+σ1)tD
2
and A2. Continuing this way
we reach the conclusion after k steps. 
4.2. The Connes–Chern character of the relative Dirac class
4.2.1. Retracted Connes–Chern character. In this section we assume that D
is a Dirac operator on a b-Clifford bundle W → M over the b-manifold M and
Dt = tD is a family of Dirac type operators. We now have all tools to apply
the method of [COMO93] to convert the entire relative Connes-Chern character,
which was constructed using the b-trace, into a finitely supported cocycle.
By integrating Eq. (2.53), one obtains for 0 < ε < t
bChk (εD) − bChk(tD) = b
∫t
ε
b/ch
k−1
(sD,D)ds
+ B
∫t
ε
b/ch
k+1
(sD,D)ds+
∫t
ε
/chk(sD∂,D∂) ◦ i∗ds.
(4.16)
Ch•(D∂) satisfies the cocycle and transgression formulæ Eq. (1.33), (1.34). Integrat-
ing these we obtain
Chk (εD∂) − Ch
k
(tD∂) = b
∫t
ε
/chk−1(sD∂,D∂)ds
+ B
∫ t
ε
/chk+1(sD∂,D∂)ds.
(4.17)
70 4. THE MAIN RESULTS
By Proposition 3.18 (1), the limit εց 0 exists for k > dimM, and
lim
εց0
bChk(εD) = 0,
lim
εց0
Chk−1(εD∂) = 0,
for all k > dimM. (4.18)
The second limit statement follows either from an obvious adaption of our calcu-
lations to the ordinary trace or from [COMO93]. Hence one gets for k > dimM
− bChk(tD) = b bT/chk−1t (D) + B
bT/chk+1t (D) + T/ch
k
t (D∂) ◦ i∗,
−Chk−1(tD∂) = bT/ch
k−2
t (D∂) + BT/ch
k
t (D∂),
(4.19)
where
bT/chkt (D) :=
∫t
0
/chk(sD,D)ds,
T/chk−1t (D∂) :=
∫t
0
/chk−1(sD∂,D∂)ds.
(4.20)
The above integrals exist in view of Proposition 3.18 (2) even for k ≥ dimM. From
Eq. (4.17) and Theorem 2.11 we obtain for k ≥ dimM:
b
(
bChk(tD) + B
∫ t
ε
b/ch
k+1
(sD,D)ds
)
= −B bChk+2(εD) + Chk+1(εD∂) ◦ i∗ − b
∫t
ε
/chk(sD∂,D∂)ds
−→ −bT/chkt (D∂) ◦ i∗, ε→ 0+ .
(4.21)
Thus
b
(
bChk(tD) + B bT/chk+1t (D)
)
= −bT/chkt (D∂) ◦ i∗,
b
(
Chk−1(tD∂) + B
bT/chkt (D∂)
)
= 0,
k ≥ dimM. (4.22)
Following Connes-Moscovici [COMO93], we define for k ≥ dimM the Chern
characters bchkt (D),
bc˜h
k
(D) and chk−1t (D∂) by
bchkt (D) =
∑
j≥0
bChk−2j(tD) + B bT/chk+1t (D), (4.23)
chk−1t (D∂) =
∑
j≥0
Chk−2j−1(tD∂) + BT/ch
k
t (D∂), (4.24)
bc˜h
k
t (D) =
bchkt (D) + T/ch
k
t (D∂) ◦ i∗. (4.25)
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Let us now compute (b+B) bch•t(D). Using Eq. (2.52) and Eq. (4.22) above, we
write
b bchkt (D) + B
bchkt (D) =
=
∑
j≥1
(
b bChk−2j(tD) + B bChk−2j+2(tD)
)
+ b
(
bChk(tD) + B bT/chk+1t (D)
)
=
∑
j≥1
Chk−2j+1(tD∂) ◦ i∗ − bT/chkt (D∂) ◦ i∗
=
∑
j≥0
Chk−2j−1(tD∂) ◦ i∗ − bT/chkt (D∂) ◦ i∗
= chk−1t (D∂) ◦ i∗ − BT/chkt (D∂) ◦ i∗ − bT/chkt (D∂) ◦ i∗
= chk+1t (D∂) ◦ i∗,
(4.26)
where the last equality follows from the second line of Eq. (4.19).
In conclusion
(b+ B) bchkt (D) = ch
k+1
t (D∂) ◦ i∗
(b+ B) bc˜h
k
t (D) = ch
k−1
t (D∂) ◦ i∗.
(4.27)
Denoting by b˜, B˜ the relative Hochschild resp. Connes’ coboundaries, cf. Eq. (1.5),
we thus infer
(b˜+ B˜)
(
bchkt (D), ch
k+1
t (D∂)
)
= 0,
(b˜+ B˜)
(
bc˜h
k
t (D), ch
k−1
t (D∂)
)
= 0,
(4.28)
i.e. the pairs ( bchkt (D), ch
k+1
t (D∂)) and (
bc˜h
k
t (D), ch
k−1
t (D∂)) are relative cocycles
in the direct sum of total complexes
Totk⊕ BC•,•(C∞(M), C∞(∂M)) :=
:= Totk⊕ BC•,•(C∞(M))⊕ Totk+1⊕ BC•,•(C∞(∂M)).
(4.29)
By Eq. (4.26) we have(
bchkt (D) −
bc˜h
k
t (D), ch
k+1
t (D∂) − ch
k−1
t (D∂)
)
=
(
−T/chkt (D∂) ◦ i∗,−(b+ B)T/chkt (D∂)
)
=
(
b˜+ B˜
)(
0,T/chkt (D∂)
)
,
(4.30)
hence the two pairs differ only by a coboundary.
Next let us compute
(
bchk+2t (D), ch
k+3
t (D∂)
)
− S
(
bchkt (D), ch
k+1
t (D∂)
)
in the
above relative cochain complex. Using Eq. (4.19) one checks immediately that
bchk+2t (D) −
bchkt (D) =
bChk+2(tD) + B bT/chk+3t (D) − BT/ch
k+1
t (D)
= − (b + B)T/chk+1t (D) − T/ch
k+2
t (D∂) ◦ i∗.
From the second line of Eq. (4.19) (or from [COMO93, Sec. 2.1])
chk+3t (D∂) − ch
k+1
t (D∂) = −(b+ B)T/ch
k+2
t (D∂),
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one thus gets (
bchk+2t (D), ch
k+3
t (D∂)
)
− S
(
bchkt (D), ch
k+1
t (D∂)
)
= (b˜ + B˜)
(
− bT/chk+1t (D),T/ch
k+2
t (D∂)
)
.
(4.31)
Hence, the relative cocycles
(
bchk+2t (D), ch
k+3
t (D∂)
)
and S
(
bchkt (D), ch
k+1
t (D∂)
)
are cohomologous. Similarly, one gets
bchkt (D) − ch
k
τ(D) =
=
∑
j≥0
(
bChk−2j(tD) − bChk−2j(τD)
)
+ B
∫t
τ
b/ch
k+1
(sD,D)ds
= − (b+ B)
∑
j≥0
∫t
τ
b/ch
k−2j−1
(sD,D)ds −
∑
j≥0
∫t
τ
/chk−2j(sD∂,D∂)ds,
resp.
chk+1t (D∂) − ch
k+1
τ (D∂) = −(b+ B)
∑
j≥0
∫ t
τ
/chk−2j(sD∂,D∂)ds,
hence
(
bchkt (D), ch
k+1
t (D∂)
)
and
(
bchkτ(D), ch
k+1
τ (D∂)
)
are cohomologous in the
total relative complex as well. Thus, we have proved (1)-(3) of the following result.
Theorem 4.5. (1) The pairs of retracted cochains
(
bchkt (D), ch
k+1
t (D∂)
)
,(
bc˜h
k
t (D), ch
k−1
t (D∂)
)
, t > 0, t > 0, k ≥ m = dimM,k − m ∈ 2Z
are cocycles in the relative total complex Tot•⊕ BC•,•(C∞(M), C∞(∂M)).
(2) They represent the same class inHCn(C∞(M), C∞(∂M))which is independent
of t > 0.
(3) They represent the same class in HP•(C∞(M), C∞(∂M)) which is independent
of k.
(4) Denote by bωD,ωD∂ the local index forms of D resp. D∂ [BGV92, Thm. 4.1],
cf. Eq. (0.4), (0.5) and see Eq. (4.32) below. Then one has a pointwise limit
lim
t→0+
(
bc˜h
k
t (D), ch
k−1
t (D∂)
)
=
( ∫
bM
bωD ∧ •,
∫
∂M
ωD∂ ∧ •
)
.
Moreover,
(
bc˜h
k
t (D), ch
k−1
t (D∂)
)
represents the Connes-Chern character of
[D] ∈ KKm(C0(M);C) = Km(M,∂M).
The pointwise limit will be explained in the proof below. Up to normaliza-
tion constants bωD is the A^ form A^(
b∇2g) and ωD∂ is the A^ form A^(∇2g∂) on the
boundary. Note also that ι∗ωD = ωD∂ .
PROOF. It remains to prove (4). So consider
a0, a1, . . . , aj ∈ bC∞(M◦).
Using Getzler’s asymptotic calculus (cf. [GET83], [COMO90, §3], and [BLFO90,
Thm. 4.1]) one shows that the local heat invariants of
a0e
−σ0tD
2
[D, a1]e
−σ1tD
2
. . . [D, aj]e
−σjtD
2
4.2. THE CONNES–CHERN CHARACTER OF THE RELATIVE DIRAC CLASS 73
(cf. Proposition 4.2) satisfy
tj
∫
∆j
strq,Wp
(
a0e
−σ0tD
2
[D, a1]e
−σ1tD
2
. . . [D, aj]e
−σjtD
2
)
(p, p)dvolgb(p)
=
1
j!
(
bωD ∧ a0da1 · · ·∧ daj
)
|p
+O(t1/2), t→ 0+ . (4.32)
Here strq,Wp denotes the fiber supertrace in Wp, q indicates the Clifford degree
of D, cf. Section 1.4, the factor 1
j!
is the volume of the simplex ∆j. This statement
holds locally on any riemannian manifold for any choice of a self-adjoint extension
of a Dirac operator. So it holds for D and accordingly for D∂.
From Theorem 4.3 and its well-known analogue for closed manifolds,
cf. [COMO93, Sec. 4], we thus infer
lim
t→0+
bChj(tD)(a0, . . . , aj)
=
1
j!
∫
bM
bωD ∧ a0da1 · · ·∧ daj, a0, . . . , aj ∈ bC∞(M◦), (4.33)
resp.
lim
t→0+
Chj−1(tD∂)(a0, . . . , aj−1)
=
1
(j− 1)!
∫
∂M
ωD∂ ∧ a0da1 · · ·∧ daj−1, a0, . . . , aj−1 ∈ C∞(M). (4.34)
Furthermore, in view of (4.20) we have for k ≥ dimM− 1
lim
t→0+
bT/chk+1t (D)(a0, . . . , ak+1) = 0, a0, . . . , ak+1 ∈ bC∞(M◦),
lim
t→0+
T/chkt (D∂)(a0, . . . , ak) = 0, a0, . . . , ak ∈ C∞(M).
(4.35)
To interpret these limit results we briefly recall the relation between de Rham
currents and relative cyclic cohomology classes over (bC∞(M), C∞(M)), cf. also
[LMP08, Sec. 2.2].
Given a de Rham current C of degree j then C defines naturally a cochain
C˜ ∈ Cj(bC∞(M)) by putting C˜(a0, . . . , aj) := 1j!〈C, a0da1 ∧ · · · ∧ daj〉. One has
bC˜ = 0 and BC˜ = ∂˜C, where ∂ is the codifferential. Because of this identification
we will from now on omit the ∼ from the notation if no confusion is possible.
Given a closed b-differential form ω on M of even degree. By Cω we denote
the de Rham current
∫
bM
ω∧−. There is a natural pullback ι∗ω at∞ (cf. Definition
and Proposition 2.5), which is a closed even degree form on ∂M. We now find
〈∂Cω, α〉 =
∫
bM
ω∧ dα =
∫
bM
d(ω∧ α) =
∫
∂M
ι∗(ω∧ α) =
=
∫
∂M
ι∗(ω)∧ ι∗(α) = 〈Cι∗ω, ι∗(α)〉.
(4.36)
In view of Section 1.2 this means that the pair (Cω, Cι∗ω) is a relative de
Rham cycle or via the above mentioned identification between de Rham currents
and cochains that (C˜ω, C˜ι∗ω) is a relative cocycle in the relative total complex
Eq. (4.29).
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If ω =
∑
j≥0ω2j with closed b-differential forms of degree 2j then the pair
(ω, ι∗ω) still gives rise to a relative cocycle of degree dimM in the relative total
complex. These considerations certainly apply to the even degree forms bωD,ωD∂
which satisfy ι∗(bω) = ωD∂ . The limit results (4.33), (4.34), (4.20) can then be
summarized as
lim
t→0+
(
bc˜h
k
t (D), ch
k−1
t (D∂)
)
=
( ∫
bM
bωD ∧ •,
∫
∂M
ωD∂ ∧ •
)
. (4.37)
The limit on left is understood pointwise for each component of pure degree.
Finally we need to relate
(
bc˜h
k
t (D), ch
k−1
t (D∂)
)
to the Chern character of [D] ∈
Km(M,∂M). First recall from Eq. (1.11) that HP
•(C∞(M), C∞(∂M)) is naturally
isomorphic to HP•
(J∞(∂M,M)). Under this isomorphism, the class of the pair(
bc˜h
k
t (D), ch
k−1
t (D∂)
)
is mapped to bc˜h
k
t (D)|J∞(∂M,M), just because elements of
J∞(∂M,M) vanish on ∂M. We note in passing that by (1.42) a smooth function
f on M◦ lies in J∞(∂M,M) iff in cylindrical coordinates one has for all l, R and
every differential operator P on ∂M
∂lxDf(x, p) = O(e
Rx), x 7→ −∞.
In view of (4.32), the class of
(
bc˜h
k
t (D), ch
k−1
t (D∂)
)
in HP•
(J∞(∂M,M)) equals
that of C˜bωD . As explained in Section 1.5, HP
•(J∞(∂M,M)) is naturally isomor-
phic to HdR• (M,∂M;C). Under this isomorphism, C˜bωD corresponds to the relative
de Rham cycle
(
CbωD , CωD∂
)
. Finally, note that under the Poincare´ duality isomor-
phismHdR• (M,∂M;C) ∼= H
•
dR(M\∂M;C), the relative de Rham cycle
(
CbωD , CωD∂
)
is mapped onto the closed form bωD. This line of argument shows that the class of(
bc˜h
k
t (D), ch
k−1
t (D∂)
)
depends only on the absolute de Rham cohomology class of
the closed form bωD = c · A^
(
b∇2g
)
on the open manifoldM \ ∂M. The transgres-
sion formula in Chern–Weil theory shows that the (absolute) de Rham cohomology
class of A^
(∇2g) is independent of the metric g on M◦. Thus the de Rham class of
bωD equals that of ωD = c · A^
(∇2g0) for any smooth metric g0. Choosing g0 to
be smooth up to the boundary we infer from Section 1.5 and Proposition 1.3 that
the class of
(
bc˜h
k
t (D), ch
k−1
t (D∂)
)
in HP•
(C∞(M), C∞(∂M)) ∼= HP•(J∞(∂M,M))
equals that of the Connes-Chern character of [D]. 
4.2.2. The large time limit and higher η–invariants. Let us now assume that
the boundary Dirac D∂ is invertible. In view of Proposition 3.21 and Proposition
3.18 we can now, for k ≥ dimM, form the transgressed cochain
bT/chk∞(D)(a0, ..., ak) =
∫∞
0
b/ch
k
(sD,D)(a0, . . . , ak)ds, (4.38)
for a0, . . . , ak ∈ bC∞(M◦). In view of Eq. (2.98) we arrive at
B bT/chk+1∞ (D)(a0, ..., ak)
=
k∑
j=0
(−1)j+1
∫∞
0
sk+1 b〈[D, a0], . . . , [D, aj],D, [D, aj+1], . . . , [D, ak]〉ds
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=
k∑
j=0
(−1)j+1
∫∞
0
sk+1
∫
∆k+1
bStrq
(
[D, a0]e
−σ0s
2
D
2
. . . (4.39)
[D, aj]e
−σjs
2
D
2
De−σj+1s
2
D
2
. . . [D, ak]e
−σk+1s
2
D
2)
dσds.
Together with Proposition 3.22 we have proved the analogue of [COMO93,
Thm. 1] in the relative setting:
Theorem 4.6. Let k ≥ dimM be of the same parity as q and assume thatD∂ is invertible.
Then the pair of retracted cochains
(
bchkt (D), ch
k+1
t (D∂)
)
, t > 0, has a limit as t→ ∞.
For k = 2l even we have
bchk∞(D) =
l∑
j=0
κ2j(D) + B bT/chk+1∞ (D) ,
chk+1∞ (D∂) = BT/ch
k+2
∞ (D∂) .
(4.40)
If k = 2l+ 1 is odd then
bchk∞(D) = B
bT/chk+1∞ (D) ,
chk+1∞ (D∂) = BT/ch
k+2
∞ (D∂) .
(4.41)
4.3. Relative pairing formulæ and geometric consequences
Let us briefly recall some facts from the theory of boundary value problems
for Dirac operators [BBWO93]. Given a Dirac operator D acting on sections of the
bundleW on a compact riemannianmanifold with boundary (M,g). In contrast to
the rest of the paper g is a ”true” riemannian metric, smooth and non-degenerate
up to the boundary, and not a b-metric. We assume that all structures are product
near the boundary, that is there is a collar U = [0, ε) × ∂M of the boundary such
that g|U = dx
2 ⊕ g|∂M is a product metric. In particular the formulæ of Remark
2.8 hold.
We assume furthermore that we are in the even situation. That is, D is odd
with respect to a Z2-grading. Then in a collar of the boundary D takes the form
D =
[
0 D−
D+ 0
]
=
[
0 − d
dx
+A+
d
dx
+ A+ 0
]
= c(dx)
d
dx
+ D∂. (4.42)
In the matrix notation we have identified W+ and W− via c(dx) and put A+ :=(
c(dx)−1D∂
)
|W+
. A+ is a first order self-adjoint elliptic differential operator.
Let P ∈ Ψ0(∂M;W+) be a pseudodifferential projection with P − 1[0,∞)(A+)
of order −1. Then we denote by DP the operator D acting on the domain
{
u ∈
L21(M;W
+)
∣∣ P(u|∂M) = 0}.
DP is a Fredholm operator. The Agranovich–Dynin formula [BBWO93, Prop.
21.4]
IndD+P − IndD
+
Q = Ind(P,Q) =: Ind
(
P : ImQ −→ ImP) (4.43)
expresses the difference of two such indices in terms of the relative index of the
two projections P,Q.
Choosing for P the positive spectral projection P+(A
+) = 1[0,∞)(A+) of A+
we obtain the APS index
IndAPS D
+ = IndD+P+(A+). (4.44)
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We shortly comment on the relative index introduced above (cf. [ASS94],
[BBWO93, Sec. 15], [BRLE01, Sec. 3]). Two orthogonal projections P,Q in a Hilbert
space are said to form a Fredholm pair if PQ : ImQ −→ ImP is a Fredholm opera-
tor. The index of this Fredholm operator is then called the relative index, Ind(P,Q),
of P and Q. It is easy to see that P,Q form a Fredholm pair if the difference P −Q
is a compact operator. Furthermore, the relative index is additive
Ind(P, R) = Ind(P,Q) + Ind(Q,R) (4.45)
if P − Q or P − R is compact [BBWO93, Prop. 15.15], [ASS94, Thm. 3.4]. In
general, just assuming that all three pairs (P,Q), (Q,R) and (Q,R) are Fredholm is
not sufficient for (4.45) to hold.
Sometimes the spectral flow of a path of self-adjoint operators can be ex-
pressed as a relative index. The following proposition is a special case of [LES05,
Thm. 3.6]:
Proposition 4.7. Let Ts = T0+T˜s, 0 ≤ s ≤ 1, be a path of self-adjoint Fredholm operators
in the Hilbert space H. Assume that T˜s is a continuous family of bounded T0-compact
operators. Then the spectral flow of (Ts)0≤s≤1 is given by
SF(Ts)0≤s≤1 = − Ind(P+(T1), P+(T0)),
where P+(Ts) := 1[0,∞)(Ts).
Remark 4.8. If T0 is bounded then the condition of T0-compactness just means
that the Ts are compact operators. If T0 is unbounded with compact resolvent then
any bounded operator is automatically T0-compact. The second case is the one of
relevance for us.
In [LES05, Thm. 3.6] Proposition 4.7 is proved for Riesz continuous paths of
unbounded Fredholm operators. Since s 7→ T˜s is continuous the map s 7→ T0 + T˜s
is automatically Riesz continuous [LES05, Prop. 3.2].
Note that our sign convention for the relative index differs from that of loc. cit.
Therefore our formulation of Proposition 4.7 differs from [LES05, Thm. 3.6] by a
sign, too.
Proposition 4.9. Let (Ds)0≤s≤1 be a smooth family of self-adjoint Z2-graded (cf. (4.42))
Dirac operators on a compact riemannian manifold with boundary. We assume that Ds is
in product form near the boundary and that Ds = D0 +Φs with a bundle endomorphism
Φs ∈ Γ∞(M;EndV). Then
IndAPS D
+
1 − IndAPS D
+
0 = − SF(A
+
s )0≤s≤1. (4.46)
Here, as explained above, A+s = (c(dx)
−1
D∂,s)|W+.
PROOF. The family s 7→ Ds,APS is not necessarily continuous. The reason is
that if eigenvalues of A+s cross 0 the family P+(A
+
s ) of APS projections jump.
However, since A+s − A
+
0 is 0
th order, the corresponding APS projections
P+(A
+
s ) all have the same leading symbol and hence P+(A
+
s )−P+(A
+
s ′) is compact
for all s, s ′ ∈ [0, 1].
Hence we can consider the family Ds,P+(A+0 ), 0 ≤ s ≤ 1. Now the boundary
condition is fixed and thus s 7→ Ds,P+(A+0 ) is a graph continuous family of Fred-
holm operators [NIC95, BBFU98, BBLZ09]. Therefore, its index is independent
of s.
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Applying the Agranovich–Dynin formula (4.43) and Proposition 4.7 we find
IndAPS(D
+
1 ) = IndD
+
1,P+(A
+
0
)
+ Ind
(
P+(A
+
1 ), P+(A
+
0 )
)
= IndD+
0,P+(A
+
0
)
+ Ind
(
P+(A
+
1 ), P+(A
+
0 )
)
(4.47)
= IndAPS D
+
0 − SF(A
+
s )0≤s≤1. 
Recall that a smooth idempotent p : M −→MatN(C) corresponds to a smooth
vector bundle E ≃ Imp and using the Grassmann connection the twisted Dirac
operator DE equals p(D⊗ IdN)p. To simplify notation we will write pDp for p(D⊗
IdN)p whenever confusions are unlikely.
We would like to extend Proposition 4.9 to families of twisted Dirac operators
of the form Ds = psDps, where ps : M −→ MatN(C) is a family of orthogonal
projections.
The difficulty is that not only the leading symbol of Ds but even the Hilbert
space of sections, on which the operator acts, varies.
Proposition 4.10. Let D be a self-adjoint Z2-graded (cf. (4.42)) Dirac operator on a com-
pact riemannian manifold with boundary M. Let ps : M −→ MatN(C) be a smooth
family of orthogonal projections. Assume furthermore, that in a collar neighborhood
U = [0, ε) × ∂M of ∂M we have ps|U = p∂s , i.e. ps|U is independent of the normal
variable. Then
IndAPS p1D
+p1 − IndAPS p0D
+p0 = − SF(psA
+ps)0≤s≤1. (4.48)
PROOF. By a standard trick often used in operator K-theory [BLA86, Prop.
4.3.3] we may choose a smooth path of unitaries u : M −→ MatN(C) such that
ps = usp0u
∗
s, u0 = IdN. Furthermore, we may assume that u|[0,ε)×∂M = u
∂ is
also independent of the normal variable. Then psD
+ps = us
(
p0u
∗
sD
+usp0
)
u∗s
and
(
psD
+ps
)
APS
= us
(
p0u
∗
sD
+usp0
)
APS
u∗s.
Since u∗sD
+us = D
+ + u∗sc(dus) Proposition 4.9 applies to the family
p0u
∗
sDusp0. Since the spectral flow is invariant under unitary conjugation we
reach the conclusion. 
Definition 4.11. In the sequel we will write somewhat more suggestively and for
brevity SF(p·,D∂) instead of SF(psA+ps)0≤s≤1.
Theorem 4.12. Let M be a compact manifold with boundary and W a degree q Clifford
module on M. Let g be a smooth riemannian metric on M, h a hermitian metric and
∇ a unitary Clifford connection on W. Assume that all structures are product near the
boundary. Let D = D(∇, g) be the Dirac operator.
Let [p, q, γ] ∈ K0(M,∂M) be a relative K-cycle . That is p, q : M −→ MatN(C)
are orthogonal projections and γ : [0, 1]× ∂M −→MatN(C) is a homotopy of orthogonal
projections with γ(0) = p∂, γ(1) = q∂. Then
〈[D], [p, q, γ]〉
=− IndAPS pD
+p+ IndAPS qD
+q+ SF(γ,D∂),
=
∫
M
ωD(∇,g) ∧
(
ch•(q) − ch•(p)
)
−
∫
∂M
ωD∂(∇,g) ∧ T/ch•(h),
(4.49)
in particular the right hand side of (4.49) depends only on the relative K-theory class
[p, q, γ] ∈ K0(M,∂M) and the degree q Clifford moduleW. It is independent of ∇ and
g.
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s
t
0 1
1
SF
(
γ·(1),D∂
)
SF
(
γ·(0),D∂
)
SF
(
γ0(·),D∂
)
SF
(
γ1(·),D∂
)
FIGURE 4.1. By homotopy invariance the signed sum of the four
spectral flows adds up to 0.
In case all structures are b-structures, and D = D(b∇, gb) is the b-Dirac operator,
then we still have
〈[D], [p, q, γ]〉 =
∫
bM
bωD ∧
(
ch•(q) − ch•(p)
)
−
∫
∂M
ωD∂ ∧ T/ch•(h). (4.50)
For the fact that relativeK-cycles can be represented by triples [p, q, γ] as above
we refer to [BLA86, Thm. 5.4.2], [HIRO00, Sec. 4.3], see also [LMP09, Sec. 1.6].
PROOF. Denote the right hand side of (4.49) by I(p, q, γ). We first show that
I(p, q, γ) depends indeed only on the relative K-theory class of (p, q, γ). By the
stability of the Fredholm index we may assume that in a collar neighborhood of
∂M the projections p, q do not depend on the normal variable.
After stabilization we need to show the homotopy invariance of I(p, q, γ).
Now consider a homotopy (pt, qt, γt) of relative K-cycles. Then by Proposition
4.10 we have (cf. Figure 4.1, page 78)
I(p1, q1, γ1) − I(p0, q0, γ0)
= IndAPS(p1D
+p1) − IndAPS(q1D
+q1) − SF
(
γ1(·),D∂
)
− IndAPS(p0D
+p0) + IndAPS(q0D
+q0) + SF
(
γ0(·),D∂
)
= − SF
(
γ·(0),D∂
)
+ SF
(
γ·(1),D∂
)
− SF
(
γ1(·),D∂
)
+ SF
(
γ0(·),D∂
)
= 0,
by the homotopy invariance of the Spectral Flow.
So the l.h.s and the r.h.s. of (4.49) depend only on the relative K-theory class
of [p, q, γ]. By excision in K-theory (it can of course be shown in an elementary
way by exploiting Swan’s Theorem) every relative K-theory class can even be
represented by a triple (p, q, p|∂M) such that p|[0,ε)×∂M = q|[0,ε)×∂M and hence
γ(s) = p|∂M is constant.
Then the twisted version of the APS Index Theorem gives
IndAPS qD
+q− IndAPS pD
+p =
∫
M
ωD ∧
(
ch•(q) − ch•(p)
)
, (4.51)
where ωD denotes the local index density of D. Note that since the tangential
operators of pD+p and of qD+q coincide the η-terms cancel.
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As outlined in Section 1.5 (cf. also the proof of Theorem 4.5) the Connes-Chern
character of [D] in HP•
(J∞(∂M,M)) ≃ HdR• (M\∂M;C) is represented by ∫MωD.
By construction, the form ch•(q) − ch•(p) is compactly supported in M \ ∂M.
Thus the right hand side of (4.51) equals the pairing 〈[D], [p, q, p|∂M]〉 and the first
equality in (4.49) is proved.
To prove the second equality in (4.49) we note that it represents the Poincare´
duality pairing between the de Rham cohomology class of ωD(∇,g) (note ι∗ωD =
ωD∂) and the relative de Rham cohomology class of the pair of forms (ch•(q) −
ch•(p),T/ch•(h)). Hence it depends only on the class [p, q, h] ∈ K0(M,∂M) and
on [D]. In the situation above where p and q coincide in a collar of the boundary
it equals 〈[D], [p, q, γ]〉 and hence by homotopy invariance the claim is proved in
general up to Eq. (4.50).
For the proof of Eq. (4.50) note first that for a closed even b-differential form
ω the map (cf. Definition and Proposition 2.5)
Ωk(M)⊕Ωk−1(∂M)→ C, (η, τ) 7→ ∫
bM
ω∧ η−
∫
∂M
ι∗ω∧ τ
descends naturally to a linear form on HkdR(M,∂M;C). Hence the right hand side
of Eq. (4.50) is well-defined and depends only on the class of [p, q, h] ∈ K0(M,∂M).
As before we may therefore specialize to (p, q, p|∂M) such that p|[0,ε)×∂M =
q|[0,ε)×∂M. Then ch•(q) − ch•(p) has compact support in M \ ∂M and the re-
maining claim follows from Theorem 4.5 (4). 
We now proceed to express the pairing between relative K-theory classes and
the fundamental relative K-homology class in cohomological terms. We assume
here that we are in the b-setting.
Recall that a relative K-theory class in K0(M,∂M) is represented by a pair of
bundles (E, F) overM whose restrictions E∂, F∂ to ∂M are related by a homotopy
h. We will explicitly write the formulæ in the even dimensional case and only
point out where the odd dimensional case is different.
The Chern character of [E, F, h] ∈ K0(M,∂M) is then represented by the rela-
tive cyclic homology class
ch•
(
[E, F, h]
)
=
(
ch•(pF) − ch•(pE) , −T/ch•(h)
)
, (4.52)
cf. Eq. (1.17).
By Theorem 4.5 we have for any t > 0〈
[D], [E, F, h]
〉
=
〈(
bchnt (D), ch
n+1
t (D∂)
)
, ch•([E, F, h])
〉
=
〈∑
j≥0
bChn−2j(tD) + B bT/chn+1t (D), ch•(pF) − ch•(pE)
〉
−
〈∑
j≥0
Chn−2j+1(tD∂) + BT/ch
n+2
t (D∂), T/ch•(h)
〉
.
(4.53)
Letting tց 0 yields, again by Theorem 4.5, the local form of the pairing:〈
[D], [E, F, h]
〉
=
∫
bM
ωD ∧
(
ch•(pF) − ch•(pE)
)
−
∫
∂M
ωD∂(∂M)∧ T/ch•(h).
(4.54)
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IfD∂ is invertible then, at the opposite end, letting tր∞ gives in view of Theorem
4.6 〈
[D], [E, F, h]
〉
=
〈 ∑
0≤k≤ℓ
κ2k(D) + BbT/chn+1∞ (D), ch•(pF) − ch•(pE)
〉
−
〈
BT/chn+2∞ (D∂),T/ch•(h)
〉
,
(4.55)
where 2ℓ = n.
By equating the above two limit expressions (4.54) and (4.55) one obtains the
following identity:
Corollary 4.13. Let n = 2ℓ ≥ m and assume that D∂ is invertible. Then〈
κ0(D), pF − pE
〉
+
+
∑
1≤k≤ℓ
(−1)k
(2k)!
k!
〈
κ2k(D), (pF −
1
2
)⊗ p⊗2kF − (pE −
1
2
)⊗ p⊗2kE
〉
=
∫
bM
ωD ∧
(
ch•(pF) − ch•(pE)
)
−
∫
∂M
ωD∂ ∧ T/ch•(h)
− (−1)n/2
n!
(n/2)!
〈
BbT/chn+1∞ (D), (pF −
1
2
)⊗ p⊗nF − (pE −
1
2
)⊗ p⊗nE
〉
+
〈
BT/chn+2∞ (D∂),T/chn+1(h)
〉
.
The left hand side plays the role of a ‘higher’ relative index, while the right
hand side contains local geometric terms and ‘higher’ eta cochains.
The pairing formula acquires a simpler form if one chooses special represen-
tatives for the class [E, F, h]. For example, one can always assume that E∂ = F∂, in
which case one obtains〈
[D], [E, F, h0]
〉
=
〈 ∑
0≤k≤ℓ
κ2k(D) + BbT/chn+1∞ (D), ch•(pF)
〉
−
〈 ∑
0≤k≤ℓ
κ2k(D) + BbT/chn+1∞ (D), ch•(pE)
〉
.
(4.56)
Specializing even more, one can assume F = CN. Then the pairing formula be-
comes〈
[D], [E,CN, h0]
〉
= −
〈 ∑
0≤k≤ℓ
κ2k(D) + BbT/chn+1∞ (D), ch•(pE)
〉
+ N(dimKerD+ − dimKerD−).
(4.57)
On the other hand, applying Theorem 4.12〈
[D], [E,CN, h0]
〉
= − IndAPS(pED
+pE) +N IndAPSD
+,
one obtains an index formula for the b-Dirac operator which is the direct analogue
of Eq. (3.4) in [COMO93]:
Corollary 4.14. Let E be a vector bundle on M whose restriction to ∂M is trivial and
assume D∂ to be invertible. Then for any n = 2ℓ ≥m
IndAPS(pED
+pE) =
〈 ∑
0≤k≤ℓ
κ2k(D) + BbT/chn+1∞ (D), ch•(pE)
〉
. (4.58)
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The expression IndAPS(pED
+pE) is to be understood as follows: if p
∂
ED∂p
∂
E is
invertible, then it is the Fredholm index of pED
+pE. If pED
+pE is not Fredholm,
then chose a metric g˜ smooth up to the boundary and construct on the Clifford
module of D the Dirac operator D˜ to the riemannian metric g˜. Then, by Theo-
rem. 4.5 the Connes-Chern characters of D˜ and D coincide and thus〈
[D], [E,CN, h0]
〉
= − IndAPS pED˜
+
pE +N IndAPS D˜
+
.
As a by-product of the above considerations, we can now establish the follow-
ing generalization of the Atiyah-Patodi-Singer odd-index theorem for trivialized
flat bundles (comp. [APS76, Prop. 6.2, Eq. (6.3)]. An analogue for even dimen-
sional manifolds has been subsequently established by Z. Xie [XIE11].
Corollary 4.15. Let N be a closed odd dimensional spin manifold, and let E ′, F ′ be two
vector bundles which are equivalent in K-theory via a homotopy h. With Dg ′ denoting the
Dirac operator associated to a riemannian metric g ′ on N, one has
ξ(DF
′
g ′) − ξ(D
E ′
g ′ ) =
∫
N
A^(∇2g ′)∧ T/ch•(h) + SF(h,Dg ′) , (4.59)
or equivalently,∫1
0
1
2
d
dt
(
η(ph(t)Dg ′ ph(t))
)
dt =
∫
N
A^(∇2g ′)∧ T/ch•(h) , (4.60)
where ph(t)) is the path of projections joining E
′ and F ′.
PROOF. This follows from equating the local pairing (4.49) and the rela-
tive APS index formula (0.17) after the following modifications. We recall that
Eq. (4.49) holds in complete generality without invertibility hypothesis on D∂.
First by passing to a multiple one can assume that N = ∂M. Then by adding
a complement G ′ we can replace F ′ by a trivial bundle. Then both E ′ ⊕ G ′ and
F ′ ⊕ G ′ extend toM. It remains to notice that both sides of the formula (4.59) are
additive.
The alternative formulation (4.60) follows immediately from the known rela-
tion (see e.g. [KILE04, Lemma 3.4])
ξ(DF
′
g ′) − ξ(D
E ′
g ′ ) = SF(h,D∂) +
∫1
0
1
2
d
dt
(
η(ph(t)Dg ′ ph(t))
)
dt. 
In the odd dimensional case the pairing formulæ are similar, except that the
contribution from the kernel of D does not occur. Let (U,V, h) be a representative
of an odd relative K-theory class where U,V : M → U(N) are unitaries and h is a
homotopy between U∂M and V∂M. Then〈
[D], [U,V, h]
〉
=
〈
B bT/chn+1∞ (D), chn(U) − chn(V)
〉
−
〈
BT/chn+2∞ (D∂),T/chn+1(h)
〉
.
(4.61)
Choosing a representative of the class with U∂M = V∂M, the above formula sim-
plifies to 〈
[D], [U,V, h0]
〉
=
〈
B bT/chn+1∞ (D), chn(U) − chn(V)
〉
, (4.62)
and if moreover one takes V = Id, it reduces to〈
[D], [U, Id, h0]
〉
=
〈
B bT/chn+1∞ (D), chn(U)
〉
. (4.63)
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Finally, the equality between the local form of the pairing (4.54) and the ex-
pression (4.61) gives the following odd analogue of Corollary 4.13.
Corollary 4.16. Let n ≥m, both odd and assume that D∂ is invertible. Then〈
B bT/chn+1∞ (D), chn(U)
〉
−
〈
B bT/chn+1∞ (D), chn(V)
〉
=
=
∫
bM
A^(b∇2g)∧
(
ch•(U) − ch•(V)
)
−
∫
∂M
A^(∇2g ′)∧ T/ch•(h)
−
〈
BT/chn+2∞ (D∂),T/chn+1(h)
〉
.
4.4. Relation with the generalized APS pairing
Wu [WU93] showed that the full cochain η•(D∂) has a finite radius of con-
vergence, proportional to the lowest eigenvalue of |D∂| (assumed to be invertible).
Both Wu and Getzler [GET93A] proved, by different methods, the following gen-
eralized Atiyah-Patodi-Singer index formula :
IndAPS D
E =
∫
bM
A^(b∇2g)∧ ch•(pE) +
〈
η•(D∂) ◦ i∗, ch•(pE)
〉
, (4.64)
for any vector bundle E = ImpE overMwhose restriction to the boundary satisfies
the almost ∂-flatness condition ‖[D∂, r∂(pE)]‖ < λ1(|D∂|). Their result does provide
a decoupled index pairing, but only for those classes in Km(M,∂M)which can be
represented by pairs of almost ∂-flat bundles. Furthermore, if (E, F, h) is such a
triple, on applying (4.64) and Theorem 4.12 one obtains
〈[D], [E, F, h]〉 =
∫
bM
A^(b∇2g)∧
(
ch•(pF) − ch•(pE)
)
+
〈
η•(D∂), i∗
(
ch•(pF) − ch•(pE)
)〉
+ SF(h,D∂),
(4.65)
where SF(h,D∂) is an abbreviation for SF
(
h(s)A+h(s)
)
0≤s≤1, cf. also Eq. (4.42). By
[WU93, Proof of Thm. 3.1],
(b+ B)η•(D∂) = −
∫
∂M
A^(∇2g ′)∧− .
At the formal level〈
η•(D∂) ◦ i∗, ch•(pF) − ch•(pE)
〉
=
〈
η•(D∂), (b + B)T/ch•(h)
〉
=
〈
(b + B)η•(D∂),T/ch•(h)
〉
= −
∫
∂M
A^(∇2g ′)∧ T/ch•(h).
(4.66)
However, to ensure that the pairing
〈
η•(D∂), (b + B)T/ch•(h)
〉
makes sense one
has to assume that ph(t) satisfy the same almost ∂-flatness condition. Then
Ker(ph(t)D∂ph(t)) = 0,
hence there is no spectral flow along the path.
Thus, the total eta cochain disappears and (4.66) together with (4.65) just lead
to the known local pairing formula, cf. Eq. (4.49),
〈[D],[E, F, h]〉
=
∫
bM
A^(b∇2g)∧
(
ch•(pF) − ch•(pE)
)
−
∫
∂M
A^(∇2g ′)∧ T/ch•(h) .
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The above considerations also show that the total eta cochain necessarily has a
finite radius of convergence. If it was entire, then SF(h,D) = 0 for any h(t), which
is easy to disprove by a counterexample.
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Whitney functions, 9
Notation Index
Except a few standard notations, all symbols are explained at their first occurence.
We recall a few very standard notations and then we provide an index to the used
symbols.
N,Z,R,C Natural (including 0), integer, real and complex numbers
R+ Nonnegative real numbers x ≥ 0
Z+ Synonym for N
C(. . .), C∞(. . .) Continuous resp. smooth functions
C0(. . .), C∞0 (. . .) Ditto, vanishing at infinity (on locally compact space)
Cc(. . .), C∞c (. . .) Ditto, compactly supported
Γ∞(M;E) Smooth sections of the vector bundle E overM, where Γ∞c , Γ
∞
0
have the analogous meaning as for C∞.
GLN(A) Invertible N×Nmatrices with entries in A
H Generic name for a Hilbert space
L(H) Algebra of bounded linear operators on the Hilbert spaceH
L2(M;E) Square–integrable sections of the hermitian vector bundle E
MatN(A) N×N–matrix algebra over the algebra A
spec(T) Spectrum of the linear operator T
specess(T) Essential spectrum of the linear operator T
supp(f) Support of the distribution(al section) f
< −,− >, 11, 21
C0(M \ ∂M), 16
A, 30, 34, 37, 57, 66
A, 14
bC∞, 17–19, 23, 31, 33, 40, 60, 62, 72–74
bCh, 2, 4, 35–43, 60, 62, 69–73, 79
b/ch, 35–39, 42, 43, 60, 62, 69, 70, 72, 74
bDiff, 23, 57, 58, 61, 65–67
bDiffcpt, 23, 53, 54, 57, 59, 60, 65, 68
bΓ∞cpt, 52, 57
b∇, 2–5, 33, 72, 74, 78, 82
bΨ, 21–25, 27, 28, 31, 32, 34, 35, 39
bStr, 34–36, 40, 41, 75
bT/ch, 2–5, 70–75, 81, 82
bTr, 6, 26–28, 30–34, 37, 59, 60, 65–68
BCp,q(A), 10
BC
p,q
per (A), 10
ch•(e), 12
ch•(U, V, h), 13
ch•(p, q, h), 12
Ch, 2, 4, 15, 16, 36–39, 69–71, 73, 79
/ch, 12, 13, 15, 36–39, 42, 43, 62, 69, 70, 72
Cℓq, 13–14
De, 15
D, 1–6, 14–17, 27, 28, 30, 34–43, 52–55, 57–63,
65–82
∆R , 55
Diff, 19, 47, 50, 57
dom, 47
E∞(∂M,M), 9
e⊗j, 12
End, 33, 57, 76
F, 15
[F], 16
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GL∞(A),GLN(A), 13
Γ , 27, 30, 34, 37–40, 42, 57, 59, 66
HC•(A,B), 10
HH•(A,B), 10
HP•(A,B), 10
IndAPS, 5, 75–78, 80–82
Index[D], 1, 17
J , 9
J∞, 9
Kj(A,B), 12
K•(C(M), C(∂M)), 16
L(H), 14
MatN(A),Mat∞(A), 12
Pf
∫
, 31, 32
SF, 5, 76–78, 81–83
Tot•⊕BC
•,•(A), 10
Tot•⊕BC
•,•
per (A), 10
trj, 12
T/ch, 2–5, 12, 13, 16, 70–73, 75, 77–82
