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Abstract
In this paper we investigate bisimilarity for general Markov processes through the correspondence between
sub-σ-algebras and equivalence relations. In particular, we study bisimulations from the perspective of ﬁxed-
point theory. Given a Markov process M = 〈Ω,Σ, τ〉, we characterize its state bisimilarity as the greatest
ﬁxed point of a composition of two natural set operators between equivalence relations on Ω and sub-σ-
algebras of Σ. Moreover, we employ a Smith-Volterra-Cantor-set-construction to obtain an example to show
that state bisimilarity is beyond ω iterations of these two operators alternately from event bisimilarity and
hence the composite operator is not continuous. This process of iteration illustrates the gap between event
bisimilarity (or logical equivalence) and state bisimilarity, and hence provides insights about the Hennessy-
Milner property for general Markov processes. At the end of this paper, we also study approximation of
Markov processes related to ﬁltration.
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1 Introduction
Markov processes with continuous state spaces are important mathematical models
in diﬀerent physical sciences such as physics, biology, ﬁnance and computer sciences.
The dynamics of the processes is governed by the present state rather than by the
past history of the processes. With the ever-growing computer technology, we need
to develop a theory of computational grip of this kind of important structures. If one
is interested in computing them, we must build a machinery to approximate Markov
processes with continuous state space and also make sure that the approximating
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processes preserve all the essential properties especially the dynamic aspects of the
original processes.
The limit of the approximating processes is usually not the original approximated
process but instead the quotient process with respect to some bisimilarity. There are
two totally diﬀerent notions of bisimilarities for Markov processes in the literature.
The ﬁrst one is called state bisimilarity. Intuitively, two states are state bisimilar
in the process if they match transition probabilities for the same moves. And
the other one is called event bisimilarity. Two states are event bisimilar if they
are indistinguishable by any sub-σ-algebra of events that respects the dynamics
in the process. For any general Markov process, event bisimilarity coincides with
logical equivalence and is a superset of state bisimilarity [4]. For Markov processes
on analytical spaces or Polish spaces [5][7], these three kinds of equivalences are
the same, which is the well-known Hennessy-Milner property. However, a general
Markov process does not necessarily satisfy the Hennessy-Milner property [12].
Conceptually, there is a mismatch between approximating Markov processes and
bisimilarities in the literature. Most approaches to approximate Markov processes
[6][15][3][13] employ similar syntactic machineries. The limit of the approximating
Markov processes is the quotient Markov process with respect to event bisimilarity
(or logical equivalence). However, it is the quotient Markov process with respect to
state bisimilarity that preserves the dynamics of the original Markov process.
In order to understand better the approximation of Markov processes, we study
in this paper approximating bisimilarity for general Markov processes. There are
two approaches for approximating bisimilaries: bottom-up and top-down. The ap-
proximation according to the bottom-up approach is essentially syntactic and con-
sists of a sequence of n-bisimilarities, which corresponds to logical equivalence up
to depth n. So this approach is about event bisimilarity and is in spirit closely
related to those of approximating Markov process in the literature. The second and
top-down approach is semantical and studies state bisimilarity from the perspective
of ﬁxed-point theory. Given a Markov process M = 〈Ω,Σ, τ〉, we characterize its
state bisimilarity as the greatest ﬁxed point of a composition O of two natural set
operators between equivalence relations on Ω and sub-σ-algebras of Σ (Section 4).
Not only may state bisimilarity be obtained from the universal relation on Ω by
iterating α times the composite operator O for some ordinal α, but also it can be
reached top-down from event bisimilarity by iterating β times O for some ordinal
β. This top-down approach is actually reﬂected in many algorithms of computing
bisimilarity in the literature [5] [6]. In this paper, we employ the above ordinal
β to measure the gap from event bisimilarity to state bisimilarity. Sa´nchez Terraf
[12] constructed an example and showed that the gap there is at least one. In this
paper, we employ a Smith-Volterra-Cantor set (so-called fat Cantor set) to build
an example and show that the gap is beyond the limit ordinal ω. This implies that
the operator O is not continuous and the gap between state and event bisimilarities
is very big. Also the example illustrates the gap between the above two approaches
for approximating bisimilarities: bottom-up and top-down.
At the end of the paper, we present a general theory about ﬁltration as an ap-
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proach of approximating Markov processes and discuss its relations to the above
approaches to approximate bisimilarities. In particular we provide another charac-
terization of the Hennessy-Milner property through ﬁltration. Essentially, a ﬁltra-
tion of a Markov process M ′ through a sublanguage L′ of the whole language L
for Markov processes is its quotient that respects the satisﬁability of all formulas
in L′. We show (Theorem 5.4) that a Markov process satisﬁes the Hennessy-Milner
property iﬀ it has only one ﬁltration through the language L.
2 Preliminaries
Let A be a (Boolean) algebra on a set X, i.e. a non-empty collection of subsets
of X closed under complements and binary unions. A is a σ-algebra if it is also
closed under countable unions. If A is a σ-algebra, then X = 〈X,A〉 is a measurable
space and the elements of A are usually called events or measurable subsets of X.
We write σ(A0) for the smallest σ-algebra containing a given set A0 of subsets
of A. When σ(A0) = A, we usually say that A0 generates A. A measurable
function f : 〈X,A〉 → 〈X ′,A′〉 is a function f : X → X ′ such that, for any
A′ ∈ A′, f−1(A′) ∈ A where 〈X ′,A′〉 is also a measurable space. A set function
μ : A → [0,∞] on A in X is ﬁnitely additive if μ(A1∪A2) = μ(A1)+μ(A2) whenever
A1 and A2 are disjoint elements of A. μ is called a (countably additive)measure if
it satisﬁes the following conditions:
(i) μ(∅) = 0;
(ii) μ(
⋃∞
i=1Ai) =
∑∞
i=1 μ(Ai) where {Ai}∞i=1 is a pairwise disjoint sequence of
events of A.
The second property is usually called the countable additivity. The measure μ is
ﬁnite or inﬁnite as μ(X) < ∞ or μ(X) = ∞. If μ(X) ≤ 1, then μ is called a
subprobability measure. If μ(X) = 1, then μ is called a probability measure. A
metric space 〈X, ρ〉 is complete if any Cauchy sequence has a limit in X, and ρ is
called a complete metric. A topological space 〈X, τ〉 is called separable if it has
a countable dense subset. A Polish space 〈X, τ〉 is a separable topological space
which is metrizable through a complete metric. The Borel σ-algebra B(X, τ) for
the topology τ is the smallest σ-algebra that contains τ . An analytical space is
the image of a Polish space under a continuous function from one Polish space to
another. The interested reader may refer to [1] for the basics about measure theory.
A transition (sub)probability function T on a measurable space X = 〈X,A〉 is a
function from X ×A to [0, 1] satisfying the following two conditions:
• for each x ∈ X, T (x, ·) is a (sub)probability measure, and
• for each A ∈ A, T (·, A) is a measurable function.
T is also called a Markov kernel. A Markov process M is a structure 〈X,A, T 〉,
where 〈X,A〉 is measurable space and T is a subprobability transition function.
A function f : 〈X,A, T 〉 → 〈X ′,A′, T ′〉 is a zigzag morphism if it is surjective,
measurable, and the following equality holds:
C. Zhou / Electronic Notes in Theoretical Computer Science 298 (2013) 427–440 429
T (x, f−1(A′)) = T ′(f(x), A′), for any x ∈ X,A′ ∈ A′.
The two Markov processes 〈X,A, T 〉 and 〈X ′,A′, T ′〉 are probabilistically bisimilar
if there is a Markov process 〈X ′′,A′′, T ′′〉 with two surjective zigzag morphisms
h′ : X ′′ → X ′, and h : X ′′ → X.
One important result about Markov processes is that there is a Hennessy-Milner
logic to characterize the above probabilistic bisimulation. A formula φ of the logic
is formed by the following sytax:
φ := 
 | ¬φ | φ1 ∧ φ2 | Lrφ(r ∈ Q ∩ [0, 1])
where Q is the ﬁeld of rationals. L denotes the language of this simple syntax. The
depth dp(φ) of formulas φ is deﬁned inductively as in modal logic. Ln denotes the
sublanguage of L of formulas of depeth ≤ n (n = 0, 1, 2, · · · ). The interpretation
of formulas in the Markov process M = 〈S,A, T 〉 is straightforward except the
following crucial clause:
M,w |= Lrφ iﬀ T (w)([[φ]]M ) ≥ r, where [[φ]]M := {w ∈ S : M,w |= φ}.
A formula φ is called satisﬁed at w in M if M,w |= φ. Two states in S are called
logical equivalent if they satisfy the same set of formulas in L. The following is the
well-known theorem about the Hennessy-Milner property or expressivity of Markov
processes [5][7][8].
Theorem 2.1 Let 〈S,A, T 〉 be a Markov process in which S is a Polish space and
A is a Borel σ-algebra. Two states are probabilistically bisimilar iﬀ they satisfy the
same set of formulas of L.
Before moving to the main part, we ﬁrst ﬁx some notations. Let 〈Ω,Σ〉 be a
measurable space and R be an equivalence relation on Ω. For E ⊆ Ω, E/R denotes
the set {[s]R : s ∈ E} and, for Σ′ ⊆ Σ, Σ′/R = {E′/R : E′ ∈ Σ′}. It is easy to see
that 〈Ω/R,Σ/R〉 is also a measurable space. Conversely, for B ⊆ Ω/R, B∪ denotes⋃
B and, for Σ′′ ⊆ Σ/R, Σ′′∪ denotes the set {B∪ : B ∈ Σ′′}. In particular, 2Ω/R∪
denotes the set {A ∈ 2Ω : A = ⋃C for some C ∈ 2Ω/R} 3 . For the equivalence
relation R on Ω, elements of Σ are called R-closed if they are also unions of R-
equivalence classes. Σ(R) denotes the sub-σ-algebra of R-closed events in Σ, i.e.,
Σ ∩ 2Ω/R∪ . Let Σ(·) denote this mapping from equivalence relations on Ω to sub-
σ-algebras of Σ. Conversely, for any sub-σ-algebra Σ′ of Σ, R(Σ′) denotes the
equivalence relation:
sR(Σ′)s′ if, for any A′ ∈ Σ′ (s ∈ A′ ⇔ s′ ∈ A′).
Let R(·) denote this mapping from sub-σ-algebras of Σ to equivalence relations on
Ω. It is easy to check that, given the space (Ω,Σ), these two maps Σ(·) and R(·)
form a Galois connection [4]:
(i) for any sub-σ-algebra B of Σ, B ⊆ Σ(R(B));
(ii) for any equivalence relation R′ on S, R′ ⊆ R(Σ(R′)).
3 In topology, it is usualy denoted as (Ω/R)
∪.
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For a Markov process M = 〈Ω,Σ, τ〉 on 〈Ω,Σ〉, we deﬁne a relation RT (M) as
follows: any s and t in Ω,
(s, t) ∈ RT (M) whenever τ(s, E) = τ(t, E) for all E ∈ Σ.
Whenever τ is clear, we also writeRT (M) asRT (Σ). LetRT (·) denote this mapping
from sub-σ–algebras of Σ to equivalence relations on Ω. RT (·) and Σ(·) don’t
generally form a Galois connection (Example 3.3). Let Σ′ be a sub-σ-algebra of Σ.
We say that Σ′ is stable with respect to M = 〈Ω,Σ, τ〉 if, for all E ∈ Σ′, r ∈ [0, 1],
{w ∈ Ω : τ(w,E) > r} ∈ Σ′.
It is easy to see that Σ′ is stable iﬀ τ(·, E) is Σ′-measurable for each E ∈ Σ′,i.e.,
〈Ω,Σ′, τ〉 is a Markov process [4].
Lemma 2.2 Let R be an equivalence relation on Ω and Σ′ be a sub-σ-algebra of Σ
such that Σ′ is stable.
(i) 〈Ω,Σ(R), τ〉 is a Markov process if and only if τ(·, E) is constant on R-classes
for all E ∈ Σ(R).
(ii) R(Σ′) ⊆ RT (Σ′).
Note that, generally, Part 2 does not hold if Σ′ is not stable.
Lemma 2.3 Let 〈Ω,Σ, τ〉 be a Markov process, Σ1 and Σ2 be two sub-σ-algebras of
Σ, and R1 and R2 be two equivalence relations on Ω.
(i) If Σ2 ⊆ Σ1, then RT (Σ2) ⊇ RT (Σ1) and R(Σ2) ⊇ R(Σ1).
(ii) If R1 ⊆ R2, then Σ(R1) ⊇ Σ(R2).
(iii) If Σ2 ⊆ Σ1, then Σ(RT (Σ2)) ⊆ Σ(RT (Σ1)).
(iv) If R1 ⊆ R2 , then RT (Σ(R1)) ⊆ RT (Σ(R2)).
3 Fixed-point characterization of state bisimilarity
In the following sections, we consider a given Markov process M = 〈S,A, τ〉 and
study relationships between sub-σ-algebras of A and equivalence relations on S.
Deﬁnition 3.1 An equivalence relation R on Markov process M := 〈S,A, τ〉 is
called a state bisimulation if R ⊆ RT (A(R)), namely,
for any s, t ∈ S, sRt implies that τ(s, E) = τ(t, E) for every E ∈ A(R).
In other words, R is a state bisimulation if it is a post-ﬁxpoint of the composite
operator RT (A(·)). From Part (1) of Lemma 2.2, we know that R is a state bisimu-
lation iﬀ 〈S,A(R), τ〉 is a Markov process. Two sates s and t in S are state bisimilar
if there is a state bisimulation R such that (s, t) ∈ R. An equivalence relation R′
on M is called an event bisimulation if it is deﬁned through a Markov process with
a sub-σ-algebra A′ in the sense that
• R′ = R(A′), i.e., for any s, t ∈ S, sR′t iﬀ s and t are indistinguishable in A′;
• 〈S,A′, τ〉 is a Markov process.
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Two states s and t are event bisimilar if there is an event bisimulation R′ such that
(s, t) ∈ R′.
The classes of both state and event bisimulations are closed under the following
operation: for arbitrary index set I,
• ∨
i∈I Ri := (
⋃
i∈I Ri)
∗ where (
⋃
i∈I Ri)
∗ denotes the transitive closure of the rela-
tion
⋃
i∈I Ri.
Thus state bisimilarity is the union of all state bisimulations, and event bisimilarity
that of state bisimulations. ≈M and ∼M denote state and event bisimilarities on
M , respectively. When the context is clear, we usually drop the subscript M .
Originally, Danos et. al. [4] would like to present event bisimulation as a weak-
ening of state bisimulation. However, from the following example (adapted from
Example 4.11 in [4]), we know that a state bisimulation R is not in general an event
bisimulation although a closely-related bigger state bisimulation R(A(R)) is indeed
an event bisimulation (part 4 of the following proposition, which is from [4]).
Proposition 3.2 Let R be a state bisimulation.
(i) R ⊆ R(A(R));
(ii) If Λ is a sub-σ-algebra of A, R(Λ) = R(A(R(Λ))) and Λ ⊆ A(R(Λ));
(iii) R is an event bisimulation iﬀ R = R(A(R));
(iv) R(A(R)) is both a state bisimulation and an event bisimulation.
Example 3.3 Let S = [0, 1] and B be the σ-algebra of Borel sets on S. A non-
Lebesgue-measurable subsetN of [0, 1] and its complementN c as equivalence classes
deﬁne an equivalence relation R on S. Note that B(R) = {∅, S}. Now we deﬁne
a Markov kernel τ on 〈S,B〉 such that R is a state bisimulation but not an event
bisimulation. Let λ be the usual Lebesbegue measure. Assume that s1 and s2 are
two points in N and t in N c. Deﬁne τ ′ as
τ ′(s, E) = λ(E) for any s ∈ S and E ∈ B.
It is easy to see that τ ′ is a Markov kernel on 〈S,B〉. Now we obtain τ from τ ′ by
modifying the measures only at s1 and s2 as follows:
τ(s1, {s}) = 1 = τ(s2, {t}).
Such τ is also a a Markov kernel on 〈S,B〉. So 〈S,B(R), τ〉 is a Markov process and
hence R is a state bisimulation. Since R  {(s, s′) : s, s′ ∈ S} = R(B(R)), R is not
an event bisimulation according to Proposition 3.2. Moreover, B(RT (B))  B and
hence RT (·) and B(·) don’t form a Galois connection.
In the remainder of this section, we will investigate state (event) bisimulation
from the perspective of ﬁxed-point theory. From the above Proposition 3.2, we know
that, if an equivalence relation R on S is both a state bisimulation and an event
bisimulation, it is a ﬁxed point of the operator R(A(·)) on the class of equivalence
relations on S.
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Theorem 3.4 Both state bisimilarity and event bisimilarity are ﬁxed points of the
composite operator R(A(·)). So state bisimilarity ≈ is also an event bisimulation
and hence ≈ ⊆ ∼.
Proof. From Proposition 3.2, we know that ≈ ⊆ R(A(≈)) and R(A(≈)) is a state
bisimulation. Since ≈ is the union of all state bisimulations, ≈ = R(A(≈)). The
proof for event bisimilarity is similar. 
However, event bisimilarity ∼ is not the greatest ﬁxed point of the operator,
since the universal relation S × S is also a ﬁxed point. In the next section, we will
show that generally the above containment in Theorem 3.4 is strict.
Theorem 3.5 The state bisimilarity ≈ is the greatest ﬁxed point of the composite
operator RT (A(·)).
Proof. We know from Theorem 3.4 that, for state bisimilarity ≈, ≈ = R(A(≈)).
Since 〈S,A(≈), τ〉 is a Markov process, ≈= R(A(≈)) ⊆ RT (A(≈)) (according to
Lemma 3.2). Let R′ denote RT (A(≈)). It follows that A(R′) ⊆ A(≈) and hence
τ(·, E) is constant on R′-classes for all E ∈ A(≈) and hence is constant on R′-
classes for all E ∈ A(R′). It follows from Lemma 2.2 that R′ is a state bisimulation.
Since we have shown ≈⊆ R′ and ≈ is the greatest state bisimulation, the state
bisimilarity ≈ is the same as R′. In other wors, ≈ is also the ﬁxed point of the
operator RT (A(·)). It is also the greatest ﬁxed point. Indeed, each ﬁxed point R of
RT (A(·)) is also a state bisimulation and hence is contained in the state bisimilarity
≈. 
One may also appeal directly to the well-known Tarski-Knaster Theorem (Chap-
ter 1 of [11]) to show that state bisimilarity is the greatest ﬁxed point of the compos-
ite operator RT (A(·)). Desharnais et.al. [6] also studied state bisimilarity from the
perspective of ﬁxed point but did not consider its relationship with other bisimilar-
ities. The main purpose of our above presentation of state bisimilarity by detouring
to transition bisimilarity is to characterize both the relationships among diﬀerent
bisimulations and the gaps among them through the operator RT (A(·)).
4 Gap between state and event bisimilarities
For simplicity, we use O to denote the composite operator RT (A(·)). For a relation
R, we construct by transﬁnite induction a chain of equivalence relations on M =
〈S,A, τ〉 as follows:
• Oα+1(R) = O(Oα(R));
• Oλ(R) =
⋃
α<λO
α(R) if λ is a limit ordinal.
According to Lemma 2.3, O is monotonic.
Theorem 4.1 For the above operator O,
(i) The greatest ﬁxed point exists and is Oα(Ru) for some ordinal α. So state
bisimilarity can be obtained by iterating the operator O α times from the uni-
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versal relation Ru for some ordinal α whose cardinality is no larger than that
of S.
(ii) state bisimilarity ≈ can be obtained from event bisimilarity ∼ by iterating α
times O for some ordinal α; in other words, ≈ = Oα(∼).
Proof. The ﬁrst part follows trivially from Tarski-Knaster’s ﬁxed point Theorem
and the second from Theorem 3.5 and Lemma 2.3. 
The above theorem tells us that the ordinal α in the equation ≈ = Oα(∼) may
be employed to “measure” the gap between state bisimilarity and event bisimilar-
ity. In the following, we employ a Smith-Volterra-Cantor set (or simply SVC set)
to construct an example to show that state bisimilarity can not be obtained by
iterating ω times the operator O from event bisimilaity. This example illustrates
the gaps between these two bisimilarities and further between the two approaches
for approximating bisimilarity: top-down and bottom-up. Also this example shows
that O is not downward continuous (Corollary 4.7). But, if 〈S,A〉 is analytical or
discrete, then state bisimilarity and event bisimilarity coincide and the operator O
is continuous ([4] and [9]).
Example 4.2 (SVC-set-construction) We deﬁne a sequence of partitions Πi(i ≥
0) and corresponding equivalence relations Ri(i ≥ 0) of S = [0, 1] inductively as
follows. For an interval I of S, let B(I) denote the σ-algebra of Borel sets in I,
C(I) the countable subclass that generates the σ-algebra and M(I) the Lebesgue
completion. There is a non-Lebesgue-measurable subset E0 of [
1
2 , 1]. Let B0 denote
σ(C[12 , 1]) ∪ {[0, 12 ], E0}). The construction will proceed in steps. At the ﬁrst step,
let I1,1 denote the open interval (
1
2 · 38 , 12 · 58). Thus I1,1 is the open middle of the
interval I0 := [0,
1
2 ] of length
1
2 · 122·1 . The second step involves performing the ﬁrst
step on each of the two remaining closed intervals of I0 \ I1,1. That is, we produce
two open intervals I2,1 and I2,2, each being the open middle with length
1
2 · 122·2 of
one of the two intervals compromising I0 \ I1,1. At the i-th step we produce 2i−1
open intervals, Ii,1, Ii,2, · · · , Ii,2i−1 , each of length 12 · 122i . The (i+1)-th step consists
of producing open middles of length 12 · 122(i+1) of each of the intervals of
I0 \
⋃i
j=1
⋃2j−1
k=1 Ij,k.
D0 denotes [0,
1
2 ]. For any natural number i, letDi denote the set I0\
⋃i
j=1
⋃2j−1
k=1 Ij,k.
With Dω denoting the SVC set with respect to [0,
1
2 ], we deﬁne its complement by
I0 \Dω =
⋃∞
j=1
⋃2j−1
k=1 Ij,k
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D0
0 12 E0
D1
E0I1,1
D2
I2,1 I2,2 E0
D3
E0
I3,1 I3,2 I3,3 I3,4
· · · · · ·
Dω
E0
There are some facts about this SVC set Dω that we need for the following
construction.
(i) Dω is a closed set and has a positive measure
1
4 . In fact, the total sum of the
lengths of the deleted open intervals is
∑∞
i=1
1
2
1
2i+1
= 14 .
(ii) Dω contains a non-Lebesgue-measurable subset Dω+1, since Dω has a positive
measure.
(iii) Dω is totally disconnected,i.e., all connected components are singletons. That
is to say, each connected component in Dω is a singleton.
Set R0 := {(x, x) : x ∈ (12 , 1]} ∪ {(x, y) : x, y ∈ [0, 12 ]}. Next we deﬁne another
equivalence relation R1 on [0, 1] which reﬁnes R0 by simulating the trisection process
in the construction of the SVC set Dω.
R1 : = {(x, x) : x ∈ (1
2
, 1]}
∪{(x, y) : x, y ∈ I1,1}
∪{(x, y) : x, y ∈ I0 \ I1,1}
More generally, we deﬁne, for i ≥ 1,
Ri : = {(x, x) : x ∈ (1
2
, 1]}
∪
i⋃
j=1
{(x, y) : x, y ∈
2j−1⋃
k=1
Ij,k}
∪{(x, y) : x, y ∈ I0 \
i⋃
j=1
2j−1⋃
k=1
Ij,k}
Rω denotes the intersection of all Ri’s, i.e., Rω =
⋂
iRi. Actually Rω can be
expressed as follows:
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Rω = {(x, x) : x ∈ (1
2
, 1]}
∪
∞⋃
j=1
{(x, y) : x, y ∈
2j−1⋃
k=1
Ij,k}
∪{(x, y) : x, y ∈ I0 \
∞⋃
j=1
2j−1⋃
k=1
Ij,k}
Note that I0 \
⋃∞
j=1
⋃2j−1
k=1 Ij,k is precisely the SVC set Dω with respect to [0,
1
2 ].
Deﬁne Bn := σ(C[12 , 1] ∪ {[0, 12 ], E0} ∪ {Dj : j  n}) for n  ω + 1 where  is the
ordinal relation.
Let Cω+1 denote C[12 , 1] ∪ {[0, 12 ], E0} ∪ {Di : i = 1, 2, · · · } ∪ {Dω+1}, B−i the
σ-algebra σ(Cω+1 \{Di})(i = 1, 2, · · · ) and B−(ω+1) the σ-algebra σ(Cω+1 \{Dω+1}).
Note that all the events in Cω+1 are Lebesgue-measurable except Dω+1 and E0. So
Bω+1 = σ(Cω+1) and is countably generated. The following Extension Theorem is
the most important “weapon” that we will use to construct our Markov kernel τ .
Proposition 4.3 (Theorem 1.12.14 in [2]) Assume that
(i) μ is a ﬁnite nonnegative measure on the measurable space 〈Ω,Σ〉; and
(ii) A is a subset of Ω such that μ∗(A) < μ∗(A) where μ∗ and μ∗ are the inner and
outer measures of μ, respectively.
Then, for any r such that μ∗(A) ≤ r ≤ μ∗(A), there is a countably additive
measure μ′ on the σ-algebra σ(Σ ∪ {A}) such that μ′(A) = r and μ′ = μ on Σ.
By appealing to the above theorem, we obtain a measure λω on Bω such that
λω is an extension of the Lebesgue measure on the sub-σ-algebra generated by
C \ {E0, Dω+1}. It is easy to see that, since Dω+1 is a non-Lebesgue-measurable
subset of [0, 12 ], (λω)∗(Dω+1) < (λω)
∗(Dω+1). According to the above Extension
Theorem, for any r such that (λω)∗(Dω+1) ≤ r ≤ (λω)∗(Dω+1), there is a countably
additive extension λrω+1 such that λ
r
ω+1 = λω on Bω and λrω+1(Dω+1) = r. Let
Iω+1 = {r : (λω)∗(Dω+1) ≤ r ≤ (λω)∗(Dω+1)}. There is an injective and increasing
f from C to the set Iω+1. For each x ∈ C, if f(x) = r, then we also use λf(x)ω+1 to
denote λrω+1. Especially, we simply use λω+1 to denote the “last” such extension
λ
f( 1
2
)
ω+1 . Note that λ
f(x)
ω+1 is a measure on Bω+1 for all x ∈ C.
It is easy to check that, for each Di(i = 1, 2, · · · ),
(λω+1 B−i)∗(Di) = λ(Di+1) < λ(Di−1) = (λω+1 B−i)∗(Di)
Similarly, according to Theorem 4.3, there is a measure λ−i on Bω+1 such that
λ−i(Di) = λω+1(Di) and λ−i = λω+1 on B−i.
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Now we deﬁne a Markov kernel on the measurable space 〈S,Bω+1〉.
τ(x,E) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x · λω+1(E) if x ∈ [12 , 1],
1
2 · λ
f(x)
ω+1(E) if x ∈ C \ {12},
1
2 · λ−i(E) if x ∈
⋃2i−1
k=1 Ii,k
Lemma 4.4 The above deﬁned M := 〈S,Bω+1, τ〉 is a Markov process.
Proof. The crucial part is to show that τ(·, Dω+1) is Bω+1-measurable. This follows
from the fact that f is injective and increasing. 
Lemma 4.5 [[L]]M := {[[φ]]M : φ ∈ L} ⊆ {E : E = E1∪ [0, 12 ] for some E1 ∈ B[12 , 1]}.
And the logical equivalence or event bisimilarity ∼M is
R0 = {(x, x) : x ∈ (12 , 1]} ∪ {(x, y) : x, y ∈ [0, 12 ]}
Theorem 4.6 (Main Theorem) For simplicity, let A denote the reference σ-algebra
Bω+1. For the above sequences of σ-algebra Bi and of equivalence relations Ri, they
satisfy the interrelations illustrated as follows:
Bω+1  σ(∪iBi)
RT (·)

· · ·  B1
RT (·)

 B0
RT (·)

R(·)

 σ([[L]]M
RT (·)

· · · ⊆ Rω
A(·)

· · ·  R2
A(·)

 R1
A(·)

 R0(=∼M )
A(·)

Corollary 4.7 A(Rω) = Bω+1 and RT (Bω+1)  Rω. So
⋂
iO(Ri)  O(
⋂
iRi) and
hence O is not downward continuous.
Proof. The ﬁrst part is straightforward. The second one follows from the fact
RT (Bω+1) = {(x, x) : x ∈ [12 , 1] ∪ C} ∪
⋃∞
j=1
⋃2j−1
k=1 Ij,k
and hence RT (Bω+1)  Rω. 
5 Filtration and Hennessy-Milner property
In this section, we simulate Goldblatt’s work in [10] to develop a general theory
about the relationship among bisimilarity, ﬁltration and Hennessy-Milner property
by providing another characterization of the Hennessy-Milner property through ﬁl-
tration (Theorem 5.4). The following proposition from [4] tells us that event bisim-
ilarity is characterized by the simple logic L.
Theorem 5.1 For the Markov process M = 〈S,A, τ〉,
(i) 〈S, σ([[L]]M ), τ〉 is a Markov process;
(ii) R(A(∼)) =∼;
(iii) σ([[L]]M ) is the smallest stable sub-σ-algebra A′ that deﬁnes ∼, i.e., R(A′) =∼.
From the above proposition, we know that A(∼) is the biggest σ-algebra that
deﬁnes ∼ but is generally not the biggest stable σ-algebra that deﬁnes ∼ because
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otherwise ∼ = ≈ (Theorem 5.4).
However, the biggest stable σ-algebra that deﬁnes ∼ always exists. Let F = {B :
A(∼) ⊇ B ⊇ σ([[L]]M ), 〈S,B, τ〉 is a Markov process }. F is a complete lattice under
the following lattice operations: for (Bi)i∈I ⊆ F,
• ∧
i Bi =
⋂
i Bi;
• ∨
i Bi =
⋂{B ∈ F : B ⊇ Bi for all i ∈ I}.
Let F denote ⋃F. It follows immediately that 〈S,F , τ〉 is a Markov process and
is the biggest stable sub-σ-algebra that is contained in A(∼) and deﬁnes event
bisimilarity ∼.
In the following, we give a general deﬁnition of ﬁltration. Essentially, a ﬁltration
of a Markov process M ′ through a sublanguage L′ is its quotient that respects the
satisﬁability of all formulas in L′. Let L′ be a subset of language of L which is
closed under subformulas. In other words,
• 
 ∈ L′;
• if Lrφ ∈ L′, φ ∈ L′;
• if φ ∧ ψ ∈ L′, φ ∈ L′ and ψ ∈ L′.
L′ deﬁnes an equivalence relation ∼L′ on S: s ∼L′ t if they satisfy the same set of
formulas in L′. Any Markov processes M∼L′ = 〈S/∼L′ ,A′, τA
′
∼L′ 〉 on the set S/∼L′
of equivalence classes where A′ ⊆ A/∼L′ is called a ﬁltration of M through the
sub-language L′ if it satisﬁes the following property: for any s ∈ S and φ ∈ L′,
M, s |= φ if and only if M∼L′ , [s]L′ |= φ
When the context is clear, we simply call M∼L′ a ﬁltration. For the measurable
space 〈S/∼L′ , σ([[L]]M )/∼L′ 〉, let τ
σ([[L]]M )/∼L′∼L′ ([s]L′ , E) := τ(s
′,
⋃
E) for some s′ ∈
[s]L′ and E ∈ σ([[L]]M )/∼L′ . From Proposition 2.2, we know σ([[L]]M )/∼L′ is stable.
Theorem 5.2 〈S/∼L′ , σ([[L]]M )/∼L′ , τ
σ([[L]]M )/∼L′∼L′ 〉 is a ﬁtration.
It is clear that, for any ﬁltration M∼L′ = 〈S/∼L′ ,A′, τ∼L′ 〉, A′ ⊇ σ([[L′]]M∼L′ ) and〈S/∼L′ , σ([[L′]]M∼L′ ), τ∼L′ 〉 is a ﬁltration.
In the following, we employ the idea of averaging in [3] to show that, for any
σ-algebra A′ such that A/∼L′ ⊇ A′ ⊇ σ([[L′]]M∼L′ ), there is always a ﬁltration〈S/∼L′ ,A′, τ∼L′ 〉 with A′ as its σ-algebra of events. The main task is to ﬁnd a
Markov kernel τ∼L′ such that 〈S/∼L′ ,A′, τ∼L′ 〉 is a Markov process.
In order to apply averaging here, we assume that there is a prior probability
measure P on the measure space 〈S,A〉. Note that any ∼L′-equivalence class [s]∼L′
is A-measurable. We deﬁne a mapping τA′∼L′ : S∼′L ×A′ → [0, 1] as follows: for any
[s]L′ ∈ S∼′L and A′ ∈ A′,
τA′∼L′ ([s]L′ , A
′) :=
∫
[s]L′
τ(s,
⋃
A′)dP (s)
P ([s]L′)
.
From [3] and Proposition 2.2, we know that
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Theorem 5.3 For such deﬁned τA′∼L′ ,
(i) 〈S/∼L′ ,A′, τA
′
∼L′ 〉 is a Markov process and hence is a ﬁltration of M through the
sub-language L′.
(ii) 〈S,A′∪, τ〉 is a Markov process if and only if the natural mapping from M
to 〈S/∼L ,A′, τA∼∼ 〉 is a zigzag morphism, i.e., for any s ∈ S and A′ ∈ A′,
τA′∼L′ ([s]∼L′ , A
′) = τ(s,
⋃
A′).
For the language L′, 〈S/∼L′ , σ([[L]]M )/∼L′ , τ
σ([[L′]]M )/∼L′∼L′ 〉 is called the smallest ﬁltra-
tion and 〈S/∼L′ ,A/∼L′ , τ
A/∼L′∼L′ 〉 the greatest ﬁltration on S/∼L′ . Note that gen-
erally the natural mapping from M to 〈S/∼L′ ,A′, τA
′
∼L′ 〉 is not a zigzag morphim
because τA′∼L′ may be diﬀerent from τ . That is to say, generally we don’t have
τA′∼L′ ([s]∼L′ , A
′) = τ(s,
⋃
A′) for s ∈ S and A′ ∈ A′. But, for A′ ∈ σ([[L]]ML), we
always have that, for any s ∈ S, τA′∼L′ ([s]∼L′ , A′) = τ(s,
⋃
A′).
In [15], we provides a sequence of ﬁltrations through a sequence of ﬁnite lan-
guages (Li)∞i=1, which are closed under subformulas, to approximate the original
Markov process M . This is a kind of approximation based on the so-called bottom-
up approximating (event) bisimilarity.
The following theorem is a generalization of Theorem 15 in [10] and provides
another characterization of the Hennessy-Milner property through ﬁltration.
Theorem 5.4 For the whole language L,
(i) the natural mapping from M to 〈S/∼L ,A/∼, τA(∼)∼ 〉 is a zigzag morphism if and
only if A(≈) = A(∼) or equivalently ≈ = ∼, i.e., M satisﬁes the Hennessy-
Milner property.
(ii) A(∼) = σ([[L]]M ) iﬀ there is only one ﬁltration through the language L iﬀ ≈ =
∼.
Proof. For the second part, we note that there is only one ﬁltration through the
language L iﬀ, for each A′ ∈ A(∼), τ(·, A′) is constant on [s]∼L for every s ∈ S. 
The following is about the position of ﬁltration in a general picture of interre-
lationships among diﬀerent σ-algebras and equivalence relations.
filtration → A/∼ ⊇ F/∼ ⊇ σ([[L]])/∼
A
R(·)

⊇ A≈
R(·)

⊇ A∼
R(·)

(·)/∼

⊇ F
R(·)

(·)/∼

⊇ σ([[L]])
R(·)

(·)/∼

RA
A(·)

⊆ ≈
A(·)

⊆ ∼
A(·)

6 Conclusion
In this paper, we study the diﬀerence between event and state bisimilarities from
the perspective of ﬁxed point theory. We quantify this diﬀerence by counting the
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iteration times of the operator O from event bisimilarity to state bisimilarity. Our
work provides insights about the Hennessy-Milner property for general Markov pro-
cesses. At the end of this paper, we provide another characterization of this prop-
erty through ﬁltration. Approximate bisimilarity [14] is another important notion
to reason about approximate equivalence of processes. It is a subject for future work
to study approximating bisimilarity for Markov processes from the perspective of
approximate bisimilarity.
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