The necklace hypercube has recently been introduced as an attractive alternative to the well-known hypercube. Previous research on this network topology has mainly focused on topological properties, VLSI and algorithmic aspects of this network Several analytical models have been proposed in the literature for different interconnection networks, as the most cost-effective tools to evaluate the performance merits ofsuch systems. This paper proposes an analytical performance model to predict message latency in worrmhole-switched necklace hypercube interconnection networks with fully adaptive routing. The analysis focuses on a fully adaptive routing algorithm which has been shown to be the most effective for necklace hypercube networks. The results obtained from simulation experiments confirm that the proposed model exhibits a good accuracy under different operating conditions.
Introduction
A large number of interconnection networks have been proposed and studied for highly parallel distributedmemory multicomputers [3, 7, 8, 11, 14, 15, 17, 18, 26, 29, 30, 31] . Among them the hypercube has been one of the most famous ones which has many desirable properties such as logarithmic diameter and fault-tolerance. It is not, however, scalable from hardware cost point of view, i.e. when adding some few nodes to it, we have to duplicate the network size to reach the next specified network size. Other drawback with hypercubes was reported by Patel et al. [28] when considering VLSI layout. They showed that the minimum number of tracks for VLSI layout of an ncube (n-dimensional hypercube) using a one-dimensional implementation has an order of network size. Their investigation revealed that for an example network of 1k processors (a 10-cube), at least 687 tracks are required for VLSI implementation.
The necklace hypercube, introduced in [23] , is a new interconnection network based on the hypercube network. While preserving most of properties of the hypercube, it has some other desirable properties such as hardware scalability and efficient VLSI layout that make it more attractive than an equivalent hypercube network [23] .
There are three main approaches for performance evaluation of interconnection networks. The first one is monitoring the behavior of the actual system; it can capture the effects of low-level design choices, but restricts experimentation with different router policies since it can be prohibitively expensive and timeconsuming to change these features. Simulation is the second approach for performance evaluation of interconnection network. We may implement different routing algorithms, different switching methods, and different interconnection topologies with simulation environments, but simulation is time consuming especially when we study large networks. The last way is to using mathematical approaches for performance analysis of interconnection networks. Mathematical models are costeffective and versatile tools for evaluating system performance under different design alternatives. The significant advantage of analytical models over simulation is that they can be used to obtain performance results for large systems and their behaviour under network configurations and working conditions which may not be feasible to study using simulation on conventional computers due to the excessive computation and memory demands.
Several researchers have recently proposed analytical models of popular interconnection networks, e.g. k-ary ncubes, tori, hypercubes, and meshes [1] [6] [24] . The most difficult part in developing any analytical model of adaptive routing is the computation of the probability of message blocking at a given router due to the number of combinations that have to be considered when enumerating the number of paths that a message may have used to reach its current position in the network. Almost all studies on necklace hypercube interconnection networks focus on topological properties and algorithmic issues. There has been hardly any study on performance evaluation of such networks and no analytical model proposed for necklace hypercubes. In this paper, we discuss performance issues of necklace hypercube graphs by introducing a reasonably accurate mathematical model to predict the average message latency in wormhole necklace hypercubes using a high-performance routing algorithm proposed in [22] .
The rest of this paper is organized as follows. In Section 2, the structure of the necklace hyeprcube is described. In Section 3, adaptive wormhole routing in the necklace hypercube is discussed. Section 4 proposes a mathematical performance model for adaptive routing in wormhole necklace hypercube. Validation of the proposed performance model is realized in Section 5 using results obtained from simulation experiments. Finally, Section 6 concludes the paper.
The necklace hypercube graph
The necklace hypercube is an undirected graph that is based on a hypercube by appending a necklace of processors (or nodes, interchangeably) to each edge. That is, besides connecting adjacent nodes (according to the base hypercube topology), we connect i-th dimension neighbors by an array of nodes, as a necklace. The necklace length may be fixed or variable for different edge necklaces. In the former, there are fixed number of nodes between each two adjacent neighbors on a necklace. The network is called regular necklace hypercube, and can be defined as (n, k)-RNA, where n is the number of dimensions and k is the necklace size. With fixed length necklaces, however, scaling up the network is limited to specified network sizes indicated by n and k as 2-1(nk+2 (2n nodes of degree 2n and n2" 1knodes of degree 2), n2 n1 + n2n-1(k+ 1) edges, and a diameter of n+k The bisection width of the necklace hypercube is twice as that of its base hypercube. As the bisection width of an ndimensional hypercube is 2"', the bisection width of the necklace hypercube is then 2n [23] .
ocXi0J (0) 000 (0) 010 ( One of the best features of this interconnection network is its efficient VLSI layout. According to the result given in [28] by Patel et al., the number of wiring tracks sufficient and necessary for the single-row wiring layout of the n-dimensional hypercube or n-cube, Q2n, when the numeric node order is used is given by [28] :
For a (n, ks-RNH, in general, we can extend this expression. Note that each necklace can be placed in just two extra tracks. So, the number of wiring tracks sufficient and necessary for the 2-dimensional wiring layout of the necklace hypercube, (n, a-Rep when the numeric node order is used is given by [23] : Inuj(n,k) -lW 2 x ((X) x 2X2+ L%2) that is independent of k As can be seen, the VLSI layout for a (2,4)-RNH requires 6 tracks only. Note that (2,4)-RNH contains 20 nodes and the corresponding hypercube (a 4-cube) needs 12 tracks, i.e. is twice the number of tracks needed for its equivalent necklace network.
Adaptive wormhole routing in star graphs
In this section, we introduce a fully adaptive routing algorithm for the necklace hypercube already proposed in [22] . The algorithm can be used with both packet switching and wormhole switching techniques. To define a fully adaptive routing algorithm, we must first define a deadlock-free routing (with any level of adaptivity). We can then use the deadlock-free routing algorithm as described in [22] to construct a fully adaptive routing algorithm.
In order to have a deadlock-free routing algorithm in the necklace hypercube, we use two classes of virtual channels A and B. Virtual channels of class A are used when the message is at the source necklace; we use virtual channels of this class until we reach the first base vertex of the source necklace. Virtual channels of class B are used in the destination necklace; it means that when we enter the destination necklace, we use this class of virtual channels until we reach to the destination node. Each of these classes can be used for a deadlock-free routing algorithm in the base hypercube, e.g. e-cube routing. The minimum number of virtual channels in each class is 1. Thus, we need at least 2 virtual channels per physical channel to implement a deadlock-free routing algorithm in necklace hypercubes.
According to Duato's methodology, since the base deadlock-free routing algorithm requires 2 virtual channels, we can have a fully adaptive deadlock-free routing algorithm in the necklace hypercube using at least 3 virtual channels, two of which used by the base routing algorithm and the remaining one used in any possible way that can brings the message closer to the destination node. We call the virtual channels used for base deadlock-free routing as the base virtual channels and the remaining virtual channels as the adaptive virtual channels.
When there are more than 3 virtual channels per physical channel, the network performance is maximized when the extra virtual channels are added to adaptive virtual channels. Thus, with V virtual channels per physical channel, the best performance is achieved when we have V12 adaptive virtual channels and two base virtual channels. This is of course for routing in necklaces; in the base hypercube we can use Duato's fully adaptive routing algorithm [13] which uses V11 adaptive virtual channels and 1 virtual channel for e-cube deterministic routing.
The proposed routing algorithm contains three main steps:
1.
Move towards the nearest base neighbor using any of the V12 adaptive virtual channels. If all V12
virtual channels are busy use the virtual channel of class A from base virtual channels to move toward the nearest base neighbor in the source necklace.
2.
Move towards the nearest neighbor of the destination using fully adaptive routing algorithm in hypercube with V11 virtual channels [13] . If all V1 virtual channels are busy use the remaining virtual channel with e-cube routing in the base hypercube.
3.
Now the current node is one of the base vertices of the destination necklace. Move towards the destination node using any of the V12 virtual channels.
If all V12 virtual channels are busy use the virtual channel of class B from base virtual channels to move toward the destination node in the destination necklace.
The analytical model
In this section, we derive an analytical performance model for wormhole adaptive routing in a necklace hypercube. Our analysis focuses on the routing algorithm which was introduced in previous section (described in [22] ) but the modelling approach used here can be equally applied for other routing schemes after some few changes.
The measure of interest in our model is the a verage message latency as a representative for network performance. The following assumptions are made when developing the proposed performance model. These assumptions have been widely used in similar modelling studies [1, 6, 9, 12, 16, 20, 24, 27] through the ejection channel once they arrive at their destination. e) V virtual channels per physical channel are used.
These virtual channels are used according to the routing algorithm described in the previous section. According to the proposed fully adaptive routing algorithm, a message must cross three sub-networks from the source node to reach the destination node. At first, it moves from the source node to nearest base node, then moves to the nearest base node of the destination node in the base hypercube, and finally crosses the destination necklace to reach the destination. Therefore, we have 3 message latencies. First, the mean message latency at the source necklace, LatencyN, then, the mean message latency at the base hypercube, LatencyH, and finally the mean message latency at the destination necklace, LatencyN, Hence, the overall mean message latency can be written as:
LaLaten= LatencyH +tencyatencyN.
In order to compute the mean message latency in each of the three sub-networks, we must consider three parameters: the mean network latency, S, that is the time to cross the network, the mean waiting time seen by a message in the source node to be injected into the network, W. To model the effect of virtual channels multiplexing effects, the mean message latency is then scaled by a factor, V, representing the average degree of virtual channels multiplexing that takes place at a given physical channel [10] . Therefore, the mean message latency in each sub-network can be approximated as Latency= (S+ W) V.
(2)
The average number of hops that a message makes across the necklace sub-network, dN, can be computed as follows:
d Lkl 2i
a value of 1 Fk 2] must be added to expression 3 if the k necklace length is odd.
The average number of hops that a message makes across the hypercube sub-network, dH, is given by [6] We can compute the traffic over the edge (2,1) as follows. All messages generated in node 3 cross the edge (2,1) except those that their destination are nodes 2, 4 and 5. Also, all messages generated in node 2 and their destinations are not nodes 3, 4 or 5, cross this edge. If we consider the messages generated in node 4 to node 1, we can write the traffic rate over this channel as
Using a similar approach, the traffic arte over the channels of a necklace with k nodes can be written as ,2g,3Ag,.k2 2 /i We have similar results for the edges in other direction [32] . Therefore, we can compute the average traffic rate received by each necklace channel, ACN as The traffic rate over the edge that connects the last necklace node to the base node is k, . As each base node 2 has n necklaces and the traffic rate generated in a base node itself is Ag, we can compute the traffic rate injected in the base hypercube by a base node as Ab = Ag + n-Ag (8) Fully adaptive routing in the base hypercube allows a message to use any available channel that brings it closer to its destination node, resulting in an evenly distributed traffic rate over hypercubic channels. A router in the base hypercube has n output channels. Since each message travels, on average, d hops to cross the network, the rate of messages received by each hypercubic channel, ,AC can be expressed as [6] 11bN CH 2(N= -) (9) Let us follow a typical message which makes d hops to reach its destination. The average network latency, S, seen by the message crossing from the source to the destination node consists of two parts: one is the delay due to the actual message transmission time, and the other is due to the blocking time in the network. Therefore, S, can be expressed as S=M-1+d+d1 (10) where M is the message length, and Tb is the average blocking time seen by the message at each hop. The term Tb is given by Tb = PblockW (11) with PBJOCk being the probability that a message is blocked at the current channel and w is the mean waiting time to acquire a channel in the event of blocking. A message is blocked at a given channel in the necklace subnetwork when all adaptive and deterministic virtual channels of the current physical channel are busy. Let P.
be the probability that all adaptive virtual channels of a physical channel are busy and Pa&d denote the probability that all adaptive and deterministic virtual channels of a physical channel are busy. In necklace subnetworks, we have only one path for the messages, so no adaptivity exists for messages moving across a necklace. In order to compute P'&dN (probability Pa&d for necklaces), we must consider two cases: (a) the probability that all of V virtual channels of a physical channel are busy, PV and (b) the probability that V11 virtual channels of the Vvirtual channels associated to a physical channel are busy. In this case only one combination of V11 virtual channels of the total Vvirtual channels can result in blocking.
So the probability that all of the adaptive and deterministic virtual channels of a physical channel are busy can be expressed as a& dN PV + Kv; (12) In order to compute the probability of blocking, Pblock, we average over all the probabilities that a message may be blocked crossing d hops in the network as dN Pblock Pa&dN (13) dN 1( A message is blocked at a given channel in the hypercube sub-network when all the adaptive virtual channels of the remaining dimensions to be visited and also the deterministic virtual channel of the current dimension are busy. We can write Pa, Pa&d and PblockH as follows [6] : (16) where dH is the average number of hops that a message might take in the hypercube sub-network.
To determine the mean waiting time, wv to acquire a virtual channel when a message is blocked, a physical channel is treated as an M/G/1 queue with a mean waiting time of [21] w pS(1+cs) (17) 2(1 -p) where A, is the traffic rate on the channel (given by equation 7 or 9 for necklace or hypercube channels), S is its service time calculated by equation 10, and is the variance of the service time distribution. Since the minimum service time at a channel is equal to the message length, A4 following a suggestion given in [12] , the variance of the service time distribution can be approximated as & (S M)2. Hence, the mean waiting time becomes 
Validation of the model
The proposed analytical model has been validated through a discrete-event simulator (Xmulator [25] ) that mimics the behaviour of the described routing algorithms in the necklace hypercube network at flit level. The figures reveal that in all cases the analytical model can predict the mean message latency with a good degree of accuracy in the steady-state regions. Moreover, the model predictions are still good even when the network operates in the heavy traffic region, and when it starts to approach the saturation traffic region. However, some discrepancies around the saturation point are apparent. These can be accounted for by the approximations made to ease the derivation of different variables of the model, e.g. the approximation made to estimate the variance of the service time distribution at a channel. Such an approximation greatly simplifies the model as it allows us to avoid computing the exact distribution of the message service time at a given channel, which is not a straightforward task due to inter-dependencies between service times at successive channels as wormhole routing relies on a blocking mechanism for flow control.
Conclusion and future work
The necklace hypercube network has recently been introduced as an attractive alternative to the well-known hypercube. However, most of studies in this line have focused on topological properties and algorithmic aspects of these networks. In this paper, we introduced the first mathematical performance model of adaptive wormhole routing in necklace hypercubes and validated it through simulation experiments. We saw that the proposed model manages to achieve a good degree of accuracy while maintaining simplicity, making it a practical evaluation tool that can be used by the researchers in the field to gain insight into the performance behaviour of fully adaptive routing in wormhole-switched necklace hypercube. 
