Aim To predict French Scarabaeidae dung beetle species richness distribution, and to determine the possible underlying causal factors.
INTRODUCTION
As there tends to be a correlation between the number of species and many other biodiversity measures (Gaston, 1996) , an accurate description of the geographical distribution of species richness is critical for biologists (Miller, 1994) and can aid in the elaboration of precise conservation strategies (Margules & Usher, 1981; Haila & Kouki, 1994) . Unfortunately, even in countries with a tradition of naturalist studies, taxonomic knowledge is not uniform across regions, and the pattern of species richness is influenced frequently by sampling effort (Prendergast et al., 1993; Gaston, 1996) .
In order to quantify the species richness distribution of a taxonomic group one could identify well-inventoried regions and increase the recording effort in poorly inventoried regions, both time-consuming and slow. However, if there are enough biological data, geographical gaps in information can be filled through the use of environmental surrogate measures, with predictive species richness models based on biological survey data and mapped environmental variables (Margules et al., 1987; Nicholls, 1989; Walker, 1990; Buckland & Elston, 1993; Carpenter et al., 1993; Iverson & Prasad, 1998; Hortal et al., 2001; Pearce & Ferrier, 2001; Lobo & Martín-Piera, 2002) . This strategy would yield results more quickly, while additional fieldwork sampling could empirically validate the proposed model of species richness distribution.
Explanatory environmental variables are usually correlated, and thus collinear, which may bias model parameter estimation. If the aim is not to make ecological inferences, but rather to forecast, maximizing the explained variation of the data, collinearity of the explanatory variables is not a concern (Legendre & Legendre, 1998) . However, when the influence of these same explanatory variables on the variation in species number is being investigated, collinearity, a source of ambiguity, can hamper the identification of the effects of different groups of variables. Caution is then necessary in the estimation of causal relationships underlying multivariate environmental and spatial correlations. To delimit the influence of different variables, one must first identify the factors correlated with species richness and, subsequently, establish probable causal influences by performing experiments or by assessing the correspondence between the correlations and a causal statistical model (Levin, 1992; Legendre & Legendre, 1998; Shipley, 1999) . As manipulative experiments and causal modelling are almost impossible approximations in the case of coarser spatial scale studies, factors correlated with the number of species provide the starting point for the identification of factors that might possibly explain geographical species richness patterns (see Richerson & Lum, 1980; Austin et al., 1984; Owen, 1989; Tonteri, 1994; Birks, 1996; Heikkinen & Neuvonen, 1997; Fraser, 1998; Qian, 1998; Wohlgemuth, 1998; Kerr & Packer, 1999; Lobo et al., 2001) . Explanatory variables have been analysed jointly, but rarely have combined effects or the independent influence of each variable been included. Partial regression analysis facilitates the examination of species richness dependence on different variable groups. Although decomposing the total variation of the dependent variable into environmental and spatial components would not necessarily identify causal factors, it would help to identify the component overlap, and facilitate the formulation of hypotheses about the processes that may have generated the observed patterns (Borcard et al., 1992; Legendre, 1993; Pinel-Alloul et al., 1995; Qinghong & Bråkenhielm, 1995; Heikkinen & Birks, 1996; Anderson & Gribble, 1998; Legendre & Legendre, 1998; Lobo et al., 2001) .
Thanks to a long-standing naturalist tradition, the species richness distribution of some insect groups is relatively well known in France. Scarabaeidae dung beetles (sensu Scholtz, 1990) , which have been studied for a long time (Paulian & Baraud, 1982; Baraud, 1992) , constitute one such group (Lumaret, 1990; Lumaret et al., 1996) . Using the French dung beetle database (37 300 records), the asymptotic relationship between the number of species and the number of records in 0.72 × 0.36 degree grid squares (about 2230 km 2 each) was analysed for each one of the five biogeographic subprovinces. These asymptotic curves allow one to obtain an estimate of the number of species present in the squares of each subregion. Subsequently, the number of database records required to obtain at least 70% of the estimated number of species was calculated for each subregion; squares with such a number of database records (66 squares, 22% of 301) were considered well inventoried . As no large inventory is planned at present, it would now be particularly useful to obtain a predictive map of dung beetle species richness distribution. The purpose of this paper is to elaborate such a predictive model for Scarabaeidae dung beetle species richness in France using environmental surrogates and a modelling technique. The species richness distribution obtained is mapped and discussed. In addition, the most important determinants of French dung beetle species richness were estimated by decomposing its variation into spatial, topographic and climate components in order to provide a preliminary understanding of the possible underlying causal factors that have led to the current species richness distribution.
MATERIALS AND METHODS

Selecting environmental variables
The French territory (France mainland and Corsica island) was divided into 301 0.72 × 0.36 degree grid squares (Fig. 1) . For each square, six climate variables were utilized: mean annual temperature (TM), temperature variation (TV; difference between the highest and the lowest mean annual temperatures within the square), maximum mean temperature (T; temperature in July), minimum mean temperature (t; temperature in January), mean annual precipitation (P) and precipitation variation (PV; difference between the highest and the lowest mean annual precipitation within the square). Two topographic and two spatial variables were also used: mean elevation (E) and altitude range (AR; difference between the highest and the lowest elevations within the square), central latitude (LAT) and central longitude (LON). All variables are continuous. TV, PV and AR are measures of the spatial heterogeneity of squares. Both climate and topographic variables were extracted from digitized versions of maps from published Atlases (Serryn & Blasselle, 1970; Bessemoulin, 1974) . Maps representing temperature (equidistance between isotherms = 1 °C), precipitation (equidistance = 200 mm) and altitude (equidistance = 300 m) were superimposed on the grid square polygons by means of a geographical information system (GIS). For each square the mean values were calculated taking into account the area covered by each temperature, precipitation or altitude variable. Heterogeneity variables have been estimated considering the difference between the most extreme values in each square. We assumed that on the broad spatial scale analysed the environmental data for each square obtained by this method are a fairly good approximation to the real data.
The forecasting models
Generalized linear models (GLM; McCullagh & Nelder, 1989) have been used to summarize the relationship between Scarabaeidae dung beetle species number and the abovementioned explanatory variables in order to obtain an appropriate forecasting model (e.g. Nicholls, 1989; Austin et al., 1990 Austin et al., , 1996 Heikkinen & Neuvonen, 1997) . GLM allow a range of model specification distributions other than the normal distribution for the random component, also avoiding the constraint imposed by the assumption of linearity between the dependent and independent variables. In the present case, a Poisson error distribution for the number of dung beetle species was assumed. It was linked to the set of predictor variables via a logarithmic link function (see Crawley, 1993) .
As a first step, the total number of Scarabaeinae in the 66 well-surveyed 0.72 × 0.36 degree grid squares was related separately to each environmental variable. Environmental variables were standardized to eliminate the effect of differences in measurement scale. As the relationship between the species number and environmental variables is often curvilinear (Austin, 1980) , either a linear, a quadratic or a cubic function of each environmental variable was selected, comparing their reduction in deviance with a full model in which the number of parameters was equal to the total number of observations (Dobson, 1990) . The goodness-of-fit for the competing functions was measured by the deviance statistic and the change in deviance tested by a F-ratio test (McCullagh & Nelder, 1989; Dobson, 1990 ) with a 5% .
significance level. The percentage of explained deviance was calculated for each model (see Dobson, 1990) .
Next, a forward stepwise procedure was used to enter the variables into the model (see Nicholls, 1989; Austin et al., 1996; Heikkinen & Neuvonen, 1997) . First, the linear, quadratic or cubic function of the variable that accounts for the most important change in deviance was selected for inclusion. Next, all the remaining variables were tested for significance, adding them sequentially one by one. The procedure was repeated iteratively until no more statistically significant explanatory variables remained (P ≤ 0.05). After each inclusion, the significance of the terms previously selected was also tested, submitting the new model to a backward selection procedure in order to exclude the terms that had become non-significant. Margules et al. (1987) demonstrated that interactions between variables often provide a higher predictive power than the same variables separately. Therefore, after testing all the environmental variables for inclusion, the significance of each pairwise interaction term (between explanatory variables) was tested (45 interaction terms). All interaction terms were added sequentially one by one to the model and the interaction term that accounts for the most important change in deviance was selected for inclusion. The procedure was repeated iteratively until no more significant interaction terms remained.
Lastly, the spatial variables were included in the model because spatial structures can incorporate the effects caused by other historical, biotic or environmental variables not taken into consideration (Legendre & Legendre, 1998) . To ensure that complex spatial structures were recovered, the third-degree polynomial equation of the central latitude (LAT) and longitude (LON) of each square was used as an independent variable:
9 LON 3 (trend surface analysis; see Legendre, 1993) . Latitude and longitude were centred on their respective means. We performed a backward stepwise regression with the nine terms of the equation as predictor variables and the number of dung beetle species as dependent variable in order to remove the non-significant spatial terms (Legendre & Legendre, 1998) . To test if they account for a significant change in deviance, the significant spatial terms (P ≤ 0.05) were retained and included in the previous model. The STATISTICA (1995) package was used for all statistical computations.
Statistical considerations, residuals and model validation
Covariance between explanatory variables and their spatial autocorrelation are currently considered to be the main problems when modelling species richness (Margules et al., 1987; Austin et al., 1996; Gaston, 1996) . When the goal is to forecast the value of a response variable, collinearity in explanatory variables is not a concern because the aim is to maximize the predictive power of the function and not to correctly estimate model parameters (Legendre & Legendre, 1998) . On the other hand, the autocorrelation of variables considered in a regression analysis implies the spatial dependence of observations, as the observed values of variables at any given locality are influenced by the values at neighbouring localities. As most environmental variables are autocorrelated on a geographical scale, assessing the relationships between variables is complicated by the ineffectiveness of classical statistical tools. The broad-scale spatial structure of spatially autocorrelated variables could be removed, but consequently the impact of those spatially structured factors would be reduced along with the forecasting ability of the model, so autocorrelated data, an important source of information, must be taken into account to improve the predictive power of models (Smith, 1994; Legendre & Legendre, 1998) . When autocorrelated variables are used, it is necessary to examine the spatial independence of errors (Cliff & Ord, 1981; Odland, 1988) . To check if residuals are autocorrelated over space, the autocorrelation for the residuals from the final model assuming independence was calculated by Moran's I spatial autocorrelation statistic, testing for significance with the Bonferroni-corrected significance level (Cliff & Ord, 1981; Sawada, 1999) . Spatial autocorrelation in the residuals usually indicates that the model must be enlarged in order to accommodate some spatially structured variables not taken into account by the model (Cliff & Ord, 1981; Odland, 1988) . Hence, the final addition of complex spatial terms (the third degree polynomial of latitude and longitude) to the environmental variable and interaction term model could be expected to take into account those spatially structured variables not previously considered.
The adequacy of the final model was improved by detecting outliers that disproportionately influence the fit of the model. Therefore, the standard errors of coefficients were examined, the residuals vs. fitted values were plotted and the residuals were plotted in a normal probability plot (Nicholls, 1989; Dobson, 1990) . Also examined was the observation's leverage, a measure of the distance of each observation from the centroid of the multi-dimensional space defined by the variables included in the model. Each high leverage value, from outlier or other observation, was examined to ascertain if it was due to erroneous data, or to noteworthy environmental variability. In the former case, the observation must be deleted; in the latter case the observation may remain in the model in order to include as much environmental heterogeneity as possible (Nicholls, 1989) .
To validate the final model, a jack-knife procedure was applied. Using the dataset of the 66 well-sampled grid squares, the model was recalculated 66 times, leaving out one square in turn. Each one of the regression models based on the n−1 grid squares was then applied to that excluded square in order to predict species richness scores for each one of the squares. The predictive power of the model was checked both by examining the correlation between the recorded and the jack-knife-predicted species richness, and by estimating the percentage error for each observation:
where Ε i is the predictive error for observation i; y i is the observed value; and  i the predicted value for y i when this observation is excluded. The mean of the 66 estimates of error provides a measure of the prediction error associated with the model and data used (Pascual & Iribarne, 1993) .
Variation partitioning
The significant terms of the explanatory variables selected in the first step of the regression analysis were analysed further to determine the comparative influence of spatial (S), topographic (T) and climate (C) variables in Scarabaeidae species richness variation. The total variation within the number of species was decomposed among the three types of explanatory variable (i.e. S, T and C) and the percentage of explained deviance calculated for eight different components ( Fig. 2a) : pure effect of spatial variation alone (a), pure effect of topography alone (b), pure effect of climate alone (c), combined variation due to the joint effect of spatial and topographic components (d), combined variation due to the joint effect of spatial and climate components (e), combined variation due to the joint effect of topographic and climate components (f ) , combined variation due to the joint effect of the three components (g) and variation not explained by the independent variables included in the analysis (U). The decomposition of the variation in the species richness into the three sets of explanatory variables was carried out by means of a partial regression analysis (see Legendre & Legendre, 1998) . As explanatory variables were not mutually independent, this approach can help determine the amount of variation overlap and clarify the influence of the variables considered (Borcard et al., 1992; Qinghong & Bråkenhielm, 1995; Anderson & Gribble, 1998) . In the process of variation decomposition the species richness (y) was regressed with the three types of variables together, which represent the total explained variation in the dataset (a + b + c + d + e + f + g in Fig. 2a ). Regressing y with each one of the explanatory variables yields the variation attributable separately to S (a + d + e + g), T (b + d + f + g), and C (c + e + f + g). Subsequently, residuals of the regression of S with T + C variables were calculated, and y regressed with these residuals in order to estimate the spatial variation in the species richness that is independent of any considered climate or topographic variables (pure spatial variation; a). Fractions b and c were estimated in the same way after computing the regression residuals of T with S + C, and the regression residuals of C with S + T, respectively. The remaining variation fractions were computed according to two sets of equations (Qinghong & Bråkenhielm, 1995; Anderson & Gribble, 1998) , where:
RESULTS
Using all the well-surveyed squares (n = 66), a first model was run. Six environmental variables were significant when tested separately as either linear, quadratic or cubic functions: mean elevation, altitude range, annual mean temperature, temperature variation, maximum mean temperature and minimum mean temperature (Table 1 ). The cubic function of annual mean temperature and the linear term of maximum mean temperature were the most important variables in the model (respectively, 38.6% and 38.2% of the total deviance). With regard to the spatial variables, the backward stepwise Fig. 2 (a) Diagram showing the variation in the dependent variable (number of species) due to three groups of explanatory variables: S (space), T (topography), and C (climate), and U is the unexplained variation; a, b and c are the pure effects of spatial variation, topography, and climate, respectively; while d, e and f are the combined variation due to the joint effect of space and climate, the joint effect of space and topography, and the joint effect of topography and climate, respectively; g is the combined variation due to the joint effect of the three variables. (b) Variation partitioning in the number of French Scarabaeidae species between the three set of explanatory variables. The decomposition of the variation has been carried out by partial regression analysis (Legendre & Legendre, 1998) using generalized linear models (Crawley, 1993) and the percentage of total explained deviance as the measure of explained variation.
regression of the third-degree polynomial terms of latitude and longitude selected the cubic function of latitude, the linear and cubic terms of longitude, and one interaction term (see Table 1 ).
As the cubic function of annual mean temperature accounted for the most important change in deviance, this variable was the first included in the model (Table 2a ). In the second step, the quadratic function of mean elevation was selected but the backward procedure eliminated the linear term of annual mean temperature function (TM). Next, the linear terms of maximum mean temperature (T) and temperature variation (TV) were selected. The inclusion of this last term excluded mean elevation (E). None of the remaining environmental variables was significant when added to the model. After fitting the significant environmental variables, the importance of interaction terms added one by one was tested. The interaction between temperature variation (TV) and maximum mean temperature (T) accounted for the most significant change in deviance. The product of altitude range (AR) and mean annual precipitation (P) was the other significant interaction term that entered in the model, although its inclusion removed the quadratic term of mean elevation (Table 2a) . Finally, the significant spatial terms (Table 1) were added to the model, but without a significant increase in the percentage of explained deviance.
Thus, model 1 was:
S = exp(c + TM + TM 3 + T + TV + TV * T + AR * P)
where S is the total number of predicted dung beetle species and c is the intercept. This model explains 71.1% of the total deviance (see coefficients and standard errors in Table 2a ).
A jack-knife test procedure on this model showed that the correlation between observed and jack-knife-predicted values was significant and positive (Pearson correlation coefficient: r = 0.808, P < 0.001; Spearman's rank correlation: r s = 0.824, P < 0.0001). However, the mean jack-knife predictive error of the observations was relatively high (24.7%; 95% confidence interval from 18.1% to 31.4%). Moreover, six squares showed positive standard residuals higher than +1.5 (fitted values lower than observed) and two squares showed negative standard residuals lower than −1.5 (fitted values higher than observed, Fig. 3 ). As the leverage of these squares was small (between 0.06 and 0.16), these eight observations were deleted and the modelling performed again. The four first steps of the new model (n = 58) selected the same terms and variables as in the former model (Table 2b ), but the linear term of mean elevation (E) was not deleted from the model in this case. The interaction between temperature variation (TV) and maximum mean temperature (T) was the only interaction term that accounted for a significant change in deviance. The addition of spatial terms to the model did not increase significantly the percentage of explained deviance (Table 2b) . explained a higher percentage of the total deviance than model 1 (86.2% and 71.1%, respectively) (see full coefficients and standard errors in Table 2b ). The jack-knife test for model 2 showed a higher correlation than for model 1 between observed and jack-knife-predicted values (Pearson's correlation coefficient: r = 0.868, P < 0.0001; Spearman's rank correlation: r s = 0.875, P < 0.0001). The mean jack-knife predictive error of observations was reduced to 17.7% (95% confidence interval, ranging between 13.6% and 21.7%) and the examination of residuals did not show especially aberrant features or spatial autocorrelation.
None of the Moran's I-values in the different lag-classes were significant at a 0.05 significance level with the Bonferroni correction. These results show that the model is able to predict reasonably well the dung beetle species richness in the cells not yet well-enough sampled.
When applied to the entire territory of continental France and Corsica, model 2 showed a clear geographical distribution of species richness (Fig. 4) . The richest area (≥ 20 species per square) corresponded to the Mediterranean bioclimatic region and its surroundings and included Corsica (southeastern France). Roughly, the remaining part of continental Table 2 Summary of the stepwise forward selection of variables to build the models for the Scarabaeidae species number in the 0.73 × 0.36 degrees grid squares. (a) With the 66 squares considered as well surveyed . (b) Eliminating the eight grid squares as outliers in the former model (n = 58). The change in deviance after including a term in the model has been tested by an F-ratio test with a probability < 0.05. Variable codes as in Inside the southern zone, the large mountain ranges of the Alps and Massif Central showed a characteristically low diversity (4 -9 species per square), while the Pyrenean region (southwestern boundary) was intermediate (10 -11 species per square). The amount of deviance explained by all the statistically significant environmental and spatial variables (Table 1) is 82%.
The decomposition of the variation shows that the largest fraction of the variability (38%) in the number of species is accounted for by the combined effect of the three groups of explanatory variables (spatial, climate and topographic), while the spatially structured climate component explains 21% of total variation in species richness. The variation that might be attributed both to the climate and the spatial components alone are similar and moderate (14% and 11%, respectively). However, the pure effect from topography was negligible. The joint influence of topography + climate and topography + space is also unimportant (Fig. 2b) . The   Fig. 3 Standardized Pearson residuals scores of the 66 well-sampled grid squares (see Fig. 1 ) used to build the forecasting model described in Table 2a . Square numbers are from Fig. 1 . Discontinuous lines delimit eight squares with positive residuals higher than 1.5 or with negative residuals less than -1.5. Fig. 4 Predicted Scarabaeidae species richness in France and Corsica. The species richness scores were forecasted by applying the final multiple regression model (see Table 2b ) where the data of eight outliers were omitted.
negative value of the last combination of variables is due probably to their having opposite effects on species richness (Legendre & Legendre, 1998) . To ascertain the contribution of temperature variables to the purely climate component, the large-scale spatial structure of these temperature-related variables was subtracted by performing a backward stepwise regression for each variable with the third-degree polynomial of the latitude and longitude of each grid cell. The retained residuals of these regressions are a good measure of the predictive power of purely temperature-related variables. This analysis yielded minimum mean temperature as the only significant variable (P < 0.05), with a positive sign. Similarly, to examine the contribution of purely spatial variables, both latitude and longitude were submitted to a backward stepwise regression with significant topographic and climate variables as independent variables. Significant in this analysis were the linear term of longitude, the quadratic term of latitude, plus two interaction terms (longitude 2 × latitude and latitude 2 × longitude). The relationship between the number of species predicted by these pure spatial variables and latitude or longitude shows that the maximum number of species occurs at intermediate latitudes and longitudes (Fig. 5) .
DISCUSSION
Little accurate geographical information on species richness is available, except for some groups of vertebrates, higher plants and very few groups of invertebrates (Williams & Gaston, 1994) . The spatial pattern of species richness of French dung beetles is not described adequately by the available data. Biogeographic diversity patterns for the majority of insect groups reflect the distribution of the areas investigated by entomologists (Dennis & Hardy, 1999) . With so much sampling still to be carried out for a supposedly 'well-known' insect group, how can the spatial distribution of biodiversity be described within a reasonable period of time? Sampling all poorly explored or unexplored territories would be expensive and impractical. Our results demonstrate that delimiting the adequately sampled areas and elaborating predictive models using simple environmental variables is quicker and cheaper. By such means we can rapidly produce an estimate of the spatial distribution of species richness obtaining testable geographical patterns. Moreover, the predictive figures could be validated and improved continually by adding new empirical data.
The inventory of the French Scarabaeidae species was completed in 1990 (Lumaret, 1990 ). This work gave rise to new studies and regional surveys (Gangloff, 1991) , but no large-scale survey is planned at present. Consequently, the present model of species richness distribution provides a good substitute for information that could not be provided in the coming years. The model also helps to focus sampling efforts on areas that were doubtless inadequately inventoried.
Fig. 5
Relationships between the number of dung beetle species predicted by 'pure' spatial variables and longitude and latitude. Both latitude and longitude were submitted to a backward stepwise regression with significant topographic and climate variables as independent variables, retaining residuals as a measure of the purely spatial contribution. The number of species was regressed with these residuals calculating the species richness predicted by these pure spatial variables.
The model showed that the richest area was also the best prospected (south-eastern France). For more than a century, French and European entomologists have been collecting beetles in that Mediterranean area, known for its rich entomofauna. It is now very unlikely that a new Scarabaeidae species could be encountered in this area. However, the model showed that south-western France, between the Atlantic and the Massif Central, although less well explored, is also rich (Fig. 1) . This region should be targeted for further sampling to gain greater knowledge of the French Scarabaeidae fauna. The geographical Scarabaeidae species richness pattern provided by the model is relatively simple, and reflects the latitude gradient of the bioclimate transition zones. Southward, the species richness is similar to the richness observed in the Iberian Peninsula (Lobo & Martín-Piera, 1999) . The French Mediterranean region is home to 11 genera (seven tribes) found in two subfamilies: Scarabaeinae (three) and Coprinae (eight) (Lumaret, 1990) . Conversely, northward, Scarabaeinae are represented only by one species (Sisyphus schaefferi (L.)) and Coprinae are mainly represented by the genus Onthophagus Latreille (Lumaret, 1990) . Within the latitude gradient, the influence of the Alps is reflected in the model by a marked decrease in species richness in these mountains. No similar drop in richness was observed in the Pyrenees mountains (southwestern boundary).
Detecting diversity patterns and identifying probable causal variables and processes is important for management (Levin, 1992) . Unfortunately, there are many candidate factors (Hengeveld, 1990; Huston, 1994; Whittaker et al., 2001) . The forecasting method used maximizes the predictive power of the model but its dependence on established correlations should not be taken to imply causal relationships (Legendre & Legendre, 1998; MacNally, 2000) . The variationpartitioning method selects factors of greatest probable influence from among those analysed. The largest fraction of variability is accounted for by the combined effect of spatial and climate or topographic variables. The majority of the variation in French dung beetle species richness can be attributed indifferently to these three groups of explanatory variables. However, the signs of the significant explanatory variables (Table 1) show that higher species richness occurs in the southern and eastern cells with lower altitudes and higher temperatures, results in agreement with the recognized environmental adaptations of Scarabaeidae dung beetles. In fact, unlike the other dung beetle families (Aphodiidae and Geotrupidae), Scarabaeidae species predominate in tropical, lowland and southern European dung beetle assemblages (Hanski, 1986; Cambefort, 1991; Lumaret & Kirk, 1991; Lobo & Halffter, 2000) .
Topography, alone or combined with other variables, contributes little to, and probably does not directly influence, species richness. Thus, we suggest that the recognized negative effect of altitude on French Scarabaeidae dung beetle richness is due mainly to the associated change in climate variables. The influence of purely spatial variables can be regarded as the consequence of the role played by other environmental variables, biotic interactions or past contingent events (Legendre & Legendre, 1998) . The scores of the number of species predicted by spatial variables alone are greater in the region of the Massif Central and the Alps (between 3° and 7° in Fig. 6 Relationship between the number of French Scarabaeidae species in the 66 well-sampled grid squares and annual, maximum, and minimum mean temperature in these squares. The line is the third degree polynomial fit.
longitude°, and 43° and 47° in latitude). Although these mountain squares are species-poor, the topographic and environmental heterogeneity of the adjacent squares would have enhanced their capacity to harbour a combination of species from the neighbouring Mediterranean and Eurosiberian regions.
As Cambefort (1991) suggests, climate variables are the most relevant explanatory factors for species richness of dung beetles on both local (as purely climate variables) and geographical scales (as spatially structured climate variables). Of the climate variables, precipitation seems to be of negligible effect. On the spatial scale analysed herein the species richness distribution of Scarabaeidae dung beetles in France seems to be most closely related with temperature variables. Maximum, minimum and annual mean temperatures are each related positively to the number of species, forming linear, linear and curvilinear relationships, respectively. Below an annual mean temperature of 10 °C, a marked decay in species richness occurs (Fig. 6 ). The influence of the minimum mean temperature, seemingly the most important climate variable by itself (regardless of spatial structure) on species richness, does not depend on geographical location, i.e. should be felt primarily on a local scale (Borcard et al., 1992) . The present results suggest that higher minimum temperatures may favour the local co-existence of species, probably because Scarabaeidae dung beetles may not survive cold climate conditions during winter months in great numbers. Maximum and mean temperatures, the most influential spatially structured climate variables, are both significantly and negatively correlated with latitude (Spearman's rank correlation coefficient: r s = −0.68, P < 0.001; and r s = −0.63, P < 0.001, respectively) but not with longitude (r s = 0.16 and −0.17, respectively); their geographical influence is probably responsible for the gradient with latitude of Scarabaeidae dung beetles in France.
Accordingly, over the geographical extent analysed, and on this broad spatial scale, Scarabaeidae species richness variation seems to be influenced primarily by climate factors. If the evolution of Scarabaeidae species are similarly constrained by temperature and few species can tolerate cold environments, we then argue that species richness variation across France is due mainly to the failure of many species to go beyond determined temperature range limits. Thus, the regions richest in species are those with a temperature compatible with the maintenance of populations.
