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Abstract
The distributed learning methods in wireless sensor network are giving better performance when the noise is uniformly distributed
in all the sensor nodes. In general practice the noise variance at different nodes varies non uniformly. If constant step size is used
for all the nodes then the learning performance will be poor. In order to improve the robustness of incremental least mean squares
(ILMS) adaptive learning algorithm against the spatial variation of observation noise statistics over the network, an efficient step-
size assignment is presented here. When the noise variance information of all the nodes are available, then the step size parameter
in the adaptive algorithm can adjust to obtain better performance. The proposed distributed algorithm is simulated in MATLAB
and the performance is evaluated in terms of mean square deviation (MSD), excess mean square error (EMSE) and mean square
error (MSE). The simulation result shows the robust against spatial noise variance.
c⃝ 2012 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Department of Computer Science &
Engineering, National Institute of Technology Rourkela.
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1. Introduction
Wireless sensor network (WSN) comprising of tiny sensor nodes which are employed to collect data like local
temperature, wind speed, humidity, or concentration of some materials etc over a geographic area. WSN is envisioned
to make a dramatic impact on a number of applications such as, precision agriculture, disaster relief management,
radar, and acoustic source localization and military application (Akyildiz, Su, Sankarasubramaniam& Cayirci 2002),
(Estin, Govindan, Heidemann & Kumar 1999). There is a great deal of effort to develop distributed algorithms that
are able improve the estimate of the parameters of interest in every node with information exchange between nodes
(Lopes & Sayed 2008),(Lopes & Sayed 2007). More precisely, in mathematical terms, each node optimizes a cost
function that depends on all information in the network.
The main challenges in optimizing such functions are that no node has direct access to all information, and the
network topology can change over time (due to link failures, position changes, and/or reachability problems). This
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problem can overcome by using distributed learning algorithm in stead of centralized one. The second major challenge
is that the information available at all the sensor nodes don not have same noise variance. If we use any adaptive
learning algorithm then overall performance of the algorithm degrades. The conventional estimation algorithms,
which is based on fixed step size not help full in this situation. Thus there is need to develop robust estimation
algorithm in a distributed scenario to alleviate the effect of non uniform noise variance in sensor nodes.
Depending on the manner by which the nodes cooperate with the other nodes, distributed algorithm may referred
as incremental or diffusion algorithms. In the incremental mode of cooperation, a cyclic (Hamilton) path through the
network is required, and nodes only communicate with its immediate neighbors within this path (Panda, Panigrahi,
Khilar & Panda 2010), (Lopes & Sayed 2007). Where as in diffusion mode of cooperation, each node combines
estimates form its immediate neighbors using some combiner methodology and then performs adaptation on this
combined estimate. Finally, the new (updated) estimate is then diffused into the network (Lopes & Sayed 2008).
The LMS algorithm is a popular adaptive algorithm because of its simplicity (Widrow & Strearns 1985), (Haykin
2001). Recently several distributed type of algorithms based on LMS has been suggested and analyzed in the literature.
The performance of the conventional incremental LMS adaptive learning algorithm in WSN deteriorates when the
measurement quality at some nodes are lower than others i.e. the noise variance at some nodes is higher than others.
It is because the poor estimates of such nodes having high variance or poor information enters into the entire network
due to incremental cooperation.
The performance of adaptive learning algorithm depends upon the step size used in the update equation. If the step
size is less then the convergence speed is low but the steady state performance will be better. Similarly when the step
size is more, then the algorithm convergence with less iteration by providing less steady state performance. Usually
the variance of input signal power and the noise variance plays an important role for choosing proper step size.
In literature may authors proposed robust adaptive algorithms (Chan & Zou 2004), (Delouille, Neelamani &
Baraniuk 2006), (Abu-Ella & El-Jabu 2008), (Fan & Vemuri 1990), (Panigrahi, Pradhan, Panda, Majhi & Mulgrew
2009). Amongst them the error saturation nonlinearity LMS (Bershad 2008) is recently proposed and shows the
robustness against impulsive type of noise present in the environment. The error nonlinear analysis using weighted-
energy conservationmethod for Gaussian data has been dealt in literature (Al-Naffouri& Sayed 2003), (Al-Naffouri &
Sayed 2001). However the theory in (Bershad 2008) provides the basic for extending to Gaussian mixture case. Since
nonlinearity is used in feedback error of these robust algorithms, the computational complexity is more. Therefore
we tried to avoid the nonlinearity by using modified step size. In this paper we develop a new generalized distributed
algorithm which is robust to impulsive type of noise presented in the sensor network.
Further no literature is available for the study of the effect of spatial noise variance in the performance of distributed
adaptive algorithm. In this paper we consider the observation quality information i.e the noise variance (as well
as input signal variance if required more steady state value) to design an incremental adaptive learning algorithm
with improved robustness against the spatial variation of observation noise statistics over the sensor network. The
step-sizes are assigned to different node with different values (against the static values) such that the nodes giving
poor performance are assigned with small step-sizes and vice versa. Simulation results using MATLAB show that
the incremental LMS adaptive learning algorithm with the proposed step-sizes assignment give better performance
compared to those algorithms with static step-sizes.
2. The Incremental Adaptive Network
Consider a WSN consisting of N sensor nodes distributed over a region of interest. One can say that two nodes
are connected if they communicate directly with each other. The set of nodes connected to node k (including itself
because a node is always connected to itself) is called the neighborhood of node k, and is denoted by Nk. It is assumed
that at every discrete time instant i, every node access to local scalar measurement dk(i). The simple model for the
data is (Sayed 2003)
dk(i) = uk,iw
∘+ vk(i), k= 1,2, . . . ,N (1)
where dk(i) is the scalar measurement of kth node at ith instant; w∘ is the M× 1 unknown vector parameter to be
estimated; uk,i is 1×M a row regressor input data to the kth sensor measurement, and vk(i) is the additive Gaussian
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noise with variance σ2k . In order to estimate the optimum least square estimation vector w
o we have to minimize the
following global cost function:
f (w) =
N
∑
k=1
E∥dk(i)−uk,iw∥2 (2)
where E∥∥ denotes the expectation operation operator.
In centralized solution to the problem, every node in the network sends its data {dk(i),uk(i)} either directly or by
multi-hop relay, to a central fusion center for processing. The fusion center then solves the least square problem to
find w. In the multihop relay case, each node must establish and maintain a routing table for the data packet to reach
the fusion center. This is extremely challenging if the topology changes with time due to mobility or power constraints
of the sensors. Further this approach has the disadvantage of not being robust to failure of the fusion center.
However in a distributed estimation scheme, there is no central fusion center. Each sensor only exchanges data
with its immediate neighbours and does local computation using local data. The goal for each sensor is to have a
global estimate of the unknown parameter. Therefore the objective is to estimate the global parameter in distributed
way. In literature two ways of distributed adaptation algorithms known as incremental and diffusion LMS (Lopes &
Sayed 2007) (Lopes & Sayed 2008) were developed.
In this paper we focus on the incremental mode of cooperation, where the adaptation process is distributed among
the nodes and each node is allowed to cooperate only with one of its direct neighbors at a time. Acyclic path is
established among the nodes and information flows from one node to another node in that cyclic path. Extensions to
other modes of cooperation are possible. The incremental adaptive strategy is shown in Fig. 1. The update equation
Fig. 1. Incremental adaptive strategy in distributed sensor network
for incremental LMS is given by
ψ ik = ψ ik−1+ μkuk,i(dk(i)−uk,iψ ik−1) (3)
whereψ ik denotes the local estimate ofwo at node k at time i and μk is the step size. In the incremental LMS algorithm,
the calculated estimates (ψ ik) are sequentially circulated from node to node shown in Fig. 1.
3. Robust Incremental LMS Algorithm
The distributed algorithms defined till now are simple and it provides good performance in WGN. But in reality,
the sensor networks are working in environments where the noise variance is not uniform among all the nodes. This
type of situation not occur frequently, but when it occurs the LMS based algorithms fail to perform satisfactorily. So
we modify the distributed incremental LMS algorithm by assigning new step size in (3).
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3.1. Robust Incremental LMS using Efficient Step-size
Now the robust incremental LMS using optimum step size is given. The algorithm is concisely presented as follows
For each time i≥ 0, repeat:
k = 1, . . . ,N
ψ(i)0 = wi−1
ek(i) = dk(i)−uk,iψ(i)k−1
ψ(i)k = ψ
(i)
k−1+ μˆku
T
k,iek(i)
wi = ψ(i)N (4)
where μˆk is the efficient step size of kth node which depends on noise spatial variance and also input signal’s variance.
3.2. Calculation of Efficient Step-size
The adaptive network performance is measured in terms of mean square error (MSE), mean square deviation
(MSD) and excess mean square error (EMSE). Among them a good performance estimator is MSD which is defined
for kth node as
ηk = E∥w∘ −ψk−1∥2 (5)
The mean-square performance of incremental LMS algorithm is studied in literature using weighted energy conser-
vation approach where a closed-form expression for MSD has been derived. If the step size is very small then the
expression for MSD is given in (Lopes & Sayed 2007) which is given as
ηk = 0.5(μ21σ2v,1λ T1 + ...+ μ2Nσ2v,Nλ TN )(μ1∧1+...+ μN∧N)−1q (6)
where Ru,k =Uk ∧k U∗k and ∧k is the diagonal matrix containing the eigen values of covariance matrix Ru,k given as
∧k = diag{λk,1, ...,λk,M}. Further for k = 1,2, ...,N we have the covariance matrix of uk is Ru,k = σ2u,kIM, then the
expression for MSD is approximated as
ηk ≈ M2
(
N
∑
k=1
μ2kσ2v,k
)
/
(
N
∑
k=1
μk
)
(7)
It is clearly seen that the expression of ηk is depends on the step sizes at all the nodes {μ1, ...,μN} and the noise
variance. Now the effective step size of the kth node by considering only the noise variance is can be derived form (7)
and is given as
μˆk =
μs
σ2v,k
(
1
N
N
∑
k=1
1
σ2v,k
)−1
(8)
where μs is the static step size used for all the nodes, σ2v,k is the noise variance at k th node.
When the effective step size is choosen according to (8), then the transient behavior will remains same as that of the
static step size case, but the steady state performance will increase. If we want improve the study state performance
without considering the transient behavior, then the input variance of signal at different node should be taken in the
effective size calculation. Again the actual expression of MSD for node k in (6) depends on both the input signal (in
the input covariance matrix Ru,k)and noise variance. The effective step size defined in (8) can be modified by inserting
the effect of input signal variance. Therefore the effective size of kth node is modified by considering input signal
covariance covariance along noise variance as
μˆk =
μs
σ2v,k+σ
2
u,k
(
1
N
N
∑
k=1
1
σ2v,k+σ
2
u,k
)−1
(9)
where σ2u,k is the input signal variance at kth node.
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4. Simulation Results
The performance of the robust incremental LMS is evaluated through simulation study and the results are compared
with traditional ILMS. All simulations are carried out using regressor input with shift structure. The desired data are
generated according to the model given in (1), and the unknown vector w∘ is set to [1,1, . . . ,1]T/
√
M.
In the same example as in (Lopes & Sayed 2007) is simulated for facilitating comparison. The network consists of
twenty nodes with each regressor size of (1× 10) collecting data through a correlated process given by
uk(i) = ak ⋅uk(i− 1)+ bk ⋅nk(i), i>−∞ (10)
Here, ak ∈ [0,1) is the correlation index and nk(i) is a spatially independent white Gaussian process with unit variance
and bk =
√
σ2u,k ⋅ (1−a2k). The regressor power profile {σ2u,k} ∈ (0,1]. The resulting regressors have Toeplitz co-
variance with co-relation sequence rk(i) = σ2u,k ⋅ (ak)∣i∣, i = 0,1,2, . . . ,M−1. These parameters are chosen randomly,
have taken same as in (Lopes & Sayed 2007) for comparison purpose and are depicted in Figs.2(a) and 2(b). The
background Gaussian noise with variance σ2g,k are also generated randomly and is shown in Fig.3.
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Fig. 2. (a) Regressor power profile. (b) Correlation index per node
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Fig. 3. Noise power profile
To generate the performance curves, ten independent experiments are performed and the results are averaged. The
steady-state curves are generated by running the networks for 3000 iterations. The quantities such as the MSD, EMSE
and MSE are obtained by averaging the last 500 samples of the corresponding learning curves.
The robustness of the algorithm is tested by changing the noise variance at some specific nodes. Here in the present
example the variances of the nodes 2, 10, 12 and 20 are changed to high values randomly. The variance of noise at
other nodes are randomly defined in between [0 0.1]. In Fig. 3 the noise variance is plotted. Figures 4(a), 4(b) and
4(c) clearly show the 18 dB robustness of the algorithm in impulsive noise over incremental LMS.
The main objective of all the adaptive algorithms are to estimate optimum weights. If the noise is stationary, then
the mean-square error is close to the background noise. But when the noise is non stationary, then the MSE does
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Fig. 4. Simulated MSD, EMSE and MSE curves; green curve for efficient step size ILMS (proposed) and blue curve for static step size ILMS (a)
MSD Vs nodes. (b) EMSE Vs nodes (c) MSE Vs nodes
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Fig. 5. Transient curve for MSD
not converge. In this situation the estimated weights obtained by using LMS type algorithm diverge from the desired
values. It is because the error is used directly in weight update equation of the adaptive algorithm. Therefore the MSD
and EMSE do not converge and hence the steady-state values are high in case of distributed incremental LMS. Figs.
4(a) to 4(c) shows that the proposed ILMS robust towards spatial variance of the noise.
The mean transient behavior of the network in terms of MSD is shown in Fig. 4. From the figure it is celarly shows
the robust against static step size case. The convergence speed remains same for both the algorithm, but there is a gain
of about 18 dB. This achievement is very good to design an energy efficient robust distributed WSN.
5. Conclusion
This paper presents the robust distributed learning algorithms in WSN by assigning efficient optimum step size at
different nodes under the spatial variance of the noise variance. The optimum step size is calculated at each node by
considering the noise variance of all the nodes present in the network. The simulation results shows the robustness
of the proposed approach over the conventional incremental adaptive algorithm. We can derive new step size formula
which should independent of noise variance of other nodes and depends only the noise and input signal variance of
the its own.
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