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Abstrakt: Jednou z aktua´lne najˇstudovanejˇs´ıch podmnozˇ´ın Booleovsky´ch funkci´ı su´ Hornovske´ fun-
kcie. V nich je mnoho nezodpovedany´ch ota´zok v proble´me ich minimaliza´cie (na´jdenie najkompakt-
nejˇsej ekvivalentnej reprezenta´cie).
Tak ako Kronus [11] rozsˇ´ıril poznatky v oblasti Hornovsky´ch formul´ı o neobvyklu´ mieru pocˇtu zdro-
jovy´ch mnozˇ´ın na za´klade teo´rie z relacˇny´ch databa´z, tak ta´to pra´ca posu´va jeho snahu o krok d’alej
a tentokra´t na za´klade teo´rie z hypergrafov zadeﬁnuje d’alˇsie tri bezˇne nepouzˇ´ıvane´ miery a odvod´ı
ich su´vislosti a vlastnosti.
Dˇalˇs´ım sledovany´m proble´mom je zlozˇitost’ Hornovskej minimaliza´cie pri obmedzen´ı pocˇtu litera´lov
v terme. Doteraz najsilnejˇs´ım tvrden´ım bol doˆkaz o tom, zˇe NP-t’azˇkost’ sa zachova´va aj ked’ ob-
medz´ıme tento pocˇet na tri. Okrem na´jdenia nezrovnalosti v doˆkaze a jeho podrobne´mu rozobraniu,
zadeﬁnujem aj proble´m ktory´ je ekvivalentny´ tomu, ktory´ sa nacha´dza v cˇla´nku. Ty´m da´m priestor
na pr´ıpadnu´ opravu doˆkazu v budu´cnosti.
Najva¨cˇsˇ´ım pr´ınosom by potom malo byt’ vyplnenie vzniknutej medzery doka´zan´ım o cˇosi slabsˇieho
tvrdenia. Totiˇz, zˇe proble´m Hornovskej minimaliza´cie zosta´va NP-t’azˇky´ aj pri obmedzen´ı pocˇtu li-
tera´lov v terme na 4.
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Abstract: One of the recently most studied subsets of Boolean functions are Horn functions. There
is quite a lot of open problems which concern their minimization (ﬁnding the smallest equivalent
representation).
As Kronus [11] has expanded knowledge in the area of Horn minimization by unusual measure
(number of source sets) based on the theory of relational databases, in a similiar way this work is
trying to expand this knowledge by another three unusual measures (and their properties, relations)
based on the theory of hypergraphs.
Another recently studied problem is Horn minimization with a constraint on the number of literals
in one term. Up to now the best result was a proof that Horn minimization remains intractable even
when this number is restricted to be at most three. After pointing out a mistake in this proof, a new
problem of ﬁnding HV-cover will be presented, which is equivalent to the studied one. Alltogether
this could be the base for future correction of the original proof.
Then the biggest contribution of this work will be ﬁlling in the just created gap in the theory by a
weaker proposition, that Horn minimization problem remains intractable even with a restriction on
the number of literals per term to be at most four.
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Kapitola 1
U´vod
Booleovska´ funkcia je svojou deﬁn´ıciou vel’mi jednoduchy´ abstraktny´ matematicky´ pojem.
V praxi je vsˇak teo´ria Booleovsky´ch funkci´ı vel’mi dobre aplikovatel’na´ na vel’mi sˇiroku sˇka´lu
(i nanajvy´sˇ aktua´lnych) proble´mov. Zrejme je to spoˆsobene´ pra´ve jej jednoduchost’ou cˇo do
deﬁn´ıcie, jej dostatocˇnou mierou abstrakcie. V odbore zlozˇitosti bol napr´ıklad prvy´ proble´m,
pre ktory´ bola doka´zana´ NP-u´plnost’, proble´m splnitel’nosti Booleovskej funkcie zadanej v
tvare CNF.
A pra´ve to viedlo k tomu, zˇe sa medzi znacˇne vsˇeobecny´mi Booleovsky´mi funkciami hl’adali
podtriedy, ktore´ by mohli mat’ lepsˇie vlastnosti (napr´ıklad kvadraticke´, kubicke´, acyklicke´,
kvazi-acyklicke´, CQ-funkcie, Hornovske´, skryte Hornovske´, ...). V tejto pra´ci som sa zame-
ral pra´ve na Hornovske´ funkcie. Tie zauj´ımaju´ medzi Booleovsky´mi funkciami tak trochu
vy´nimocˇne´ postavenie. A to pra´ve z doˆvodu, zˇe odstranˇuju´ obrovsku´ nevy´hodu obecny´ch
skry´vaju´cu sa v zlozˇitosti proble´mu splnitel’nosti a za´rovenˇ su´ dostatocˇne vsˇeobecne´ na to,
aby v nich boli formalizovane´ mnohe´ prakticke´ proble´my, obzvla´sˇt’ z oboru umelej inteligencie
a relacˇny´ch databa´z.
Pri nara´ban´ı s Hornovsky´mi funkciami je kl’´ucˇovou ota´zkou vol’ba reprezenta´cie. V ota´zke typu
reprezenta´cie sa na u´kor menej typicky´ch (obvody, pravdivostna´ tabul’ka) bude pra´ca zaobe-
rat’ len s funkciami vyjadreny´mi v najbezˇnejˇsej forme - vo forme formul´ı a to v disjunkt´ıvnej
norma´lnej forme (DNF). Ta´to disjunkt´ıvna norma´lna forma vsˇak nie je jednoznacˇne urcˇena´,
existuje typicky exponencia´lne mnoho ekvivalentny´ch vyjadren´ı danej funkcie. Pricˇom cˇi
uzˇ z pohl’adu priestorovej, ale i cˇasovej zlozˇitosti je jasne´, zˇe pra´ca s kompaktnejˇsou re-
prezenta´ciou je vy´hodnejˇsia. Preto jedny´m z najaktua´lnejˇs´ıch proble´mov v tejto oblasti je
proble´m nazy´vany´ Horn Minimization (HM) - minimaliza´cie reprezenta´cie Hornovsky´ch for-
mul´ı, na ktory´ sa pra´ca zameriava. Pri riesˇen´ı tohto proble´mu existuje viacero pr´ıstupov.
Jednou z mozˇnost´ı je aproxima´cia. Mimo iny´ch autorov sa ty´mto zaoberal aj Bhattacharya a
kol. [2], kde okrem aproxima´cie sku´mali pri proble´me minimaliza´cie aj ma´lo sku´mane´ postupy,
ako napr´ıklad prida´vanie novy´ch premenny´ch za u´cˇelom celkove´ho zmensˇenia reprezenta´cie i
vzhl’adom k pocˇtu poˆvodny´ch premenny´ch.
Alternat´ıvnym pr´ıstupom je hl’adanie podtried Hornovsky´ch formul´ı, pre ktore´ by bol proble´m
minimaliza´cie riesˇitel’ny´ v polynomia´lnom cˇase. Najzna´mejˇs´ım pr´ıpadom su´ kvadraticke´ fun-
kcie (algoritmus na minimaliza´ciu uva´dza napr´ıklad aj Kronus [11]). Tie su´ vsˇak uzˇ znacˇne
obmedzene´ a v praxi ma´lo vyuzˇitel’ne´. Preto je snaha na´jst’ vsˇeobecnejˇsie vyjadrenie. Tak
napr´ıklad Hammer a Kogan [9] uviedli uzˇ znacˇne pouzˇitel’nejˇsiu mnozˇinu acyklicky´ch funkci´ı
a esˇte aj jej nadmnozˇinu quasi-acyklicky´ch funkci´ı. Jeden z najnovsˇ´ıch vy´sledkov v tejto ob-
lasti priniesol Boros a kol. [3] uveden´ım takzvany´ch CQ-funkci´ı.
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Dˇalˇsou intenz´ıvne sˇtudovanou podtriedou proble´mu Hornovskej minimaliza´cie je trieda Hor-
novsky´ch formul´ı s obmedzen´ım pocˇtu litera´lov na jeden term. Take´to obmedzenia vsˇak ty-
picky neprina´sˇaju´ u´spech. To sa vie napr´ıklad u vysˇsˇie spomı´nane´ho proble´mu splnitel’nosti.
Pri proble´me Hornovskej minimaliza´cie nie je tento aspekt presku´many´ u´plne do detailov.
Znacˇne totizˇ za´lezˇ´ı na tom, cˇo povazˇujeme za parameter, ktory´ chceme minimalizovat’. A to
je pra´ve oblast’, ktora´ je na´plnˇou tejto pra´ce.
V prvej kapitole zhrniem za´kladne´ deﬁn´ıcie ty´kaju´ce sa Hornovsky´ch funkci´ı, ako aj vety a
na´stroje, ktore´ potom budem vyuzˇ´ıvat’ vo vsˇetky´ch ostatny´ch kapitola´ch.
Ako bolo spomenute´ vysˇsˇie, proble´m minimaliza´cie je znacˇne za´visly´ od miery, ktorou meriam
jej d´lzˇku. A pra´ve druha´ kapitola si vzala za ciel’ presku´mat’ cˇo najˇsirsˇie spektrum roˆznych
mier minimality, dokonca aj taky´ch ktore´ boli doteraz uvazˇovane´ len mimo svet Hornovsky´ch
funkci´ı. Pozrie sa na ich vlastnosti, vza´jomne´ za´vislosti a rozoberie proble´m minimaliza´cie
pre kazˇdu´ z nich.
Dˇalˇsie kapitoly sa venuju´ proble´mu minimaliza´cie pri obmedzen´ı pocˇtu litera´lov v terme. V
pr´ıpade, kedy pouzˇ´ıvame ako mieru pocˇet litera´lov v celej formuli, uka´zali Cˇepek, Kucˇera [6],
zˇe aj pri obmedzen´ı pocˇtu litera´lov v terme na 5, zosta´va tento proble´m NP-t’azˇky´. Ak
mierou minimaliza´cie je pocˇet termov vo formuli, uka´zali Boros, Cˇepek [4] zˇe sa da´ pocˇet
litera´lov na term obmedzit’ azˇ na cˇ´ıslo 3. Pra´ve rozbor tohoto doˆkazu bude na´plnˇou tretej
kapitoly. Ako sa uka´zˇe, doˆkaz obsahuje chybu. Uvediem protipr´ıklad, doˆkladne presku´mam
silu doka´zany´ch tvrden´ı. Poku´sim sa mnozˇstvo uzˇitocˇny´ch pomocny´ch tvrden´ı uvedeny´ch v
tomto doˆkaze pouzˇit’ na zkonsˇtruovanie ekvivalentne´ho proble´mu hl’adania tzv. HV-pokrytia.
Okrem demonsˇtra´cie komplikovanosti situa´cie tak da´m priestor a prostriedky na pr´ıpadne´
budu´ce doka´zanie toho, cˇo chcel poˆvodny´ doˆkaz doka´zat’.
Nie je zna´my zˇiaden iny´ vy´sledok, ktory´ by uka´zal NP-t’azˇkost’ minimaliza´cie v pocˇte termov
pri obmedzen´ı na aky´kol’vek vysˇsˇ´ı pocˇet litera´lov v terme. Sˇtvrta´ kapitola si zaumieni tu´to
pra´ve vzniknutu´ medzeru vyplnit’ a doka´zat’ asponˇ slabsˇie tvrdenie, v ktorom sa neobmedz´ı
pocˇet litera´lov v terme na 3 (ako to cˇinil poˆvodny´ doˆkaz), ale na 4. Uka´zˇe to redukciou
z NP-t’azˇke´ho proble´mu zna´meho ako Set Covering. Respekt´ıve z jeho modiﬁka´cie, ktora´
ma´ obmedzenie mohutnosti mnozˇ´ın na 3, nazvane´ho 3-Set Covering. Doˆkaz NP-t’azˇkosti to-
hoto proble´mu je taktiezˇ su´cˇast’ou tejto kapitoly. Rovnako aj doˆkazy NP-t’azˇkosti d’alˇs´ıch
proble´mov, ktore´ su´ nevyhnutne´ pre tento doˆkaz.
1.1 Za´kladne´ pojmy
V tejto sekcii objasn´ım za´kladne´ pojmy z oblasti Booleovsky´ch a Hornovsky´ch funkci´ı. Uve-
diem aj niektore´ za´kladne´ vlastnosti popisovany´ch objektov vo forme Lemmat. Aby som
zabra´nil neu´mernemu navysˇovaniu rozsahu pra´ce, nebudem uva´dzat’ doˆkazy vsˇetky´ch tvr-
den´ı. Obzvla´sˇt’ ak je doˆkaz vel’ke´ho rozsahu a da´ sa na´jst’ v inej literatu´re. V takomto pr´ıpade
sa typicky odka´zˇem na zdroj, kde sa da´ na´jst’ a uvediem asponˇ na´znak doˆkazu. Podobny´
postup budem volit’ aj v nasleduju´cich kapitola´ch.
Pri tvorbe tejto kapitoly som vycha´dzal takmer vy´lucˇne z [5].
1.1.1 Booleovske´ funkcie
Za´kladnou deﬁn´ıciou je
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Deﬁn´ıcia 1.1 Booleovska´ funkcia je zobrazenie
푓 : {0, 1}푛 → {0, 1}.
Maly´mi p´ısmenami z konca abecedy budem oznacˇovat’ logicke´ premenne´, typicky 푥, 푦. Moˆzˇu
teda nadobu´dat’ hodnoty 0, 1, ktore´ su´ ekvivalentami logicky´ch hodnoˆt false, true. Pri opera´ciach
s logicky´mi premenny´mi budem pouzˇ´ıvat’ na oznacˇenie disjunkcie 푥∨푦, konjukcie 푥∧푦, nega´cie
푥¯. Vy´skyt premennej alebo jej nega´cie budem nazy´vat’ litera´l, pricˇom vy´skyt premennej je
pozit´ıvny litera´l, vy´skyt jej nega´cie negat´ıvny litera´l.
Deﬁn´ıcia 1.2 Booleovska´ formula:
a) kazˇda´ atomicka´ formula (litera´l) je booleovska´ formula,
b) ak 퐴, 퐵 su´ booleovske´ formule, potom aj 퐴¯, 퐴 ∨퐵,퐴 ∧퐵 su´ booleovske´ formule
Slovom term budem oznacˇovat’ konjukciu litera´lov, v ktorej sa zˇiadna premenna´ nevyskytne
za´rovenˇ v pozit´ıvnom i negat´ıvnom litera´le. Na reprezenta´ciu Booleovsky´ch funkci´ı budem
pouzˇ´ıvat’ pra´ve formule, a to takmer vy´lucˇne v tvare:
Disjunkt´ıvna norma´lna forma (DNF) je disjunkcia termov.
Dovolit’ si to moˆzˇem preto, lebo plat´ı nasleduju´ce tvrdenie:
Veta 1.3 Kazˇda´ Booleovska´ funkcia sa da´ vyjadrit’ v tvare DNF.
Doˆkaz. Majme funkciu 푓(푛) na 푛 premenny´ch 푥1, . . . 푥푛. Deﬁnujme tabul’ku:
푥1 푥2 . . . 푥푛 푓(푛)
0 0 ⋅ ⋅ ⋅ 0 0
0 0 ⋅ ⋅ ⋅ 1 1
...
...
1 1 ⋅ ⋅ ⋅ 0 0
1 1 ⋅ ⋅ ⋅ 1 1
Kde v jednotlivy´ch st´lpcoch ma´me hodnoty premenny´ch, v poslednom st´lpci hodnotu funkcie.
Vy´sledna´ DNF bude disjunkciou termov, kde kazˇdy´ term odpoveda´ jedne´mu riadku tabul’ky,
kde ma´ funkcia hodnotu jedna. Pri tvorbe termu z jedne´ho riadku sa pouzˇije postup, kde sa
hodnota nula nahrad´ı negat´ıvnou premennou a hodnota jedna pozit´ıvnou. Takzˇe v pr´ıpade
hodnoˆt, ktore´ su´ naznacˇene´ v tabul’ke by vy´sledna´ DNF vyzerala
(푥¯1 ∧ 푥¯2 ∧ . . . ∧ 푥푛) ∨ . . . ∨ (푥1 ∧ 푥2 ∧ . . . ∧ 푥푛)
□
Pozna´mka: Z tabul’ky je pekne vidiet’, zˇe pocˇet roˆznych Booleovsky´ch funkci´ı nad 푛 pre-
menny´mi je 2(2
푛). Riadky totizˇ odpovedaju´ roˆznym ohodnoteniam premenny´ch, ty´ch je 2푛.
Booleovska´ funkcia potom moˆzˇe mat’ na kazˇdom riadku bud’ hodnotu jedna alebo nula.
Taky´chto roˆznych kombina´ci´ı je pra´ve 2(2
푛).
Zavediem si esˇte jedno znacˇenie. Formule v tvare DNF budem oznacˇovat’ kaligraﬁcky´m
p´ısmom vel’ky´mi p´ısmenami, typicky ℱ , 풢 , ℋ . Symbolom ℱˆ budem oznacˇovat’ mnozˇinu
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termov DNF ℱ .
Pre funkcie 푓 a 푔 budem p´ısat’ 푓 ≤ 푔, ak 푓 = 1 ⇒ 푔 = 1. Presnejˇsie povedane´, ak
pre vsˇetky hodnoty premenny´ch plat´ı ∀(푥1, ..., 푥푛) ∈ {0, 1}푛 : 푓(푥1, 푥2, . . . , 푥푛) = 1 ⇒
푔(푥1, 푥2, . . . , 푥푛) = 1, kde 푓 a 푔 su´ deﬁnovane´ na 푛 premenny´ch. Kazˇdy´ term taktiezˇ od-
poveda´ Booleovskej funkcii, takzˇe toto znacˇenie sa vzt’ahuje aj na termy. Dokonca v pr´ıpade,
kedy bude pre nejaky´ term 푇 a funkciu 푓 platit’, zˇe 푇 ≤ 푓 , taky´to term oznacˇ´ım pojmom
implikant funkcie 푓 . Term 푇 sa nazy´va prima´rny implikant funkcie 푓 , ak je implikantom,
a po vypusten´ı l’ubovol’ne´ho litera´lu presta´va byt’ implikantom (푇 sa neda´ skra´tit’). Ak je 푇
implikantom 푓 a nie je prima´rny, potom existuje 푇 ′ tak, zˇe 푇 ≤ 푇 ′ ≤ 푓 , 푇 ′ je prima´rny
implikant 푓 . V takomto pr´ıpade hovor´ıme, zˇe 푇 ′ absorbuje 푇 .
Pozna´mka: V DNF je kazˇdy´ term implikantom reprezentovanej funkcie.
Ak je vsˇak kazˇdy´ term v DNF prima´rnym implikantom reprezentovanej funkcie, potom
tu´to DNF nazvem prima´rnou. DNF ℱ reprezentuju´cu 푓 nazvem irredundantnou, ak vy-
pusten´ım l’ubovol’ne´ho termu z ℱ dostanem DNF, ktora´ uzˇ nereprezentuje 푓 .
Hovor´ıme, zˇe ℱ je kanonicka´ DNF, ak obsahuje vsˇetky prima´rne implikanty reprezentova-
nej funkcie.
Termy 푇1 a 푇2 maju´ konﬂikt v premennej 푥, ak 푥 ∈ 푇1 a 푥¯ ∈ 푇2 (alebo naopak). Po-
vieme, zˇe 푇1 a 푇2 maju´ konsenzus, ak maju´ konﬂikt v pra´ve jednej premennej. Potom ak
푇1 = 퐴푥, 푇2 = 퐵푥¯, tak 푐표푛푠(푇1, 푇2) = 퐴 ∧퐵.
Ako hovor´ı Veta 1.4, ktoru´ uvediem nizˇsˇie, na z´ıskanie kanonickej DNF slu´zˇi
Konsenzua´lna meto´da: Na vstupe ma´ DNF ℱ . Ky´m sa ℱ moˆzˇe menit’, opakuj:
1) vykonaj vsˇetky absorbcie, ktore´ sa vykonat’ daju´
2) najdi l’ubovol’ne´ dva termy maju´ce konsenzus, a ak nie je absorbovany´ termom, ktory´
uzˇ je v ℱ pr´ıtomny´, tak ho pridaj do ℱ
Veta 1.4 (Quinn) Nech ℱ je DNF reprezentuju´ca 푓 . Vy´stupom konsenzua´lnej meto´dy so
vstupom ℱ je kanonicka´ DNF reprezentuju´ca 푓 .
Doˆkaz. Sporom. Nech 풢 = 푅1 ∨푅2 ∨ . . . ∨푅푘 je vy´stupom konsenzua´lnej meto´dy a nech 푃
je prima´rny implikant 푓 , pricˇom 푃 ∕= 푅푖, ∀푖. Deﬁnujme 풫 = {term 푄∣푄 ≤ 푃, ∀푖 : 푄 ≰ 푅푖}.
Ked’zˇe 푃 ∈ 풫 , tak 풫 ∕= ∅. Nech je teda 푃 ∗ najdlhsˇ´ı term v 풫 .
∙ ∣푃 ∗∣ = 푛 (vsˇetky premenne´)
푃 ∗ = 1⇒ 푃 = 1⇒ 푓 = 1
푃 ∗ = 1⇒ ∀푖 : 푅푖 = 0⇒ 푓 = 0, Spor
∙ ∣푃 ∗∣ ≤ 푛− 1
Vieme teda, zˇe ∃푥 : 푥 /∈ 푃 ∗. Termy 푥푃 ∗, 푥¯푃 ∗ nie su´ v 풫 , pretozˇe 푃 ∗ bol najdlhsˇ´ı.
Ked’zˇe 푃 ∗ ≤ 푃 , potom aj 푥푃 ∗ ≤ 푃 a 푥¯푃 ∗ ≤ 푃 . Potom ale musia tieto dva termy
porusˇovat’ vlastnost’ ∀푖 : 푄 ≰ 푅푖. Musia teda existovat’ termy 푅푖, 푅푗 take´, zˇe plat´ı
푥푃 ∗ ≤ 푅푖, 푅푖 = 퐴푥,퐴 ⊆ 푃 ∗ a za´rovenˇ 푥¯푃 ∗ ≤ 푅푗, 푅푗 = 퐵푥¯,퐵 ⊆ 푃 ∗. Potom ale
tieto termy maju´ nutne konsenzus 푐표푛푠(푅푖, 푅푗) = 퐴 ∧ 퐵, kde 퐴 ∧ 퐵 ⊆ 푃 ∗. Ked’zˇe
je to konsenzus prvkov z 풢 , musel byt’ meto´dou pridany´, alebo absorbovany´ nejaky´m
푅푘 ∈ 풢. Potom ale 푅푘 ⊆ 퐴∧퐵 ⊆ 푃 ∗ a teda 푃 ∗ ≤ 푅푘 a to je spor s na´lezˇen´ım do 풫 . □
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1.1.2 Hornovske´ formule
Term 푇 sa nazy´va Hornovsky´, ak obsahuje nanajvy´sˇ jeden negat´ıvny litera´l.
DNF ℱ sa nazy´va Hornovska´, ak sa sklada´ len z Hornovsky´ch termov.
Booleovska´ funkcia 푓 sa nazy´va Hornovska´, ak ma´ asponˇ jednu reprezenta´ciu pomocou
Hornovskej DNF. Term 푇 sa nazy´va cˇiste Hornovsky´, ak obsahuje pra´ve jeden negat´ıvny
litera´l. Analogicky deﬁnujeme cˇiste Hornovsku´ DNF, cˇiste Hornovsku´ funkciu.
V pr´ıpade Hornovsky´ch funkci´ı je dobre zna´mym faktom (napr´ıklad [7]), zˇe kazˇdy´ prima´rny
implikant (cˇiste) Hornovskej funkcie je (cˇiste) Hornovsky´. Takzˇe kazˇda´ prima´rna DNF (cˇiste)
Hronovskej funkcie je (cˇiste) Hornovska´.
Pre zjednodusˇenie znacˇenia pri pra´ci s termami si zavediem zjednodusˇene´ znacˇenie, kde
namiesto konjunkcie premenny´ch 푥∧ 푦 ∧ 푧¯ budem p´ısat’ len jednoducho 푥푦푧¯. Ak budem mat’
mnozˇinu premenny´ch 푆 = {푥1, 푥2, ..., 푥푛} a premennu´ 푧, budem namiesto
⋀
푥푖∈푆 푥푖 ∧ 푧¯ p´ısat’
len jednoducho 푆푧¯. Na niektory´ch miestach sa v pr´ıpade taky´chto termov budem na mnozˇinu
푆 pozit´ıvnych litera´lov odkazovat’ ako na l’avu´ stranu termu a na premennu´ 푧, teda na pre-
mennu´ ktora´ vystupuje ako negat´ıvna, ako na hlavu termu.
V u´vode som spomı´nal, zˇe Hornovske´ formule maju´ pra´ve tu´ vy´hodu, zˇe pre nich je
algoritmus na zistenie splnitel’nosti polynomia´lny. Proble´m splnitel’nosti je vsˇak deﬁnovany´
na konjukt´ıvnej norma´lnej forme (CNF). Cˇitatel’a nemus´ı zauj´ımat’ cˇo CNF je, podstane´ je
totizˇ to, zˇe v pr´ıpade DNF (a v celej pra´ci sa zaobera´m pra´ve vy´lucˇne DNF) je tento proble´m
ekvivalentny´ proble´mu falziﬁkovatel’nosti, oznacˇovany´ FALS, ktory´ hl’ada´ ohodnotenie, v
ktorom ma´ funkcia hodnotu 0. (Cˇizˇe v podstate zist’uje, cˇi dana´ formula je tautolo´giou.)
Pre na´zornost’ uvediem asponˇ naivnu´ verziu algoritmu na FALS DNF:
1) Ky´m existuje za´porny´ linea´rny term 푥¯푖:
(a) dosad’ 푥푖 = 1
(b) z formule vyhod’ termy obsahuju´ce 푥¯푖
(c) z termov obsahuju´cich 푥푖 tento litera´l vyhod’
Ak som ty´mto vytvoril pra´zdny term, potom KONIEC - formula nie je falziﬁko-
vatel’na´ (je tautolo´giou)
2) Zvysˇne´ premenne´ ohodnot’ nulou.
Tento algoritmus pracuje v cˇase 푂(푛푙), kde 푛 je pocˇet premenny´ch, 푙 je pocˇet litera´lov. Exis-
tuje aj o ma´lo chytrejˇs´ı algoritmus, ktory´ pracuje v cˇase 푂(푙).
Vel’mi doˆlezˇity´m a cˇasto pouzˇ´ıvany´m pojmom pri sˇtu´diu Hornovsky´ch funkci´ı je forward
chaining. Je to procedu´ra, pomocou ktorej sa da´ overit’, cˇi dany´ term je implikantom zadanej
cˇiste Hornovskej funkcie. Na vstupe ma´ cˇiste Hornovsku´ DNF ℱ reprezentuju´cu funkciu 푓 ,
podmnozˇinu 푄 jej premenny´ch a na vy´stupe da´ mnozˇinu 푅, ktora´ je nadmnozˇinou mnozˇiny
푄. Va´gne povedane´, mnozˇina 푅 reprezentuje mnozˇinu vsˇetky´ch premenny´ch, ktore´ su´ “odvo-
ditel’ne´” z premenny´ch, ktore´ su´ v 푄. Pricˇom ta´to “odvoditel’nost’” sa da´ nahliadnut’ napr´ıklad
tak, zˇe pri pokuse falziﬁkovat’ ℱ je 푅 mnozˇinou vsˇetky´ch premenny´ch, ktory´ch ohodnotenie
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na 1 je vynu´tene´ ohodnoten´ım premenny´ch z 푄 na 1.
Forward chaining. Na vstupe ma´ cˇiste Hornovsku´ DNF ℱ = ⋁푚푖=1 푆푖푥¯푗푖 a podmnozˇinu
premenny´ch 푄. Potom:
1) 푅 := 푄
2) Ky´m existuje 푖 tak, zˇe 푆푖 ⊆ 푅 a 푥푗푖 /∈ 푅, potom 푅 := 푅 ∪ {푥푗푖}
Vy´stupom procedu´ry forward chaining je mnozˇina R. Vsˇeobecne v d’alˇsom texte vy´sledok
procedu´ry forward chaining nad DNF ℱ s pocˇiatocˇnou mnozˇinou 푄 budem oznacˇovat’ sym-
bolom Rℱ(Q).
O uzˇitocˇnosti tejto procedu´ry, hovor´ı na´sleduju´ce Lemma. Ked’zˇe ho budem v d’alˇsom
texte hojne pouzˇ´ıvat’, nebudem sa na neho zakazˇdy´m odkazovat’. Jeho doˆkaz neuvediem, da´
sa na´jst’ v mnohy´ch publika´cia´ch, napr´ıklad v [11], [8].
Lemma 1.5 Cˇiste Hornovsky´ term 푄푦¯ je implikantom cˇiste Hornovskej funkcie 푓 zadanej
cˇiste Hornovskou DNF ℱ pra´ve vtedy, ak 푦 ∈ 푅ℱ(푄).
Na za´klade tejto vety si zadeﬁnujem esˇte dva pojmy. Premenna´ 푥 je v ℱ odvoditel’na´ z
mnozˇiny 푆, ak 푥 ∈ 푅ℱ(푆). Term 푆푥¯ je odvoditel’ny´ z ℱ , ak 푥 ∈ 푅ℱ(푆).
Dˇalˇsia z uzˇitocˇny´ch vlastnost´ı Hornovsky´ch DNF je vyjadrena´ v nasleduju´com Lemma.
Lemma 1.6 Pre kazˇdu´ Hornovsku´ DNF sa da´ v cˇase 푂(푙2) na´jst’ ekvivalentna´ prima´rna
irredundantna´ DNF.
Doˆkaz. Majme Hornovsku´ DNF ℱ . Uka´zˇem, ako k nej na´jst’ prima´rnu irredundantnu´ DNF
ℱ ′′, ktora´ bude ekvivalentna´.
Doˆlezˇity´m faktom je, zˇe pre kazˇdu´ Hornovsku´ DNF ℋ a term 푆푥¯ vieme v linea´rnom cˇase
푂(푙) (푙 je pocˇet litera´lov) zistit’, cˇi 푆푥¯ ≤ ℋ. A to tak, zˇe v ℋ polozˇ´ıme vsˇetky premenne´ z 푆
ako rovne´ 1, premennu´ 푥 polozˇ´ıme rovnu´ 0 - tu´to novu´ DNF nazvyme ℋ′. Ty´m zabezpecˇ´ıme,
zˇe 푆푥¯ je pravda. Ak ma´ byt’ splnena´ podmienka 푆푥¯ ≤ ℋ, mus´ı byt’ nutne aj ℋ′ pravda, a
to pre kazˇde´ ohodnotenie. Iny´mi slovami, nesmie byt’ falziﬁkovatel’na´. A to zist´ıme tak, zˇe
pust´ıme linea´rny algoritmus FALS na ℋ′. A ak ma´ byt’ 푆푥¯ ≤ ℋ, mus´ı algoritmus skoncˇit’ s
odpoved’ou NO (teda s odpoved’ou “vstupna´ DNF nie je falziﬁkovatel’na´”).
Takzˇe teraz si zoberieme ℱ , z nej vytvor´ıme prima´rnu ℱ ′′. A to tak, zˇe z kazˇde´ho termu 푇
sprav´ım prima´rny nasledovne. Sku´sim z neho odstra´nit’ nejaky´ litera´l a zist´ım, cˇi aj po jeho
odstra´nen´ı plat´ı 푇 ≤ ℱ (horeuvedeny´m linea´rnym algoritmom). Ak a´no, odstra´nim tento
litera´l. Takto postupne vysku´sˇam vsˇetky litera´ly. Ta´to cˇast’ spust´ı pre kazˇdy´ litera´l horeuve-
deny´ algoritmus, to na´m da´va zlozˇitost’ tejto cˇasti 푂(푙2).
Teraz z prima´rnej ℱ ′ sprav´ım prima´rnu irredundantu´ ℱ ′′. A to tak, zˇe pre kazˇdy´ term zist´ım,
cˇi nie je redundantny´. Najprv ℱ ′′ := ℱ ′. Potom pre kazˇdy´ term 푇 polozˇ ℱ ′′ := ℱ ′′ ∖푇 a sku´s
cˇi 푇 ≤ ℱ ′′. Ak a´no, tak term je nadbytocˇny´, nechaj ho mimo ℱ ′′. Ak nie, tak term 푇 vra´t’
do ℱ ′′. Pre kazˇdy´ term som pustil horeuvedeny´ 푂(푙) algoritmus, takzˇe ak 푡 je pocˇet termov,
tak ta´to cˇast’ bezˇ´ı v cˇase 푂(푙푡).
□
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Kapitola 2
Hornovska´ Minimaliza´cia (HM) a
netradicˇne´ miery
V tejto kapitole zadeﬁnujem proble´m Hornovskej minimaliza´cie (HM). Vel’mi va´gne sa da´
povedat’, ze je to snaha pre zadanu´ DNF ℱ na´jst’ jej minima´lnu reprezenta´ciu, to jest DNF
ℱ ′ ekvivalentu´ ℱ taku´, aby jej d´lzˇka bola najmensˇia mozˇna´. Ota´zkou je, cˇo je to “d´lzˇka for-
mule”.
A pra´ve na tu´to ota´zku sa v tejto kapitole poku´sim cˇo najkomplexnejˇsie odpovedat’. Sku´sim
na´jst’ vsˇetky odpovede, ktore´ pre Hornovske´ DNF da´vaju´ nejaky´ dobry´ zmysel.
Vo vedeckej literatu´re sa pod pojmom Horn Minimization va¨cˇsˇinou mysl´ı jej minimaliza´cia
vzhl’adom k najprirodzenejˇsej miere - pocˇtu termov vo formuli. Vel’mi cˇasto pouzˇ´ıvanou je
esˇte aj celkovy´ pocˇet litera´lov vo formuli. Obe tieto miery su´ celkom bezˇne pouzˇ´ıvane´ aj na
meranie d´lzˇky vsˇeobecny´ch formul´ı v tvare DNF (nie nutne Hornovsky´ch).
Sˇpecia´lny tvar Hornovskej DNF vsˇak umozˇnˇuje d´ıvat’ sa na vel’kost’ jej DNF aj na za´klade
iny´ch krite´ri´ı, ktore´ u ostatny´ch nemaju´ obdobu. Takto napr´ıklad Kronus [11] zadeﬁnoval
mieru, ktoru´ vo svojej pra´ci oznacˇil ako ∣ℱ∣푟. Tam aj na za´klade cˇla´nku z oblasti relacˇny´ch
databa´z, ktory´ publikoval Maier [12], vytvoril doˆkaz o polynomia´lnej zlozˇitosti minimaliza´cie
Hornovsky´ch formul´ı vzhl’adom k tejto miere. Podobny´ pr´ıstup som zvolil aj ja v tejto ka-
pitole a na za´klade cˇla´nku z oblasti hypergrafov, ktory´ publikoval Ausiello a kol. [1], som
zadeﬁnoval d’alˇsie tri miery, ktore´ da´vaju´ aj vo svete Hornovsky´ch funkci´ı dobry´ zmysel.
Potom s pomocou viet a lemmat doka´zany´ch v [11] a [1] odvodil aj ich vlastnosti a vza´jomne´
vzt’ahy.
Pod pojmom miera cˇiste Hornovskej formule budeme rozumiet’ nejake´ zobrazenie z
mnozˇiny vsˇetky´ch Hornovsky´ch DNF do mnozˇiny prirodzeny´ch cˇ´ısel. Dl´zˇka (vel’kost’) for-
mule v miere ∣ℱ∣푥 bude teda hodnota tejto miery pre tu´to DNF. Povieme, zˇe formula
ℱ je minima´lna vzhl’adom k miere ∣ℱ∣푥, ak neexistuje zˇiadna ina´ DNF ℱ ′ tak, aby pla-
tilo ∣ℱ ′∣푥 < ∣ℱ∣푥.
Teraz moˆzˇem prejst’ k deﬁn´ıcii, ktora´ je v tejto pra´ci kl’´ucˇova´.
Deﬁn´ıcia 2.1 Proble´mom Hornovskej minimaliza´cie (HM) v miere ∣ℱ∣푥 rozumieme:
Zadanie Hornovska´ DNF ℱ , prirodzene´ cˇ´ıslo 푘, miera ∣ℱ∣푥.
Ota´zka Existuje DNF ekvivalentna´ s ℱ tak, aby na nej bola deﬁnovana´ miera ∣ℱ∣푥 a jej dl´ˇzka
bola nanajvy´sˇ 푘?
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Niekedy budem oznacˇovat’ proble´m Hornovskej minimaliza´cie vzhl’adom k miere ∣ℱ∣푥 ako
HM-x.
Vzhl’adom k podmienkam, ktore´ som stanovil pre miery, moˆzˇem doka´zat’ nasleduju´ce tvrdenie.
Lemma 2.2 Proble´m Hornovskej minimaliza´cie vzhl’adom k l’ubovol’nej miere ∣ℱ∣푥 je v NP.
Doˆkaz. Majme insˇtanciu proble´mu HM-x, ktora´ mala na vstupe Hornovsku´ DNF ℱ a mieru
∣ℱ∣푥, a na ktoru´ bola kladna´ odpoved’ a je dana´ (nie nutne Hornovska´) DNF ℱ ′ ako “certi-
ﬁka´t”.
Najprv (v polynomia´lnom cˇase) zist´ıme hodnotu ∣ℱ ′∣푥. Ak je va¨cˇsˇia ako 푘, zamietneme ℱ ′
ako certiﬁka´t.
Pre kazˇdy´ term 푇 ′ z ℱ ′ skonsˇtruujeme v polynomia´lnom cˇase prima´rny implikant 푇 ′′ DNF
ℱ tak, aby platilo 푇 ′ ≤ 푇 ′′ ≤ ℱ (odstranˇovan´ım litera´lov - vid’ doˆkaz Lemma 1.6 - azˇ na to,
zˇe novovznikaju´ci term budem testovat’ v tomto pr´ıpade nie vocˇi ℱ ′, ktora´ nie je Hornovska´,
ale vocˇi ℱ , ktora´ je Hornovska´). Nech ℱ ′′ je disjunkcia ty´chto prima´rnych implikantov. Z
predcha´dzaju´cej kapitoly vieme, zˇe kazˇda´ prima´rna DNF Hornovskej funkcie je Hornovska´.
Takzˇe ak ℱ ′′ nie je Hornovska´, zamietneme ℱ ′ ako certiﬁka´t.
Teraz si over´ıme, cˇi ℱ a ℱ ′′ reprezentuju´ tu´ istu´ funkciu. Najprv over´ıme, cˇi ℱ ≤ ℱ ′′. A to
tak, zˇe pre kazˇdy´ term 푇 zist´ıme, cˇi 푇 ≤ ℱ ′′. Ako som uka´zal v doˆkaze Lemma 1.6, toto
vieme v cˇase 푂(푙), 푙 je pocˇet litera´lov (ked’zˇe su´ obe Hornovske´). Prebehne to pre kazˇdy´ term,
to na´m da´va 푂(푙푡), 푡 je pocˇet termov. Podobne over´ıme, cˇi ℱ ′′ ≤ ℱ .
Ak ℱ ′′ presˇla vsˇetky´mi testami, tak ma´me skutocˇne riesˇenie proble´mu minimaliza´cie. Ak
niektory´ z testov zlyhal, potom moˆzˇeme ℱ ′′ ako certiﬁka´t odmietnut’.
□
Pozna´mka: Proble´m hl’adania minima´lnej DNF v pr´ıpade vsˇeobecny´ch formul´ı (nie Hor-
novsky´ch) je NP-t’azˇky´ pre kazˇdu´ mieru. Stacˇ´ı si uvedomit’, zˇe FALS je sˇpecia´lny pr´ıpad
minimaliza´cie. Ak totizˇ formula nie je falziﬁkovatel’na´, je tautologicky rovna´ 1 (푥∨푥¯). Predpo-
klada´m samozrejme, zˇe v l’ubovol’nej miere je kazˇda´ formula dlhsˇia ako tautologicka´ jednicˇka.
2.1 Pomocne´ tvrdenia
V tejto sekcii uvediem za´kladne´ deﬁn´ıcie a tvrdenia ty´kaju´ce sa mier minimality, ktore´ mi
potom v sekcia´ch nasleduju´cich umozˇnia doka´zat’ vety, ktore´ su´ vy´sledkom celej tejto kapi-
toly. Pre prehl’adnost’ tak ucˇin´ım v su´lade s formaliza´ciou z [11] a z [1].
Pre konjunkciu 퐷 =
⋀
푥∈푆 푥 oznacˇ´ım symbolom I(D) mnozˇinu premenny´ch tvoriacich jej
litera´ly, cˇizˇe v tomto pr´ıpade 퐼(퐷) = 푆.
Deﬁn´ıcia 2.3 Pre Hornovsku´ DNF ℱ reprezentuju´cu Booleovsku´ funkciu 푓 a pozit´ıvne kon-
junkcie 퐷 a 퐸 poviem, zˇe 퐷 implikuje 퐸 podl’a ℱ , ak plat´ı
∀푥 ∈ 퐼(퐸) ∖ 퐼(퐷) : (퐷푥¯ ≤ 푓).
Toto budem znacˇit’ 퐷 → 퐸 podl’a ℱ . Ak za´rovenˇ 퐸 → 퐷 podl’a ℱ , potom je 퐷 ekvivalentne´
퐸 podl’a ℱ , cˇo budeme oznacˇovat’ 퐷 ↔ 퐸. Pre l’ubovol’nu´ konjunkciu 푆 pozit´ıvnych litera´lov
oznacˇ´ım symbolom 퐸ℱ(푆) mnozˇinu ty´ch termov ℱ , ktory´ch l’ava´ strana je ekvivalentna´ 푆
podl’a ℱ . Symbolom 푒ℱ(푆) oznacˇ´ım mnozˇinu l’avy´ch stra´n termov z 퐸ℱ(푆).
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Teraz pop´ıˇsem procedu´ru nazvanu´ modiﬁkovany´ forward chaining. Jej priebeh nad ℱ je
u´plne rovnaky´ ako priebeh norma´lneho forward chaining azˇ na to, zˇe pri behu nad vstupnou
mnozˇinou 푆 moˆzˇe pouzˇ´ıvat’ len tie termy z ℱ , ktory´ch l’ava´ strana nie je ekvivalentna´ s 푆.
Inak povedane´, pouzˇ´ıva len termy 푇 , pre ktore´ plat´ı 푇 /∈ 퐸ℱ(
⋀
푥∈푆 푥¯). Vy´slednu´ mnozˇinu
modiﬁkovane´ho forward chaining nad DNF ℱ so vstupnou mnozˇinou 푆 budem oznacˇovat’
푅′ℱ(푆).
Deﬁn´ıcia 2.4 Nech ℱ je cˇiste Hornovska´ DNF reprezentuju´ca 푓 , 퐶 a 퐷 su´ pozit´ıvne kon-
junkcie take´, zˇe 퐶 → 퐷 podl’a ℱ . Poviem, zˇe 퐶 priamo implikuje 퐷 podl’a ℱ (s oznacˇen´ım
퐶 →∗ 퐷), ak existuje irredundantna´ cˇiste Hornovska´ DNF 풢 ekvivalentna´ s ℱ , pre ktoru´ plat´ı
퐼(퐷) ⊆ 푅′풢(퐼(퐶)).
Deﬁn´ıcia 2.5 Majme cˇiste Hornovsku´ DNF ℱ reprezentuju´cu 푓 . Zdrojovu´ mnozˇinu 푆 na-
zvem nadbytocˇnou, ak ∃푇 : 푆 ↔ 푇, 푆 →∗ 푇 .
ℱ nazvem LR-minima´lnou, ak je prima´rna irredundantna´ a za´rovenˇ neobsahuje zˇiadne
nadbytocˇne´ zdrojove´ mnozˇiny.
Lemma 2.6 Nech ℱ je cˇiste Hornovska´ prima´rna iredundantna´ DNF a 푆 je jej zdrojova´
mnozˇina. Nech 푇 je pozit´ıvna konjunkcia taka´, zˇe 푆 ↔ 푇 a za´rovenˇ 푆 →∗ 푇 (podl’a ℱ ).
Potom DNF 풢 deﬁnovana´ na´sledovne
Prvkom 풢 je
{
푈푥¯ ak 푈푥¯ ∈ ℱ , 푈 ∕= 푆
푇 푥¯ ak 푆푥¯ ∈ ℱ
je ekvivalentna´ ℱ .
Doˆkaz. Kompletny´ doˆkaz tohoto tvrdenia je v [11]. Na tomto mieste uvediem asponˇ mysˇlienku
doˆkazu.
Vieme, zˇe 푆 →∗ 푇 , takzˇe pri odvodzovan´ı 푇 z 푆 nemus´ı byt’ pouzˇity´ ani jediny´ term, ktory´ ma´
ako l’avu´ stranu mnozˇinu 푆. Takzˇe ak z ℱ odstra´nim vsˇetky termy, cˇo maju´ ako l’avu´ stranu
푆, term 푇 bude v tejto novovzniknutej DNF aj nad’alej odvoditel’ny´. Takzˇe ak v 풢 pust´ım
forward chaining nad 푆, mnozˇina 푇 bude vo vy´sledku zahrnuta´. A ak pust´ım v 풢 forward
chaining nad 푇 , zahrnu´ sa mi tam urcˇite vsˇetky premenne´, ktore´ by sa mi v ℱ zahrnuli nad
푆 (ked’zˇe som nahradil vsˇetky vy´skyty 푆 za 푇 ). A ked’zˇe jediny´ rozdiel medzi ℱ a 풢 su´ len
termy cˇo maju´ ako l’avu´ stranu 푆 alebo 푇 , doka´zal som ty´m ich ekvivalenciu. (Najprv ℱ ≤ 풢,
potom aj 풢 ≤ ℱ .)
□
V d’alˇsom texte budeme budeme pod pojmom elimina´cia nadbytocˇnej zdrojovej mnozˇiny
rozumiet’ pra´ve opera´ciu pop´ısanu´ v znen´ı Vety 2.6. Poznamena´m, zˇe touto opera´ciou sa
nemen´ı pocˇet termov. Inak povedane´ - vy´sledna´ DNF 풢 ma´ rovnaky´ pocˇet termov ako ℱ .
Pocˇet zdrojovy´ch mnozˇ´ın sa vsˇak zn´ızˇil o jednicˇku (nahradili sme vsˇetky vy´skyty S, nahradili
sme ich zdrojovou mnozˇinou T, ktora´ bola obsiahnuta´ uzˇ i v ℱ ).
2.2 Miery minimality
V tejto kapitole sa teda konecˇne dosta´vam k tomu, zˇe pre danu´ cˇiste Hornovsku´ DNF
ℱ zadeﬁnujem miery, podl’a ktory´ch sa moˆzˇe posudzovat’ jej vel’kost’. Hlavny´m u´cˇelom tejto
deﬁn´ıcie bude snaha uka´zat’, aky´ t’azˇky´ bude proble´m Hornovskej minimaliza´cie vzhl’adom k
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ty´mto mieram. Takzˇe za´rovenˇ s deﬁn´ıciou miery zadeﬁnujem aj pojmy, ktore´ charakterizuju´
vlastnost’ “byt’ minima´lny vzhl’adom k tejto miere”. Ak nebude mozˇne´ aby dosˇlo k omylu,
budem tieto pojmy v d’alˇsom texte navza´jom zamienˇat’ (napr´ıklad sa budem odkazovat’ na
mieru SAM, namiesto ∣ℱ∣푎).
Deﬁn´ıcia 2.7 Majme cˇiste Hornovsku´ prima´rnu irredundantu´ DNF ℱ reprezentuju´cu Hor-
novsku´ funkciu 푓 o 푛 premenny´ch. Povieme, zˇe ℱ je:
∙ Source-minimum (SM) - ak je ℱ minima´lna vzhl’adom k pocˇtu roˆznych zdrojovy´ch
mnozˇ´ın, tj. vzhl’adom k miere ∣ℱ∣푠 deﬁnovanej nasledovne1:
∣ℱ∣푠 = ∣{푆∣푆푥¯ ∈ ℱˆ}∣.
∙ Term-minimum (TM) - ak je ℱ minima´lna vzhl’adom k pocˇtu termov, tj. vzhl’adom k
miere
∣ℱ∣푡 = ∣ℱˆ ∣
∙ Source-term-minimum (STM) - ak je minima´lna vzhl’adom k miere
∣ℱ∣푠푡 = ∣ℱ∣푠 + ∣ℱ∣푡
∙ Source-area-minimum (SAM) - ak je minima´lna vzhl’adom k vel’kosti zdrojovej oblasti,
tj. k miere
∣ℱ∣푎 =
∑
푇 ∣∃푥:푇 푥¯∈ℱˆ
∣푇 ∣
∙ Optimum (O) - ak je minima´lna vzhl’adom k jej skra´tenej reprezenta´cii, tj. k miere
∣ℱ∣표 = ∣ℱ∣푎 + ∣ℱ∣푡
∙ Literal-minimum (LM) - ak je minima´lna vzhl’adom k celkove´mu pocˇtu litera´lov, tj. k
miere
∣ℱ∣푙 =
∑
푇∈ℱˆ
∣푇 ∣
Pri deﬁn´ıcii som pouzˇil niekol’ko novy´ch vy´razov, ktory´ch vy´znam sa dal dovt´ıpit’, ale
pre istotu ich zadeﬁnujem presne. Konjunkciu pozit´ıvnych litera´lov 푇 nazvem zdrojova´
mnozˇina DNF ℱ , ak ∃푥 : 푇 푥¯ ∈ ℱˆ , kde 푥 je premenna´ ℱ . Termı´nom zdrojova´ oblast’
DNF ℱ budem mat’ na mysli su´cˇet mohutnost´ı vsˇetky´ch jej zdrojovy´ch mnozˇ´ın (teda ak sa
jedna zdrojova´ mnozˇina vyskytne vo viacery´ch termoch, do zdrojovej oblasti ju zapocˇ´ıtam
len raz).
Pre jednoduchost’ si zavediem esˇte nasleduju´ce znacˇenie. Pre DNF ℱ oznacˇ´ım p´ısmenom
a vel’kost’ jej zdrojovej oblasti (teda 푎 (= 푎ℱ) = ∣ℱ∣푎), p´ısmenom m pocˇet termov (teda
푚 (= 푚ℱ) = ∣ℱ∣푡), p´ısmenom s pocˇet roˆznych zdrojovy´ch mnozˇ´ın (teda 푠 (= 푠ℱ) = ∣ℱ∣푠).
P´ısmenom 푛 budem v su´lade so zvysˇkom pra´ce oznacˇovat’ pocˇet premenny´ch.
Pozastav´ım sa esˇte nad ty´m, precˇo som dal do deﬁn´ıcie podmienku prima´rnosti a irre-
dundantnosti. Plat´ı nasleduju´ce Lemma:
1Kronus v [11] oznacˇuje tu´to mieru symbolom ∣ℱ∣푟
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Lemma 2.8 Majme Hornovsku´ DNF ℱ , mieru ∣ℱ∣푥 l’ubovol’nu´ z vysˇsˇie uvedeny´ch (tj. ∣ℱ∣푥 ∈
{∣ℱ∣푠, ∣ℱ∣푡, ∣ℱ∣푠푡, ∣ℱ∣푎, ∣ℱ∣표, ∣ℱ∣푙}). Medzi vsˇetky´mi DNF, ktore´ su´ ekvivalentne´ ℱ a za´rovenˇ
minima´lne vzhl’adom k miere ∣ℱ∣푥 moˆzˇeme na´jst’ v kvadratickom cˇase Hornovsku´ DNF ℱ ′,
ktora´ je prima´rna a irredundantna´.
Doˆkaz. Majme predpoklady tvrdenia, potom vieme na´jst’ DNF (nie nutne Hornovsku´), ktora´
je ekvivalentna´ ℱ a minima´lna vzhl’adom k ∣ℱ∣푥. Z nej vieme na za´klade doˆkazu Lemma 1.6
(a s rovnakou pozna´mkou u tohto pouzˇitia ako v pr´ıpade doˆkazu Lemma 2.2) skonsˇtruovat’ v
cˇase 푂(푙2) ekvivalentnu´ prima´rnu irredundantu´ DNF ℱ ′. Ked’zˇe je prima´rna, je aj Hornovska´.
Tvorili sme ju tak, zˇe sme postupne odstranˇovali termy a litera´ly.
Rozborom pr´ıpadov u jednotlivy´ch mier sa da´ vel’mi jednoducho rozmysliet’, zˇe odstra´nen´ım
termu alebo litera´lu sa nezvysˇuje hodnota tejto miery.
□
Takzˇe teraz viem, zˇe medzi minima´lnymi DNF viem vzˇdy na´jst’ prima´rnu irredundnantnu´.
Preto sa v deﬁn´ıcii SM (SAM, TM, STM, O, LM) moˆzˇem obmedzit’ len na tie z nich, ktore´
tu´to podmienku sp´lnˇaju´.
Pr´ıklad 2.9 Majme nasleduju´ce Hornovske´ DNF. (Ich rozdelenie za´tvorkami na dve cˇasti je
len z doˆvodu prehl’adnosti.)
a) Prima´rna irredundantna´ DNF ℱ .
(푎푏푐¯ ∨ 푎푏푑¯ ∨ 푐푎¯ ∨ 푑푏¯ ∨ 푐푑푒¯) ∨ (푒푓¯ ∨ 푓 푒¯ ∨ 푒푔¯ ∨ 푒ℎ¯ ∨ 푔ℎ푒¯ ∨ 푔ℎ푘푙¯)
b) Ekvivalentna´ SM formula,
(푎푏푐¯ ∨ 푎푏푑¯ ∨ 푐푎¯ ∨ 푑푏¯ ∨ 푎푏푒¯) ∨ (푒푓¯ ∨ 푓 푒¯ ∨ 푒푔¯ ∨ 푒ℎ¯ ∨ 푔ℎ푒¯ ∨ 푔ℎ푘푙¯)
ktora´ vznikne z ℱ nahraden´ım klauzule 푐푑푒¯ klauzulou 푎푏푒¯.
c) Ekvivalentna´ TM formula,
(푎푏푐¯ ∨ 푎푏푑¯ ∨ 푐푎¯ ∨ 푑푏¯ ∨ 푐푑푒¯) ∨ (푒푓¯ ∨ 푓푔¯ ∨ 푓ℎ¯ ∨ 푔ℎ푒¯ ∨ 푔ℎ푘푙¯)
ktora´ vznikne z ℱ nahraden´ım klauzul´ı 푓 푒¯, 푒푔¯, 푒ℎ¯ klauzulami 푓푔¯, 푓ℎ¯.
d) Ekvivalentna´ STM formula,
(푎푏푐¯ ∨ 푎푏푑¯ ∨ 푐푎¯ ∨ 푑푏¯ ∨ 푎푏푒¯) ∨ (푒푓¯ ∨ 푓푔¯ ∨ 푓ℎ¯ ∨ 푔ℎ푒¯ ∨ 푔ℎ푘푙¯)
ktora´ vznikne z ℱ kombina´ciou oboch vysˇsˇie uvedeny´ch nahraden´ı.
e) Ekvivalentna´ SAM formula,
(푎푏푐¯ ∨ 푎푏푑¯ ∨ 푐푎¯ ∨ 푑푏¯ ∨ 푎푏푒¯) ∨ (푒푓¯ ∨ 푓 푒¯ ∨ 푒푔¯ ∨ 푒ℎ¯ ∨ 푔ℎ푒¯ ∨ 푓푘푙¯)
ktora´ vznikne z SM formule z bodu b) nahraden´ım klauzule ℎ푔푘푙¯ klauzulou 푓푘푙¯.
f) Ekvivalentna´ O formula,
(푎푏푐¯ ∨ 푎푏푑¯ ∨ 푐푎¯ ∨ 푑푏¯ ∨ 푎푏푒¯) ∨ (푒푓¯ ∨ 푓푔¯ ∨ 푓ℎ¯ ∨ 푔ℎ푒¯ ∨ 푓푘푙¯)
ktora´ vznikne z STM formule z bodu d) nahraden´ım klauzule ℎ푔푘푙¯ klauzulou 푓푘푙¯.
Pozna´mka: To, zˇe su´ formule z pr´ıkladu ekvivalentne´ sa da´ overit’ procedu´rou forward
chaining, ich minimalita vzhl’adom k danej miere “hrubou silou”.
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2.3 Vza´jomna´ za´vislost’
V tejto cˇasti budem sku´mat’ vzt’ahy medzi jednotlivy´mi mierami. Ako sa uka´zˇe, tieto miery su´
vel’mi silno navza´jom prepojene´. Vy´sledkom tejto kapitoly potom bude doˆkaz, zˇe platia vsˇetky
vzt’ahy medzi mierami ako su´ uvedene´ na Obra´zku 2.1 (kde napr´ıklad sˇ´ıpka 푆푇푀 ⇒ 푇푀
znamena´, zˇe ak je ℱ STM, tak je za´rove´nˇ aj TM). Z obra´zku je napr´ıklad vidiet’, zˇe pre kazˇdu´
funkciu 푓 sa da´ na´jst’ DNF ℱ , ktora´ ju reprezentuje a je minima´lna vzhl’adom ku vsˇetky´m
uvedeny´m mieram okrem LM.
Obr. 2.1: Vzt’ahy medzi mierami
Na doˆkaz ty´chto za´vislosti vsˇak potrebujem esˇte niekol’ko pomocny´ch tvrden´ı.
Lemma 2.10 Majme cˇiste Hornovsku´ DNF ℱ . ℱ je Source minimum pra´ve vtedy ked’ ℱ je
LR-minima´lna.
Doˆkaz.
=⇒ Ta´to implika´cia je priamym doˆsledkom Lemma 2.6. Ak by totizˇ nebola LR-minima´lna,
mohli by sme eliminovan´ım nadbytocˇnej zdrojovej mnozˇiny zn´ızˇit’ ∣ℱ∣푠 o jednicˇku. To by bol
spor s predpokladom, zˇe ℱ je SM.
⇐= Kompletny´ doˆkaz je uvedeny´ v [11]. Konkre´tne tam je uka´zane´, zˇe ak ma´me DNF 풢 ,
ktora´ je SM a irredundantnu´ DNF ℱ , ktora´ je s 풢 ekvivalentna´ a existuje taka´ konjunkcia
pozit´ıvnych litera´lov zˇe ∣퐸풢(푆)∣푠 < ∣퐸ℱ(푆)∣푠, potom existuju´ 푈 ∈ 푒ℱ(푆), 푉 ∈ 푒ℱ(푆), 푈 ∕= 푉
take´, zˇe 푈 →∗ 푉 podl’a ℱ .
A z tohto uzˇ doˆkaz priamo vyply´va. Ak by totizˇ ℱ bolo LR-minima´lne, ale nebolo SM, potom
by existovala SM DNF 풢 a nutne by teda pre nejake´ 푆 platilo, zˇe ∣퐸풢(푆)∣푠 < ∣퐸ℱ(푆)∣푠. Z toho
by ale vyply´vala existencia 푈 a 푉 taky´ch, zˇe 푈 →∗ 푉 v ℱ , cˇo by bol spor s LR-minimalitou.
□
Lemma 2.11 Majme ekvivalentne´ cˇiste Hornovske´ DNF ℱ a 풢 , ktore´ su´ obe SM. Potom
pre l’ubovol’nu´ konjunkciu pozit´ıvnych litera´lov S plat´ı ∣퐸ℱ(푆)∣ = ∣퐸풢(푆)∣. Naviac pre kazˇde´
푋푖 ∈ 푒ℱ(푆) existuje pra´ve jedno 푌푗 ∈ 푒풢(푆) take´, zˇe 푋푖 →∗ 푌푗 a za´rovenˇ 푌푗 →∗ 푋푖.
Doˆkaz. Kompletny´ doˆkaz je opa¨t’ v [11]. Uvediem len na´cˇrt mysˇlienky.
Ak by platilo, zˇe pre nejake´ 푆 je ∣퐸ℱ(푆)∣푠 < ∣퐸풢(푆)∣푠, potom by museli existovat’ dve roˆzne
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푌푗, 푌푘 ∈ 풢 a take´ 푋푖 ∈ ℱ , zˇe 푌푗 →∗ 푋푖 a za´rovenˇ 푌푘 →∗ 푋푖. Ale pre 푋푖 existuje take´ 푌푙, zˇe
푋푖 →∗ 푌푙. Mali sme 푗 ∕= 푘, takzˇe asponˇ jedno z 푗, 푘 je roˆzne od 푙, BU´NO 푘 ∕= 푙. Ked’zˇe za
urcˇity´ch podmienok (ktore´ su´ teraz splnene´) plat´ı tranzitivita→∗ , potom z predcha´dzaju´ceho
vyply´va, zˇe 푌푘 →∗ 푌푙, cˇo by bol spor s ty´m, zˇe 풢 je SM.
□
Vy´sledkom tejto kapitoly je nasleduju´ca veta zhrnˇuju´ca implika´cie medzi jednotlivy´mi
konceptami minimaliza´cie.
Veta 2.12 Majme cˇiste Hornovsku´ DNF ℱ .
a) Ak ℱ je STM, potom ℱ je SM.
b) Ak ℱ je STM, potom ℱ je TM.
c) Ak ℱ je SAM, potom ℱ je SM.
d) Ak ℱ je O, potom ℱ je SAM.
e) Ak ℱ je O, potom ℱ je STM.
Doˆkaz.
a) (STM ⇒ SM). Budem postupovat’ sporom. Nech ℱ je teda STM, ale nie je SM. Podl’a
Lemma 2.10 nie je LR-minima´lna a ked’zˇe je STM, tak je aj prima´rna irredundantna´.
Existuje teda asponˇ jedna nadbytocˇna´ zdrojova´ mnozˇina S. Eliminovan´ım tejto zdro-
jovej mnozˇiny dostaneme pomocou Vety 2.6 DNF 풢 , ktora´ je ekvivalentna´ ℱ . Dostali
sme DNF, ktora´ ma´ rovnaky´ pocˇet termov ako ℱ , ale pocˇet zdrojovy´ch mnozˇ´ın ma´ o
jedna mensˇ´ı nezˇ ℱ . To je spor s predpokladom, zˇe ℱ je STM.
b) (STM⇒ TM). Postupujme sporom. Predpokladajme teda, zˇe ℱ je STM ale nie je TM.
ℱ nie je TM, existuje teda TM DNF 풢 , ktora´ ma´ ostro menej termov. Podl’a cˇasti a)
tejto vety je ℱ SM, takzˇe 풢ma´ viac rovno zdrojovy´ch mnozˇ´ın nezˇ ℱ . Keby vsˇak nastala
rovnost’ a 풢 malo rovnaky´ pocˇet zdrojovy´ch mnozˇ´ın ako ℱ , tak vzhl’adom k faktu, zˇe
풢 ma´ ostro menej termov by muselo mat’ aj ostro mensˇ´ı su´cˇet 푠 + 푚 a to je spor s
predpokladom, zˇe ℱ je STM.
Takzˇe 풢 ma´ ostro viac zdrojovy´ch mnozˇ´ın nezˇ ℱ a teda nie je SM a podl’a Lemma 2.10
nie je ani LR-minima´lny. Ked’zˇe 풢 je TM, je prima´rny a iredundantny´, ma´ teda nevy-
hnutne asponˇ jednu nadbytocˇnu´ zdrojovu´ mnozˇinu. Majme DNF ℋ , ktore´ dostaneme
z 풢 odstra´nen´ım vsˇetky´ch nadbytocˇny´ch zdrojovy´ch mnozˇ´ın. Podl’a deﬁn´ıcie a Vety 2.6,
ℋ je LR-minima´lne a ekvivalentne´ 풢 (teda reprezentuju´ce tu´ istu´ funkciu). Za´rovenˇ je
podl’a Lemma 2.10 SM. Ked’zˇe podl’a cˇasti a) tejto vety aj ℱ je SM, maju´ ℋa ℱ rovnaky´
pocˇet zdrojovy´ch mnozˇ´ın. Za´rovenˇ ℋma´ ostro menej termov nezˇ ℱ (pretozˇe 풢 ma´ os-
tro menej termov nezˇ ℱ a ℋ sme dostali z 풢 odstranˇovan´ım nadbytocˇny´ch zdrojovy´ch
mnozˇ´ın, ktore´ nezvysˇuje (dokonca zachova´va) pocˇet termov). ℋ je ekvivalentne´ ℱ a ma´
mensˇ´ı su´cˇet ∣ℱ∣푠 + ∣ℱ∣푡 a to je spor s predpokladom, zˇe ℱ je STM.
c) (SAM ⇒ SM). ℱ je prima´rny irredundantny´ (ked’zˇe je SAM). Navysˇe ℱ nema´ zˇiadnu
nadbytocˇnu´ zdrojovu´ mnozˇinu (inak by sme totizˇ odstra´nen´ım tejto nadbytocˇnej zdro-
jovej mnozˇiny na za´klade Vety 2.6 dostali ekvivalentnu´ DNF, ktora´ by mala mensˇiu
zdrojovu´ oblast’ nezˇ ℱ , cˇo by bol spor s predpokladom, zˇe ℱ je SAM). Takzˇe ℱ je
LR-minima´lny a teda podl’a Lemma 2.10 je aj SM.
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d) (O⇒ SAM). Postupujme sporom. Predpokladajme teda, zˇe ℱ je optima´lna (minima´lny
su´cˇet 푎+푚), ale existuje ekvivalentna´ SAM DNF 풢 , ktora´ ma´ ostro mensˇiu zdrojovu´
oblast’ nezˇ ℱ . Podl’a bodu c) tejto vety je 풢 SM. Za´rovenˇ aj ℱ je SM (inak by nebola
podl’a Vety 2.10 LR-minima´lna, existovala by teda nadbytocˇna´ zdrojova´ mnozˇina, jej
odstra´nen´ım by sme dostali DNF s mensˇou zdrojovou oblast’ou a rovnaky´m pocˇtom
termov, cˇo by bol spor s predpokladom, zˇe ℱ je O).
Existuje teda bijekcia 휙medzi zdrojovy´mi mnozˇinami ℱa 풢taka´, zˇe 푆 →∗ 휙(푆) a za´rovenˇ
휙(푆) →∗ 푆 (Lemma 2.11). Nech ℋ vznikne z ℱ tak, zˇe nahrad´ıme vsˇetky termy 푆푥¯
termami 휙(푆)푥¯ (pre kazˇdu´ zdrojovu´ mnozˇinu S formule ℱ ). Viacna´sobny´m aplikovan´ım
Vety 2.6 dosta´vame, zˇe ℋ je ekvivalentna´ ℱ . Za´rovenˇ ma´ rovnaky´ pocˇet termov ako ℱ ,
ale zdrojovu´ oblast’ ma´ rovnaku´ ako 풢 (a ta´ je ostro mensˇia ako zdrojova´ oblast’ ℱ ).
ℋma´ teda mensˇ´ı su´cˇet 푎+푚 nezˇ ℱ , a to je spor s predpokladom, zˇe ℱ je O.
e) (O ⇒ STM). Budem postupovat’ podobne ako v doˆkaze cˇasti d) tejto vety. Takzˇe opa¨t’
sporom - nech ℱ je O, nie je STM, existuje STM DNF 풢 ekvivalentne´ ℱ . Rovnako
ako v doˆkaze cˇasti d) tejto vety dostaneme, zˇe ℱ je SM. Z doka´zanej cˇasti a) priamo
dosta´vam, zˇe aj 풢 je SM. ℱ nie je STM, 풢 je STM, plat´ı teda 푠풢 + 푚풢 < 푠ℱ + 푚ℱ .
Obe DNF su´ SM a teda 푠풢 = 푠ℱ a z toho plynie 푚풢 < 푚ℱ . Ked’zˇe ℱ je O, plat´ı
푎ℱ +푚ℱ ≤ 푎풢 +푚풢. Z predcha´dzaju´cich dvoch nerovnost´ı dosta´vame 푎ℱ < 푎풢. Obidve
formule su´ SM, ma´me teda podobne ako v d) bijekciu 휙 : 푆 →∗ 휙(푆), 휙(푆) →∗ 푆. Nech
ℋ vznikne tentokra´t z 풢 nahraden´ım vsˇetky´ch termov 푆푥¯ termami 휙(푆)푥¯. Ma´me teda
푚ℋ = 푚풢, 푎ℋ = 푎ℱ , 푎ℋ +푚ℋ < 푎ℱ +푚ℱ , spor s predpokladom, zˇe ℱ je O.
□
Pozorovanie 2.13 Ak nepocˇ´ıtame mieru ∣ℱ∣푙, tak zˇiadne ine´ implika´cie ty´kaju´ce sa vzt’ahov
jednotlivy´ch mier minimality neplatia (samozrejme okrem ty´ch, ktore´ z´ıskame tranzitivitou).
Doˆkaz. Podl’a pr´ıkladu 2.9. Je vidiet’, zˇe
a) SM formula z bodu b) pr´ıkladu nie je TM (a teda ani STM),
b) TM formula z bodu c) pr´ıkladu nie je SM (a teda ani SAM, ani STM),
c) STM formula z bodu d) pr´ıkladu nie je SAM,
d) SAM formula z bodu e) pr´ıkladu nie je TM (a teda ani STM),
e) zˇiadna z formul´ı z bodov b) azˇ e) pr´ıkladu nie je O.
□
Na obra´zku 2.1 je okrem vza´jomny´ch vzt’ahov mier vyznacˇena´ aj zlozˇitost’ minimaliza´cie
vzhl’adom k pr´ıslusˇnej miere. Vd’aka pra´ve doka´zane´mu tvrdeniu mi vsˇak na potvrdenie
ty´chto zlozˇitost´ı stacˇ´ı uka´zat’ nasleduju´ce.
Prima´rnost’ a irredundantnost’ sme schopn´ı, ako som uzˇ uviedol vysˇsˇie, zabezpecˇit’ v po-
lynomia´lnom cˇase.
Minimaliza´cia SM je uskutocˇnitel’na´ v polynomia´lnom cˇase. Vd’aka Lemma 2.10 mi stacˇ´ı
eliminovat’ vsˇetky nadbytocˇne´ zdrojove´ mnozˇiny, na cˇo mi v podstate stacˇ´ı forward chaining.
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Podrobny´ doˆkaz polynomia´lnej zlozˇitosti tohoto proble´mu vcˇetne algoritmu sa da´ na´jst’ v [11].
NP-u´plnost’ proble´mu HM-l bola doka´zana´ vo viacery´ch publika´cia´ch, napr´ıklad [11], [6].
NP-u´plnost’ proble´mov HM-t a HM-a uka´zˇem v kapitole 4. Ty´m budu´ zlozˇitosti vsˇetky´ch
proble´mov odvodene´.
19
Kapitola 3
3-HM: Chyba v existuju´com doˆkaze
V proble´me Hornovskej Minimaliza´cie sa, podobne ako v iny´ch NP-u´plny´ch proble´moch,
sku´maju´ aj pr´ıpady, v ktory´ch sa oproti poˆvodne´mu zadaniu urob´ı nejake´ obmedzenie du´faju´c,
zˇe sa proble´m zjednodusˇ´ı. Bud’ sa na´jde polynomia´lny algoritmus, ktory´ taky´to obmedzeny´
proble´m riesˇi, alebo sa uka´zˇe zˇe aj pri obmedzeniach zosta´va proble´m NP-u´plny´ a teda nema´
vy´znam ani v budu´cnosti hl’adat’ polynomia´lny algoritmus (asponˇ do doby ky´m sa neuka´zˇe, zˇe
푃 = 푁푃 ). Take´to obmedzenia su´ typicky na mohutnosti mnozˇ´ın, pocˇty prvkov. Vo va¨cˇsˇine
pr´ıpadov sa ukazuje ako kriticky´ prechod z cˇ´ısla 2 na cˇ´ıslo 3. Tak napr´ıklad splnitel’not’
obecny´ch kvadraticky´ch DNF je jednoducha´, ky´m o proble´me 3SAT sa uzˇ da´vno vie, zˇe je
NP-u´plny´. U kvadraticky´ch je jednoduchy´ aj proble´m ich minimaliza´cie. Naproti tomu u
Hornovsky´ch, napriek tomu zˇe u nich ma´me splnitel’nost’ polynomia´lnu, je proble´m mini-
maliza´cie NP-u´plny´. A to, ako som uka´zal v predcha´dzaju´cej kapitole, u takmer vsˇetky´ch
mier (teda s vy´nimkou miery pocˇtu zdrojovy´ch mnozˇ´ın). Tak sa hl’adali urcˇite´ obmedzenia,
ktore´ by u NP-t’azˇky´ch mier tu´to minimaliza´ciu zjednodusˇili. A u Hornovskej Minimaliza´cie
sa ako najcˇastejˇs´ı spoˆsob obmedzenia berie pocˇet litera´lov na term. Pricˇom sa ma´ za to, zˇe
cˇ´ım nizˇsˇie cˇ´ıslo, ty´m va¨cˇsˇia sˇanca, zˇe sa podar´ı na´jst’ polynomia´lny aloritmus. Ked’zˇe Hor-
novske´ funkcie su´ podmnozˇinou obecny´ch je jasne´, zˇe pri obmedzen´ı litera´lov na 2 vieme
na´jst’ polynomia´lny algoritmus. Potom je snaha na´jst’ cˇo najtesnejˇsiu hranicu v tomto obme-
dzen´ı. V tomto u´sil´ı su´ vy´sledky roˆzne v za´vislosti od miery, podl’a ktorej minimalizujeme.
Tak napr´ıklad v pr´ıpade miery pocˇtu litera´lov v celej DNF je najlepsˇ´ım doteraz doka´zany´m
vy´sledkom, zˇe aj pri obmedzen´ı pocˇtu litera´lov na term na 5 zosta´va proble´m NP-u´plny´. Pre
obmedzenia pocˇtu litera´lov na 3 a 4 nevieme s istotou povedat’ ani cˇi je to polynomia´lne ani
cˇi NP-t’azˇke´. V pr´ıpade miery, pri ktorej sa berie do u´vahy pocˇet termov, je situa´cia lepsˇia.
Dokonca sa dosiahla u´plne tesna´ hranica - doka´zalo sa v [4] aj pre obmedzenie pocˇtu na tri,
zˇe je tento proble´m NP-u´plny´. Avsˇak ako uka´zˇe jeho rozbor, ktory´ je obsahom tejto kapitoly,
pr´ıslusˇny´ doˆkaz obsahuje iste´ nezrovnalosti. V snahe tu´to nezrovnalost’ odstra´nit’ ucˇin´ım jeho
podrobny´ rozbor, uka´zˇem sˇirsˇie su´vislosti doka´zany´ch viet.
Doˆkaz v snahe prevodu z Hamiltonovskej cesty v grafe 퐺 vytvor´ı deﬁn´ıciu jemu analogickej
cˇiste Hornovskej funkcie 푓퐺 a jej DNF. Minima´lna forma tejto Hornovskej DNF by potom
mala generovat’ pra´ve Hamiltonovsku´ cestu v poˆvodnom grafe. Avsˇak, ako uka´zˇem, mnozˇina
podgrafov, ktoru´ ta´to 푓퐺 generuje, je o cˇosi sˇirsˇia. V tejto pra´ci som tieto podgrafy nazval
HV-pokrytie. Vzhl’adom k tomu, zˇe je silny´ predpoklad, zˇe proble´m Hornovskej minimaliza´cie
je skutocˇne NP-t’azˇky´ aj pri tomto obmedzen´ı, bolo mojou snahou proble´m ekvivalentne´ho
grafu funkcie 푓퐺 nadeﬁnovat’ cˇo najpresnejˇsie, pretozˇe sa da´ ocˇaka´vat’, zˇe aj proble´m genero-
vania ty´chto mnou nadeﬁnovany´ch HV-pokryt´ı bude taktiezˇ NP-t’azˇky´.
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V prvej cˇasti kapitoly uvediem poˆvodny´ doˆkaz NP-u´plnosti HM pri obmedzen´ı pocˇtu litera´lov
na term na tri, tak ako je uvedeny´ v [4]. Potom uka´zˇem, kde nastal v tomto doˆkaze chybny´
predpoklad. Zvysˇok doˆkazu potom uvediem len sche´maticky, ked’zˇe vzhl’adom k chybe uzˇ
bude neplatny´ a nepouzˇitel’ny´.
V d’alˇsej cˇasti potom rozoberiem, kde nastala chyba a ako to v skutocˇnosti je. Uka´zˇem aj
mysˇlienkovy´ postup pri deﬁnovan´ı skutocˇny´ch vlastnost´ı sˇtruktu´r uvedeny´ch v poˆvodnom
doˆkaze.
V poslednej cˇasti potom uvediem konecˇny´ vy´sledok - HV-pokrytie, vcˇetne doˆkazu, zˇe proble´m
hl’adania minima´lnej reprezenta´cie 푓퐺 je skutocˇne ekvivalentny´ hl’adaniu nejake´ho HV-pokrytia
poˆvodne´ho grafu 퐺. Tento vy´sledok ma´ potencia´l pouzˇitel’nosti v tom, zˇe ak sa uka´zˇe, zˇe je
NP-u´plny´, tak na za´klade tejto kapitoly bude automaticky doka´zana´ aj NP-u´plnost’ Hornov-
skej minimaliza´cie pri obmedzen´ı d´lzˇok termov na tri. Oproti 3-HM vsˇak moˆzˇe mat’ vy´hodu
v tom, zˇe je to grafovy´ proble´m a vzhl’adom k znacˇnej sˇ´ırke vedomost´ı v oblasti grafovy´ch
algoritmov je dost’ mozˇne´, zˇe sa jeho NP-t’azˇkost’ doka´zˇe l’ahsˇie.
3.1 Existuju´ci doˆkaz
V tejto cˇasti uvediem prepis cˇla´nku Boros, Cˇepek [4].
Ako som spomı´nal v u´vode kapitoly, tento cˇla´nok mal za hlavny´ ciel’ uka´zat’ NP-u´plnost’
proble´mu Hornovskej minimaliza´cie aj pri obmedzen´ı d´lzˇok termov na tri. Na´lezˇitost’ do NP
uka´zana rovnako ako v Lemma 2.2. NP-t’azˇkost’ uka´zana´ pomocou prevodu zo zna´meho NP-
u´plne´ho proble´mu hl’adania (neorientovanej) Hamiltonovskej cesty v kubickom grafe.
Nech 퐺 = (푉,퐸) je l’ubovol’ny´ neorientovany´ graf na 푛 vrcholoch s 푚 hranami. Kazˇdy´
vrchol grafu si oznacˇ´ıme Booleovskou premennou 푥푖, takzˇe 푉 = {푥1, 푥2, . . . , 푥푛}. V celej
kapitole budeme predpokladat’, zˇe graf 퐺 je jednoduchy´, t.j. zˇe nema´ slucˇky (hrany (푥, 푥))
ani viacna´sobne´ hrany. Ku grafu 퐺 zadeﬁnujeme k nemu pridruzˇenu´ 푓퐺 pomocou nasleduju´cej
DNF
ℱ퐺 = (
⋁
푥푖∈푉
푣푥¯푖) ∨ (
⋁
(푥푖,푥푗)∈퐸
푥푖푥푗 푣¯), (3.1)
kde 푣 oznacˇuje jednu dodatocˇnu´ Booleovsku´ premennu´. Ako vidiet’, DNF (3.1) pozosta´va
z 푚 + 푛 termov a kazˇdy´ term pozosta´va z maxima´lne 3 litera´lov. Kazˇdy´ term je za´rovenˇ
ocˇividne cˇiste Hornovsky´ a prima´rny. Prima´rnost’ sa da´ nahliadnut’ napr´ıklad tak, zˇe ked’
l’ubovol’nu´ premennu´ nastav´ıme na hodnotu jedna, potom si l’ahko vynu´time hodnotu funkcie
푓퐺 nula ty´m, zˇe aj vsˇetky´m ostatny´m premenny´m prirad´ıme hodnotu jedna.
Graf 퐺 = (푉,퐸) oznacˇujeme ako kubicky´, ak kazˇdy´ jeho vrchol na´lezˇ´ı presne trom hrana´m,
tj. ∀푥 ∈ 푉 : deg퐺(푥) = 3.
Vy´sledkom cele´ho cˇla´nku potom malo byt’ doka´zanie nasleduju´ceho tvrdenia:
Veta 3.1 Nech 퐺 = (푉,퐸) je kubicky´ neorientovany´ graf. K nemu pridruzˇena´ cˇiste Hor-
novska´ funkcia 푓퐺 ma´ DNF reprezenta´ciu s maxima´lne 푚 + 2 termami pra´ve vtedy, ak v
grafe 퐺 existuje Hamiltonovska´ cesta, tj. cesta precha´dzaju´ca kazˇdy´m vrcholom pra´ve raz.
Najprv uka´zˇeme, zˇe kazˇda´ DNF reprezenta´cia 푓퐺 mus´ı mat’ minima´lne 푚 + 2 termov.
Takzˇe kazˇda´ DNF, ktora´ pozosta´va z maxima´lne 푚 + 2 termov mus´ı byt’ nutne minima´lna
a mat’ teda presne 푚 + 2 termov. Cˇla´nok si dal za u´kol aj polynomia´lny prevod medzi
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Hamiltonovskou cestou a minima´lnou reprezenta´ciou funkcie 푓퐺 a naopak. To je pra´ve cˇast’,
ktora´ sa nakoniec nezdarila.
Nasleduju´ce Lemma charakterizuje vsˇetky prima´rne implikanty funkcie 푓퐺.
Lemma 3.2 Nech 퐺 = (푉,퐸) je graf a uvazˇujme k nemu pridruzˇenu´ funkciu 푓퐺 deﬁnovanu´
rovnicou (3.1). Term 푇 je prima´rnym implikantom funkcie 푓퐺 pra´ve vtedy, ked’ je splnena´
jedna z nasleduju´cich podmienok:
a) 푇 = 푣푥¯푘 pre nejake´ 푥푘 ∈ 푉 , alebo
b) 푇 = 푥푖푥푗푥¯푘 pre nejake´ (푥푖, 푥푗) ∈ 퐸 kde 푘 /∈ {푖, 푗}, alebo
c) 푇 = 푥푖푥푗 푣¯ pre nejake´ (푥푖, 푥푗) ∈ 퐸.
Doˆkaz. Podmnozˇinu 푆 ⊆ 푉 vrcholov grafu 퐺 nazvem stabilna´, ak zˇiadna hrana grafu 퐺
nema´ oba svoje konce v tejto mnozˇine. Da´ sa odpozorovat’, zˇe
∙ 푅ℱ풢(푆) = 푆, ak 푆 ⊆ 푉 je stabilna´,
∙ 푅ℱ풢({푥푖, 푥푗}) = 푉 ∪ {푣}, ak (푥푖, 푥푗) ∈ 퐸 a nakoniec
∙ 푅ℱ풢({푣}) = 푉 ∪ {푣}.
Z toho vyply´va zˇe vsˇetky implikanty katego´ri´ı a), b) a c) su´ implikantami 푓퐺 a naviac vypus-
ten´ım l’ubovol’ne´ho litera´lu vzniknu´ termy, ktore´ uzˇ implikantami nebudu´, takzˇe su´ to vsˇetko
skutocˇne prima´rne implikanty 푓퐺.
Na druhej strane, ak je nejaky´ term 푇 prima´rnym implikantom funkcie 푓퐺, potom mus´ı byt’
cˇiste Hornovsky´ (ked’zˇe vieme, zˇe kazˇdy´ prima´rny implikant cˇiste Hornovskej funkcie je Hor-
novsky´). Takzˇe predpokladajme, zˇe 푇 je tvaru 푇 = 푄푦¯, kde 푄 je podmnozˇina premenny´ch
a 푦 /∈ 푄. Potom 푅ℱ풢(푄) ∕= 푄 (ked’zˇe mus´ı obsahovat’ 푦), takzˇe na za´klade vysˇsˇie uvedene´ho
mus´ı byt’ 푄 bud’ premenna´ 푣 alebo nejaka´ hrana (푥푖, 푥푗) ∈ 퐸. Primalita 푇 potom implikuje,
zˇe v prvom pr´ıpade 푇 = 푣푦¯ (teda zˇe 푇 je katego´rie a)) a v druhom pr´ıpade 푇 = 푥푖푥푗 푦¯ (teda
푇 je katego´rie b) alebo c), v za´vislosti od 푦).
□
V su´lade s vysˇsˇie zavedeny´m, pre hranu 푒 = (푥푖, 푥푗) ∈ 퐸 grafu 퐺, budem termy 푥푖푥푗 푣¯ a
푥푖푥푗푥¯푘 p´ısat’ skra´tene 푒푣¯, 푒푥¯푘.
Kazˇda´ prima´rna DNF ℱ funkcie 푓퐺 mus´ı na za´klade Lemma 3.2 pozosta´vat’ jedine z termov
typu a), b) a c). Zavediem nasleduju´ce znacˇenie.
∙ 푆(ℱ) = {푥 ∈ 푉 ∣푣푥¯ je term v ℱ},
∙ 퐻푒(ℱ) = {푥 ∈ 푉 ∣푒푥¯ je term v ℱ}, 푒 ∈ 퐸,
∙ 퐼(ℱ) = {푒 ∈ 퐸∣퐻푒(ℱ) ∕= ∅},
∙ 푇 (ℱ) = {푒 ∈ 퐸∣푒푣¯ je term v ℱ}, a nakoniec
∙ 퐷(ℱ) = ∪푒∈퐼(ℱ)퐻푒(ℱ).
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Takzˇe pouzˇit´ım pra´ve zavedene´ho znacˇenia moˆzˇe byt’ kazˇda´ prima´rna DNF funkcie 푓퐺
zap´ısana´ ako
ℱ = (
⋁
푥∈푆(ℱ)
푣푥¯) ∨ (
⋁
푒∈퐼(ℱ)
⋁
푥∈퐻푒(ℱ)
푒푥¯) ∨ (
⋁
푒∈푇 (ℱ)
푒푣¯) (3.2)
Takzˇe napr´ıklad pre DNF ℱ퐺 z rovnice (3.1) ma´me 푆(ℱ) = 푉, ∀푒 ∈ 퐸 : 퐻푒(ℱ) =
∅, 퐼(ℱ) = ∅, 퐷(ℱ) = ∅, 푇 (ℱ) = 퐸. Ak uvazˇujeme o procedu´re forward chaining nad ℱ so
vstupnou mnozˇinou {푣}, potom 푆(ℱ) oznacˇuje “sˇtartovnu´” (starting) mnozˇinu premenny´ch,
zahrnuty´ch v procedu´re do vy´slednej mnozˇiny ako prve´, mnozˇina 퐼(ℱ) potom mnozˇinu “pro-
stredny´ch” (intermediate) a nakoniec 푇 (ℱ) mnozˇinu “koncovy´ch” (terminal) premenny´ch.
Pri zachovan´ı tejto neforma´lnej terminolo´gie nazvem termy objavuju´ce sa v Lemma 3.2
v katego´rii a) ako sˇtartovne´, v katego´rii b) ako prostredne´ a v katego´rii c) ako koncove´.
Mnozˇina 퐻푒(ℱ) je mnozˇina “hla´v” (heads) prostredny´ch termov odpovedaju´cich hrane 푒 ∈ 퐸
a mnozˇina 퐷(ℱ) potom odpoveda´ “dome´ne hla´v” (domain of heads) prostredny´ch termov.
V nasleduju´com Lemma uka´zˇeme, zˇe medzi vsˇetky´mi minima´lnymi (v pocˇte termov, tak i
d’alej v celej kapitole) DNF funkcie 푓퐺 je vzˇdy asponˇ jedna, ktora´ ma´ iste´ pekne´ vlastnosti v
zmysle vysˇsˇie zavedene´ho znacˇenia. Ba cˇo viac, taka´to DNF sa da´ z´ıskat’ z kazˇdej minima´lnej
DNF v polynomia´lnom cˇase.
Lemma 3.3 Z danej minima´lnej DNF ℱ0 funkcie 푓퐺 sa da´ odvodit’ ina´ minima´lna DNF ℱ4,
ktora´ je prima´rna a spl´nˇa nasleduju´ce podmienky:
a) 푆(ℱ4) a 퐷(ℱ4) su´ disjunktne´ a pokry´vaju´ celu´ 푉 ,
b) 퐻푒(ℱ4) ∩퐻푒′(ℱ4) = ∅ pre vsˇetky 푒 ∕= 푒′,
c) 퐼(ℱ4) a 푇 (ℱ4) su´ disjunktne´ a pokry´vaju´ celu´ 퐸.
Doˆkaz. Kompletny´ doˆkaz sa da´ na´jst’ v [4]. Na tomto mieste len podotknem, zˇe tento doˆkaz
pozosta´va zo sekvencie sˇtyroch pr´ıpustny´ch modiﬁka´ci´ı poˆvodnej DNF ℱ0, ktore´ na jednej
strane zarucˇuju´, zˇe modiﬁkovana´ DNF bude ekvivalentna´ poˆvodnej a na druhej strane za-
chova´vaju´ pocˇet termov (teda ak bola poˆvodna´ DNF minima´lna, tak aj modiﬁkovana´ bude
minima´lna).
□
Uvediem niekol’ko d’alˇs´ıch vlastnost´ı DNF ℱ4. Najprv zavediem znacˇenie 푁푒(ℱ4) = {푒′ ∈
퐸∣푒 ∕= 푒′ ⊆ 푒∪퐻푒(ℱ4)}. Mnozˇina 푁푒(ℱ4) teda odkazuje na potencia´lne termy, ktore´ sa moˆzˇu
pouzˇit’ procedu´rou forward chaining po tom, ako bola do vy´slednej mnozˇiny zaradena´ aj
hrana 푒.
V d’alˇsom texte sa budeme zaoberat’ len DNF ℱ4, preto na zjednodusˇenie znacˇenia budem jej
na´zov vynecha´vat’ na miestach, kde to bude mozˇne´. Teda napr´ıklad namiesto 퐼(ℱ4) budem
p´ısat’ len jednoducho 퐼. Podobne pre ostatne´ znacˇenia.
Lemma 3.4 Pre kazˇdu´ hranu 푒 ∈ 퐼 plat´ı 푁푒 ∕= ∅.
Doˆkaz. Vykonajme forward chaining nad ℱ4 so vstupnou mnozˇinou 푒 ∈ 퐼. Po prvom kroku
procedu´ry ma´me v 푅(푒) mnozˇinu 푒 ∪ 퐻푒. Ak by teraz bolo 푁푒 = ∅, potom by v tomto
bode procedu´ra skoncˇila bez toho, aby do 푅(푒) zaradila 푣. To by bol spor s faktom, zˇe 푒푣¯ je
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prima´rny implikant 푓퐺.
□
Lemma 3.5 Ak ma´ graf 퐺 asponˇ dve hrany (tj. 푚 > 1), potom 퐼 ∕= ∅.
Doˆkaz. Pre spor predpokladajme, zˇe graf ma´ hrany 푒, 푒′ a za´rovenˇ 퐼 = ∅. Takzˇe plat´ı, zˇe
푒, 푒′ ∈ 푇 , teda ℱ4 obsahuje termy 푒푣¯, 푒′푣¯. Taktiezˇ mus´ı pre vsˇetky 푥 ∈ 푉 platit’, zˇe 푥 ∈ 푆.
Teda ℱ4 obsahuje aj termy 푣푥¯ pre vsˇetky 푥 ∈ 푒′∖푒. Takzˇe nasleduju´cou modiﬁka´ciou z´ıskame
DNF ekvivalentne´ ℱ4 a obsahuju´ce o jeden term menej.
∙ Vymazˇ termy 푒푣¯, 푣푥¯ pre 푥 ∈ 푒′ ∖ 푒.
∙ Pridaj termy 푒푥¯ pre 푥 ∈ 푒′ ∖ 푒.
Na prvy´ pohl’ad je vidiet’, zˇe ked’ vy´sledok ty´chto modiﬁka´ci´ı oznacˇ´ıme ako ℱ5, potom
{푣} ∈ 푅ℱ5(푒) a {푥} ∈ 푅ℱ5(푣) pre vsˇetky 푥 ∈ 푒′ ∖ 푒. Teda obe DNF su´ skutocˇne ekviva-
lentne´, cˇo je v spore s minimalitou ℱ4.
□
Lemma 3.6 Ak 푚 > 1, potom existuje take´ 푒 ∈ 퐼, pre ktore´ 푒 ⊆ 푆.
Doˆkaz. Podl’a Lemma 3.5 ak graf 퐺 obsahuje asponˇ dve hrany, potom 퐼 ∕= ∅, a teda aj
퐷 ∕= ∅ (z deﬁn´ıcie). Nech 푥 ∈ 퐷 l’ubovol’ny´, pozrime sa na 푅({푣}). Ked’zˇe 푣푥¯ je implikantom
푓퐺 = ℱ4, mus´ı platit’ zˇe 푥 ∈ 푅({푣}). Nech 푒푦¯ je prvy´ prostredny´ term pouzˇity´ v tomto
forward chaining (taky´to term mus´ı existovat’, ked’zˇe litera´l 푥¯ sa objavuje v ℱ4 iba raz, a to v
prostrednom terme). To ale znamena´, zˇe vrcholy hrany 푒 boli do 푅({푣}) zahrnute´ pouzˇit´ım
vy´lucˇne sˇtartovny´ch termov a teda 푒 ⊆ 푆.
□
Lemma 3.7 Ak 푚 > 1, potom ∣푆∣ ≥ 2, ∣퐼∣ ≤ ∣퐷∣ ≤ 푛−2 a ℱ4 obsahuje asponˇ 푚+2 termov.
Doˆkaz. Prva´ nerovnost’ je priamym doˆsledkom Lemma 3.6. Druha´ nerovnost’ je zas doˆsledkom
vlastnosti b) z Lemma 3.3. Nerovnost’ ∣퐷∣ ≤ 푛−2 vyply´va z Lemma 3.3 a) pouzˇit´ım nerovnosti
∣푆∣ ≥ 2. Na urcˇenie pocˇtu termov vo formuli si pripomenˇme jej tvar:
ℱ4 = (
⋁
푥∈푆
푣푥¯) ∨ (
⋁
푒∈퐼
⋁
푥∈퐻푒
푒푥¯) ∨ (
⋁
푒∈푇
푒푣¯).
Takzˇe pre pocˇet termov dosta´vame
pocˇet termov v ℱ4 = ∣푆∣+
∑
푒∈퐼
∣퐻푒∣+ ∣푇 ∣ =
= ∣푆∣+ ∣퐷∣+ ∣푇 ∣ ≥
≥ ∣푆∣+ ∣퐼∣+ ∣푇 ∣ = ∣푆∣+푚 ≥
≥ 2 +푚.
(3.3)
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Prva´ rovnost’ vyply´va z Lemma 3.3 b). Na´sledne´ nerovnosti vyply´vaju´ priamo z nerovnost´ı
uka´zany´ch vysˇsˇie v tomto Lemma.
□
Teraz uvediem jednoduche´ ale uzˇitocˇne´ Lemma, ktore´ pojedna´va sˇpecia´lny pr´ıpad, kedy
∣퐼∣ nadobu´da svoju maxima´lnu hodnotu, cˇizˇe ∣퐼∣ = 푛− 2.
Lemma 3.8 Ak ∣퐼∣ = 푛− 2, potom
a) 푆 = 푒 pre nejake´ 푒 ∈ 퐸;
b) ∣퐻푒∣ = 1 pre vsˇetky 푒 ∈ 퐼;
c) pre vsˇetky 푒 ∈ 퐼 a 푒′ ∈ 푁푒 plat´ı ∣푒 ∩ 푒′∣ = 1, tj. hrany 푒 a 푒′ tvoria v 퐺 cestu dl´ˇzky dva;
d) ℱ4 obsahuje presne 푚+ 2 termov.
Doˆkaz.
Cˇast’ a).
Podl’a Lemma 3.3 a) ma´me ∣푆∣+ ∣퐷∣ = 푛 a podl’a Lemma 3.7 ma´me 푛−2 ≥ ∣퐷∣ ≥ ∣퐼∣ = 푛−2,
z cˇoho dosta´vame ∣퐷∣ = 푛 − 2 a teda ∣푆∣ = 2. Na druhej strane, podl’a Lemma 3.6, 푆 mus´ı
obsahovat’ hranu grafu 퐺.
Cˇast’ b).
Podl’a cˇasti a) tohoto Lemma ∣퐷∣ = ∣퐼∣ a teda pouzˇit´ım Lemma 3.3 b) dosta´vame, zˇe ∣퐻푒∣ = 1
mus´ı platit’ pre vsˇetky 푒 ∈ 퐼.
Cˇast’ c).
Toto je trivia´lny doˆsledok cˇasti b) tohoto Lemma.
Cˇast’ d).
Podl’a cˇasti b) ma´me
∑
푒∈퐼 ∣퐻푒∣ = ∣퐼∣ a teda vsˇetky nerovnosti v (3.3) sa sta´vaju´ rovnost’ami.
□
Uvediem esˇte posledne´ z technicky´ch Lemmat, ktore´ boli v poˆvodnom cˇla´nku uvedene´ pred
ty´m, ako sa pristu´pilo k dokazovaniu Vety 3.1. Za´rovenˇ vsˇetky tieto Lemma boli bezchybne´ a
ukazovali pekne´ vlastnosti ℱ4, ktore´ vyuzˇijem aj neskoˆr pri hl’adan´ı proble´mu ekvivalentne´mu
hl’adaniu minima´lnej formy 푓퐺.
Lemma 3.9 Ak ℱ4 obsahuje presne 푚+ 2 termov, potom ∣퐼∣ = 푛− 2.
Doˆkaz.
Vsˇetky nerovnosti v (3.3) sa v tomto pr´ıpade sta´vaju´ rovnost’ami a to znamena´, zˇe ∣푆∣ = 2 a
∣퐼∣ = ∣퐷∣. Na za´klade Lemma 3.3 a) plat´ı ∣푆∣+ ∣퐷∣ = 푛 a teda ∣퐼∣ = 푛− 2.
□
Na´sledne ako autor cˇla´nku doka´zal vsˇetky tieto uzˇitocˇne´ Lemmata, presˇiel k doˆkazu sa-
motne´ho tvrdenia. Avsˇak tu hned’ zkraja dosˇiel k chybne´mu predpokladu, zˇe ku kazˇde´mu
푒 ∈ 퐼 existuje takzvana´ 푒-cesta, tj. postupnost’ hra´n grafu 퐺 v tvare {푒 = 푒1, 푒2, . . . , 푒푙}, kde
pre kazˇde´ 푒푖, 푖 = 1 . . . 푙 plat´ı 푒푖 ⊆ 퐸. Naviac pre 푒푗 = (푦푗−1, 푦푗) take´, zˇe 푒푗 ∈ 푁푒푗−1 , 푗 = 2 . . . 푙
(teda v ℱ4 je term 푒푗−1푦¯푗 pre 푗 = 2 . . . 푙). Za´rovenˇ 푒푙 ∈ 푇 (teda ℱ4 obsahuje term 푒푙푣¯).
Toto sa zdalo byt’ ako celkom priamocˇiary doˆsledok toho, zˇe pre kazˇde´ 푒 ∈ 퐼 : 푁푒 ∕= ∅ a
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za´rovenˇ ∣퐻푒∣ = 1 a naviac je toto 퐻푒 pre 푒 unika´tne (zˇiadne dve ho nemaju´ zhodne´). A ked’zˇe
naviac ∣푆∣ = 2 a 푆 = 푒 pre nejake´ 푒 ∈ 퐸, bol to idea´lny kandida´t na zacˇiatok takejto cesty. A
vzhl’adom k tomu, zˇe zˇiadne dve hrany nemaju´ zhodne´ 퐻푒 a za´rovenˇ 푆 a 퐷 tvoria mnozˇinu
vsˇetky´ch vrcholov sa zdalo, zˇe to takmer nutne mus´ı byt’ priamocˇiarou reprezenta´ciou Ha-
miltonovskej cesty. Avsˇak ma´ to dva za´drhele:
∙ ∣퐻푒∣ = 1, avsˇak 푁푒 moˆzˇe byt’ dvojprvkove´ - obe vrcholy hrany 푒 moˆzˇu su´cˇasne tvorit’
“na´sledn´ıka”
∙ v 푒-ceste si vyberme 푒푗 = {푦푗−1, 푦푗}, 푗 ∈ {2, . . . , 푙}. Vieme, zˇe 푒푗+1 ∈ 푁푒푗 . V cˇla´nku
sa automaticky predpoklada´, zˇe 푒푗+1 = {푦푗, 푦푗+1}. Avsˇak v skutocˇnosti sa moˆzˇe vel’mi
l’ahko stat’, zˇe 푒푗+1 = {푦푗−1, 푦푗+1}, teda zˇe sa pouzˇije “predcha´dzaju´ci” vrchol esˇte raz.
Prvy´ pr´ıpad, teda ten, kedy obe vrcholy moˆzˇu byt’ v 푁푒 autor podrobne riesˇi. Je to za´rovenˇ
moment, ktory´ ten doˆkaz pomerne znacˇne komplikuje. Vytva´ra sa ty´m totizˇ ake´si “napojenie
v strede” cesty. Tu zas pr´ıde vhod to, zˇe graf 퐺 je kubicky´. To ul’ahcˇ´ı situa´ciu v tom, zˇe take´to
napojenie sa v skutocˇnosti moˆzˇe stat’ len na zacˇiatku, alebo na konci 푒-cesty. Potom sa tieto
dva pr´ıpady zvla´sˇt’ riesˇia a pr´ıslusˇna´ DNF sa modiﬁkuje tak, aby tieto napojenia realizovala,
tj. predlzˇovala 푒-cestu azˇ po moment, kedy bude obsahovat’ vsˇetky vrcholy a stane sa tak
cestou Hamiltonovskou.
Druhy´ pr´ıpad vsˇak nebol v doˆkaze brany´ v zretel’. A ako uka´zˇem v nasleduju´cej cˇasti tejto
kapitoly, mal d’alekosiahle na´sledky v tom, zˇe vy´sledna´ 푒-cesta sa uzˇ ani zd’aleka nepodobala
na cestu Hamiltonovsku´.
3.2 Skutocˇna´ tva´r 푓퐺
Obr. 3.1: Najjednoduchsˇ´ı protipr´ıklad
Na obra´zku 3.1 je hned’ prvy´ najjednoduchsˇ´ı protipr´ıklad aky´ ma napadol. Zobral som si
DNF tvaru:
푥1푥2푥¯3 ∨ 푥2푥3푥¯4 ∨ 푥2푥4푣¯
Kde pra´ve posledny´ term narusˇuje poˆvodnu´ predstavu 푒-cesty. Na za´klade deﬁn´ıcie 푒-cesty
by namiesto neho mal byt’ spra´vne term 푥3푥4푣¯. Ty´m by sa nevytvorila “odbocˇka”, ale cesta
by sˇla d’alej rovno.
Takzˇe z toho vyply´valo, zˇe namiesto rovnej cesty, sa vytva´rala aka´si “stonozˇka” - cesta
s kra´tkymi odbocˇkami tak, ako je naznacˇena´ na obra´zku 3.2. Povedal som si, zˇe to by
ale obtiazˇnosti proble´mu nemuselo vadit’. Ved’ na´jst’ taku´to jednu dlhu´ stonozˇku v grafe
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Obr. 3.2: Stonozˇka vytvorena´ namiesto rovnej cesty
precha´dzaju´cu vsˇetky´mi vrcholmi je akiste rovnako t’azˇke´ ako na´jst’ cestu. Tento prevod nie
je dotiahnuty´, ale len pre predstavu. Majme graf a chceme v nˇom na´jst’ Hamiltonovsku´ cestu.
Ku kazˇde´mu vrcholu v grafe stupnˇa tri a viac prida´me esˇte jeden vrchol navysˇe a spoj´ıme
ich hranou. Potom by na´jdenie stonozˇky v tomto grafe odpovedalo na´jdeniu Hamiltonovskej
kruzˇnice v poˆvodnom.
Ta´to mysˇlienka vycha´dzala z toho, zˇe napojovanie jednotlivy´ch stonozˇiek na seba sa riadi
rovnaky´mi pravidlami ako napojovanie poˆvodny´ch 푒-ciest. A s´ıce, zˇe napojenie je mozˇne´
uskutocˇnit’ len na konci alebo na zacˇiatku. V poˆvodnom doˆkaze to bolo takto preto, lebo
uprostred cesty ma´ kazˇdy´ vrchol stupenˇ 2. Na napojenie je vsˇak potrebna´ hrana mimo tu´to
cestu. Ale taka´to hrana by automaticky zvy´sˇila stupenˇ oboch participuju´cich vrcholov na
tri, a teda by uzˇ nezostala “vol’ny´ slot” pre napojenie odbocˇky. Z toho potom vyply´valo, zˇe
sa odbocˇka moˆzˇe uskutocˇnit’ len na konci alebo na zacˇiatku - ked’zˇe jedine tam su´ vrcholy
stupnˇa jedna. Lenzˇe v tejto stonozˇke su´, ako vidiet’, vrcholy stupnˇa jedna aj uprostred - to
su´ tie “nohy” stonozˇky. Takzˇe napojenie sa da´ uskutocˇnit’ aj na kazˇdej takejto nohe - vid’
obra´zok 3.3.
Obr. 3.3: Napojenie jednej stonozˇky v prostriedku inej stonozˇky.
Na tomto obra´zku je nakresleny´ graf generovany´ nasleduju´cou DNF:
(푥1푥2푥¯3∨푥2푥3푥¯8∨푥3푥8푏푎푟푥4∨푥3푥4푥¯5∨푥4푥5푥¯6∨푥5푥6푥¯7∨푥6푥7푣¯)∨(푥5푥8푥¯9∨푥8푥9푥¯10∨푥9푥10푣¯)
Kde v za´tvorka´ch su´ jednotlive´ stonozˇky. Prva´ za´tvorka odpoveda´ vodorovnej stonozˇke, druha´
za´tvorka potom vertika´lnej stonozˇke, ktora´ sa na tu´ horizonta´lnu napoj´ı pomocou hrany
{푥5, 푥8}, ktora´ lezˇ´ı mimo 푒-cestu.
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No dobre, tak sku´sme si predstavit’, ako by vyzeralo viacna´sobne´ napojenie taky´ch stonozˇiek.
Na obra´zku 3.4 je viacero stonozˇiek na seba napojeny´ch.
Obr. 3.4: Viacna´sobne´ vza´jomne´ napojenie stonozˇiek.
Nuzˇ ale to je vlastne presne kostra grafu. Je vidiet’ na prvy´ pohl’ad, zˇe kazˇda´ kostra grafu
sa da´ takto vyskladat’ zo stonozˇiek. Zdalo sa teda, zˇe l’ubovol’na´ kostra grafu generuje DNF
s minima´lnym pocˇtom termov. Zdalo sa to prirodzene´ aj vd’aka tomu, zˇe l’ubovol’na´ kostra
grafu a Hamiltonovska´ kruzˇnica zdiel’aju´ isty´ spolocˇny´ parameter “minimality” - a to, zˇe
maju´ ∣퐸∣ = ∣푉 ∣ − 1. Cˇo vlastne odpoveda´ jednotlivy´m termom v minima´lnej DNF - pre
kazˇdu´ hranu jeden term (mimo pocˇiatocˇnej mnozˇiny 푆). Ak by bola toto pravda, tak by bol
poˆvodny´ doˆkaz u´plne nepouzˇitel’ny´.
3.2.1 Stonozˇkovanie
Ked’ som sa vsˇak poku´sil vytvorit’ algoritmu, ktory´ by z l’ubovol’nej kostry generoval mi-
nima´lnu DNF, vel’mi ry´chlo som narazil na proble´m. A ty´m je pra´ve ta´ “napojuju´ca hrana”,
ktora´ je mimo tejto cesty. Na obra´zku 3.3 je to hrana {푥5, 푥8}. Ako sa uka´zalo, ta´to hrana
tento proble´m znacˇne komplikovala. Pre kazˇde´ napojenie sa totizˇ musela na´jst’ hrana. A to z
podgrafu, ktory´ uzˇ bol vytvoreny´. To ma viedlo k deﬁn´ıcii Stonozˇkovania, tj. pokrytia grafu
퐺 stonozˇkami tak, aby som mal tieto spa¨tne´ hrany. Prirodzeny´m pozˇiadavkom teda bolo
mat’ jednu Hlavnu´ Stonozˇku, z ktorej by sa vytva´rali ostatne´. Stonozˇkovanie som nadeﬁnoval
nasledovne:
Deﬁn´ıcia 3.10 Podgraf S grafu G sa nazy´va stonozˇkou v grafe G ak sa mnozˇina vrcholov
grafu S da´ rozdelit’ na dve disjunktne´ mnozˇiny 푇 (푆) (vrcholy tela) a 푁(푆) (vrcholy noˆh) tak,
aby platilo:
a) mnozˇina vsˇetky´ch vrcholov z 푇 (푆) tvor´ı cestu
b) ∀푣 ∈ 푇 (푆) : vsˇetci susedia vrcholu 푣 (v grafe G) su´ v 푁(푆)
c) 푇 (푆) tvor´ı cestu. Obe koncove´ body tejto cesty su´ stupnˇa 1 (tzv. konce tela).
Deﬁn´ıcia 3.11 Kostra K grafu G sa nazy´va stonozˇkovan´ım, ak obsahuje asponˇ jednu
stonozˇku a za´rovenˇ je mozˇne´ zvolit’ si jednu stonozˇku (nazvyme ju Hlavna´ stonozˇka - HS) tak,
aby boli splnene´ nasleduju´ce podmienky:
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a) Konce noˆh hlavnej stonozˇky su´ hranou grafu G spojene´ s nejaky´m vrcholom jej tela (ta´to
hrana vsˇak nie je su´cˇast’ou kostry, cˇo je prirodzene´ ked’ˇze kostra neobsahuje cykly). Cˇiˇze
je splnena´ nasleduju´ca podmienka:
∀푣 ∈ 푁(퐻푆)∃푒 = {푣, 푦} ∈ 퐸(퐺 ∖퐾) : 푦 ∈ 푇 (퐻푆)
b) Kazˇdy´ vrchol K je su´cˇast’ou nejakej stonozˇky v K
c) Kazˇdy´ vrchol 푣 ∈ 푇 (푆) pre nejaku´ stonozˇku S, nie je prvkom inej stonozˇky nezˇ S
d) Kazˇda´ stonozˇka v K je ukotvena´ v K
Deﬁn´ıcia 3.12 Nech K je stonozˇkovan´ım grafu G. Stonozˇka S je ukotvena´ v K ak:
a) Je Hlavnou stonozˇkou K
b) Je napojena´ na nejaku´ stonozˇku ukotvenu´ v K
Deﬁn´ıcia 3.13 Nech K je stonozˇkovan´ım grafu G. Stonozˇka S je napojena´ na stonozˇku T
v K ak:
a) Pre nejaky´ koniec tela 푣 stonozˇky S plat´ı 푣 ∈ 푁(푇 )
b) V grafe 퐺∖퐾 existuje hrana {푣, 푦}, kde 푦 ∈ 푇 (푈) pre nejaku´ stonozˇku 푈 ukotvenu´ v K
(a) Kubicky´ graf (b) Stonozˇkovanie grafu (c) Nestonozˇkova´ kostra
Obr. 3.5: Kubicky´ graf a jeho kostry. Jedna je stonozˇkovan´ım, druha´ nie je.
Teraz vyvstala ota´zka, cˇi moˆzˇe existovat’ graf v ktorom existuje stonozˇka a za´rovenˇ v
ktorom je kostra, ktora´ stonozˇkou nie je. Poku´sil som sa taky´to graf na´jst’. A skutocˇne sa mi
to podarilo. Na obra´zku 3.5 je tento kubicky´ graf a jeho dve kostry. Jedna z ty´chto kostier
je stonozˇkovan´ım, druha´ nie je. (To, zˇe jedna je stonozˇkovan´ım je ocˇividne´. To, zˇe druha´ nie
je by sa dalo uka´zat’ rozborom vsˇetky´ch mozˇny´ch Hlavny´ch Stonozˇiek. Ty´chto mozˇnost´ı je v
skutocˇnosti len tri.)
Nuzˇ ale toto situa´ciu komplikovalo. Vyzeralo to, zˇe proble´m hl’adania stonozˇkovania bude
vskutku NP-t’azˇky´, ked’zˇe budem musiet’ zrejme prehl’ada´vat’ vsˇetky kostry a u kazˇdej z nich
zist’ovat’, cˇi je alebo nie je stonozˇkovan´ım.
29
V snahe doka´zat’ ekvivalenciu medzi hl’adan´ım minima´lnej DNF a hl’adan´ım stonozˇkovania
v grafe som dospel k jedne´mu pr´ıkladu, ktory´ ju vyvra´til. Na obra´zku 3.6 vid´ıme kostru grafu,
ktora´ generuje minima´lnu DNF ale nie je stonozˇkovan´ım. Tento protipr´ıklad ma uzˇ potom
priamo viedol na stopu deﬁnit´ıvnemu riesˇeniu - proble´mu HV-pokrytia. Ako uka´zˇem v nasle-
duju´cej sekcii, proble´m na´jdenia HV-pokrytia je skutocˇne ekvivalentny´ hl’adaniu minima´lnej
DNF funkcie 푓퐺.
Obr. 3.6: Kostra grafu generuju´ca minima´lnu DNF funkcie 푓퐺, ktora´ nie je stonozˇkovan´ım.
3.3 HV-pokrytie
V tejto cˇasti uvediem vlastny´ vy´sledok tejto kapitoly. Ty´m bude nadeﬁnovanie nove´ho proble´mu
HV-pokrytia, ktory´ je ekvivalentny´ hl’adaniu minima´lnej reprezenta´cie funkcie 푓퐺. Pre tu´to
ekvivalenciu ty´chto proble´mov uvediem aj podrobny´ doˆkaz vo forme algoritmov na prevod,
vcˇetne doˆkazov ich korektnosti a zlozˇitosti.
V priebehu vypracova´vania pra´ce sa mi ani po nemalej vynalozˇenej na´mahe nepodarilo na´jst’
polynomia´lny algoritmus na hl’adanie tohto HV-pokrytia. V cˇla´nku [4], ktory´ som rozobe-
ral v tejto kapitole, bolo uka´zany´ch nema´lo uzˇitocˇny´ch a nie u´plne jednoduchy´ch Lemmat,
ktore´ ukazovali pekne´ vlastnosti a vyzerali byt’ pomerne uzˇitocˇne´. Tvar funkcie 푓퐺 sa mi zdal
dostatocˇne vsˇeobecny´. Vsˇetky tieto fakty dohromady vo mne evokovali pocit, zˇe proble´m
na´jdenia HV-pokrytia bude vskutku NP-t’azˇky´. Tento fakt sa mi bohuzˇial’ nepodarilo uka´zat’.
Uvediem tu vsˇak asponˇ cˇiastocˇny´ ciel’ - uka´zal som, zˇe proble´m hl’adania HV-pokrytia je
ekvivalentny´ hl’adaniu minima´lnej reprezenta´cie funkcie 푓퐺. Toto tvrdenie moˆzˇe neskoˆr slu´zˇit’
na opravu poˆvodne´ho doˆkazu.
3.3.1 Deﬁn´ıcia
Pri sˇpeciﬁkovan´ı presnej deﬁn´ıcie som vycha´dzal z protipr´ıkladu pre stonozˇkovanie (obra´zok 3.6),
pricˇom som sa snazˇil odstra´nit’ nedostatok stonozˇkovania. Ten spocˇ´ıval v tom, zˇe netrebalo,
aby do kazˇdej odbocˇky viedla napojuju´ca hrana z Hlavnej stonozˇky, ale aby do kazˇdej odbocˇky
viedla hrana z “uzˇ vygenerovane´ho grafu”. To znamena´, zˇe zacˇnem v hrane, ktoru´ v ℱ4 repre-
zentuje mnozˇina 푆, a potom poˆjdem po jednej ceste k l’ubovol’ne´mu listu. Tu´to cestu nazvem
hlavna´, vsˇetky vrcholy na nej su´ 퐻. Ak budem chciet’ odbocˇit’ na vedl’ajˇsiu cestu (do vrchola s
oznacˇen´ım 푉 ), budem musiet’ mat’ okrem samotnej odbocˇky aj napojuju´cu hranu z nejake´ho
vrcholu, v ktorom som uzˇ bol.
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Takzˇe v obra´zku 3.6 je za´rovenˇ zobrazeny´ jeden modelovy´ pr´ıklad HV-pokrytia, kde
푣푆 = 푥1, 푓(푥8) = 푉, 푓(푥13) = 푉 , ostatne´ vrcholy maju´ ohodnotenie 퐻.
Deﬁn´ıcia 3.14 HV-pokrytie kubicke´ho grafu 퐺 je trojica (퐾, 푓, 푣푆), kde 퐾 je kostra grafu
퐺, 푣푆 ∈ 퐺 je vrchol v grafe, 푓 je funkcia 푓 : 푉 (퐾) → {퐻,푉 } splnˇuju´ce nasleduju´ce pod-
mienky:
a) 푣푆 je v 퐾 list (deg퐾(푣푆) = 1)
b) 푓(푣푆) = 퐻
c) deg퐾(푣) = 3⇒ 푓(푣) = 퐻
d) ak 푣 nesused´ı so zˇiadnym vrcholom stupnˇa 3, potom 푓(푣) = 퐻
e) pre kazˇdy´ vrchol 푣 stupnˇa 3 v 퐾 (deg퐾(푣) = 3) plat´ı:
∙ nech 푢 je ten jeho sused, ktory´ je najbliˇzsˇie k 푣푆 v 퐾. Potom 푓(푢) = 퐻.
∙ spomedzi zvysˇny´ch dvoch jeho susedov ma´ 1 hodnotu 푓 rovnu´ 퐻, druhy´ 푉
f) do kazˇde´ho vrcholu grafu vedie v (퐾, 푓) HV-cesta z vrcholu 푣푆
Deﬁn´ıcia 3.15 Majme kubicky´ graf 퐺, jeho kostru 퐾, funkciu 푓 : 푉 (퐾) → {퐻, 푉 }. Z
vrcholu 푢 vedie do vrcholu 푣 HV-cesta v (퐾, 푓) ak:
a) 푢 = 푣 (HV-cesta je reﬂex´ıvna)
b) ∃푤 : {푣, 푤} ∈ 퐸(퐾) a existuje HV-cesta z 푢 do 푤
c) ak 푓(푣) = 푉 ∧ deg퐾(푣) > 1, potom mus´ı byt’ naviac splene´:
∃푤 : {푣, 푤} ∈ 퐸(퐺 ∖퐾) a existuje HV-cesta z 푢 do 푤.
Obr. 3.7: Graf s odbocˇkami - pre kazˇdu´ dve napojuju´ce hrany.
Predstavme si jednu odbocˇku - tu´ predstavuje vrchol s ohodnoten´ım 푉 - je to vrchol, do
ktore´ho ide hrana v pr´ıslusˇnej kostre a za´rovenˇ do neho ide hrana mimo tu´to kostru. Takzˇe
v poˆvodnom grafe je tento vrchol spojeny´ dvoma rovnocenny´mi hranami s uzˇ odvodeny´m
podgrafom. Tu´to situa´ciu zna´zornˇuje obra´zok 3.7 (kde 푓(푥3) = 푉, 푓(푥5) = 푉 ). Je vidiet’, zˇe
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z ty´chto dvoch hra´n, ktory´mi je odbocˇovac´ı vrchol spojeny´ s poˆvodny´m grafom, si moˆzˇem
l’ubovol’nu´ z nich zvolit’ za hranu v HV-pokryt´ı a tu´ druhu´ za napojuju´cu hranu. Z toho je vi-
diet’, zˇe ak ma´m v HV-pokryt´ı 푘 vrcholov stupnˇa 3, potom existuje 2푘 roˆznych ekvivalentny´ch
HV-pokryt´ı, ktore´ sa daju´ na´jst’ v polynomia´lnom cˇase (avsˇak ocˇividne moˆzˇe byt’ ich pocˇet
azˇ exponencia´lny).
Pozna´mka: Ak bude jasne´ o ake´ 퐾 a ake´ 푓 uvedene´ v deﬁn´ıcii sa jedna´, budem pre jed-
noduchost’ p´ısat’ iba “HV-cesta”.
V deﬁn´ıcii HV-pokrytia, v bode e) som spomenul suseda, kory´ je “najblizˇsˇie k 푣푆 v 퐾”.
Taky´ sused vzˇdy existuje a je pra´ve jeden. 퐾 je kostra, takzˇe pre kazˇde´ dva vrcholy existuje
pra´ve jedna cesta, ktora´ ich spa´ja. Tak existuje aj cesta, ktora´ spa´ja vrcholy 푣푆 a 푣. Potom
toto 푢 je ten jeho sused, ktory´ sa v tejto ceste nacha´dza (nacha´dzat’ sa tam asponˇ jeden mus´ı
(ked’zˇe deg퐾(푣푆) = 1) a je to maxima´lne jeden, lebo inak by sa vytvoril v 퐾 cyklus).
Teraz prejdeme k Vete vyjadruju´cej ekvivalenciu proble´mu HV-pokrytia s hl’adan´ım mi-
nima´lnej DNF funkcie 푓퐺.
Veta 3.16 Majme kubicky´ graf 퐺. Jemu odpovedaju´ca cˇiste Hornovska´ 푓퐺 ma´ DNF repre-
zenta´ciu s maxima´lne 푚+ 2 termami pra´ve vtedy ak existuje HV-pokrytie grafu G.
Doˆkaz uvediem vo forme algoritmov na prevod proble´mov. Najprv z HV-pokrytia na DNF
푓퐺, potom opacˇne.
Pozna´mka: Ak budem na nejakom mieste doˆkazu p´ısat’ symbol typu 푥푖, budem odkazovat’ na
premennu´ odpovedaju´cu nejake´mu vrcholu. Ak pouzˇijem symbol typu 푦푖 budem odkazovat’ na
hocijaku´ premennu´, tj. bud’ premennu´ odpovedaju´cu nejake´mu vrcholu, alebo na premennu´ 푣.
3.3.2 HV-pokrytie → DNF
Majme teda HV-pokrytie (퐾, 푓, 푣푆) grafu 퐺. Ja z neho skonsˇtruujem DNF ℱ , ktora´ bude
reprezenta´ciou funkcie 푓퐺 a bude mat’ maxima´lne 푚+ 2 termov.
V algoritme pouzˇ´ıvam tieto premenne´, pop´ıˇsem ich podl’a toho, ako vystupuju´ v kroku2:
∙ 푥 Premenna´, ktora´ sa pra´ve spracova´va. Do ℱ prida´m termy tvaru 푎푥푏¯, kde 푎 je jej uzˇ
spracovany´ sused, 푏 su´ vsˇetci jej ostatn´ı susedia.
∙ 푝 Uzˇ spracovany´ predchodca premennej 푥.
∙ ℱ Tvoriaca sa vy´sledna´ DNF.
∙ 푂 Fronta s odbocˇkami - vrcholmi oznacˇeny´mi ako 푉 , na ktore´ sa dostane rad azˇ sa
na´jde napojuju´ca hrana.
Popis algoritmu:
1) Inicializa´cia.
Nech 푥 je (ten jediny´) sused vrcholu 푣푆 v 퐾.
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ℱ := {푣푣¯푆, 푣푥¯}, 푝 := 푣푆, 푂 := ∅, vsˇetky vrcholy grafu oznacˇ ako nespracovane´, vrchol
푣푆 oznacˇ ako spracovany´. Vsˇetky hrany oznacˇ ako nespracovane´.
Pokracˇuj krokom 2).
2) Idem po hlavnej,
a to od vrcholu 푥, smerom k listom.
Oznacˇ vrchol 푥 ako spracovany´, oznacˇ hranu {푝, 푥} ako spracovanu´. Pozri sa, kol’ky´ch
nespracovany´ch susedov ma´ 푥 v 퐾:
(a) Zˇiadneho. Som v liste. Teda na konci cesty.
ℱ := ℱ + 푝푥푣¯
Ak je 푂 pra´zdna, pokracˇuj krokom 4).
Inak pokracˇuj krokom 3).
(b) Jedne´ho, oznacˇme ho 푥1. Jednoducha´ rovna´ cesta.
ℱ := ℱ + 푝푥푥¯1, 푝 := 푥, 푥 := 푥1
Pokracˇuj krokom 2).
(c) Dvoch, oznacˇme ich 푥1, 푥2 tak, aby platilo: 푓(푥1) = 푉, 푓(푥2) = 퐻. Odbocˇka.
ℱ := ℱ + {푝푥푥¯1, 푥푥1푥¯2}, 푝 := 푥, 푥 := 푥2,oznacˇ hranu {푥, 푥1} ako spracovanu´.
∙ deg퐾(푥1) = 1
Oznacˇ 푥1 ako spracovany´.
∙ deg퐾(푥1) = 2
푂 := 푂 + 푥1
Pokracˇuj krokom 2).
3) Na´jdi schodnu´ odbocˇku.
Na´jdi hranu {푥1, 푥2} ∈ 퐸(퐺 ∖퐾) taku´, zˇe 푥1 je spracovany´ a 푥2 je v 푂.
푝 := 푥1, 푥 := 푥2, 푥2 vyber z 푂
Pokracˇuj krokom 2).
4) Nespracovane´ hrany.
Pre kazˇdu´ nespracovanu´ hranu {푥1, 푥2} ∈ 퐸(퐺):
ℱ := ℱ + 푥1푥2푣¯, oznacˇ ju ako spracovanu´.
Korektnost’ kroku 2).
P´ıˇse sa tam “oznacˇ hranu {푝, 푥} ako spracovanu´”. Existuje taka´to hrana? Over´ım si pr´ıpady,
kedy do 푥 niecˇo vklada´m. V kroku 1) priamo p´ıˇsem “nech 푥 je sused vrcholu 푣푆”, takzˇe ta´to
hrana existuje. Vo vsˇetky´ch ostatny´ch pr´ıpadoch ked’ do 푥 niecˇo vklada´m, tak nap´lnˇam aj
premennu´ 푝. A to zakazˇdy´m tak, aby boli susedia.
To, precˇo si v kroku 2)a moˆzˇem dovolit’ ukoncˇit’ algoritmus, odvod´ım nizˇsˇie v cˇasti venovanej
u´plnosti algoritmu.
V kroku 2)c je 푥 stupnˇa 3, takzˇe moˆzˇem bez ujmy predpokladat’, zˇe jeden z jeho susedov je
퐻, druhy´ 푉 .
Korektnost’ kroku 3).
Zavediem si alternat´ıvnu deﬁn´ıciu HV-pokrytia. Ta´ nech je deﬁnovana´ presne rovnako ako
riadna, ale s ty´m rozdielom, zˇe namiesto HV-cesty budem pozˇadovat’ alternat´ıvnu HV-cestu.
A ta´ bude opa¨t’ deﬁnovana´ presne rovnako ako riadna, ale s ty´m rozdielom, zˇe bod c) nahrad´ım
nasleduju´cim textom:
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c) ak 푓(푣) = 푉 ∧ deg퐾(푣) > 1, potom neexistuje HV-cesta z 푢 do 푣.
Ak pr´ıdem do tohto kroku algoritmu, tak oznacˇene´ ako spracovane´ su´ presne tie vrcholy,
ktore´ by splnˇovali alternat´ıvnu deﬁn´ıciu HV-pokrytia. Ale zˇiaden z nespracovany´ch tu´to al-
ternat´ıvnu deﬁn´ıciu nesp´lnˇa (vcˇetne ty´ch, cˇo su´ vo fronte 푂).
V oboch deﬁn´ıcia´ch je podmienka, zˇe pr´ıslusˇny´ vrchol mus´ı byt’ hranou z퐾 spojeny´ s nejaky´m
uzˇ spracovany´m vrcholom (ked’zˇe spracovane´ su´ presne tie, ktore´ v tomto kroku sp´lnˇaju´ de-
ﬁn´ıciu existencie HV-cesty, moˆzˇem si dovolit’ tieto dva pojmy zamienˇat’). Ale kde sa moˆzˇe
nejaky´ nespracovany´ vrchol hranou napojit’ na nejaky´ spracovany´? Ked’ sa pozriem na prie-
beh algoritmu, tak zist´ım, zˇe som zacˇal so susedom 푣푆 a potom som postupoval tak, zˇe vzˇdy
som kazˇde´ho suseda bud’ napojil, alebo dal do fronty 푂. Z toho vyply´va, zˇe pra´ve jedine vr-
choly, ktore´ su´ v 푂 sa moˆzˇu napojit’. Takzˇe ak ma´m esˇte nejaky´ nespracovany´ vrchol zaradit’
medzi spracovane´, mus´ım najprv zaradit’ asponˇ jeden vrchol spomedzi 푂. Ale pre vsˇetky tieto
vrcholy vieme, zˇe splnˇuju´ podmienky HV-pokrytia (predpoklad), ale nesplnˇuju´ podmienky
alternat´ıvneho HV-pokrytia. Z toho vyply´va, zˇe mus´ı spomedzi vrcholov v 푂 existovat’ asponˇ
jeden taky´, pre ktory´ je podmienka c) splena´. To som mal uka´zat’.
Konecˇnost’ algoritmu.
V kazˇdom kroku oznacˇ´ım minima´lne jeden vrchol ako spracovany´. Ak su´ vsˇetky vrcholy spra-
covane´, algoritmus koncˇ´ı. Vrcholov je konecˇny´ pocˇet.
U´plnost’ algoritmu.
V tomto odstavci uka´zˇem, zˇe algoritmus oznacˇil vsˇetky vrcholy ako spracovane´. Na za´klade
toho potom nizˇsˇie doka´zˇem (v odstavci “Odpoveda´ ℱ funkcii 푓퐺?”), zˇe takto vytvorena´ DNF
reprezentuje celu´ 푓퐺.
Nech teda existuje vrchol 푣 taky´, zˇe prebehnut´ı algoritmu nebol zaradeny´ medzi spraco-
vane´. Zoberme si cestu 푃 = (푣푆 = 푣1, 푣2, 푣3, . . . 푣) v 퐾 z vrcholu 푣푆 do 푣 (z deﬁn´ıcie kostry
grafu taka´to cesta existuje). Vieme, zˇe 푣푆 je oznacˇeny´ ako spracovany´ (v kroku 1) ) a 푣
nespracovany´. Oznacˇme teda 푣푖 prvy´ nespracovany´ vrchol na tejto ceste. Z toho vyply´va, zˇe
푣푗 = 푣푖−1 je spracovany´ a su´ spojen´ı navza´jom hranou. Ak 푓(푣푖) = 퐻, potom bol pri spra-
cova´van´ı vrcholu 푣푗 urcˇite vlozˇeny´ do premennej 푥 a teda v nasleduju´com kroku spracovany´.
Ak 푓(푣푖) = 푉, deg퐾(푣푖) = 1, potom bol v kroku 2)c pri spracova´van´ı 푣푗 okamzˇite oznacˇeny´
tiezˇ ako spracovany´. A konecˇne ak 푓(푣푖) = 푉, deg퐾(푣푖) = 2, potom bol pri spracova´van´ı 푣푗
v kroku 2)c vlozˇeny´ do fronty 푂. Takzˇe fronta 푂 bola nepra´zdna. No ale pri dokazovan´ı
korektnosti kroku 3) som uka´zal, zˇe vzˇdy ked’ je 푂 nepra´zdna, tak sa tam na´jde jeden taky´
vrchol, ktory´ zarad´ım medzi spracovane´. No ale vzˇdy v kroku 3) jeden prvok z 푂 vyberiem
a spracujem. Prvkov je konecˇny´ pocˇet, takzˇe ak by som aj vzˇdy vyberal z 푂 iny´ prvok ako
푣푖, v konecˇnom pocˇte cyklov by som sa dostal do stavu, kedy je vo fronte 푂 iba 푣푖. Ale aj
pre tu´to konsˇtala´ciu fronty plat´ı vysˇsˇie uvedene´ tvrdenie, takzˇe nutne mus´ı byt’ 푣푖 zaradene´
medzi spracovane´.
Zlozˇitost’ algoritmu.
Krok 1) trva´ 푂(푚) - inicializa´cia datovy´ch sˇtruktu´r.
Pri vhodne zvoleny´ch datovy´ch sˇtruktu´rach trva´ krok 2) konsˇtantny´ cˇas.
V kroku 3) precha´dzam frontou 푂 a pre kazˇdy´ prvok sa v konsˇtantnom cˇase pozriem na
vrcholy s ktory´mi je spojeny´. Trva´ teda maxima´lne 푂(푛).
Krok 4) trva´ 푂(푚).
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V kazˇdom cykle algoritmu moˆzˇem prejst’ krokmi 2) a 3), jeden krok trva´ teda cˇas maxima´lne
푂(푛). Ako som spimı´nal v cˇasti venovanej Konecˇnosti algoritmu, pocˇet cyklov je maxima´lne
푛.
Celkova´ zlozˇitost’ algoritmu je teda 푂(푚+ 푛2).
Korektnost’ algoritmu.
Odvoden´ım korektnosti jednotlivy´ch krokov sme uka´zali, zˇe algoritmus moˆzˇe vzˇdy vykonat’
jednotlive´ kroky. Konecˇnost’ou zase, zˇe skoncˇ´ı v rea´lnom cˇase. Takzˇe na´m v konecˇnom cˇase
algoritmus vyda´ DNF ℱ . Mus´ıme esˇte overit’ podmienky, ktore´ sa na nˇu kladu´. A s´ıce, zˇe
reprezentuje 푓퐺 a zˇe ma´ maxima´lne 푚+ 2 termov. Ty´m bude doˆkaz hotovy´.
Najprv si vsˇak odvod´ım jedno pomocne´ tvrdenie, ktore´ je nevyhnutne´ k doka´zaniu ty´chto
dvoch podmienok.
Lemma 3.17 ℱ spl´nˇa vsˇetky vlastnosti kladene´ na ℱ4 v znen´ı Lemma 3.3.
Ty´mto bude doka´zane´, zˇe sp´lnˇa aj vsˇetky nasleduju´ce vlastnosti odvodene´ z tohto tvaru.
Doˆkaz.
∙ ℱ je prima´rna.
Z Lemma 3.2 vieme, zˇe kazˇdy´ term, ktory´ je tvaru a) b) alebo c) je prima´rnym impli-
kantom. V kroku 1) som prida´val len termy tvaru a). V kroku 2)a zas len termy tvaru c)
(uzˇ vysˇsˇie som uka´zal, zˇe v tomto kroku vzˇdy platilo, zˇe {푝, 푥} je hrana). V kroku 2)b
len termy tvaru b), ked’zˇe {푝, 푥} je hrana a 푥1 je roˆzny od oboch (nie je 푥, lebo je jeho
susedom a nie je 푝, lebo 푝 je spracovany´ a 푥1 nie je). No a konecˇne v kroku 2)c opa¨t’
len termy tvaru b) - odoˆvodnenie rovnake´ ako v predcha´dzaju´com pr´ıpade. V kroku 3)
som do ℱ nicˇ neprida´val a to, zˇe vsˇetky termy pridane´ v kroku 4) su´ tvaru c) je ocˇividne´.
∙ Vlastnost’ a).
Mnozˇina 푆 je tvorena´ vcholom 푣푆 a jeho susedom. Zˇiaden z ty´chto vrcholov uzˇ neprida´m
ako negat´ıvne premenne´ (ocˇividne´ - 푝 sa nikde neprida´va ako negat´ıvna premenna´).
Teraz uka´zˇem, zˇe zˇiadnu premennu´ neprida´m dvakra´t ako negat´ıvnu. Termy, ktore´ na´s
zauj´ımaju´ sa prida´vaju´ jedine v kroku 2)b a 2)c. Da´ sa l’ahko vypozorovat’, zˇe ked’
raz premennu´ oznacˇ´ım ako spracovanu´, nikdy sa uzˇ nedostane do nejake´ho termu ako
negat´ıvna (vzˇdy prida´vam ako negat´ıvne premenne´ len susedov pra´ve spracova´vanej
premennej). Pozrime sa na jednotlive´ kroky, cˇi sa nemoˆzˇe stat’, zˇe nejaku´ premennu´
prida´m dvakra´t. V kroku 2)b prida´vam premennu´ 푥1. Ale hned’ nato ju vlozˇ´ım do
premennej 푥 a teda hned’ na zacˇiatku nasleduju´ceho cyklu ju oznacˇ´ım ako spracovanu´
(a teda sa uzˇ nikdy nevlozˇ´ı ako negat´ıvna). V kroku 2)c cˇaka´ premennu´ 푥2 rovnaky´ osud.
Cˇo sa deje s premennou 푥1, ktoru´ sme tiezˇ pridali ako negat´ıvnu? Ak deg퐾(푥1) = 1,
potom ju oznacˇ´ım hned’ ako spracovanu´ a teda je vsˇetko v poriadku. V tom druhom
pr´ıpade ju vlozˇ´ım do fronty 푂. Z tejto fronty sa vyberaju´ prvky len v kroku 3). A tam
sa ta´to premenna´ vklada´ hned’ do premennej 푥, tok algoritmu sa posˇle na krok 2), v
ktorom sa hned’ na zacˇiatku oznacˇ´ı ako spracovana´.
Popocˇ´ıtam, kol’ko termov tvaru 푥푖푥푗푥¯푘 prida´m. Ak ich bude 푛− 2, uka´zal som teda, cˇo
som mal. Vieme, zˇe kazˇdy´ vrchol sa spracuje pra´ve raz. Pozrime sa, kol’ko termov nami
pozˇadovane´ho tvaru sa do ℱ vklada´ pri jednom takomto spracova´van´ı v kroku 2).
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– Ak je vrchol stupnˇa 1, nevlozˇ´ı sa ani jeden.
– Ak je vrchol stupnˇa 2, vlozˇ´ı sa pra´ve jeden.
– A ak je vrchol stupnˇa 3, vlozˇia sa 2 take´to termy.
Jediny´ vrchol, ktory´ sa nespracova´va v kroku 2) je vrchol 푣푆. Ten je ale stupnˇa 1 a
neprida´va zˇiaden term nami pozˇadovane´ho tvaru, takzˇe vysˇsˇie uvedene´ plat´ı pre vsˇetky
vrcholy.
Zavediem si teraz oznacˇenie. Nech 푛1 = pocˇet vrcholov stupnˇa 1, 푛2 = pocˇet vrcholov
stupnˇa 2 a 푛3 = pocˇet vrcholov stupnˇa 3.
V teo´rii grafov sa da´ vel’mi l’ahko odvodit’, zˇe pre kazˇdy´ kubicky´ graf, ktory´ je stromom
plat´ı, zˇe 푛3 = 푛1 − 2. (Pre cestu to plat´ı. Vzˇdy ked’ na nˇu v strede napoj´ım nejaku´
d’alˇsiu cestu, zvy´sˇim pocˇet listov o jednicˇku aj pocˇet vrcholov stupnˇa 3 o jednicˇku. Ked’
napoj´ım na list, nezvy´sˇim ani jedno. Kazˇdy´ strom sa da´ takto vyskladat’ z ciest.)
Z rovn´ıc
푛1 + 푛2 + 푛3 = 푛
푛3 = 푛1 − 2
dosta´vam
푛2 = 푛+ 2− 2 ∗ 푛1.
Spocˇ´ıtam teda pocˇet termov, ktore´ na´s zauj´ımaju´
♯ termov = 0∗ (푛1)+1∗ (푛+2−2∗푛1)+2∗ (푛1−2) = 푛+2−2∗푛1+2∗푛1−4 = 푛−2
∙ Vlastnost’ b).
Uzˇ v predcha´dzaju´com kroku som uka´zal, zˇe zˇiadnu premennu´ neprida´m dvakra´t ako
negat´ıvnu.
∙ Vlastnost’ c).
Vzˇdy ked’ som v algoritme vlozˇil do ℱ nejaky´ term tvaru 푥1푥2푦¯, 푦 ∈ 푉 (퐺) ∪ 푣, oznacˇil
som hranu {푥1, 푥2} ako spracovanu´. Mohol som pridat’ nejaky´ term tvaru 푥푖푥푗 푦¯ kde
by platilo zˇe {푥푖, 푥푗} je uzˇ spracovana´? Ked’ algoritmus vstupuje do kroku 2) plat´ı, zˇe
hrana {푝, 푥} esˇte nie je spracovana´. Uka´zˇem to rozborom pr´ıpadov podl’a toho, odkial’
moˆzˇem do kroku 2) vstu´pit’.
Ked’ algoritmus vcha´dza do kroku 2) z kroku 1), vsˇetky hrany su´ oznacˇene´ ako nespra-
covane´.
Plat´ı: kazˇda´ spracovana´ hrana spojuje len dva spracovane´ vrcholy, alebo jeden spraco-
vany´ a druhy´ prvkom 푂 (to vyply´va z toho, zˇe vzˇdy ked’ oznacˇujem nejaku´ hranu ako
spracovanu´, tak toto tvrdenie plat´ı). Takzˇe ked’ do kroku 2) vcha´dza z kroku 2)b, je
푥 := 푥1, ale toto 푥1 je nespracovane´ (podl’a toho som ho vyberal), takzˇe je nespracovana´
aj hrana {푥, 푥1}, ktora´ bude pri na´slednom vstupe do bodu 2) hranou {푝, 푥}.
Ked’ do kroku 2) vcha´dzam z kroku 2)c, stane sa budu´cou hranou {푝, 푥} pra´ve hrana
{푥, 푥2}. Ale v tomto pr´ıpade je 푥2 nespracovany´, takzˇe ani ta´to hrana nemoˆzˇe byt’ spra-
covana´.
A konecˇne ked’ do kroku 2) vcha´dzam z kroku 3), tak sa sku´manou hranou stane
{푥1, 푥2}. Ta´to hrana vsˇak nemoˆzˇe byt’ spracovana´, pretozˇe ju vybera´m z 퐸(퐺 ∖퐾). A
jedine´ miesto, v ktorom vybera´m hrany z tejto mnozˇiny je pra´ve len krok 3). Ale ak v
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tomto kroku raz nejaku´ hranu vyberiem, tak hned’ v nasleduju´com cykle sa z nej stane
spracovana´ (a aj oba jej vrcholy, cˇ´ım je jej opa¨tovne´ vybratie v tomto kroku u´plne
nemozˇne´).
Z tohto vsˇetke´ho teda viem, zˇe zˇiadnu hranu som nepridal dvakra´t (cˇi uzˇ bola ako
negat´ıvna premenna´ 푣, alebo nejaky´ vrchol grafu). Takzˇe vieme, zˇe 퐼(ℱ) ∩ 푇 (ℱ) = ∅.
Moˆzˇe sa stat’, aby existovala po skoncˇen´ı algoritmu v 퐺 nejaka´ nespracovana´ hrana?
Vd’aka kroku 4) je to nemozˇne´.
□
Ma´ ℱ presne 푚+ 2 termov?
Ked’zˇe ℱ je tvaru ℱ4, plat´ı pre neho aj Lemma 3.8 a stacˇ´ı mi teda uka´zat’, zˇe ∣퐼∣ = 푛 − 2.
Ale to vyply´va priamo z pred chv´ıl’ou doka´zany´ch vlastnost´ı a) a b) a z faktu, zˇe ∣푆(ℱ)∣ = 2
(ked’zˇe termy tohoto typu prida´vam len v kroku 1) algoritmu a tam ich prida´m dva).
Odpoveda´ ℱ funkcii 푓퐺?
∙ ℱ ≤ 푓퐺
Ma´m uka´zat’, zˇe kazˇdy´ term z ℱ je implikantom funkcie 푓퐺. V doˆkaze Lemma 3.17 som
dokonca uka´zal, zˇe kazˇdy´ term z ℱ je prima´rnym implikantom funkcie 푓퐺.
∙ 푓퐺 ≤ ℱ
Vieme, zˇe 푓퐺 =
(⋁
푥푖∈푉 푣푥¯푖
)∨(⋁(푥푖,푥푗)∈퐸 푥푖푥푗 푣¯). Takzˇe doˆkaz si rozdel´ıme na dve cˇasti.
– 푣푥¯푖 ≤ ℱ ,∀푥푖 ∈ 푉
Uka´zˇem, zˇe ked’ procedu´ra forward chaining zacˇne s premennou 푣, tak vo vy´slednej
mnozˇine procedu´ry budu´ vsˇetky vrcholy grafu. Ty´m to bude doka´zane´. (Algorit-
mus sa´m vlastne u´plne presne kop´ıruje cˇinnost’ procedu´ry forward chaining, ale
sku´sim to uka´zat’ prec´ızne.)
Z Lemma 3.17 vieme, zˇe pre kazˇdy´ vrchol 푥 existuje v ℱ term, v ktorom tento vr-
chol vystupuje ako negat´ıvna premenna´. A opa¨t’ - ak uka´zˇem, zˇe vzˇdy ked’ taky´to
term prida´vam, tak jej pozit´ıvne premenne´ su´ odvoditel’ne´ z 푣, tak som hotovy´.
V kroku 1) to plat´ı. Ked’ pr´ıdem z kroku 1) do kroku 2), tak v ten moment su´
obe premenne´ 푝 a 푥 odvoditel’ne´ z 푣. Takzˇe ked’ potom v bode 2)b a 2)c prida´vam
term 푝푥푥¯1, tak pre tento term tvrdenie plat´ı. V kroku 2)c prida´vam navysˇe aj
term 푥푥1푥¯2. Ale pre tento term to tiezˇ plat´ı, ked’zˇe som su´cˇasne s n´ım vlozˇil aj
term 푝푥푥¯1. V oboch pr´ıpadoch potom pokracˇujem opa¨t’ do bodu 2), ale s novy´mi
premenny´mi 푝 a 푥. Ale tie su´ vzhl’adom k pra´ve pridany´m termom tiezˇ odvoditel’ne´
z 푣.
Posledny´m pr´ıpadom zosta´va, ked’ do kroku 2) pr´ıdem z kroku 3). Tam som pre-
mennu´ 푥2 vybral z 푂. Ale ked’ si povsˇimneme situa´ciu, v ktorej sa do 푂 vlozˇila,
zist´ıme zˇe v ten moment bola odvoditel’na´ z 푣. Dˇalˇsiu premennu´ vol´ım spomedzi
spracovany´ch. Ale vzˇdy ked’ oznacˇujem premennu´ ako spracovanu´, tak je taktiezˇ
odvoditel’na´ z 푣.
– 푥푖푥푗 푣¯ ≤ ℱ ,∀{푥푖, 푥푗} ∈ 퐸
Z doka´zane´ho Lemma 3.17 vyply´va, zˇe mi tu´to vlastnost’ stacˇ´ı uka´zat’ pre hrany z
퐼(ℱ). Intuit´ıvne je to jednoduche´: zacˇnem s hranou {푥푖, 푥푗} a budem pokracˇovat’
vzˇdy po hlavnej ceste (vrcholoch s oznacˇen´ım 퐻) a raz doˆjdem k listu, ktory´ mi
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prida´ premennu´ 푣. Ak by som chcel byt’ prec´ızny, tak to moˆzˇem uka´zat’ napr´ıklad
rozborom pr´ıpadov podl’a toho, kde taky´to term v algoritme prida´vam.
∗ V kroku 2)b.
Budem postupovat’ pomocou procedu´ry forward chaining. Zacˇnem teda s mnozˇinou
{푝, 푥} a budem sa chciet’ dopracovat’ k tomu, aby som pridal 푣. Ako vyzera´
postup procedu´ry forward chaining? Hned’ v tomto kroku 2)b algoritmu k
vy´slednej mnozˇine prida´m vrchol 푥1. Na´sledne oznacˇ´ım vlozˇ´ım do premenny´ch
푝 a 푥 dve z prvkov vy´slednej mnozˇiny a pokracˇujem krokom 2). Pozriem sa
na to, cˇo sa deje s 푝 a 푥 tentokra´t. V princ´ıpe su´ 2 mozˇnosti. Bud’ sa k nim
v kroku 2)a prida´ 푣 a som teda hotovy´ (pouzˇil som len premenne´ z vy´slednej
mnozˇiny). Alebo sa k nim prida´ v kroku 2)b alebo 2)c d’alˇsia premenna´ 푥1.
Ta´to sa ale pridala pomocou termu, ktory´ obsahuje ako pozit´ıvne premenne´
len premenne´ z vy´slednej mnozˇiny, takzˇe tu´to premennu´ moˆzˇme pridat’ k
vy´slednej mnozˇine procedu´ry forward chaining. V oboch ty´chto pr´ıpadoch
vsˇak algoritmus pokracˇuje opa¨t’ bodom 2). A tam bude bud’ pokracˇovat’ done-
konecˇna opa¨t’ do bodov 2)b, 2)c, alebo raz doˆjde do bodu 2)a a budeme hotov´ı.
A ked’zˇe vieme, zˇe algoritmus je konecˇny´, urcˇite nastane druhy´ z pr´ıpadov.
∗ V kroku 2)c.
Doˆkaz u´plne rovnaky´ ako v predcha´dzaju´com pr´ıpade, iba s ty´m rozdielom,
zˇe tu sa hned’ na zacˇiatku daju´ do vy´slednej mnozˇiny nie tri, ale hned’ sˇtyri
premenne´ - {푝, 푥, 푥1, 푥2}. Potom sa do premenny´ch 푥 a 푝 vlozˇia tiezˇ dve prvky
z tejto mnozˇiny. Dˇalej analogicky.
3.3.3 DNF → HV-pokrytie
Nech teda 푓퐺 ma´ DNF reprezenta´ciu ℱ0 s maxima´lne 푚+ 2 termami. Pomocou modiﬁka´ci´ı
0, 1, 2, 3 (z Lemma 3.3) vytvor´ıme DNF ℱ splnˇuju´cu vsˇetky doˆsledky tvrden´ı 3.3 azˇ 3.9.
Na za´klade DNF ℱ najprv urcˇ´ım vrchol 푥푆. Potom z tejto DNF budem postupne vytva´rat’ 퐾
- kostru grafu 퐺 ako aj funkciu 푓 : 푉 (퐾) → {퐻, 푉 }. A to tak, zˇe vzˇdy vezmem jeden term
z ℱ , spracujem ho a na za´klade toho bud’ obohat´ım mnozˇinu 퐾, rozsˇ´ırim funkciu 푓 , alebo
oboje cˇi dokonca ani jedno. Kazˇdopa´dne budu´ 푓,퐾, 푥푆 v kazˇdom kroku splnˇovat’ deﬁn´ıciu
HV-pokrytia grafu 퐺′ = (푉,퐸), kde 푉 (퐺′) = 퐾 a 푥, 푦 ∈ 퐸(퐺′) ak 푥 ∈ 퐾, 푦 ∈ 퐾, 푥, 푦 ∈ 퐸(퐺).
Inak povedane´, 퐺′ odpoveda´ resˇtrikcii grafu 퐺 na vrcholy 퐾. Navysˇe, azˇ spracujem aj po-
sledny´ term z ℱ , 퐺′ bude totozˇny´ z 퐺. Ty´m vytvor´ım HV-pokrytie grafu 퐺. Na zacˇiatku
si teda polozˇ´ım 푉 (퐾) = ∅, 퐸(퐾) = ∅, 푓 nedeﬁnovana´ v zˇiadnom 푥푖, 푣푆 nedeﬁnovany´, fronty
푃 a 푂 pra´zdne. V d’alˇsom texte budem symbolom 퐺′ oznacˇovat’ graf 퐺 zu´zˇeny´ na vrcholy z
aktua´lnej mnozˇiny 퐾, tak ako je to deﬁnovane´ vysˇsˇie.
Takzˇe zacˇneme s mnozˇinou 푆.
Vieme, zˇe existuje hrana 푒푆 ∈ 퐸(퐺) taka´, zˇe 푆 = 푒푆. Oznacˇme si BU´NO vrcholy tejto hrany
ako 푒푆 = {푥1, 푥2}. Za´rovenˇ plat´ı, zˇe 푒푆 ∈ 퐼,퐻푒푆 ∕= ∅, takzˇe existuje v ℱ term 푥1푥2푥¯푖 pre nejake´
i, BU´NO nech je to 푥3. Za´rovenˇ vieme, zˇe 푁푒푆 ∕= ∅, takzˇe v 퐸(퐺) existuje hrana 푒1 = {푥1, 푥3}
alebo 푒2 = {푥2, 푥3} alebo oboje su´cˇasne. Ak existuje hrana 푒1, tak potom ℱ obsahuje term
푒1푣¯ alebo 푒1푥¯푖 pre nejake´ 푖. Teda 푒1 ∈ 퐼(ℱ) alebo 푒1 ∈ 푇 (ℱ). Obdobne to plat´ı aj pre 푒2.
Predpokladajme, zˇe 푒1 ∈ 퐼(ℱ) ∨ 푒2 ∈ 퐼(ℱ).
Ak by totizˇ nastal pr´ıpad, zˇe aj 푒1 ∈ 푇 (ℱ), aj 푒2 ∈ 푇 (ℱ), tak to by znamenalo, zˇe G obsahuje
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len tieto tri vrcholy 푥1, 푥2, 푥3. Pretozˇe ak by existoval nejaky´ d’alˇs´ı, tak by sa k nemu DNF
ℱ pomocou procedu´ry forward chaining nikdy nemohla dostat’ z premennej 푣. Zacˇala by s 푒푆,
pridala 푥3 a potom by uzˇ zˇiaden d’alˇs´ı vrchol nemohla pridat’. V takomto pr´ıpade polozˇ´ım
퐸(퐾) = {{푥1, 푥2}, {푥2, 푥3}}, 푓(푥) = 퐻∀푥 ∈ 푉 (퐺), 푣푆 = 푥1. Nie je t’azˇke´ si rozmysliet’, zˇe to
odpoveda´ HV-pokrytiu grafu 퐺. V na´sleduju´com texte teda predpokladajme, zˇe 퐺 je asponˇ
4-prvokvy´.
Mnˇa teda zauj´ımaju´ len situa´cie, kedy su´ tieto hrany v 퐼(ℱ). Rozdel´ım si dva pr´ıpady:
a) Pra´ve jeden z 푒1, 푒2 je v 퐼(ℱ) - obra´zok 3.8
Obr. 3.8: Zacˇiatok cesty - {푥2, 푥3} ∈ 퐼(ℱ).
(druha´ hrana je bud’ v 푇 (ℱ), alebo neexistuje voˆbec). BU´NO predpokladajme, zˇe je to
푒2. Ma´me teda termy 푒1푥¯3, 푒2푥¯푖 pre nejake´ 푖. Polozˇme 푉 (퐾) = 푉 (퐾)∪{푥1, 푥2}, 퐸(퐾) =
퐸(퐾) ∪ {푥1, 푥2}, 푣푆 = 푥1, 푓(푥1) = 푓(푥2) = 퐻. Nie je t’azˇke´ nahliadnut’, zˇe 퐾, 푓, 푣푆
splnˇuju´ podmienky HV-pokrytie pre graf 퐺′. Napr´ıklad to, zˇe 푓(푥1) bude vzˇdy 퐻
plynie z def´ınicie HV-pokrytia. Tak aj to, zˇe 푓(푥2) = 퐻 nikdy neporusˇ´ı podmienky
deﬁn´ıcie, je odvoditel’ne´. Bud’ nebude susedit’ so zˇiadnym vrcholom stupnˇa 3 - vtedy
je jeho oznacˇenie ako H nespochybnitel’ne´. Rovnako tak aj v pr´ıpade, zˇe z neho poˆjde
esˇte d’alˇsia hrana a stane sa teda vrcholom stupnˇa 3 (napr´ıklad ty´m, zˇe v ℱ bude term
푥2푥푖푥¯푗 pre nejake´ 푗). Zosta´va posledny´ pr´ıpad a s´ıce zˇe bude susedit’ s nejaky´m vrcho-
lom stupnˇa 3. Vtedy ale bude nutne najblizˇsˇie k 푥1, pretozˇe z 푥1 uzˇ nevedie zˇiadna
d’alˇsia hrana.
푃 := 푃 ∪ (푥3, 푥2푥3푥¯푖)
Esˇte pozna´mka k obra´zkom: plne´ cˇierne hrany bud’ su´ v 퐾, alebo tam s istotou budu´
patrit’. Modra´ cˇiarkovana´ cˇiara zna´zornˇuje “smer rozsˇirovania” - tj. ak je medzi dvoma
premenny´mi modra´ cˇiara, v nasleduju´com kroku sa spracuje term, ktory´ obsahuje ako
pozit´ıvne litera´ly oba jej konce.
b) Obe hrany su´ v 퐼(ℱ), teda 푒1 ∈ 퐼(ℱ), 푒2 ∈ 퐼(ℱ).
Ma´me teda termy 푥1푥2푥¯3, 푥1푥3푥¯푖, 푥2푥3푥¯푗 pre nejake´ 푖, 푗. BU´NO nech 푖 = 5, 푗 = 4.
Takzˇe graf 퐺 obsahuje cyklus 푥1푥2푥3. Za´rovenˇ z toho plynie, zˇe graf 퐺 obsahuje bud’
hranu {푥1, 푥5} alebo hranu {푥3, 푥5} (alebo oboje su´cˇasne). To iste´ plat´ı pre hrany
{푥2, 푥4}, {푥3, 푥4}. Teraz sa pozrime cˇo sa deje s vrcholom 푥3. Uzˇ vieme, zˇe bol pouzˇity´
v dvoch hrana´ch. Teda sa moˆzˇe vyskytnu´t’ uzˇ len v jednej alebo v zˇiadnej. Takzˇe ma´me
opa¨t’ dva pr´ıpady:
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(a) 푥3 sa uzˇ nevyskytne v d’alˇsej hrane - obra´zok 3.9
Obr. 3.9: Zacˇiatok cesty - 푒1, 푒2 ∈ 퐼(ℱ), 푥3 uzˇ nebude v d’alˇsej hrane.
Takzˇe na´m pribudnu´ termy 푥1푥5푦¯푖, 푥2푥4푦¯푗, kde 푦푖, 푦푗 su´ bud’ d’alˇsie premenne´,
alebo 푣. Teraz polozˇ´ım: 푣푆 = 푥3, 푉 (퐾) = 푉 (퐾) ∪ {푥1, 푥2, 푥3}, 퐸(퐾) = 퐸(퐾) ∪
{{푥1, 푥3}, {푥1, 푥2}}, 푓(푥3) = 푓(푥1) = 퐻, 푓(푥2) = 푉 . Opa¨t’ moˆzˇme overit’, zˇe 퐾 je
HV-pokryt´ım 퐺′. Vieme, zˇe 푥1 bude v 퐾 stupnˇa 3, ma´ oznacˇenie 퐻. 푥2 bude mat’
stupenˇ 2 (jednu hranu obsahuju´cu 푥2 som uzˇ ”vyhodil hranu {푥2, 푥3}), je oznacˇeny´
ako V, dostanem sa do neho po hrane {푥2, 푥3} ∈ 퐺′ ∖퐾 z vrcholu 푥3 = 푣푆.
Rozhodnem sa cˇo s termom 푥2푥4푦¯푗:
∙ 푦푗 = 푣
푉 (퐾) := 푉 (퐾) ∪ {푥4}, 퐸(퐾) := 퐸(퐾) ∪ {푥2, 푥4}, 푓(푥4) = 퐻
Ty´mto som neporusˇil zˇiadnu podmienku HV-pokrytia.
∙ 푦푗 = 푥푗 ∈ 푉 (퐺)
푃 := 푃 ∪ (푥4, 푥2푥4푥¯푗)
Rozhodnem sa cˇo s termom 푥1푥5푦¯푖:
∙ 푦푖 = 푣
푉 (퐾) := 푉 (퐾) ∪ {푥5}, 퐸(퐾) := 퐸(퐾) ∪ {푥1, 푥5}, 푓(푥5) = 퐻
Ty´mto som opa¨t’ neporusˇil zˇiadnu podmienku HV-pokrytia.
∙ 푦푗 = 푥6 ∈ 푉 (퐺)
Ked’zˇe 푥1 je v 퐺 stupnˇa 3, k termu 푥1푥5푥¯6 mus´ı existovat’ term 푥5푥6푦¯7. Podl’a
toho ako vyzera´ sa rozhodnem:
– 푦7 = 푣
푉 (퐾) := 푉 (퐾) ∪ {푥6}, 퐸(퐾) := 퐸(퐾) ∪ {푥5, 푥6}, 푓(푥6) := 퐻
– 푦7 = 푥7 ∈ 푉 (퐺)
푃 := 푃 ∪ (푥6, 푥5푥6푥¯7)
Ani v jednom z vysˇsˇie uvedeny´ch pr´ıpadov som neporusˇil podmienky HV-
pokrytia cˇi podmienky kladene´ na 푃 (ako sa dozvieme neskoˆr).
(b) 푥3 sa esˇte vyskytne v jednej z hra´n,
BU´NO nech v hrane odpovedaju´cej termu 푥3푥5푥¯7. Potom nutne existuje aj term
푥2푥4푥¯6. Ak uva´zˇime vsˇetky mozˇne´ termy, ktore´ moˆzˇu vzniknu´t’ z vysˇsˇie uvedeny´ch
푥1푥2푥¯3, 푥1푥3푥¯5, 푥2푥3푥¯4, tak moˆzˇu vzniknu´t’ uzˇ len posledne´ dve mozˇnosti:
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i. Nevznikol uzˇ zˇiaden d’alˇs´ı term - obra´zok 3.10.
Obr. 3.10: Zacˇiatok cesty - 푒1, 푒2 ∈ 퐼(ℱ), 푥3 v hrane, zˇiaden d’alˇs´ı term.
Tj. ma´me termy 푥1푥2푥¯3, 푥1푥3푥¯5, 푥2푥3푥¯4 a 푥3푥5푥¯7, 푥2푥4푥¯6. Teraz moˆzˇem polozˇit’:
푣푆 = 푥1, 푉 (퐾) = 푉 (퐾)∪{푥1, 푥2, 푥3, 푥4, 푥5}, 퐸(퐾) = 퐸(퐾)∪{{푥1, 푥2}, {푥2, 푥3}, {푥3, 푥5}, {푥2, 푥4}}, 푓(푥1) =
푓(푥2) = 푓(푥4) = 푓(푥5) = 퐻, 푓(푥3) = 푉 . Opa¨t’ sa moˆzˇeme jednoducho pre-
svedcˇit’, zˇe 퐾 teraz splnˇuje vsˇetky podmienky HV-pokrytia grafu 퐺′.
Termy 푥2푥4푥¯6 a 푥3푥5푥¯7 su´ v 퐼(ℱ). Takzˇe z nich urcˇite vzniknu´ d’alˇsie hrany.
Z prve´ho vznikne 푥4푥6푥¯8 (lebo inak by bol vrchol 푥2 stupnˇa 4) a z druhe´ho
vznikne 푥5푥7푥¯9 (lebo vrchol 푥3 by bol stupnˇa 4).
푃 := 푃 ∪ {(푥6, 푥4푥6푥¯8), (푥7, 푥5푥7푥¯9)}
ii. Vznikol esˇte posledny´ mozˇny´ term, a to 푥1푥5푦¯푘 - obra´zok 3.11.
Takzˇe ma´me termy 푥1푥2푥¯3, 푥1푥3푥¯5, 푥2푥3푥¯4 a 푥3푥5푦¯푖, 푥1푥5푦¯푘, 푥2푥4푥¯6. Schva´lne
som v tomto vy´cˇte nechal namiesto novy´ch premenny´ch iba 푦푖, 푦푘. A to z toho
doˆvodu, zˇe jedna z ty´chto premenny´ch mus´ı byt’ nutne rovna´ 푣.
Ak by totizˇ obidve tieto premenne´ odpovedali premenny´m nejake´ho vrcholu,
tak by sme dostali nove´ termy 푥3푥5푥¯7, 푥1푥5푥¯8. Oba tieto termy su´ prvkami
퐼(ℱ). Teda푁푒 je nepra´zdne pre oba. V pr´ıpade prve´ho termu by teda v grafe퐺
musela existovat’ hrana {푥3, 푥7} alebo {푥5, 푥7}. Prva´ mozˇnost’ nemoˆzˇe nastat’,
lebo 푥3 by malo stupenˇ 4. Takzˇe existuje hrana {푥5, 푥7}. Teraz ale nemoˆzˇe
existovat’ ani hrana {푥1, 푥8} (lebo 푥1 by malo stupenˇ 4), ani hrana {푥5, 푥8}
(lebo 푥5 by malo stupenˇ 4).
Vieme teda, zˇe jedno z 푦푖, 푦푗 mus´ı byt’ rovne´ premennej 푣. Rob´ım to nera´d,
ale mus´ım tu vlozˇit’ esˇte jedno rozdelenie na dva pr´ıpady:
A. 푦푖 = 푣
Polozˇ´ıme 푣푆 = 푥3, 푉 (퐾) = 푉 (퐾) ∪ {푥1, 푥2, 푥3, 푥4, 푥5}, 퐸(퐾) = 퐸(퐾) ∪
{{푥1, 푥2}, {푥1, 푥3}, {푥1, 푥5}, {푥2, 푥4}}, 푓(푥1) = 푓(푥3) = 푓(푥4) = 푓(푥5) =
퐻, 푓(푥2) = 푉 . Aj teraz je 퐾 HV-pokryt´ım grafu 퐺
′.
Uva´zˇim esˇte term 푥1푥5푦¯푘 ∈ 퐼(ℱ). Z neho mus´ı vzniknu´t’ d’alˇsia hrana,
{푥1, 푦푘} to nemoˆzˇe byt’ (푥1 by malo stupenˇ 4), takzˇe to mus´ı byt’ {푥5, 푦푘}.
Nech sa tak stane pomocou termu 푥5푦푘푥¯7. Z podobne´ho doˆvodu mus´ı k
termu 푥2푥4푥¯6 existovat’ term 푥4푥6푥¯8.
푃 := 푃 ∪ {(푦푘, 푥5푦푘푥¯7), (푥6, 푥4푥6푥¯8)}
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(a) 푦푖 = 푣 (b) 푦푘 = 푣
Obr. 3.11: Zacˇiatok cesty - 푒1, 푒2 ∈ 퐼(ℱ), 푥3 v hrane, esˇte d’alˇs´ı term.
B. 푦푘 = 푣
Polozˇ´ıme 푣푆 = 푥1, 푉 (퐾) = 푉 (퐾) ∪ {푥1, 푥2, 푥3, 푥4, 푥5}, 퐸(퐾) = 퐸(퐾) ∪
{{푥1, 푥3}, {푥2, 푥3}, {푥3, 푥5}, {푥2, 푥4}}, 푓(푥1) = 푓(푥3) = 푓(푥4) = 푓(푥5) =
퐻, 푓(푥2) = 푉 . Aj teraz je 퐾 HV-pokryt´ım grafu 퐺
′.
Uva´zˇim esˇte term 푥3푥5푦¯푖 ∈ 퐼(ℱ). Z neho mus´ı vzniknu´t’ d’alˇsia hrana,
{푥3, 푦푖} to nemoˆzˇe byt’ (푥3 by malo stupenˇ 4), takzˇe to mus´ı byt’ {푥5, 푦푖}.
Nech sa tak stane pomocou termu 푥5푦푖푥¯7. Z podobne´ho doˆvodu mus´ı k
termu 푥2푥4푥¯6 existovat’ term 푥4푥6푥¯8.
푃 := 푃 ∪ {(푦푖, 푥5푦푖푥¯7), (푥6, 푥4푥6푥¯8)}
Dovol´ım si esˇte pozna´mku. Vysˇsˇie v jednotlivy´ch mozˇnostiach som vymenuva´val premenne´
azˇ do 푥9. Ak by sa kedykol’vek stalo, zˇe by ten graf bol mensˇ´ı, to jest zˇe by namiesto tej
premennej 푦푖 v tom doˆkaze mala vystupovat’ premenna´ 푣 (nech je to v terme 푥1푥2푦¯푖), tak by
som sa zachoval podobne ako v pr´ıpade b)a. To znamena´, zˇe by som taky´to term nevlozˇil do
푃 , ale by som ho rovno spracoval. A to v tom zmysle, zˇe by som do 퐾 vlozˇil vrchol 푥2, hranu
{푥1, 푥2}, a vrchol 푥2 oznacˇil ako 퐻.
Indukcˇny´ predpoklad.
V doterajˇsom priebehu som si teda zalozˇil graf 퐾, vyznacˇil 푣푆, pre prvky 퐾 nadeﬁnoval
hodnoty funkcie 푓 . A to tak, zˇe dohromady splnˇuju´ podmienky HV-pokrytia grafu 퐺′. Inak
povedane´, doka´zal som indukcˇny´ predpoklad. Teraz doka´zˇem krok od grafu 퐾 ku grafu퐾∪푥푖
pre nejake´ 푖 tak, aby sa zachovali vlastnosti HV-pokrytia (to vsˇetko samozrejme s pomocou
nasˇej DNF ℱ ).
Podmienky kladene´ na 푣푆 boli vo vsˇetky´ch pr´ıpadoch splnene´, tu´to premennu´ uzˇ menit’ ne-
budem. To znamena´, zˇe v d’alˇsom texte uzˇ nemus´ım zakazˇdy´m odvodzovat’, precˇo pr´ıslusˇna´
푣푆 splnˇuje vsˇetky podmienky HV-pokrytia na nˇu kladene´.
Fronta 푃 .
V kazˇdom kroku som si do fronty 푃 vlozˇil dvojicu (푥, 푇 ), kde 푥 je premenna´ a 푇 ∈ ℱˆ je
term tvaru 푥1푥푥¯2, kde 푥1, 푥2 su´ nejake´ vrcholy grafu 퐺 (ich pomenovanie cˇ´ıslicami 1 a 2 len
pre zjednodusˇenie). Pricˇom plat´ı, zˇe 푥1 ∈ 퐾, a teda existuje HV-cesta z 푣푆 do 푣1. Za´rovenˇ
푥 /∈ 퐾, 푥2 /∈ 퐾. Z toho vyply´va, zˇe 푥1 ma´ k vrcholu 푣푆 najmensˇiu vzdialenost’ (v 퐾) spomedzi
vsˇetky´ch troch (z vrcholu 푣푆 sa k 푥, 푥2 moˆzˇem dostat’ jedine cez 푥1). Dˇalej plat´ı, zˇe 푥1 je v 퐾
bud’ stupnˇa 1, alebo je stupnˇa 2 a vedie z neho v 퐾 hrana do nejake´ho vrcholu 푥푖 take´ho, zˇe
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푓(푥푖) = 푉 . Vsˇetky tieto podmienky budu´ aj v nad’alej vzˇdy splnene´, ked’ budem do fronty
푃 niecˇo vkladat’.
V nasleduju´com texte ked’ budem p´ısat’, zˇe medzi nespracovany´mi termami z ℱ (alebo v 푂)
hl’ada´m pre 푥 taky´ term, ktory´ je tvaru 푥1푥푥¯2, budem ty´m prirodzene mysliet’, zˇe mi vyhovuje
aj term 푥푥1푥¯2. Do fronty 푃 vsˇak tieto termy ulozˇ´ım vzˇdy tak, aby splnˇovali vysˇsˇie uvedene´
vlastnosti. To znamena´, zˇe ak bude potrebne´, BU´NO prehod´ım nenegovane´ premenne´ tak,
aby tieto podmienky splnˇovali.
Fronta 푂.
Ta´to fronta bude obsahovat’ “odbocˇky” z hlavnej cesty. Pre jeden prvok fronty (푥, 푇 ) ∈ 푂
bude platit’, zˇe 푇 je tvaru 푥1푥푥¯2. Kde 푥1 ∈ 퐾. Spomeniem esˇte, zˇe v priebehu algoritmu
prida´m do 퐾 vsˇetky 푥 z 푂 a to tak, zˇe budu hranou (z K) spojene´ s 푥1. (Samozrejme ak
budu´ stupnˇa va¨cˇsˇieho ako 1, tak aj hranou z 퐸(퐺 ∖퐾) s nejaky´m vrcholom z 퐾.)
Ak v d’alˇsom texte pre nejaky´ vrchol poviem“푥푖 ∈ 푂”, bude to znamenat’, zˇe v 푂 existuje
nejaky´ prvok tvaru (푥푖, 푆), 푆 l’ubovol’ne´ (prirodzene azˇ na vysˇsˇie uvedene´ pravidla´). Podobne
ak poviem “푅 ∈ 푂” pre nejaky´ term 푅, bude to znamenat’, zˇe v 푂 existuje prvok tvaru
(푥푗, 푅) pre nejake´ 푥푗.
Teraz sme pripraven´ı, aby sme mohli pristu´pit’ k popisu jedne´ho kroku algoritmu, ktory´
z DNF ℱ vytva´ra HV-pokrytie. Taky´to krok je zna´zorneny´ na obra´zku 3.12, kde 푥1 ∈ 퐾.
Obr. 3.12: Jeden krok algoritmu. Pra´ve spracova´vany´m termom je 푥1푥푥¯2.
1) Vyber prvy´ prvok z fronty 푃 ,
vlozˇ ho do (푥, 푇 ). Ak bola fronta 푃 pra´zdna a nicˇ si nevybral, chod’ na krok 6). Inak
chod’ na krok 2).
2) Zisti, ako vyzera´ pokracˇovanie cesty.
푇 = 푥1푥푥¯2, medzi nespracovany´mi termami teda mus´ı existovat’ term tvaru 푥1푥2푦¯3
alebo term tvaru 푥푥2푦¯4 alebo oboje su´cˇasne. Na za´klade toho sa rozhodnem:
(a) Ak existuju´ oba a 푦3 ∕= 푣, 푦4 ∕= 푣, chod’ na krok 5).
(b) Ak existuju´ oba a 푦4 ∕= 푣, 푦3 = 푣, alebo ak existuje len 푥푥2푦¯4 (nech je 푦4 cˇokol’vek),
chod’ na krok 3).
(c) Ak existuju´ oba a 푦3 ∕= 푣, 푦4 = 푣, alebo ak existuje len 푥1푥2푦¯3(nech je 푦3 cˇokol’vek),
chod’ na krok 4).
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(d) Zostal uzˇ len pr´ıpad, kedy existuju´ oba a 푦3 = 푣, 푦4 = 푣. Teraz si moˆzˇem vybrat’,
cˇi budem pokracˇovat’ krokom 3) alebo krokom 4). BU´NO pokracˇuj krokom 3).
V kazˇdom pr´ıpade oznacˇ oba termy v ℱ ako spracovane´.
3) Poˆjdem rovno.
푉 (퐾) := 푉 (퐾) ∪ {푥}, 퐸(퐾) := 퐸(퐾) ∪ {푥1, 푥}, 푓(푥) := 퐻
∙ 푦4 = 푣
푉 (퐾) := 푉 (퐾) ∪ {푥2}, 퐸(퐾) := 퐸(퐾) ∪ {푥, 푥2}, 푓(푥2) := 푉
∙ 푦4 = 푥4, pre nejake´ 푥4 ∈ 푉 (퐺 ∖퐾)
푃 := 푃 ∪ (푥2, 푥푥2푥¯4)
Pokracˇuj krokom 1).
4) Nasleduje odbocˇka.
푉 (퐾) := 푉 (퐾) ∪ {푥2}, 퐸(퐾) := 퐸(퐾) ∪ {푥1, 푥2}, 푓(푥2) := 퐻,푂 := 푂 + (푥, 푥1푥푥¯2)
∙ Ak 푦3 ∕= 푣, tj. 푦3 = 푥3, 푥3 ∈ 푉 (퐺 ∖ 퐾), potom je term 푥2푥3푦¯5 prvkom mnozˇiny
nespracovany´ch termov z ℱ (kde 푦5 = 푣 alebo 푦5 = 푥5, 푥5 ∈ 푉 (퐺 ∖ 퐾)). Oznacˇ
tento term ako spracovany´ a:
– 푦5 = 푣
푉 (퐾) := 푉 (퐾) ∪ {푥3}, 퐸(퐾) := 퐸(퐾) ∪ {푥2, 푥3}, 푓(푥3) = 퐻
– 푦5 = 푥5
푃 := 푃 ∪ (푥3, 푥2푥3푥¯5)
Pokracˇuj krokom 1).
5) Cesta sa rozdvojuje.
푉 (퐾) := 푉 (퐾) ∪ {푥, 푥2}, 퐸(퐾) := 퐸(퐾) ∪ {{푥1, 푥}, {푥1, 푥2}}, 푓(푥) := 퐻, 푓(푥2) := 푉 .
Existuje nespracovany´ term 푥2푥3푦¯5. Oznacˇ ho ako spracovany´ a:
∙ 푦5 = 푣
푉 (퐾) := 푉 (퐾) ∪ {푥3}, 퐸(퐾) := 퐸(퐾) ∪ {푥2, 푥3}, 푓(푥3) := 퐻
∙ 푦5 = 푥5
푃 := 푃 ∪ (푥3, 푥2푥3푥¯5)
Za´rovenˇ existuje aj nespracovany´ term 푥푥4푦¯6. Oznacˇ ho ako spracovany´ a:
∙ 푦6 = 푣
푉 (퐾) := 푉 (퐾) ∪ {푥4}, 퐸(퐾) := 퐸(퐾) ∪ {푥, 푥4}, 푓(푥4) := 퐻
∙ 푦6 = 푥6
푃 := 푃 ∪ (푥4, 푥푥4푥¯6)
Pokracˇuj krokom 1).
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6) Na´jdenie napojuju´cej hrany.
Spomedzi nespracovany´ch termov z ℱ vyber jeden tvaru 푆 = 푥1푥푥¯2, kde obe po-
zit´ıvne premenne´ su´ bud’ v 푂 alebo v 퐾 a negat´ıvna premenna´ nie je z 퐾. Teda
(푥1 ∈ 퐾 ∨ 푥1 ∈ 푂) ∧ (푥 ∈ 퐾 ∨ 푥 ∈ 푂) ∧ 푥2 ∈ 푉 (퐺 ∖퐾).
Ak zˇiaden taky´to term neexistuje, pokracˇuj krokom 9).
Ak existuje, oznacˇ tento term ako spracovany´ a dohl’adaj termy 푥1푥2푦¯3, 푥푥2푦¯4. Ma-
xima´lne jeden z 푦 bude premenna´, druhy´ bude 푣 (inak by 푥2 malo stupenˇ 4). Nech je
to 푦4 (푥 je teda vrchol, ktory´ sa napoj´ı na 푥2). Moˆzˇe nastat’ aj pr´ıpad, kedy existuje
len jeden z ty´chto termov, vtedy tento term oznacˇ´ım 푥푠푥2푦¯5.
Ak (existuju´ oba a 푥1 ∈ 푂) alebo (푦3 = 푣, 푦4 = 푣 a jedna z 푥, 푥1 je prvkom 푂 - nech je
to 푥1) :
∙ Z 푂 vyber za´znam patriaci k 푥1, nech je to 푇 = 푥0푥1푥¯ℎ.
푉 (퐾) := 푉 (퐾) ∪ {푥1}, 퐸(퐾) := 퐸(퐾) ∪ {푥0, 푥1}, 푓(푥1) := 푉
(Ty´mto zarucˇ´ım, zˇe v d’alˇs´ıch krokoch bude skutocˇne prva´ premenna´ v terme v 퐾
a teda pr´ıpadne´ vlozˇenie tohto termu do 푃 neporusˇ´ı podmienky.)
A d’alej ak:
∙ existuju´ oba a 푥 ∈ 퐾 alebo existuje len jeden a 푥푠 ∈ 퐾 (neza´visle na 푦5).
Pokracˇuj krokom 7).
∙ existuju´ oba a 푥 ∈ 푂 alebo existuje len jeden a 푥푠 ∈ 푂 (neza´visle na 푦5).
Pokracˇuj krokom 8).
∙ existuju´ oba a 푦3 = 푣, 푦4 = 푣.
V su´lade s vysˇsˇie uvedeny´m, ak jedno z 푥, 푥1 bolo prvkom 푂, tak to bolo 푥1 a uzˇ
je vlozˇene´ v 퐾.
Teraz sa rozhodneme podl’a druhe´ho
– 푥 ∈ 퐾
Pokracˇuj krokom 7).
– 푥 ∈ 푂
Pokracˇuj krokom 8).
7) Napojenie na koniec.
Ma´me teda term 푆 = 푥1푥푥¯2, 푥1 ∈ 퐾,푥 ∈ 퐾. Asponˇ jeden z 푥1, 푥 mus´ı byt’ stupnˇa 1 v
퐾. BU´NO nech je to 푥1. Existuje teda term 푥1푥2푦¯3.
∙ 푦3 = 푣
푉 (퐾) := 푉 (퐾) ∪ {푥2}, 퐸(퐾) := 퐸(퐾) ∪ {푥1, 푥2}, 푓(푥2) := 퐻
Pokracˇuj krokom 6).
∙ 푦3 = 푥3
푃 := 푃 ∪ (푥2, 푥1푥2푥¯3)
Pokracˇuj krokom 1).
8) Napojenie odbocˇky.
V kroku 6) sme nasˇli napojuju´ci term 푆 = 푥1푥푥¯2, 푥1 ∈ 퐾. Vieme, zˇe 푥 ∈ 푂, teda v 푂
existuje term tvaru 푇 = 푥0푥푥¯ℎ. Vyber ho z 푂 a:
푉 (퐾) := 푉 (퐾) ∪ {푥}, 퐸(퐾) := 퐸(퐾) ∪ {푥0, 푥}, 푓(푥) := 푉
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Medzi nespracovany´mi termami ℱ existuje term tvaru 푥푥2푦¯3. Oznacˇ ho ako spracovany´
a:
∙ 푦3 = 푣
푉 (퐾) := 푉 (퐾)∪ {푥2}, 퐸(퐾) := 퐸(퐾)∪ {푥, 푥2}, 푓(푥2) := 퐻 Pokracˇuj krokom 6).
∙ 푦3 = 푥3
푃 := 푃 ∪ (푥2, 푥푥2푥¯3)
Pokracˇuj krokom 1).
9) Napojenie odbocˇiek d´lzˇky 1.
Pre vsˇetky (푥, 푇 ) ∈ 푂, 푇 = 푥1푥푥¯2:
∙ 푉 (퐾) := 푉 (퐾) ∪ {푥}, 퐸(퐾) := 퐸(퐾) ∪ {푥1, 푥}, 푓(푥) := 푉
Overenie kroku 2) algoritmu.
Pri rozhodovan´ı o d’alˇsom toku algoritmu v tomto bode sa stalo, zˇe viacere´ mozˇnosti z ty´ch,
ktore´ moˆzˇu nastat’, som poslal do rovnake´ho kroku algoritmu. Chce len ma´lo na´mahy overit’,
zˇe vsˇetky tieto kroky su´ skutocˇne korektne´ pre kazˇdu´ z ty´chto mozˇnost´ı.
Overenie kroku 3) algoritmu.
Ma´m spracovat’ term tvaru 푥1푥푥¯2, pricˇom viem, zˇe existuje aj term 푥푥2푦¯4 (a pre zˇiadne 푦푖
neexistuje term tvaru 푥1푥2푦¯푖). Viem, zˇe 푥1 ∈ 퐾, 푑푒푔퐾(푥1) = 1. Takzˇe ak prida´m 푥 do grafu
퐾, neporusˇ´ım okamzˇite podmienku e) deﬁn´ıcie HV-pokrytia (ak budem chciet’ neskoˆr pridat’
do 퐾 nejaky´ vrchol 푥푖 tak, aby bol spojeny´ hranou s 푥1, tak ho oznacˇ´ım ako 푉 , cˇizˇe polozˇ´ım
푓(푥푖) = 푉 ). Podmienky d) a c) uzˇ neskoˆr v procese porusˇit’ vrcholom 푥 nemoˆzˇem, ked’zˇe
som ho oznacˇil ako 퐻. Zosta´va podmienka f). Z 푣푆 vedie HV-cesta do vrcholu 푥1 (indukcˇny´
predpoklad), do 퐾 som pridal hranu {푥1, 푥}.
Pr´ıpad 푦4 = 푣. Pre vrchol 푥 tu platia rovnake´ argumenty ako vysˇsˇie pre 푥1, takzˇe 푥2 ne-
porusˇuje podmienku e). Rovnako ani podmienky d), c). Podmienka f) je splnena´ ty´m, zˇe,
ako som vysˇsˇie uka´zal, do vrcholu 푥 vedie HV-cesta, pridal som aj hranu {푥, 푥2}.
Over´ım esˇte obsah 푃 . 푥 ∈ 퐾, vysˇsˇie som uka´zal, zˇe do neho ide HV-cesta z 푣푆. 푥2, 푥4 nie su´
z 퐾. 푥 je stupnˇa 1 (v 퐾 je spojeny´ len s 푥1).
Overenie kroku 4) algoritmu
Ma´m spracovat’ term tvaru 푥1푥푥¯2, pricˇom viem, zˇe existuje aj term 푥1푥2푦¯3 (a pre zˇiadne 푦푖
neexistuje term tvaru 푥푥2푦¯푖).
Pridal som vrchol 푥2, hranu {푥1, 푥2}, existuje HV-cesta z 푣푆 do 푥1, plat´ı teda podmienka f)
deﬁn´ıcie HV-pokrytia. Podobne platia a platit’ vzˇdy budu´ podmienky d), c). Neskoˆr v algo-
ritme prida´m z fronty 푂 do grafu 퐾 aj vrchol 푥 a to s oznacˇen´ım 푉 . To bude ale v poriadku,
pretozˇe ho hranou pripoj´ım na vrchol 푥1, ktory´ je 퐻 a je spojeny´ hranou s 푥2, ktory´ je tiezˇ
퐻. Podmienka e) bude teda splena´ pre vrchol 푥1.
Je mojou povinnost’ou esˇte objasnit’, precˇo v pr´ıpade 푦3 ∕= 푣, nevyhnutne existuje 푥2푥3푦¯5
pre nejake´ 푦5. Tak to je jednoduche´. Ked’zˇe vieme, zˇe existuje 푥1푥2푥¯3, tak mus´ı existovat’ aj
hrana {푥1, 푥3} alebo {푥2, 푥3}. Ale 푥1 uzˇ ma´ stupenˇ 3, mus´ı to byt’ druha´ z menovany´ch. A
teda mus´ı term existovat’ (a to bud’ 푦5 = 푣, alebo 푦5 = 푥5, 푥5 ∈ 푉 (퐺 ∖퐾)).
Pr´ıpad 푦5 = 푣: 푥2 je v 퐾, existuje teda HV-cesta k 푣푆, vlozˇil som aj hranu {푥2, 푥3}, existuje
teda HV-cesta od 푣푆 aj pre 푥3. Aj ostatne´ podmienky deﬁn´ıcie HV-pokrytia su´ splnene´.
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Pr´ıpad 푦5 = 푥5: 푥2 ∈ 퐾, 푥3 /∈ 퐾, 푥5 /∈ 퐾, deg퐾(푥2) = 1.
Overenie kroku 5) algoritmu.
Vrchol 푥1 je stupnˇa 3, ma´ oznacˇenie 퐻. Jeho susedia maju´ jeden 퐻, druhy´ 푉 . Vrchol 푥 je
spojeny´ hranou s 푥1, ma´ teda HV-cestu. Vrchol 푥2 je 푉 , je susedom vrcholu stupnˇa 3. Za´rovenˇ
je hranou (z 퐾) spojeny´ s 푥1. Ale cˇo je doˆlezˇitejˇsie, je hranou {푥, 푥2} ∈ 퐸(퐺 ∖퐾) spojeny´
s vrcholom 푥, 푓(푥) = 퐻, existuje HV-cesta z 푣푆 do 푥. Poznamena´m len, zˇe hrana {푥, 푥2} sa
do 퐾 ani nikdy neprida´, pretozˇe okrem termu 푥2푥3푦¯5 sa uzˇ nebude spracova´vat’ zˇiaden term
obsahuju´ci 푥2 (lebo inak by bol 푥2 stupnˇa va¨cˇsˇieho ako 3). A z tohto termu sa hrana {푥2, 푦5}
urcˇite neprida´, lebo takisto by bolo 푥2 stupnˇa va¨cˇsˇieho ako 3.
Zauj´ımavost’: tento krok algoritmu som nazval “rozdvojka”, pretozˇe v nˇom vrcholy 푥 a 푥2
vystupuju´ ako u´plne rovnocenne´. Su´ vza´jomne prepojene´ hranou (mimo 퐾). Takzˇe som sa
mohol l’ubovol’ne rozhodnu´t’, ktory´ z nich bude Hlavny´ a ktory´ Vedl’ajˇs´ı.
Overenie kroku 6) algoritmu.
Nemoˆzˇe sa stat’, zˇe sa premenna´ 푥 vyskytne v terme typu 푥1푥푥¯2 tak, aby 푥2 ∈ 퐾. To by
porusˇovalo tu´ vlastnost’ modiﬁkovanej minima´lnej DNF, zˇe ∀푒 ∕= 푒′ : 퐻푒(ℱ) ∩퐻푒′(ℱ) = ∅.
V pr´ıpade 푥1 ∈ 푂 som si mohol dovolit’ vlozˇit’ do 퐾 aj premennu´ 푥. Za´rovenˇ viem, zˇe k
nej pr´ıslusˇny´ za´znam v 푂 uzˇ nebudem nikdy potrebovat’. Ak by sa totizˇ aj stalo, zˇe by esˇte
existoval nejaky´ term typu 푥푖푥1푥¯푗, tak by bola vynu´tena´ existencia termu 푥푖푥푗푥¯푘 (inak by
bolo 푥1 stupnˇa 4). Z toho plynie, zˇe bude nutne deg퐾 푥1 = 1 a teda je zachovanie HV-cesty
k tomuto vrcholu zarucˇene´ napojen´ım na 푥0.
To, zˇe v tomto kroku algoritmus vyberie skutocˇne vsˇetky zo zvysˇny´ch termov nacha´dzaju´cich
sa medzi esˇte nespracovany´mi, je podrobne objasnene´ v cˇasti U´plnost’ algoritmu.
Overenie kroku 7) algoritmu.
Jeden z 푥1, 푥 mus´ı byt’ stupnˇa 1 preto, lebo ak by boli obaja stupnˇa 2, tak hranou {푥1, 푥} by
sa stali stupnˇom 3. Ale kvoˆli termu 푥1푥푥¯2 by jeden z nich musel byt’ napojeny´ na 푥2. Spor.
V pr´ıpade, zˇe boli obe premenne´ 푥1, 푥 stupnˇa 1, tak mohli existovat’ oba termy 푥1푥2푦¯5, 푥푥2푦¯6.
V tomto pr´ıpade by vsˇak asponˇ jeden z nich musel byt’ rovny´ 푣 (inak by bol vrchol 푥2 stupnˇa
4). BU´NO nech by to bol 푦5. V tomto pr´ıpade nech sa algoritmus zachova´ u´plne rovnako ako
je v nˇom pop´ısane´. Nicˇ sa nepokaz´ı.
Ked’zˇe 푥1 ∈ 퐾, ma´me splneny´ predpoklad existencie HV-cesty a vlozˇen´ım 푥2 sa pred´lzˇi. Aj
podmienky kladene´ na frontu 푃 sa zachovaju´.
Overenie kroku 8) algoritmu.
Tento krok je sche´maticky zna´zorneny´ na obra´zku 3.13. Vlozˇili sme 푥, pr´ıtomnost’ HV-cesty
je zarucˇna´ napojen´ım na 푥1 ∈ 퐾.
Tvrd´ım tam, zˇe existuje term tvaru 푥푥2푦¯3. To vyply´va z toho, zˇe jediny´ spoˆsob ako sa
sem dostat’ je z kroku 6) algoritmu. No a tam preposˇlem tok do tohto bodu len v pr´ıpade, zˇe
taky´to term existuje.
V tomto kroku sa nestara´m o pr´ıpadny´ term 푥1푥2푦¯4. Je to tak preto, lebo z kroku 6) sem
pr´ıdem jedine v stave, kedy by taky´to term neexistoval, alebo by pr´ıpadne´ 푦4 bolo rovne´ 푣.
Ani jeden z ty´chto pr´ıpadov nemus´ım riesˇit’, lebo neporusˇuje zˇiadnu z vlastnost´ı HV-pokrytia
cˇi vlastnost´ı kladeny´ch na 푃 , 푂.
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Obr. 3.13: Napojenie odbocˇky. 푥0, 푥1 ∈ 퐾.
Overenie kroku 9) algoritmu.
Ked’zˇe som v kroku 6) uzˇ nevybral zˇiaden term spomedzi nespracovany´ch, tak zˇiaden ne-
spracovany´ term neexistuje (toto podrobnejˇsie odvod´ım nizˇsˇie v cˇasti U´plnost’ algoritmu).
Za´rovenˇ je fronta 푃 pra´zdna (inak by som sa sem nedostal). Takzˇe vsˇetky spracovane´ pre-
menne´ su´ bud’ v 퐾 alebo v 푂 (objasnene´ v cˇasti U´plnost’ algoritmu). Pod spracovany´mi
termami ma´m na mysli premenne´, ktore´ vystupovali v nejakom terme z 퐼(ℱ) ako negat´ıvne.
Vieme, zˇe kazˇda´ premenna´ je v nejakom z ty´chto termov. Z toho dosta´vame, zˇe kazˇdy´ vrchol
je teraz bud’ v 퐾 alebo v 푂. Zˇiadna premenna´ z 푂 nie je za´rovenˇ aj v 퐾. Takzˇe moˆzˇme ku
퐾 pripojit’ vsˇetky prvky z 푂, pretozˇe budu´ stupnˇa 1 v 퐾 a teda sa na nich nebude kla´st’
pozˇiadavka, aby boli hranou z 푉 (퐺 ∖퐾) spojene´ s nejaky´m vrcholom z 퐾.
A stupnˇa 1 budu´ pra´ve preto, zˇe vsˇetky premenne´ su´ uzˇ spracovane´ (su´ v 퐾). A tie, ktore´
su´ v 푂 budu´ spojene´ hranou priamo ku 퐾, takzˇe pomoc tohto vrchola nebudu´ potrebovat’.
Konecˇnost’ algoritmu.
V kazˇdom cykle algoritmu sa oznacˇ´ı asponˇ jeden nespracovany´ term tvaru 푥1푥2푥¯3 z ℱ ako
spracovany´ (za cyklus algoritmu moˆzˇme povazˇovat’ napr´ıklad kazˇdu´ situa´ciu, kedy sa vra´ti
do bodu 1) alebo 6)). V su´lade s predcha´dzaju´cim znacˇen´ım, 푥3 oznacˇuje premennu´ odpo-
vedaju´cu vrcholu grafu, teda 푥3 ∕= 푣. Ty´chto termov je konecˇny´ pocˇet (presne 푛 - pocˇet
vrcholov grafu). Teda po 푛 krokoch nebude mat’ algoritmus cˇo oznacˇovat’ a bude pokracˇovat’
krokom 9). Krok 9) skoncˇ´ı v cˇase 푂(푛).
Zlozˇitost’ algoritmu.
Vsˇetky kroky algoritmu (okrem 6) a 9)) moˆzˇu pri vhodne zvoleny´ch datovy´ch sˇtruktu´rach
trvat’ konsˇtantny´ cˇas. Krok 6) potom trva´ azˇ 푂(푛). To na´m pre kroky 1) azˇ 8) da´va zlozˇitost’
푂(푛2). Krok 9) je 푂(푛). Inicializacˇny´ proces (na´jdenie prvku 푣푆 a pocˇiatocˇne´ naplnenie fronty
푃 ) moˆzˇme zvla´dnut’ v konsˇtantnom cˇase. Vytvorenie vhodny´ch datovy´ch sˇtruktu´r v 푂(푚).
Takzˇe cely´ algoritmus dohromady da´va 푂(푛2).
Korektnost’ algoritmu.
Vysˇsˇie je overovanie korektnosti jednotlivy´ch krokov algoritmu. To jest, zˇe v kazˇdom kroku
vytvorena´ mnozˇina 퐾, funkcia 푓 , vrchol 푣푆 splnˇovali jednotlive´ podmienky HV-pokrytia. Cˇo
som vsˇak neoveroval je, zˇe cˇi mi novopridane´ vrcholy nevytvorili cyklus (a ty´m by porusˇili
podmienku, zˇe 퐾 je kostra grafu 퐺). Pre inicializacˇny´ proces (graf indukcˇne´ho predpokladu)
to je vel’mi l’ahke´ overit’ rozborom jednotlivy´ch pr´ıpadov. Teraz over´ım jednotlive´ kroky algo-
ritmu. V krokoch 1), 2) som do 퐾 nicˇ neprida´val. V krokoch 3), 4), 5), 7) som vzˇdy prida´val
len vrcholy 푥, ktore´ sa nacha´dzali
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∙ v terme 푇 = 푥1푥푥¯2 ∈ 푃 . Ale vieme, zˇe vlastnost’ 푃 , ktora´ hovor´ı o tom, zˇe 푥1 ∈
퐾, 푥 /∈ 퐾,푥2 /∈ 퐾, sme po cely´ cˇas zachova´vali a jej zachovanie overovali v jednotlivy´ch
krokoch.
∙ v esˇte nespracovanom terme 푇 = 푥푖푥푗푥¯. Ale ked’zˇe term nebol esˇte spracovany´, nemohol
som nikdy predty´m pridat’ premennu´ 푥 do 퐾 (inak by sa u ℱ porusˇila podmienka
∀푒 ∕= 푒′ : 퐻푒(ℱ) ∩퐻푒′(ℱ) = ∅.
V krokoch 6), 8) a 9) som (mimo uzˇ odoˆvodneny´ch pr´ıpadov) pripa´jal len vrcholy 푥, ktore´ sa
v 푂 nacha´dzali v terme tvaru 푥1푥푥¯2. Ked’ som v priebehu algoritmu do fronty 푂 dal term to-
hoto tvaru, nikdy som za´rovenˇ toto 푥 nepridal do mnozˇiny 퐾. Za´rovenˇ som tento term oznacˇil
ako spracovany´ (takzˇe som ho nemohol pouzˇit’ znova). A nepridal som ho ani do fronty 푃 .
A v ostatny´ch krokoch algoritmu, v ktory´ch sa prida´vaju´ vrcholy do 퐾, sa spracova´vali len
termy z 푃 . A z ty´ch termov sa do 퐾 vkladali len premenne´, ktore´ boli “v strede” (a tie sa
potom zahodili, neda´vali sa uzˇ do 푂).
U´plnost’ algoritmu.
Je kazˇdy´ vrchol z퐺 skutocˇne aj v퐾? Vieme, zˇe v ℱ sa kazˇdy´ vrchol nacha´dza v nejakom terme
ako negovana´ premenna´. Spracoval som kazˇdy´ term z ℱ , ktory´ ma´ ako negovanu´ premennu´
푥푖 ∕= 푣. Vzˇdy, ked’ som nejaky´ term oznacˇil za spracovany´, bolo za´rovenˇ zabezpecˇene´, zˇe
sa premenna´ 푥2, ktora´ je v nˇom ako negovana´, urcˇite dostane do 퐾. A to tak, zˇe sa do 퐾
priamo vlozˇila, alebo sa vlozˇila do 푃 ako su´cˇast’ termu tvaru 푥푖푥2푥¯푗 (teda ako “stredna´”).
Ked’ si pozrieme cˇo sa v jednotlivy´ch pr´ıpadoch deje s premennou, ktora´ je v strede (v popise
algoritmu oznacˇena´ ako 푥), tak su´ opa¨t’ dve mozˇnosti – bud’ sa priamo vlozˇ´ı do 퐾, alebo
sa vlozˇ´ı do 푂 ako stredna´. A ked’ uzˇ nie v kroku 8) cˇi 6), tak v kroku 9) sa kazˇda´ taka´to
premenna´ do 퐾 urcˇite dostane.
Esˇte poslednou ota´zkou zosta´va: spracoval som z ℱ skutocˇne kazˇdy´ term tvaru 푥1푥2푥¯3? V
kroku 6) algoritmu vyberiem l’ubovl’ny´ nespracovany´ term z ℱ . Takzˇe jediny´ spoˆsob ako ho v
tomto kroku nevybrat’ je, zˇe nesplnil pozˇiadavky na neho v bode 6) kladene´. A s´ıce, zˇe mus´ı
byt’ tvaru 푆 = 푥1푥푥¯2, kde (푥1 ∈ 퐾 ∨ 푥1 ∈ 푂) ∧ (푥 ∈ 퐾 ∨ 푥 ∈ 푂) ∧ 푥2 ∈ 푉 (퐺 ∖퐾). Takzˇe pre
spor predpokladajme, zˇe existuju´ nespracovane´ termy a zˇiaden z nich algoritmus v kroku 6)
nevybral. Ktora´ z podmienok mohla byt’ proble´mom?
∙ 푥2 ∈ 푉 (퐺 ∖퐾)
Zoberme si l’ubovol’ny´ z nespracovany´ch termov. Vieme, zˇe kazˇda´ premenna´ je v 퐺.
Takzˇe pre nesplnenie podmienky by muselo 푥2 ∈ 퐾. Do 퐾 sa ale nedostala zˇiadna
premenna´, ktora´ by nebola v nejakom spracovanom terme ako negovana´. Takzˇe musela
byt’ esˇte v nejakom d’alˇsom terme ako negovana´. Vieme vsˇak, zˇe ∀푒 ∕= 푒′ : 퐻푒(ℱ) ∩
퐻푒′(ℱ) = ∅. To je spor.
Takzˇe ta´to podmienka je splnena´ pre vsˇetky esˇte nespracovane´ termy.
∙ (푥1 ∈ 퐾 ∨ 푥1 ∈ 푂) ∧ (푥 ∈ 퐾 ∨ 푥 ∈ 푂)
Ked’ algoritmus oznacˇ´ı nejaky´ term za spracovany´, premenna´ ktora´ v nˇom vystupuje
ako negovana´ skoncˇ´ı bud’ v 퐾 alebo v 푂 alebo v 푃 . Do bodu 6) algoritmu sa moˆzˇem
dostat’ jedine z bodu 1) ked’ uzˇ nie je vo fronte 푃 zˇiaden prvok, alebo z bodov 8), 7) ale
v tomto pr´ıpade tiezˇ nie je vo fronte 푃 zˇiaden prvok (lebo do tohto bodu som sa dostal
z bodu 6), kedy musela byt’ fronta 푃 pra´zdna a ja som do nej nicˇ nepridal). Takzˇe
vieme, zˇe v momente rozhodovania su´ vsˇetky uzˇ spracovane´ premenne´ (premenne´ ktore´
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vystupuju´ ako negovane´ v uzˇ spracovany´ch termoch) bud’ v 퐾 alebo v 푂.
Teraz tvrd´ım: medzi nespracovany´mi termami mus´ı existovat’ asponˇ jeden taky´, ktore´ho
obe pozit´ıvne premenne´ sa uzˇ vyskytli v nejakom spracovanom terme ako negovane´. Ak
by to tak totizˇ nebolo, znamenalo by to, zˇe tieto nespracovane´ termy su´ “izolovane´”. A
to v tom zmysle, zˇe su´ odvoditel’ne´ len z premenny´ch, ktore´ su´ ako negovane´ len v ra´mci
tejto skupiny. Ak by v ra´mci l’ubovol’nej DNF nejakej 푓퐺 (po pr´ıslusˇny´ch modiﬁka´cia´ch)
toto platilo, znamenalo by to, zˇe by sa asponˇ jeden vrchol 푒푆 musel nacha´dzat’ v mnozˇine
ich pozit´ıvnych premenny´ch. Toto ale v nasˇom pr´ıpade nie je mozˇne´, pretozˇe celu´ 푒푆
sme uzˇ v indukcˇnom predpoklade zaradili do 퐾.
Z oboch vysˇsˇie uvedeny´ch dosta´vame, zˇe medzi nespracovany´mi termami mus´ı byt’
asponˇ jeden taky´, zˇe pre obe jeho pozit´ıvne premenne´ 푥 plat´ı, zˇe 푥 ∈ 퐾 ∨ 푥 ∈ 푂.
□
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Kapitola 4
4-HM: NP-u´plnost’
V tejto kapitole doka´zˇem tvrdenie, ktore´ by malo byt’ najva¨cˇsˇ´ım pr´ınosom celej pra´ce. A
teda uka´zat’, zˇe proble´m Hornovskej minimaliza´cie je NP-u´plny´ vzhl’adom k najpouzˇ´ıvanejˇsej
miere ∣ℱ∣푡, a to aj v pr´ıpade, zˇe obmedz´ıme pocˇet litera´lov v terme na sˇtyri (v zhode so
znacˇen´ım z prvej kapitoly budem pouzˇ´ıvat’ skratku 4-HM-t).
Ako som uzˇ spomı´nal v u´vode kapitoly 3, doteraz najsilnejˇs´ım doka´zany´m vy´sledkom bolo,
zˇe proble´m Hornovskej minimaliza´cie je NP-u´plny´ aj ked’ obmedz´ıme pocˇet litera´lov na term
na tri. Pre aky´kol’vek vysˇsˇ´ı pocˇet litera´lov na term uzˇ tvrdenie plat´ı automaticky (ked’zˇe je
to len zovsˇeobecnenie proble´mu). Avsˇak uka´zal som, zˇe v doˆkaze tvrdenia je chyba, takzˇe
teraz nevieme nicˇ nielen o zlozˇitosti proble´mu pri obmedzen´ı na tri, ale ani na aky´kol’vek
vysˇsˇ´ı pocˇet litera´lov na term.
Takzˇe doka´zan´ım NP-u´plnosti 4-HM bude ta´to novovzniknuta´ medzera asponˇ cˇiastocˇne vy-
plnena´. A ky´m sa neoprav´ı predcha´dzaju´ci doˆkaz, bude aj najsilnejˇs´ım doteraz doka´zany´m
tvrden´ım.
Kapitolu som rozdelil na dve cˇasti. V prvej doka´zˇem NP-u´plnost’ proble´mu, ktory´ som nazval
3-Set Covering. V druhej potom prevodom z tohto proble´mu uka´zˇem aj NP-u´plnost’ proble´mu
Hornovskej minimaliza´cie.
4.1 3-Set Covering
NP-u´plnost’ proble´mu 3-Set Covering uka´zˇem prevodom z proble´mu nazvane´ho 3-Exact Co-
ver. Avsˇak ani doˆkaz tohto proble´mu nebol nikde podrobne spracovany´, tak ho tu taktiezˇ
uvediem. A NP-u´plnost’ 3-Exact Cover uka´zˇem prevodom z proble´mu Tripartite Matching.
Pod ty´mto proble´mom budem rozumiet’:
Tripartite Matching:
Zadanie:
a) Tri mnozˇiny 퐴,퐵,퐶, pricˇom ∣퐴∣ = ∣퐵∣ = ∣퐶∣ = 푛,
b) terna´rnu rela´ciu 푈 ⊆ 퐴×퐵 × 퐶,
c) v 푈 su´ obsiahnute´ vsˇetky prvky kazˇdej mnozˇiny
(teda plat´ı ∀푎 ∈ 퐴∃푢 = (푢1, 푢2, 푢3) ∈ 푈 tak, zˇe 푢1 = 푎, analogicky pre 퐵 a 퐶).
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Ota´zka: Existuje 푊 ⊆ 푈 tak, aby ∣푊 ∣ = 푛 a zˇiadne dve prvky 푊 sa nezhodovali v zˇiadnej
su´radnici (tj. aby platilo ∀(푢1, 푢2, 푢3), (푣1, 푣2, 푣3) ∈ 푊 : 푢1 ∕= 푣1 ∧ 푢2 ∕= 푣2 ∧ 푢3 ∕= 푣3)?
Ak by sme v zadan´ı nemali podmienku c) a namiesto bodov a) a b) by sme mali polozˇene´
푈 ⊆ 푇 ×푇 ×푇, ∣푇 ∣ = 푛, potom by sme mali presne proble´m, ktory´ uka´zal ako NP-u´plny´ uzˇ v
roku 1972 Karp [10], kde ho nazval 3-DIMENSIONALMATCHING. Uka´zˇem, zˇe zmeny, ktore´
som v jeho deﬁn´ıcii ucˇinil su´ zanedbatel’ne´ a NP-u´plnost’ tohto proble´mu nijak nenarusˇuju´.
Podmienka c).
Tu´to viac-menej iba technicku´ podmienku som si tam pridal, aby mi prevod na 3-Exact Co-
ver sedel forma´lne presne. Je vsˇak vidiet’, zˇe je to podmienka celkom prirodzena´. Ak by totizˇ
nebola splnena´, tak by sme mali okamzˇite odpoved’ na Ota´zku kladenu´ proble´mom - bolo by
to NIE. Dovol´ım si teda tvrdit’, zˇe kazˇda´ rea´lna implementa´cia algoritmu na jeho riesˇenie by
si tu´to podmienku overila hned’ na zacˇiatku. To sa da´ vykonat’ v cˇase 푂(3∣푈 ∣).
Ak by som mal nacˇrtnu´t’ presny´ forma´lny polynomia´lny prevod z proble´mu bez tejto pod-
mienky na proble´m s touto podmienkou, potom by vyzeral nasledovne. Najprv v cˇase 푂(3∣푈 ∣)
zisti, cˇi su´ mnozˇinou 푈 pokryte´ vsˇetky prvky kazˇdej mnozˇiny 퐴,퐵,퐶.
Ak nie su´ pokryte´ vsˇetky prvky, potom preved’ tento proble´m nasledovne: 퐴 = 퐵 = 퐶 =
{0, 1}, 푈 = {(0, 0, 0), (1, 1, 0), (0, 1, 1)}. Ked’zˇe neboli pokryte´, proble´m bez podmienky c)
by dal odpoved’ NIE. Pri tomto zadan´ı da odpoved’ NIE aj proble´m s touto podmienkou
(jednoduche´ overit’ rozborom - vsˇetky´ch troch - mozˇnost´ı).
Ak su´ pokryte´, preved’ proble´m 1:1 - presne rovnake´ zadanie.
Podmienka troch mnozˇ´ın 퐴,퐵,퐶 namiesto jednej 푇 .
O tom, zˇe ta´to podmienka NP-u´plnosti nijak nebra´ni, svedcˇ´ı napr´ıklad aj fakt, zˇe NP-u´plnost’
Tripartite Matching v presne mojom zadan´ı, ale bez podmienky c), doka´zal uzˇ aj Papadi-
mitriou [13] (str. 199–201). A to prevodom priamo z 3SAT.
Ale to, zˇe ked’ polozˇ´ım 퐴,퐵,퐶 namiesto jednej 푇 tak to nijak nenarusˇuje poˆvodne´ zada-
nie, je uzˇ na prvy´ pohl’ad jasne´. Prvky 푈 su´ totizˇ usporiadane´ trojice a teda sa nijak “ne-
miesˇaju´”. Pri prevode z 3-Dimensional Matching na Tripartite Matching by teda stacˇilo
polozˇit’ 퐴 = 퐵 = 퐶 = 푇 . Proble´my su´ potom u´plne ekvivalentne´ a nie je potreba robit’ ani
zˇiaden prevod.
4.1.1 3-Exact Cover je NP-u´plny´
V literatu´re sa bezˇne objavuje proble´m s na´zvom Exact Cover, je to dokonca jeden z naj-
starsˇ´ıch NP-u´plny´ch proble´mov, uka´zal to uzˇ Karp [10]. Avsˇak na doka´zanie NP-u´plnosti
proble´mu 3-Set Covering budem potrebovat’ jeho modiﬁkovanu´ verziu, ktoru´ som nazval 3-
Exact Cover (3-EC). Je to proble´m identicky´ s Exact Cover, avsˇak ma´ obmedzenie mohutnosti
mnozˇ´ın v nˇom participuju´cich na 3. V tomto oddiele doka´zˇem NP-u´plnost’ tohto proble´mu.
3-Exact Cover:
Zadanie: Mnozˇina 푋 = {푥1, . . . , 푥3푘} premenny´ch, jej podmnozˇiny 푆1, . . . , 푆푚, kde
∀푗 : 푆푗 ⊆ 푋, ∣푆푗∣ = 3 a
∪
푗=1...푚 푆푗 = 푋.
Ota´zka: Existuje presne 푘 mnozˇ´ın 푆푗1 , . . . , 푆푗푘 tak, aby
∪
푖=1...푘 푆푗푘 = 푋?
Najprv over´ım, cˇi je tento proble´m v NP.
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To je ale ocˇividne´. Majme certiﬁka´t, riesˇenie proble´mu 3-EC, mnozˇiny 푆푗1 , . . . , 푆푗푘 . Najprv v
cˇase 푂(푘) popocˇ´ıtam, cˇi ich je skutocˇne presne 푘. Ak nie, certiﬁka´t zamietnem.
V cˇase 푂(3푘) zist´ım, cˇi pokry´vaju´ celu´ 푋.
NP-t’azˇkost’ tohto proble´mu uka´zˇem prevodom z Tripartite Matching. Prevod je u´plne
priamocˇiary, ked’zˇe TM je sˇpecia´lnym pr´ıpadom 3-EC.
Tripartite Matching :
Zadanie: Tri mnozˇiny 퐴,퐵,퐶, pricˇom ∣퐴∣ = ∣퐵∣ = ∣퐶∣ = 푛, terna´rnu rela´ciu 푈 ⊆ 퐴×퐵×퐶,
v 푈 su´ obsiahnute´ vsˇetky prvky kazˇdej mnozˇiny
Ota´zka: Existuje 푊 ⊆ 푈 tak, aby ∣푊 ∣ = 푛 a zˇiadne dve prvky 푊 sa nezhodovali v zˇiadnej
su´radnici?
3-Exact Cover z neho skonsˇtruovana´:
푋 = 퐴 ∪퐵 ∪ 퐶, 푘 = 푛, pre kazˇde´ 푢 = (푢1, 푢2, 푢3) ∈ 푈 skonsˇtruujem 푆푗 = {푢1, 푢2, 푢3}.
Teraz over´ım ekvivalenciu proble´mov. To je, zˇe ked’ ma´m riesˇenie jedne´ho, zˇe prevod mi
skutocˇne zarucˇil, zˇe som ty´m dostal aj riesˇenie druhe´ho.
TM =⇒ 3-EC
Na prvy´ pohl’ad je jasne´, zˇe podmienky, ktore´ mi kladie zadanie na mnozˇiny 푆푗 su´ splnene´ a
skutocˇne plat´ı, zˇe ∀푗 : 푆푗 ⊆ 푋, ∣푆푗∣ = 3 a
∪
푗=1...푚 푆푗 = 푋.
Majme 푊 - riesˇenie proble´mu TM. Riesˇenie proble´mu 3-EC skonsˇtruujem nasledovne: pre
kazˇdy´ 푤 = (푤1, 푤2, 푤3) ∈ 푊 polozˇ 푆푗푖 = {푤1, 푤2, 푤3}. Vieme, zˇe zˇiadne dve prvky mnozˇiny
푊 nemaju´ ani jednu su´radnicu zhodnu´. A ked’zˇe je ty´chto prvkov dohromady 푛, musia nutne
pokry´vat’ kazˇdu´ z mnozˇ´ın 퐴,퐵,퐶. Pouzˇili sme vsˇetky prvky 푊 , kazˇdy´ sme dali do nejakej
푆푗푖 , takzˇe zjednotenie mnozˇ´ın 푆푗푖 pokry´va zjednotenie mnozˇ´ın 퐴 ∪ 퐵 ∪ 퐶, cˇo je presne 푋.
Za´rovenˇ ∣푊 ∣ = 푛⇒ ∣{푆푗푖}∣ = 푛 = 푘.
3-EC =⇒ TM
Majme riesˇenie proble´mu 3-EC, mnozˇiny 푆푗1 , . . . , 푆푗푘 , ktore´ pokry´vaju´ celu´ 푋. Kazˇda´ z
mnozˇ´ın 푆푗푖 = {푥푝, 푥푞, 푥푟} obsahuje po jednom elemente z mnozˇ´ın 퐴,퐵,퐶, nech 푥푝 ∈ 퐴, 푥푞 ∈
퐵, 푥푟 ∈ 퐶. Pre kazˇdu´ taku´to mnozˇinu moˆzˇeme teda vytvorit’ jeden prvok 푤 ∈ 푊 nasledovne
푤 = (푥푝, 푥푞, 푥푟). Pocˇet prvkov 푊 je teda 푘 = 푛, pokry´vaju´ vsˇetky mnozˇiny 퐴,퐵,퐶, z toho
vyply´va zˇe kazˇdy´ prvok푊 ma´ jedinecˇnu´ kazˇdu´ su´radnicu a teda zˇiadne dve nemaju´ su´radnice
rovnake´. □
4.1.2 3-Set Covering je NP-u´plny´
Podobne ako v predcha´dzaju´com pr´ıpade, aj proble´m Set Covering je jeden z najstarsˇ´ıch
NP-u´plny´ch proble´mov [10]. Avsˇak na doka´zanie kl’´ucˇove´ho tvrdenia tejto kapitoly budem
potrebovat’ opa¨t’ jeho modiﬁkovanu´ verziu, ktoru´ som nazval 3-Set Covering (Mnozˇinove´ po-
krytie s obmedzen´ım mohutnosti mnozˇ´ın na 3, skratka 3-SC). V tomto oddiele doka´zˇem,
zˇe tento proble´m zosta´va NP-u´plny´ aj pri tomto obmedzen´ı mohutnosti zdrojovy´ch mnozˇ´ın.
Z tohto proble´mu potom odvod´ım NP-u´plnost’ proble´mu Hornovskej minimaliza´cie. Najprv
pop´ıˇsem, ako znie zadanie proble´mu.
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3-Set Covering:
Zadanie: Mnozˇina 푋 = {푥1, . . . , 푥푛} premenny´ch, jej podmnozˇiny 푆1, . . . , 푆푚, kde
∀푗 : 푆푗 ⊆ 푋, ∣푆푗∣ = 3 a
∪
푗=1...푚 푆푗 = 푋 a dane´ prirodzene´ cˇ´ıslo ℎ.
Ota´zka: Existuje nanajvy´sˇ ℎ mnozˇ´ın 푆푗1 , . . . , 푆푗ℎ tak, aby
∪
푘=1...ℎ 푆푗푘 = 푋?
Na´lezˇenie do NP.
Ocˇividne´. Majme certiﬁka´t, riesˇenie proble´mu 3-SC, mnozˇiny 푆푗1 , . . . , 푆푗푙 . Najprv v 푂(푙) cˇase
popocˇ´ıtam, cˇi ich je skutocˇne maxima´lne ℎ (teda cˇi 푙 ≤ ℎ). Ak nie, certiﬁka´t zamietnem.
V cˇase 푂(3푙 + 푛) zist´ım, cˇi pokry´vaju´ celu´ 푋.
□
NP-t’azˇkost’ tohto proble´mu uka´zˇem prevodom z proble´mu z predcha´dzaju´ceho oddielu -
3-Exact Cover. Prevod je u´plne priamocˇiary, ked’zˇe 3-EC je opa¨t’ sˇpecia´lnym pr´ıpadom 3-SC.
3-Exact Cover :
Zadanie: Mnozˇina 푋 ′ = {푥′1, . . . , 푥′3푘} premenny´ch, jej podmnozˇiny 푆 ′1, . . . , 푆 ′푚, kde
∀푗 : 푆 ′푗 ⊆ 푋 ′, ∣푆 ′푗∣ = 3 a
∪
푗=1...푚 푆
′
푗 = 푋
′.
Ota´zka: Existuje presne 푘 mnozˇ´ın 푆 ′푗1 , . . . , 푆
′
푗푘
tak, aby
∪
푖=1...푘 푆
′
푗푘
= 푋 ′?
3-Set Covering z neho skonsˇtruovany´:
푋 = 푋 ′, 푛 = 3푘, (푆1 = 푆 ′1, . . . , 푆푚 = 푆
′
푚), ℎ = 푘
3-EC =⇒ 3-SC
Na prvy´ pohl’ad je jasne´, zˇe podmienky, ktore´ mi kladie zadanie na mnozˇiny 푆푗 su´ splnene´ a
skutocˇne plat´ı, zˇe ∀푗 : 푆푗 ⊆ 푋, ∣푆푗∣ = 3 a
∪
푗=1...푚 푆푗 = 푋.
Majme riesˇenie proble´mu 3-EC: Presne 푘 mnozˇ´ın 푆 ′푗1 , . . . , 푆
′
푗푘
tak, aby
∪
푖=1...푘 푆
′
푗푘
= 푋 ′.
Za riesˇenie proble´mu 3-SC zvol´ım presne tie iste´ mnozˇiny, teda 푆푗1 , . . . , 푆푗푘 . Viem, zˇe mi
pokry´vaju´ celu´ 푋 a je ich nanajvy´sˇ ℎ (pretozˇe ich je presne ℎ).
3-SC =⇒ 3-EC
Majme riesˇenie proble´mu 3-SC, mnozˇiny 푆푗1 , . . . , 푆푗푙 , 푙 ≤ ℎ, ktore´ pokry´vaju´ celu´ 푋. Ked’zˇe
푛 = 3푘 = 3ℎ, pocˇet prvkov 푋 je 3ℎ, potom nutne 푙 = ℎ. Takzˇe ma´me presne 푘 mnozˇ´ın, ktore´
pokry´vaju´ cele´ 푋, riesˇen´ım proble´mu 3-EC su´ teda skutocˇne mnozˇiny 푆 ′푗1 = 푆푗1 , . . . , 푆
′
푗ℎ
=
푆푗ℎ .
□
4.2 4-HM-t je NP-u´plny´
Pouzˇijem na to doˆkaz, ktory´m Ausiello [1] uka´zal obdobne´ tvrdenie v oblasti hypergrafov pre-
vodom zo Set Covering. Doˆkaz vsˇak vyzˇadoval radu u´prav. Najza´vazˇnejˇsou bola modiﬁka´cia
redukcie proble´mu Set Covering na insˇtanciu - v jeho pr´ıpade “hypergrafu”, - v mojom
pr´ıpade Hornovskej DNF. Jeho doˆkaz totizˇ dokazoval NP-u´plnost’ pre l’ubovol’ny´ hypergraf,
neobmedzoval vel’kost’ hyperhra´n - ekvivalent obmedzenia pocˇtu litera´lov v terme. A tak v
jeho doˆkaze by ani pouzˇitie 3-Set Covering namiesto vsˇeobecne´ho Set Covering nepomohla.
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Dˇalˇs´ım proble´mom bolo to, zˇe v pr´ıpade hypergrafov si autor mohol dovolit’ povedat’ len “ta´to
hrana mus´ı byt’ v kazˇdom hypergrafe”. V pr´ıpade doka´zania esencia´lnosti termov je situa´cia
o cˇosi zlozˇitejˇsia.
Vy´sledkom tejto kapitoly bude doˆkaz nasleduju´cej vety.
Veta 4.1 Proble´m Hornovskej minimaliza´cie v miere ∣ℱ∣푡 je NP-u´plny´ aj ked’ obmedz´ıme
pocˇet litera´lov v kazˇdom terme vstupnej DNF na 4.
Predty´m nezˇ prejdem ku doˆkazu tejto vety, uka´zˇem ako bude vyzerat’ prevod tohto
proble´mu a uka´zˇem aj niekol’ko doˆlezˇity´ch vlastnost´ı novovzniknutej insˇtancie Hornovskej
DNF. S ich pomocou uzˇ bude doˆkaz jednoduchy´.
3-Set Covering:
Zadanie: Mnozˇina 푋 ′ = {푥′1, . . . , 푥′푛} premenny´ch, jej podmnozˇiny 푆 ′1, . . . , 푆 ′푚, kde ∀푗 : 푆 ′푗 ⊆
푋 ′, ∣푆 ′푗∣ = 3 a
∪
푗=1...푚 푆
′
푗 = 푋
′ a dane´ prirodzene´ cˇ´ıslo ℎ.
Ota´zka: Existuje nanajvy´sˇ ℎ mnozˇ´ın 푆 ′푗1 , . . . , 푆
′
푗ℎ
tak, aby
∪
푘=1...ℎ 푆
′
푗푘
= 푋 ′?
4-HM-t z neho skonsˇtruovana´:
Mnozˇina premenny´ch tohto HM bude pozosta´vat’ z 푥1, . . . , 푥푛, 푆1, . . . , 푆푚 a naviac premenna´
푇 . Pre kazˇdu´ zdrojovu´ mnozˇinu 푆 ′푗, 푗 = 1 . . .푚, na´lezˇia do ℱ tri typy termov
a) 푇 푆¯푗
b) 푆푗푥¯푖 pre ∀푥′푖 ∈ 푆 ′푗
c) 푥푖1푥푖2푥푖3푆¯푗 kde 푥
′
푖1
, 푥′푖2 , 푥
′
푖3
∈ 푆 ′푗
Za premennu´ ohranicˇuju´cu pocˇet termov zvol´ıme 푘 =
∑
푗=1...푚(∣푆 ′푗∣) +푚+ ℎ.
Obr. 4.1: Hypergraf vizualizuju´ci 4-HM-t asociovanu´ s insˇtanciou Set Covering
Hypergrafy (tj. grafy kde su´ hrany nahradene´ hyperhranami, ktore´ moˆzˇu vycha´dzat’ z
viacero vrcholov a koncˇit’ v jednom) s´ıce s problematikou priamo nesu´visia, ale na za´klade
Obra´zku 4.1 si moˆzˇme lepsˇie vytvorit’ predstavu o tom, ako vyzera´ skonsˇtruovana´ insˇtancia
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4-HM-t. Jedna hyperhrana odpoveda´ jedne´mu termu, vrcholy z ktory´ch ide hyperhrana
odpovedaju´ pozit´ıvnym litera´lom, vrchol do ktore´ho vedie hyperhrana zas negat´ıvnemu li-
tera´lu. “Chodenie” po hyperhrana´ch grafu odpoveda´ postupu procedu´ry forward chaining.
Ak zacˇneme s nejakou mnozˇinou 푅 premenny´ch, tak z nej sa moˆzˇme vybrat’ po l’ubovol’nej hy-
perhrane takej, zˇe vsˇetky vrcholy z ktory´ch hyperhrana vycha´dza su´ v 푅. Vrchol, do ktore´ho
ta´to hyperhrana vcha´dza moˆzˇme pridat’ do mnozˇiny 푅. Ak sa teda ty´mto spoˆsobom vieme
dostat’ z mnozˇiny premenny´ch 푅 do premennej 푦, tak term 푅푦¯ je implikantom funkcie, ktoru´
tento graf reprezentuje.
Ked’zˇe v insˇtancii 3-Set Covering je obmedzena´ mohutnost’ podmnozˇ´ın 푆푗 na 3, tak vsˇetky
termy maju´ nanajvy´sˇ 4 litera´ly. Takzˇe vzniknuta´ insˇtancia je skutocˇne 4-HM.
Ako neskoˆr pop´ıˇsem v procese prevodu uzˇ zminimalizovanej insˇtancie 4-HM-t spa¨t’ na insˇtanciu
3-Set Covering, toto z´ıskane´ riesˇenie pred samotny´m prevodom najprv (v polynomia´lnom cˇase
- Lemma 1.6) prevediem na prima´rnu irredundantu´ DNF. A azˇ potom spa¨t’ na insˇtanciu 3-
Set Covering. Takzˇe nizˇsˇie pri dokazovan´ı vlastnost´ı tejto z´ıskanej zminimalizovanej DNF
moˆzˇem kl’udne predpokladat’, zˇe je prima´rna irredundantna´. Naproti tomu, ℱ nie je irredun-
dantna´ (vd’aka cˇomu ju moˆzˇem vzhl’adom k pocˇtu termov minimalizovat’). Avsˇak prima´rna je.
Primalita ℱ .
Overme si najprv, cˇi su´ vsˇetky termy ℱ prima´rne.
Pomerne jednoducho si moˆzˇeme overit’, zˇe ℱ nema´ implikanty d´lzˇky jedna. Pre spor nech
existuje taky´ pozit´ıvny litera´l, ktory´ je implikantom. Ohodnot’me jeho premennu´ hodnotou
jedna. Potom by som si vynu´til hodnotu nula pre funkciu (reprezentovanu´ DNF ℱ ) ty´m, zˇe
by som ohodnotil aj vsˇetky zvysˇne´ premenne´ hodnotou jedna. Spor. To plat´ı pre pozit´ıvne
litera´ly zlozˇene´ z l’ubovol’nej premennej ℱ . Takzˇe zˇiaden pozit´ıvny litera´l nie je implikantom.
Over´ım esˇte implikanty d´lzˇky jedna vo forme negat´ıvneho litera´lu. Nech teda 푇¯ = 1, potom
polozˇen´ım ∀푗 : 푆푗 = 1 a ∀푖 : 푥푖 = 1 vynu´tim hodnotu funkcie 0. Ak 푆¯푗 = 1 alebo 푥¯푖 = 1,
potom si hodnotu 0 pre funkciu vynu´tim, ak polozˇ´ım 푇 = 0 a ∀푗 : 푆푗 = 0 a aj ∀푖 : 푥푖 = 0.
Nema´m teda implikanty d´lzˇky jedna a z toho automaticky vyply´va, zˇe termy z bodu a) a b)
v deﬁn´ıcii ℱ su´ prima´rne. Zosta´va overit’ termy deﬁnovane´ v bode c). Nech pre spor existuje
taky´ term 푥푎푥푏푥푐푆¯푑 v ℱ , ktory´ nie je prima´rny. BU´NO nech 푥푎 je premenna´ o ktoru´ sa
da´ skra´tit’. Tvrd´ım teda, zˇe 푥푏푥푐푆¯푑 je implikant ℱ . Procedu´ra forward chaining so vstupom
{푥푏, 푥푐} vsˇak k tejto mnozˇine uzˇ nicˇ neprida´. A to preto, lebo jedine´ termy, ktore´ obsahuju´
premenne´ 푥푖 su´ tie cˇo su´ deﬁnovane´ v bode c). Ale vsˇetky tieto termy maju´ pra´ve tri pozit´ıvne
premenne´ (ked’zˇe ∣푆푗∣ = 3,∀푗), takzˇe dve premenne´ vo vstupnej mnozˇine nemoˆzˇu “uspokojit’”
zˇiaden term. A teda vstupna´ mnozˇina sa uzˇ neobohat´ı ani o jedinu´ premennu´. A teda ani o
premennu´ 푆푑.
Kvoˆli prehl’adnosti si zavediem nasleduju´ce znacˇenie. Pojmom implikant typu X budem
oznacˇovat’ vsˇetky prima´rne implikanty funkcie reprezentovanej DNF ℱ , ktore´ neobsahuju´
premennu´ 푇 a obsahuju´ niektoru´ z premenny´ch 푥푖 vo forme negat´ıvneho litera´lu. Podobne
implikant typu S bude oznacˇovat’ vsˇetky prima´rne implikanty funkcie reprezentovanej DNF
ℱ , ktore´ neobsahuju´ premennu´ 푇 a obsahuju´ niektoru´ z premenny´ch 푆푗 vo forme negat´ıvneho
litera´lu. Termy, ktore´ obsahuju´ premennu´ 푇 ma nateraz nebudu´ zauj´ımat’.
A esˇte jedno pomocne´ znacˇenie: 퐼(푗) = {푖∣푥′푖 ∈ 푆 ′푗}.
Vieme, zˇe konsenzua´lna meto´da generuje vsˇetky prima´rne implikanty. A zˇe kazˇda´ prima´rna
DNF sa sklada´ vy´lucˇne z prima´rnych implikantov. V nasleduju´com texte sa vo forme Lemmat
56
poku´sim uka´zat’, ake´ vsˇetky mozˇne´ prima´rne implikanty jednotlivy´ch typov moˆzˇu existovat’
v nejakej prima´rnej DNF, ktora´ bude ekvivalentna´ ℱ .
Lemma 4.2 Neexistuje zˇiaden iny´ implikant typu X okrem ty´ch, ktore´ su´ deﬁnovane´ v bode b)
deﬁn´ıcie ℱ .
Doˆkaz. Pre spor predpokladajme, zˇe ma´me prima´rny implikant 푃 = (
⋀
푗∈퐽 푆푗)∧(
⋀
푖∈퐼 푥푖)∧푥¯푘.
Vzˇdy ked’ 푥′푖 ∈ 푆 ′푗, tak 푆푗푥¯푖 ∈ ℱˆ . Takzˇe pre vsˇetky 푗 ∈ 퐽 plat´ı, zˇe 푥′푘 /∈ 푆 ′푗, inak by to bol
spor s primalitou 푃 . Teraz vieme, zˇe 푃 je prima´rny implikant funkcie, ktoru´ reprezentuje
aj ℱ . Takzˇe mus´ı byt’ odvoditel’ny´ forward chainingom nad ℱ . Presne povedane´ forward
chaining nad ℱ so vstupnou mnozˇinou {푆푗∣푗 ∈ 퐽} ∪ {푥푖∣푖 ∈ 퐼} mus´ı do vy´slednej mnozˇiny
zahrnu´t’ aj 푥푘. Lenzˇe 푥푘 sa moˆzˇe pridat’ do vy´slednej mnozˇiny len pomocou nejake´ho 푆푗 a to
pomocou implikantu typu X. Vieme vsˇak, zˇe medzi {푆푗∣푗 ∈ 퐽} taky´ term nie je. Nemoˆzˇe sa
vsˇak pomocou zvysˇny´ch 푥푖 pridat’? Nemoˆzˇe, pretozˇe by vo vy´slednej mnozˇine museli byt’ uzˇ
predty´m obsiahnute´ vsˇetky prvky jeho 푆 ′푗, takzˇe aj 푥푘. To by ale znamenalo, zˇe 푘 ∈ 퐼 (ked’zˇe
푥푘 nie je v zˇiadnom 푆푗, 푗 ∈ 퐽), cˇo nie je mozˇne´ - nemoˆzˇe byt’ v terme aj premenna´, aj jej
nega´cia.
□
Lemma 4.3 Kazˇdy´ implikant typu S je tvaru 푃 = (
⋀
푖∈퐼 푥푖) ∧ (
⋀
푗∈퐽 푆푗) ∧ 푆¯푙 a spl´nˇa nasle-
duju´ce podmienky:
a) Pre kazˇde´ 푖′ ∈ 퐼(푙) ∖ 퐼 existuje 푗′ ∈ 퐽 zˇe 푖′ ∈ 퐼(푗′).
b) 퐼(푙) ⊈ 퐼
c) 퐼 ⊆ 퐼(푙)
d) 퐼 ∩ 퐼(푗) = ∅ pre kazˇde´ 푗 ∈ 퐽
e) 퐼 = ∅ ⇒ ∣퐽 ∣ ≥ 2
Doˆkaz. Podmienka a).
Pre spor nech existuje take´ 푖′ pre ktore´ to neplat´ı. Zacˇnem forward chaining nad ℱ so vstupnou
mnozˇinou {푥푖∣푖 ∈ 퐼} ∪ {푆푗∣푗 ∈ 퐽}. Za prve´: premenne´ 푆푗 mi pridaju´ len 푥푖 ∕= 푥푖′ . Za druhe´:
vsˇetky 푥푖 mi teraz pridaju´ len take´ 푆푗, ktore´ neobsahuju´ 푥푖′ . Tieto dve tvrdenia zosta´vaju´ v
platnosti pre kazˇdy´ krok procedu´ry forward chaining. V konecˇnom kroku forward chaining
skoncˇ´ı a 푥푖′ nebude pridane´. Ak sa neprida´ 푥푖′ , nemoˆzˇe sa pridat’ ani 푆푙. Spor s predpokladom,
zˇe 푃 je implikant.
Podmienka b).
Inak by to bol spor s predpokladom, zˇe 푃 je prima´rny.
Podmienka c).
Ak by to nebola pravda, nech 퐼 ′ = 퐼∩퐼(푙). Na za´klade prve´ho bodu by bol potom implikantom
aj term (
⋀
푖∈퐼′ 푥푖) ∧ (
⋀
푗∈퐽 푆푗) ∧ 푆¯푙. A to je spor s primalitou 푃 .
Podmienka d).
Nech teda existuje take´ 푖′, zˇe 푖′ ∈ 퐼 a za´rovenˇ 푥푖′ ∈ 푆푗′ . Z bodu c) potom nutne aj 푥푖′ ∈ 푆푙.
Nuzˇ ale v tomto pr´ıpade aj term (
⋀
푖∈퐼∖{푖′} 푥푖)∧ (
⋀
푗∈퐽 푆푗)∧ 푆¯푙 je implikantom ℱ . A to preto,
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lebo forward chaining by v prvom kroku pridal na za´klade termu 푆푗′푥¯푖′ do vy´slednej mnozˇiny
푥푖′ a potom by pokracˇoval u´plne rovnako ako pri terme 푃 . Spor s primalitou 푃 .
Podmienka e).
Ak by bolo vel’kosti 1, potom by term 푆푗푆¯푙 bol implikantom. Pri forward chaining by sa z
jedinej premennej 푆푗 museli pridat’ tri premenne´ 푥푖 tak, aby tie potom odvodili 푆푙. Ale to je
mozˇne´ jedine v pr´ıpade, zˇe 푆 ′푗 = 푆
′
푙. Predpokladajme vsˇak, zˇe zadanie 3-Set Covering toto
nepripu´sˇt’a. Predpokladat’ to moˆzˇme preto, lebo by sme mohli u´plne rovnako robit’ cely´ tento
doˆkaz pre modiﬁkovane´ 3-SC, v ktorom by bola podmienka, zˇe zˇiadne dve mnozˇiny 푆푗 nemaju´
presne tie iste´ litera´ly. A toto modiﬁkovane´ 3-SC je tiezˇ NP-u´plne´. Prevod z klasicke´ho 3-SC
by bol priamocˇiary - presne rovnake´ zadanie. Ak by sme nasˇli riesˇenie v modiﬁkovanom,
bolo by to presne riesˇenie aj v poˆvodnom. Ak by sme nasˇli v poˆvodnom, odstra´nili by sme
duplika´ty a bolo by to riesˇen´ım aj v modiﬁkovanom (mozˇno lepsˇ´ım).
□
Doˆsledok 4.4 Nasleduju´ca tabul’ka zhrnˇuje vsˇetky mozˇne´ prima´rne implikanty typu S, v kto-
rom je 푆¯푙.
푥푖푥푗푥푘푆¯푙 푥푖푥푗푆푝푆¯푙
푥푖푆푝푆¯푙 푥푖푆푝푆푞푆¯푙
푆푝푆푞푆푟푆¯푙 푆푝푆푞푆¯푙
Pricˇom 푥푖, 푥푗, 푥푘 ∈ 푆푙 a za´rovenˇ 푥푖, 푥푗 /∈ 푆푝, 푆푞.
Teraz, ked’ viem ako vyzeraju´ vsˇetky prima´rne implikanty funkcie reprezentovanej ℱ ,
som pripraveny´ uka´zat’, zˇe vsˇetky implikanty, ktore´ som uviedol v deﬁn´ıcii ℱ v bodoch b)
a c) su´ esencia´lne. To znamena´, zˇe sa musia nacha´dzat’ vo vsˇetky´ch prima´rnych DNF, ktore´
reprezentuju´ tu´ istu´ funkciu ako ℱ . Term 푃 ∈ ℱ∗ je esencia´lny, pra´ve ked’ nie je implikantom
ℱ∗ ∖ 푃 , kde symbolom ℱ∗ oznacˇujem mnozˇinu vsˇetky´ch prima´rnych implikantov funkcie
reprezentovanej pomocou DNF ℱ .
Lemma 4.5 Vsˇetky implikanty typu X su´ esencia´lne.
Doˆkaz. Uka´zˇeme pomocou forward chaining. Zoberme si 푃 = 푆푏푥¯푎, chceme ho odvo-
dit’ v ℱ∗ ∖ 푃 . Takzˇe zacˇneme z mnozˇinou {푆푏}. Ked’zˇe nema´m zˇiadne 푥푖, tak na za´klade
Lemma 4.3 e) viem, zˇe implikant typu S pouzˇit’ nemoˆzˇem. Pouzˇijem vsˇetky implikanty typu X
ktore´ moˆzˇem, do vy´slednej mnozˇiny dopln´ım 푥푒, 푥푓 ∈ 푆푏. Takzˇe v 푅ℱ({푆푏}) ma´m {푆푏, 푥푒, 푥푓}.
Teraz vsˇak uzˇ nemoˆzˇem pouzˇit’ ani zˇiaden implikant typu S, pretozˇe ma´m len dve premenne´
푥푖 a my vieme, zˇe ∣푆푗∣ = 3,∀푗. Je tam s´ıce aj 푆푏, ale vd’aka Lemma 4.3 d) nena´jdem zˇiaden
prima´rny implikant, v ktorom by sa nacha´dzal spolu s 푥푒, 푥푓 .
□
Lemma 4.6 Vsˇetky implikanty typu S uvedene´ v bode c) deﬁn´ıcie ℱ su´ esencia´lne.
Doˆkaz. Podobne ako v predcha´dzaju´com doˆkaze uka´zˇeme pomocou forward chaining. Zo-
berme si 푃 = 푥푖푥푗푥푘푆¯푙, chceme ho odvodit’ v ℱ∗ ∖ 푃 . Forward chaining zacˇne s mnozˇinou
{푥푖, 푥푗, 푥푘} kde 푥푖, 푥푗, 푥푘 ∈ 푆푙. Implikanty typu X sa pouzˇit’ nedaju´. Spomedzi vsˇetky´ch im-
plikantov typu S by sa dal pouzˇit’ len jeden, a ty´m je 푃 , ten vsˇak pouzˇit’ nemoˆzˇme.
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□Z predcha´dzaju´ceho textu vyplynulo, zˇe jedine´ termy, ktore´ moˆzˇem pri minimaliza´cii z
ℱ odstra´nit’, su´ tie ktore´ obsahuju´ premennu´ 푇 . A odstra´nim pra´ve tie z nich, ktore´ obsahuju´
take´ 푆푗, cˇo nevystupuju´ v riesˇen´ı proble´mu 3-Set Covering. Ako uka´zˇem d’alej, vzniknuta´
DNF bude aj po ich odstra´nen´ı ekvivalentna´ ℱ .
Teraz uzˇ ma´m vsˇetky poznatky k tomu, aby som mohol uka´zat’, zˇe insˇtancie jednotlivy´ch
proble´mov su´ skutocˇne ekvivalentne´.
Doˆkaz Vety 4.7:
Na´lezˇitost’ do NP som uzˇ uka´zal pre obecne´ HM v Lemma 2.2.
4-HM-t je podproble´m, takzˇe na´lezˇenie do NP sa samozrejme zachova´va.
3-SC =⇒ 4-HM-t
Majme teda riesˇenie proble´mu 3-SC: 푆 ′푗1 , . . . , 푆
′
푗ℎ
tak, aby
∪
푘=1...ℎ 푆
′
푗푘
= 푋 ′. Skonsˇtruujem
DNF 풢 , ktore´ bude riesˇen´ım 4-HM-t, takto: Do 풢 da´m vsˇetky termy typu b) a c) v takom
tvare ako su´ v popise 4-HM-t. Spomedzi termov typu a) da´m pra´ve 푇 푆¯푗1 , . . . , 푇 푆¯푗ℎ . Na prvy´
pohl’ad je vidiet’, zˇe celkovy´ pocˇet termov v 풢 je∑푗=1...푚(∣푆 ′푗∣)+푚+ℎ. Je 풢 ekvivalentne´ ℱ ?
∙ 풢 ≤ ℱ
Kazˇdy´ term z 풢 je pr´ıtomny´ aj v ℱ , takzˇe 풢 ≤ ℱ .
∙ ℱ ≤ 풢
Jedine´ termy, ktore´ su´ v ℱa nie su´ v 풢su´ termy typu a). Pre nich over´ıme, cˇi su´ implikan-
tami 풢 . Ucˇin´ıme tak procedu´rou forward chaining. Stacˇ´ı mi uka´zat’, zˇe ak zacˇnem s 푇 ,
tak vo vy´slednej mnozˇine budu´ vsˇetky premenne´ 푆푗. V prvom kroku procedu´ra pouzˇije
vsˇetky 푇 푆¯푗1 , . . . , 푇 푆¯푗ℎ . Ked’zˇe vieme, zˇe
∪
푘=1...ℎ 푆
′
푗푘
= 푋 ′, tak v nasleduju´com kroku
procedu´ra pomocou termov 푆푖푘 푥¯푖 prida´ vsˇetky 푥1, . . . , 푥푛. Teraz sa uzˇ moˆzˇu pouzˇit’ aj
vsˇetky termy typu c) a do vy´stupnej mnozˇiny procedu´ry forward chaining zaradit’ aj
zvysˇne´ 푆푗 (ktore´ sa nepridali uzˇ v prvom kroku).
4-HM-t =⇒ 3-SC
Majme teda DNF 풢 ′, ktora´ je ekvivalentna´ ℱ a maju´ca maxima´lne 푘 =∑푗=1...푚(∣푆 ′푗∣)+푚+ℎ
termov. V polynomia´lnom cˇase z nej vyrob´ıme ekvivalentnu´ prima´rnu irredundantu´ DNF
풢 (Lemma 1.6). Vzhl’adom ku spoˆsobu aky´m z nej rob´ıme prima´rnu a irredundantnu´ DNF je
jasne´, zˇe bude mat’ aj nad’alej maxima´lne 푘 termov (v tomto procese zˇiaden neprida´vame).
Na za´klade Lemma 4.5 a Lemma 4.6 vieme, zˇe 풢 ma´ vsˇetky termy, ktore´ boli v deﬁn´ıcii
ℱ v bodoch b) a c). A ty´ch je ∑푗=1...푚 ∣푆 ′푗∣ + 푚. Takzˇe termov, ktore´ moˆzˇu obsahovat’ 푇
je nanajvy´sˇ ℎ. Ked’zˇe musia byt’ prima´rne, moˆzˇu byt’ len v jednej z nasleduju´cich dvoch
katego´ri´ı:
i) 푇 푆¯푗
ii) 푇 푥¯푖
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Pre kazˇde´ 푖 ∈ {1 . . . 푛} plat´ı, zˇe 푇 푥¯푖 je implikantom ℱ (l’ahke´ overit’ - uzˇit´ım forward chaining
v dvoch krokoch). A ked’zˇe je 풢 ekvivalentna´ ℱ , musia byt’ vsˇetky tieto termy odvotitel’ne´
pomocou forward chaining nad 풢 .
Teraz tvrd´ım: Pre kazˇde´ 푖 ∈ {1 . . . 푛} plat´ı, zˇe bud’ sa 푥푖 nacha´dza v terme katego´rie ii),
alebo je 푥′푖 prvkom mnozˇiny 푆
′
푗 takej, zˇe 푆푗 sa nacha´dza v terme katego´rie i).
Uka´zˇem to sporom. Predpokladajme, zˇe existuje take´ 푥푎, ktore´ nesp´lnˇa ani jednu z ty´chto
podmienok. Avsˇak aj pre toto 푥푎 plat´ı, zˇe term 푇 푥¯푎 je odvoditel’ny´ v 풢 . Zoberme si prie-
beh procedu´ry forward chaining nad 풢 so vstupnou mnozˇinou {푇}. Nech teda 푃 je term,
s pomocou ktore´ho sme do vy´stupnej mnozˇiny vlozˇili premennu´ 푥푎. Vieme, zˇe v nˇom mus´ı
푥푎 vystupovat’ ako negat´ıvna, a zˇe take´to termy su´ v 풢 len tvaru 푆푗푥¯푖 (ked’zˇe podl’a pred-
pokladu nespada´ 푥푎 do katego´rie ii)). Nech teda 푃 = 푆푏푥¯푎. Podl’a predpokladu vieme, zˇe
푆푏 nie je v terme katego´rie i). Takzˇe sa musel v postupe procedu´ry forward chaining pridat’
nejaky´m termom 푅 = (
⋀
푗∈퐽 푆푗)∧ (
⋀
푖∈퐼 푥푖)∧ 푆¯푏. Ked’zˇe 푥푎 sa pridalo v procedu´re azˇ neskoˆr,
mus´ı platit’ 푎 /∈ 퐼. Ale pre vsˇetky termy typu S na za´klade Lemma 4.3 a) plat´ı: pre kazˇde´
푖′ ∈ 퐼(푏) ∖ 퐼 existuje 푗′ ∈ 퐽 zˇe 푖′ ∈ 퐼(푗′). No ale ked’zˇe toto 푆푗′ je uzˇ vo vy´slednej mnozˇine
procedu´ry forward chaining znamena´ to, zˇe bud’ sa premenna´ 푥푎 vlozˇila skoˆr ako on (cˇo je
spor s predpokladom), alebo tam bol zaradeny´ uzˇ na zacˇiatku ty´m, zˇe bol v katego´rii i). No
ale to je taktiezˇ spor s predpokladom tvrdenia.
Z pra´ve doka´zane´ho uzˇ priamo vyply´va, zˇe ako riesˇenie proble´mu 3-SC moˆzˇme polozˇit’:
∙ vsˇetky 푆푗, ktore´ sa nacha´dzaju´ v terme katego´rie i)
∙ pre kazˇde´ 푥푖 z termu katego´rie ii) vyber na´hodne jednu z 푆푗, ktora´ ho obsahuje
Pocˇet taky´chto termov je v su´cˇte mensˇ´ı nezˇ ℎ, pokry´vaju´ celu´ 푋 ′, mohutnosti mnozˇ´ın 푆푗 som
nemenil.
□
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4.3 HM-a je NP-u´plny´
V tejto cˇasti uka´zˇem NP-u´plnost’ Hornovskej minimaliza´cie vzhl’adom k miere ∣ℱ∣푎. Ty´m
dopln´ım aj posledny´ chy´baju´ci cˇla´nok kapitoly 2 a v obra´zku 2.1 uzˇ budu´ doka´zane´ nielen
vzt’ahy medzi mierami, ale aj ich zlozˇitosti.
Doˆkaz sprav´ım vel’mi podobne, ako som v predcha´dzaju´cej cˇasti 4.2 uka´zal NP-u´plnost’
Hornovskej minimaliza´cie vzhl’adom k pocˇtu termov. Prevod zo Set Covering sa len mierne
pozmen´ı. Ako ukazuje obra´zok 4.2, pribudla jedna premenna´ 푇1 a termy 푇 푆¯푗 sa nahradia je-
diny´m termom 푆1푆2 . . . 푆푚푇1푇¯ . Vzhl’adom k podobnosti doˆkazov, uvediem tento len v skratke,
vynecha´vaju´c niektore´ samozrejme´ kroky.
Obr. 4.2: Hypergraf vizualizuju´ci HM-a asociovanu´ s insˇtanciou Set Covering
3-Set Covering:
Zadanie: Mnozˇina 푋 ′ = {푥′1, . . . , 푥′푛} premenny´ch, jej podmnozˇiny 푆 ′1, . . . , 푆 ′푚, kde ∀푗 : 푆 ′푗 ⊆
푋 ′, ∣푆 ′푗∣ = 3 a
∪
푗=1...푚 푆
′
푗 = 푋
′ a dane´ prirodzene´ cˇ´ıslo ℎ.
Ota´zka: Existuje nanajvy´sˇ ℎ mnozˇ´ın 푆 ′푗1 , . . . , 푆
′
푗ℎ
tak, aby
∪
푘=1...ℎ 푆
′
푗푘
= 푋 ′?
HM-a z neho skonsˇtruovana´:
Mnozˇina premenny´ch tohto HM bude pozosta´vat’ z 푥1, . . . , 푥푛, 푆1, . . . , 푆푚 a naviac premenne´
푇 a 푇1. Pre kazˇdu´ zdrojovu´ mnozˇinu 푆
′
푗, 푗 = 1 . . .푚, na´lezˇia do ℱ dva typy termov
b) 푆푗푥¯푖 pre ∀푥′푖 ∈ 푆 ′푗
c) 푥푖1푥푖2푥푖3푆¯푗 kde 푥
′
푖1
, 푥′푖2 , 푥
′
푖3
∈ 푆 ′푗
a k nim naviac jediny´ term
a) 푃 = 푆1푆2 . . . 푆푚푇1푇¯
Za premennu´ ohranicˇuju´cu vel’kost’ zdrojovej plochy zvol´ıme 푘 =
∑
푗=1...푚(∣푆 ′푗∣) +푚+ ℎ+ 1.
Oznacˇenie bodov deﬁnuju´cich jednotlive´ termy ℱ som schva´lne preha´dzal tak, aby sedeli s
doˆkazom 4-HM-t.
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Veta 4.7 Proble´m Hornovskej minimaliza´cie v miere ∣ℱ∣푎 je NP-u´plny´.
Doˆkaz. Na´lezˇitost’ do NP som uzˇ uka´zal v Lemma 2.2.
3-SC =⇒ HM-a
Majme teda riesˇenie proble´mu 3-SC: 푆 ′푗1 , . . . , 푆
′
푗ℎ
tak, aby
∪
푘=1...ℎ 푆
′
푗푘
= 푋 ′. Skonsˇtruujem
DNF 풢 , ktore´ bude riesˇen´ım HM-a, takto: Do 풢 da´m vsˇetky termy z bodov b) a c) tak,
ako su´ uvedene´ v deﬁn´ıcii ℱ . Namiesto termu 푃 da´m term 푃 ′ = 푆푗1푆푗2 . . . 푆푗푘푇1푇¯ . Na prvy´
pohl’ad je vidiet’, zˇe vel’kost’ zdrojovej plochy 풢je∑푗=1...푚(∣푆 ′푗∣)+푚+ℎ+1. Je 풢ekvivalentne´ ℱ?
∙ ℱ ≤ 풢
Jediny´ term, v ktorom sa l´ıˇsia je 푃 . Chceme teda uka´zat’, zˇe 푃 ≤ 풢. Ked’ je 푃 = 1,
potom vsˇetky jeho litera´ly su´ rovne´ jednej, o to viac ich podmnozˇina, takzˇe z toho
plynie, zˇe aj term 푃 ′ je rovny´ jednej. A teda aj 풢 .
∙ 풢 ≤ ℱ
Zacˇneme procedu´ru forward chaining nad ℱso vstupnou mnozˇinou {푆푗1 , 푆푗2 , . . . , 푆푗푘 , 푇1}.
Ked’zˇe mnozˇiny 푆푗 pokry´vaju´ vsˇetky premenne´, v prvom kroku sa do vy´stupnej mnozˇiny
pomocou termov b) zahrnu´ vsˇetky premenne´ 푥푖. Z nich sa v druhom kroku odvodia
vsˇetky 푆푗, 푗 = 1 . . .푚. A z tohto uzˇ pomocou termu 푃 sa zahrnie aj premenna´ 푇 . Takzˇe
푃 ′ ≤ ℱ . Ostatne´ termy su´ zhodne´.
HM-a =⇒ 3-SC
Majme teda DNF 풢 ′, ktora´ je ekvivalentna´ ℱ a jej zdrojova´ plocha je maxima´lne 푘 =∑
푗=1...푚(∣푆 ′푗∣) + 푚 + ℎ + 1. V polynomia´lnom cˇase z nej vyrob´ıme ekvivalentnu´ prima´rnu
irredundantu´ DNF 풢 (Lemma 1.6). Jej zdrojova´ plocha sa vzhl’adom na sˇtruktu´ru prima´rnych
implikantov nezva¨cˇsˇ´ı.
Ked’ sa pozrieme na vsˇetky prima´rne implikanty, ktore´ moˆzˇu z ℱ vzniknu´t’ konsenzua´lnou
meto´dou zist´ıme, zˇe je situa´cia vel’mi podobna´ tej z doˆkazu 4-HM-t. Akura´t v tomto pr´ıpade
sa netvoria termy, ktore´ obsahuju´ 푇 ako pozit´ıvny litera´l, iba negat´ıvny. Taky´chto termov je
viac, vzˇdy obsahuju´ aj premennu´ 푇1 a niekol’ko 푆푗 a 푥푖.
Implikanty typu X a typu S maju´ teda presne rovnaky´ tvar. Implikanty obsahuju´ce 푇, 푇1
mi nepomoˆzˇu ani tentoraz, preto aj v tomto pr´ıpade platia Lemma 4.5 a Lemma 4.6. Na
za´klade nich vieme, zˇe 풢 ma´ vsˇetky termy, ktore´ boli v deﬁn´ıcii ℱ v bodoch b) a c). Ich
zdrojova´ plocha je v su´cˇte
∑
푗=1...푚 ∣푆 ′푗∣+푚 (ked’zˇe kazˇde´ dve 푆 ′푗 maju´ inu´ mnozˇinu prvkov).
Takzˇe zdrojova´ plocha zvysˇny´ch termov je nanajvy´sˇ ℎ+ 1. Medzi nimi sa na´jde asponˇ jeden
s litera´lom 푇¯ (푇 sa nemohlo “vytratit’”).
Tvrd´ım: kazˇdy´ term z 풢obsahuju´ci premennu´ 푇 je tvaru 푄 = (⋀푗∈퐽 푆푗)∧(⋀푖∈퐼 푥푖)∧푇1∧푇¯
a naviac plat´ı, zˇe ∀푖 = 1 . . . 푛 : (푖 ∈ 퐼) ∨ (∃푗′ ∈ 퐽 : 푥′푖 ∈ 푆 ′푗′).
Sporom. Nech existuje take´ 푄 a take´ 푎 ∈ 1 . . . 푛 pre ktore´ to neplat´ı. Zacˇneme forward
chaining nad ℱ s mnozˇinou {푥푖∣푖 ∈ 퐼} ∪ {푆푗∣푗 ∈ 퐽} ∪ 푇1. Kazˇde´ z 푆푗, 푗 ∈ 퐽 do vy´slednej
mnozˇiny vlozˇ´ı vsˇetky take´ 푥푖, zˇe 푥푖 ∈ 푆푗. Zˇiaden z nich teda nevlozˇ´ı 푥푎. Existuje asponˇ jedno
푆푟, 푟 = 1 . . .푚 take´, zˇe 푥푎 ∈ 푆푟. Toto 푆푟 nebolo v pocˇiatocˇnej mnozˇine (푟 /∈ 퐽) a za´rovenˇ sa
nikdy do vy´slednej mnozˇiny ani pridat’ nemoˆzˇe, ked’zˇe v nej nie je ani 푥푎. A teda sa nemoˆzˇe
v ℱ pouzˇit’ term 푃 na odvodenie 푇 . Takzˇe 푄 nie je implikantom funkcie reprezentovanej
pomocou ℱ a teda ℱ a 풢 nie su´ ekvivalentne´. Spor.
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Zoberme si l’ubovol’ne´ take´ 푄. Z pra´ve uka´zane´ho tvrdenia vyply´va, zˇe ako riesˇenie
proble´mu 3-SC moˆzˇme polozˇit’:
∙ vsˇetky 푆푗, ktore´ sa nacha´dzaju´ v terme 푄 (teda 푗 ∈ 퐽)
∙ pre kazˇde´ 푥푖 z termu 푄 (teda 푖 ∈ 퐼) vyber na´hodne jednu z 푆푗, 푗 = 1 . . .푚, ktora´ ho
obsahuje
Pocˇet litera´lov v terme 푄 je nanajvy´sˇ ℎ + 1, z toho minima´lne jeden je 푇1, takzˇe ty´chto
mnozˇ´ın je nanajvy´sˇ ℎ, pokry´vaju´ celu´ 푋 ′, mohutnosti mnozˇ´ın 푆푗 som nemenil.
□
63
Kapitola 5
Za´ver
Hlavny´m u´cˇelom pra´ce bolo podat’ prehl’ad o zlozˇitosti proble´mu hl’adania minima´lnej re-
prezenta´cie Hornovsky´ch funkci´ı so zvla´sˇtnym zretel’om na reprezenta´ciu pomocou DNF -
proble´m nazy´vany´ Horn Minimization. V odbornej literatu´re sa pod ty´mto na´zvom va¨cˇsˇinou
objavuje minimaliza´cia d´lzˇky DNF vzhl’adom k pocˇtu termov alebo litera´lov.
V druhej kapitole som sa poku´sil na za´klade vy´sledkov z teo´rie hypergrafov rozsˇ´ırit’ spoˆsob
nazerania na d´lzˇku formule o cˇo najva¨cˇsˇ´ı pocˇet mier, ktore´ maju´ v pr´ıpade Hornovsky´ch fun-
kci´ı dobry´ zmysel. Uka´zal som, zˇe mnohe´ z nich spolu su´visia a to do takej miery, zˇe sa kazˇda´
Hornovska´ funkcia da´ zminimalizovat’ vzhl’adom ku vsˇetky´m mnou deﬁnovany´m mieram (azˇ
na ∣ℱ∣푙). Za´rovenˇ som uka´zal zlozˇitost’ proble´mu Hornovskej minimaliza´cie pre kazˇdu´ z nich.
Otvoreny´m proble´mom zostala poz´ıcia HM-l (pocˇet litera´lov) vzhl’adom k ostatny´m mieram.
V pra´ci sa neobjasnilo, cˇi je implikovana´ alebo implikuje inu´ minima´lnu formu.
V tretej kapitole som podal podrobny´ rozbor doˆkazu z cˇla´nku [4], podl’a ktore´ho zosta´va
Hornovska´ minimaliza´cia vzhl’adom k pocˇtu termov NP-u´plna´ aj pri obmedzen´ı d´lzˇky ter-
mov na tri (3-HM-t). Uka´zal som, kde je v doˆkaze chyba. Za´rovenˇ som sa poku´sil mnozˇstvo
uzˇitocˇny´ch tvrden´ı v tomto doˆkaze uvedeny´ch pouzˇit’ na opravenie tohto doˆkazu. Zadeﬁno-
val som proble´m HV-pokrytia, ktory´ je ekvivalentny´ tomu z cˇla´nku. Avsˇak zlozˇitost’ tohto
proble´mu som nepreuka´zal. Otvoreny´m proble´mom teda zosta´va, cˇi sa tento doˆkaz da´ opra-
vit’. Napr´ıklad ty´m, zˇe by sa doka´zala NP-u´plnost’ proble´mu HV-pokrytia. Pr´ıpadne uka´zat’
NP-u´plnost’ proble´mu 3-HM-t iny´m spoˆsobom.
Za´verecˇna´ kapitola potom priniesla najva¨cˇsˇ´ı pr´ınos, ked’ medzeru vzniknutu´ na´jdenou chy-
bou v tretej kapitole zaplnila o cˇosi slabsˇ´ım tvrden´ım - totizˇ zˇe Hornovska´ Minimaliza´cia
vzhl’adom k pocˇtu termov zosta´va NP-u´plna´ aj pri obmedzen´ı d´lzˇok termov na sˇtyri. Doˆkaz
som ucˇinil prevodom z proble´mov (3-Set Covering, 3-Exact Cover), ktory´ch NP-u´plnost’ som
taktiezˇ uka´zal.
Za´rovenˇ som uka´zal NP-u´plnost’ Hornovskej minimaliza´cie aj pre mieru doteraz u Hor-
novsky´ch funkci´ı neuvazˇovanu´ - o vel’kost’ zdrojovej plochy, cˇo je su´cˇet mohutnost´ı zdrojovy´ch
mnozˇ´ın. Zauj´ımavy´m faktom je, zˇe Hornovska´ minimaliza´cia vzhl’adom k pocˇtu zdrojovy´ch
mnozˇ´ın je l’ahka´.
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