We develop a needlet approach to estimate the amplitude of general (including non-separable) bispectra and trispectra in the cosmic microwave background, and apply this to the WMAP 9-year data. We obtain estimates for the 'orthogonal' bispectrum mode, yielding results which are consistent with the WMAP 7-year data. We do not observe the frequency-dependence suggested by the WMAP team's analysis of the 9-year data. We present 1-σ constraints on the 'local' trispectrum shape gNL/10 5 = −4.1 ± 2.3, the 'c1' equilateral model g c 1 NL /10 6 = −2.8 ± 2.5, and the constant model g const NL /10 6 = 0.7 ± 2.0, together with a 95% confidence-level upper bound on the multifield local parameter τNL < 22000. We estimate the bias on these parameters produced by point sources. The techniques developed in this paper should prove useful for other datasets such as Planck.
I. INTRODUCTION
The study of primordial non-Gaussianity is now a precision science, making it increasingly important to develop general, effective and efficient estimators. Fergusson, Shellard and collaborators developed a formalism using a 'modal' or 'partial-wave' expansion [1] [2] [3] [4] which enabled non-separable bi-and trispectrum shapes to be analysed, 1 and applied this technology to a version of the KSW estimator [5] . In Ref. [6] an alternative approach was developed which allowed an arbitrary estimator to be coupled to the partial-wave decomposition. This enables the benefits of a particular estimator to be exploited while retaining the ability to detect n-point functions of arbitrary shape. For example, wavelet-based estimators are efficient detectors of point sources. Ref. [6] implemented such a wavelet-based estimator.
In this paper we make use of a similar approach to couple the partial-wave expansion to a needlet -based estimator. Needlets are a particular class of spherical wavelets which are designed to be localized in both real-space and frequency, and possess properties which make them attractive for CMB analysis. First, they do not require any tangent-plane approximation [7] . Second, unlike general wavelets, needlets are asymptotically uncorrelated in frequency. Therefore, assuming Gaussianity, the coefficients of a needlet decomposition may be treated as independent, identically-distributed random variables at high frequency. This makes them useful as diagnostics of non-Gaussianity.
Needlets were first applied to CMB data by Pietrobon et al. [8] and subsequently used to study primordial nonGaussianity by a number of authors [7, [9] [10] [11] [12] [13] [14] . In this paper we make use of Mexican needlets, which were discussed mathematically by Geller & Mayeli [15] and first applied to CMB analysis by Scodeller et al. [16] . These can give a close approximation to the Spherical Mexican Hat wavelet, but decorrelate more rapidly with increasing frequency. We will use them to develop a nearly optimal estimator for both the three-and four-point functions of the CMB, and use it to obtain the first estimates of the bias on the four-point function due to point sources, assuming a simple constant-flux model. In addition to its application to primordial non-Gaussianity, the four-point function estimator can be adapted to study CMB lensing. It could also be used to study perturbations generated by cosmic strings, for which the trispectrum is expected to be larger than the bispectrum [17] .
Summary. In § §II-III we summarize the use of partial-wave decompositions of arbitrary bi-and trispectra. We describe the construction of cubic and quartic needlet estimators and explain how to calculate optimal constraints. In §IV we apply this methodology to the 9-year WMAP data. Our bispectrum analysis yields results which are consistent in frequency. This disagrees with the analysis by the WMAP team, which suggested mild tension between the V-and W-band constraints for the orthogonal mode. We quote constraints for four trispectrum modes: two local shapes (g loc NL and τ loc NL ), the constant shape, and the 'c 1 ' equilateral shape. Our constraints for g loc NL are in agreement with the optimal constraints given by Sekiguchi & Sugiyama [18] on the basis of WMAP9 data. In addition we give constraints on the bias induced by points sources for each of the trispectrum modes. In §V we present our conclusions.
II. CMB BISPECTRUM WITH NEEDLETS
To fix notation, we briefly recall some key steps in the decomposition of an arbitrary bispectrum into 'modes' or partial waves. For more details we refer to the original literature [1] [2] [3] [4] .
CMB bispectrum. Consider the primordial gravitational potential Φ, which is related to the curvature perturbation on uniform density hypersurfaces ζ by Φ = 3ζ/5. Denoting the spectrum and bispectrum of Φ by P Φ (k) and B Φ (k 1 , k 2 , k 3 ), and using the basis of orthogonal polynomials q n (k) introduced by Fergusson, Liguori & Shellard [1] , it is possible to decompose B Φ into this basis by writing
where bracketed indices are symmetrized with weight unity. The quantity S (loc) Φ is referred to as the shape. Where B Φ is given by the local model, the shape is independent of the wavenumbers k i and corresponds to the amplitude f NL . For convenience we represent unique triplets (p, r, s) using a multi-index n and define Q n ≡ q (p (k 1 )q r (k 2 )q s) (k 3 ). Then the coefficients of the expansion α Q n are to obtained by computing
where G mn = Q m , Q n , and f, g represents the inner produt
In this equation dv is an element of volume on the integration domain V (defined by the triangle condition,
, and ω is a weight function which can be adjusted to suit our convenience. To obtain a good approximation for S loc Φ we find that it is necessary to use ∼ 100 of the Q n . Eq. (1) gives the CMB bispectrum
where the functionsq
and b
(n)
l1l2l3 is understood to be defined by equation (4) . In these formulae, j l (kx) represents the spherical bessel function of order l and ∆ l (k) represents the CMB transfer function used to map from primordial times to the surface of last scattering. We compute ∆ l (k) by solving the collisional Boltzmann equations using CAMB [19] .
Eq. (4) represents the CMB bispectrum b l1l2l3 using the coefficients α Q n which determine the primordial bispectrum B Φ , and an explicit integration dx x 2 · · · (the 'line-of-sight' integral) which appears in b
. Under some circumstances it may also be possible to decompose this integral in terms of the basis functions Q n [6] . Choosing a normalization for future convenience, this yields
where the first equality is a definition of s
l1l2l3 . For a fixed number of Q n , it need not happen that (6) is a good approximation. Even in cases where a sufficiently good approximation can be obtained this may require more Q n than are needed for S loc Φ . However, where it applies, the advantage of (6) is that the line-of-sight integral is absorbed in the transfer matrix Γ nm which need only be calculated once for each choice of cosmology, represented by the transfer function ∆ l (k). An explicit expression for Γ nm was given in Ref. [6] . We will return to the question of whether Eq. (6) is applicable when discussing the trispectrum in §III.
In conclusion, given the coefficients of the primordial decomposition α Q n , we may either (a) use Eq. (4) to evaluate the CMB bispectrum directly, or (b) use the transfer matrix to give the coefficients of the CMB shapeᾱ Q n = m Γ nm α Q m , from which the CMB bispectrum can be reconstructed using
Simulating the CMB bispectrum. Now suppose we fix some primordial bispectrum B(k 1 , k 2 , k 3 ) and include a component of this with amplitude f In order to compute the error associated with our estimator it will be necessary to obtain its variance on an ensemble of maps containing a bispectrum corresponding to B Φ , and for that purpose we require a suite of simulated maps with appropriate statistical properties. For a Gaussian map we could generate an appropriate ensemble by making a multipole decomposition δT (n)/T = lm a lm Y lm (n), drawing the coefficients a lm from a Gaussian distribution. To account for the bispectrum B Φ we must instead set a lm = a 
where a G * lm is the complex conjugate of a 
Alternatively we may use the CMB decomposition (7) with the result that a 
and the weighted maps
We shall employ this latter expansion in this paper.
Needlet bispectrum estimator. We now describe the construction of an estimator for f B NL using needlets. To define the family of needlets we will use, consider a smooth weight function b(t) of compact support and satisfying the conditions
We pick a set of 'scales' j which characterize the needlets used in the analysis, represents as powers of the basic scale µ = 1.53. For each j we choose a set of n pix points on the sphere, labelled k, and denote these points ξ jk . Then, the needlet functions ψ jk (n) are defined by
where the λ jk are normalization coefficients which are proportional the the pixel area. 2 Applied to a CMB temperature map ∆T (n)/T this yields needlet coefficients
It has been shown that the mode-mode coupling introduced by masking and anisotropic noise can be accounted for by subtracting, for each scale j, the average over the n pix pixels k [21] . Defining the mean for scale j to bē β j = k β jk /n pix , this gives β jk → β jk −β j . In what follows we use these subtracted quantities.
In this paper we consider the Mexican needlets defined by the weight function [16] 
and choose the coefficients λ jk to be unity. We set p = 1, for which the Mexican needlets give a good approximation to the Spherical Mexican Hat wavelets at high frequencies, which corresponds here to large j. The cubic needlet statistic is given by
where the triplet index J represents (j 1 , j 2 , j 3 ), and σ j = (4π)
. The expectation value of N J for a given nonlinear map can be evaluated by computing
where the superscripts 'G' and 'B' indicate needlet maps computed using, respectively, the Gaussian coefficients a
G lm
and non-Gaussian coefficients a B lm which include the bispectrum B. Using Eqs. (10), (12) and (15) we infer that N B J
can be written
where the needlet maps for each mode Q n , written N B nJ , are understood to be defined by this expression. They allow for a change of basis to be performed between needlets and partial waves.
The cubic needlet statistic enables us to define an estimator for the amplitude of the bispectrum B which is present in the measured CMB bispectrum. Explicitly, we havê
where the covariance matrix C IJ is defined by
and
Finally,N J is the cubic needlet statistic evaluated from the data. We invert the covariance matrix using principal component analysis, imposing a ratio of 10 10 between the maximum and minimum eigenvalues which are retained. The 1-σ error bar onf
Using the change-of-basis matrix N B nJ we may rewrite Eq. (17) in the form
with natural definitions ofβ 
Thus, the coefficientsβ Q n recovered from the needlet maps may be used to reconstruct the underlying bispectrum shape [6] .
III. CMB TRISPECTRUM WITH NEEDLETS
Primordial trispectrum. The primordial trispectrum T Φ is defined by the connected four-point function of the primordial gravitational potential
In this paper we restrict attention to trispectra which are 'diagonal' in the sense that they can be written
where K ij = k i + k j represents a diagonal of the quadrilateral formed by the momenta k i . The zero-sum condition i k i = 0 enforced by the momentum-conservation δ-function in (22) means that it is unnecessary to include the remaining combinations K 23 , K 24 and K 34 . The diagonal condition is not generic: for example, it is not satisfied by the microphysical component of the trispectrum which is generated by interactions near the epoch of horizon exit [22] . However, Eq. (23) often does apply for phenomenological shapes generated with observable amplitude in certain models.
An interesting subclass of diagonal trispectra-including the 'local' g NL -shape, the c 1 equilateral trispectrum [23] and the constant trispectrum [4]-do not depend on the diagonals K ij but only the individual side-lengths k i . We describe these as 'diagonal-free'. In particular, the g NL shape satisfies
We define the shape function for diagonal-free trispectra by
Fergusson, Regan & Shellard [4] pointed out that it is possible to decompose these diagonal-free trispectra by analogy with Eq. (1). Labelling unique 4-tuples (n 1 , n 2 , n 3 , n 4 ) by a multi-index n, in the same way that we used a multi-index to label unique triplets in §II, we write
The basis functions q T n are constructed so that
where the integration domain V is defined by the condition i x i > 2 max{x i } and 0 x i 1. The expansion coefficients α T Q n are obtained by defining an inner product analogous to (3) and using this to construct coefficients analogous to (2) . For more details on the construction of the q T n , the definition of this inner product and the calculation of the expansion coefficients α T Q n we refer to Refs. [2, 4] . In this paper the only trispectrum we will consider which is not diagonal-free is the local τ NL -shape given by
Because this cannot be decomposed using (26), we must deal with this model separately. However, as will be evident from our treatment of the trispectrum in what follows, the formalism discussed in this paper is general and applicable to arbitrary trispectra.
CMB trispectrum: diagonal-free case. The CMB trispectrum is given for diagonal-free trispectra by the connected four-point function of the spherical harmonics of the temperature map
where the 'reduced' trispectrum t l1l2l3l4 corresponding to the diagonal-free decomposition (26) can be written [2, 4] 
are defined as in Eq. (5) with q n replaced by q T n . We now proceed by analogy with the bispectrum, defining a transfer matrix similar to Γ mn which accounts for the line-of-sight integral over the transfer function ∆ l , and expressing the trispectrum in terms of late-time coefficients α T Q n analogous to those of Eq. (7). Therefore these results are limited to diagonal-free trispectra. Theᾱ T Q n , are chosen to satisfy
We define the inner-
where the weight function w satisfies
This choice is made so that the Fisher matrix is equal to [[s T , s T ]]/24, which will appear in Eq. (47) below. With all these choices, the late-time coefficientsᾱ
where
The transfer matrix for the trispectrum is defined by Γ
rn . CMB trispectrum: diagonal case. These results do not apply for trispectra which are not diagonal-free, such as the local τ NL -shape (28) . For a general diagonal trispectrum, the analogue of Eq. (30) is
represent the previous expression with the labels 2, 3 and 2, 4 exchanged, respectively. For example, the local τ NL -shape given in Eq. (28) results in the CMB trispectrum
Note that, despite the similarity of notation, α l , β l as defined here are distinct from the decomposition coefficients α Q n , α T Q n and the needlet coefficients β jk ,β j . The definitions (38b)-(38c) are conventional. It was shown by Pearson et al. that the following approximation is accurate to within 2% [24] ,
2 is the angular power spectrum of the curvature perturbation ζ, and r * represents the distance to the last scattering surface.
Simulating the CMB trispectrum. As in §II we fix a choice of trispectrum T (k 1 , k 2 , k 3 , k 3 ) and include it in the trispectrum of the primordial gravitational potential with amplitude g
, it is important to be clear that g T NL does not coincide with the traditional local g NL -parameter [25] unless T is the conventionally-normalized local trispectrum (24) . In this paper, the traditional local g NL -parameter is always denoted g loc NL . Our task is to build an estimator for g T NL .
To estimate the covariance matrix we must again construct averages over an ensemble of maps which contain the trispectrum T . For the analysis in this section, and for the constraints reported in §IV below, we will assume that there is no primordial bispectrum. It follows that we can generate appropriate maps for the temperature anisotropy by constructing multipole coefficients a lm = a 
In the case of diagonal-free trispectra we may instead use the expression [2, 4]
Alternatively, using a similar approach to that described for the bispectrum, we may utilise the late-time CMB trispectrum expansion given by equation (31) , and write
However we choose to obtain the a T lm , we define the quartic needlet statistic by
where J represents the unique 4-tuple (j 1 , j 2 , j 3 , j 4 ) and the β jk are the needlet coefficients defined in Eq. (12) . A superscript 'G' indicates that these coefficients are to be computed using a Gaussian map, and the superscript 'T ' indicates that they should be computed from a map which includes the trispectrum correction a 
As above, the change-of-basis matrix N T nJ is defined by this expression. In the case of the τ NL trispectrum we may utilize equations (39) and (40) in order to write
where we expressβ jk asβ j (n), with tilde representing a needlet map, (12) , with appropriate weighting determined by equation (39) . The beam and mask properties must also be accounted for via a transformation of these spherical harmonics, as will be described in Section IV.
Needlet trispectrum estimator. In Ref. [2] , the Edgeworth expansion was used to derive the optimal trispectrum estimator. This was
where C l1m1,l2m2 = a l1m1 a l2m2 . Approximating the inverse covariance matrix as diagonal, i.e. C −1
l1 , it follows that the Fisher matrix F ≡ E opt /24 roughly satisfies
where f sky represents the sky fraction covered by the map and C l is the total power spectrum, including beam effects and noise contributions. It was this approximate expression that was used in Refs. [2, 4] . A similar estimator may be derived for needlets, with the inverse covariance matrix used to optimize the signal to noise. The estimator may be used to give an estimate for the trispectrum amplitude,ĝ
whereN J is to be obtained from the data,
with the covariance matrix defined by
For the special case of diagonal-free trispectra, where the decomposition (31) applies, we may write the trispectrum needlet map in the form (44) . Then the needlet estimator becomeŝ
IJ N T mJ represents the covariance matrix projected into modal space and is notationally the same as the matrix γ nm defined in Eq. (20) , except that it should be computed using maps including the trispectrum contribution T rather than a bispectrum contribution from B. In equation (50) we have definedβ
In the case of the local τ NL trispectrum, using equation (45) the estimator may be written in the form
with the 1σ error bar is given by 1
L ′ , and where the quantities D L and G LL ′ may be inferred from the second and third equalities. The factor of 3 arises due to the three instances of p l1l2 l3l4 (L) in the CMB trispectrum (36) . In the application of this estimator we restrict the range of L to 1 L L max = 50.
IV. APPLICATION TO 9-YEAR WMAP DATA
In this section we apply the formalism described in § §II-III to the foreground-cleaned, coadded V + W maps from the 9-year WMAP data release [26] . We work up to l max = 1000. The data are supplied in HEALPix format with a Table I : Parameters for the WMAP9 fiducial cosmology [26] . The optical depth is measured by τ . The parameters AΦ and ns parametrize the primordial power spectrum, with PΦ(k) = AΦ(k/k⋆) ns −1 . The pivot scale k⋆ is chosen to be k⋆ = 0.002h Mpc −1 .
resolution of 6.9 arcmin and N side = 512, together with the necessary beam and noise properties to perform realistic simulations. In this analysis we use cosmological parameters corresponding to those of the WMAP9 fiducial cosmology, given in Table I .
Simulated maps. We simulate the Gaussian spherical harmonics amplitudes a G lm with a variance given by the angular power spectrum C l . The non-Gaussian amplitudes a B lm and a T lm are simulated according to the prescriptions outlined in § §II-III, in particular Eqs. (10) and (40)- (41). We incorporate the effect of the WMAP beam b l and noise n lm for each channel X ∈ {V 1 , V 2 , W 1 , W 2 , W 3 , W 4 } by making that transformation
For each data channel, i, we model n lm as white noise with variance per pixel given by N i (n) ≡ σ 0,i / N i,obs where σ 0,i is the sensitivity per data channel, and N i,obs (n) represents the corresponding number of observations per pixel. The simulations and data maps for each channel, M i (n), are coadded optimally with inverse noise weighting per pixel, i.e.
where X is the set of channels defined above (52).
We apply a suitable mask and remove the monopole and dipole using HEALPix. The map is then re-decomposed into spherical harmonics, and needlet maps are evaluated by convolving with the needlet function ψ jk as in (12) . For the bispectrum we choose weight functions by setting µ = 1.53 and j = 0, 3, 4, 5, . . . , 15, 16 giving fifteen distinct scales. Therefore there are = 680 distinct cubic statistics N J . For the trispectrum it is not necessary to use all scales because they provide little extra information, so we thin the range and choose j = 0, 4, 6, 8, 9, . . . 15. We will show later that this thinning does not impair the optimality of the estimator. These choices give 11 distinct scales, and therefore 11+3 4 = 1001 distinct quartic statistics. As described in §II, we subtract the mean from each wavelet coefficient, setting β jk → β jk −β j , and evaluate the covariance matrix C IJ for the bi-and trispectrum estimators. This requires computation of the ensemble averages N I N J and N T I N T J , together with the corresponding one-point statistics N I and N T I . For the bispectrum estimator we use a suite of 60, 000 simulations. For the trispectrum estimator we use a suite of 300, 000 simulations because we find that more samples are required to achieve convergence. The τ NL model requires special treatment, and it is necessary to compute its associated one-point statistic N τNL I , using (45) . In each case we evaluate the inverse covariance matrix C −1 IJ using principal component analysis, keeping only eigenvalues up to a factor 10 10 smaller than the largest eigenvalue. 3 We evaluate the change-of-basis matrices N nI and N T nI using 1, 000 simulations. Finally, the trispectrum estimators (48) and (51) require the two-point expectation value β G j1k β G j2k , which we obtain using 50, 000 Gaussian simulations.
At the end of this process we are able to estimate the observables f 
A. Validation procedure
To verify that both the cubic and quartic estimators are unbiased we apply them to 2, 000 Gaussian simulations. The mean of each recovered cubic and quartic coefficent,β R n andβ RT n , respectively, are verified to be consistent with zero within two standard errors of the mean. For the local bispectrum mode and local g NL -mode trispectrum we find
The error bar for ĝ loc NL establishes that the procedure described in this paper is close to optimal, because in Ref.
[18] the optimal error bar was shown to be 2.2 × 10
5 . This establishes that the estimator correctly gives zero when applied to Gaussian maps, but it is also necessary to check that it recovers the correct non-Gaussian amplitude when applied to non-Gaussian maps. We test this using 200 simulations of the local-mode bispectrum and f loc NL = 100, constructed using the method described by Hanson et al. [27] . We recover the result f loc NL = 100.3 ± 0.34, where the error bar represents the standard error of the mean.
B. Point source Simulations
To estimate the effect of unresolved point sources we adopt the constant-flux model described in Ref. [28] . We assume that a population of sources, each with constant flux F src , and number density n src per steradian, contaminate each pixel with a frequency-dependent temperature increment δT src (n) = F src g(x)ǫ(n)/Ω pix , where Ω pix = 1/n pix is the solid angle per pixel and x = hν/k B T CMB = ν/(56.8 GHz). The function g(x) satisfies
and represents the conversion factor between brightness and temperature [29] . Finally, ǫ(n) is a Poisson-distributed random variable with mean n src Ω pix . This Poisson distribution of sources introduces a non-Gaussian signature. This constant-flux model satisfactorily reproduces the power spectrum and bispectrum of point sources measured by the WMAP team [28, 30] , given the values F src = 0.5 Jy and a source density of n src = 85 sr −1 . To estimate the influence of point sources on the estimators described above, we perform a separate set of 1, 000 simulations in which we construct a set of Gaussian maps using (52) and (53) . These maps are modified by adding a point-source contamination according to the prescription above. We compute the cubic and quartic needlet statistics both with and without point sources. Taking the difference for each realization gives an estimate of the bias on f B NL or g T NL for each primordial shape of interest. We give numerical results in Table II .
C. Bispectrum Constraints
In this section we tabulate the constraints and estimated point source contamination for the local, DBI, equilateral, constant, orthogonal and flattened bispectrum models. Constraints for these models have previously been published by Fergusson, Liguori & Shellard based on the KSW estimator [3] and using a wavelet-based estimator in Ref. [6] .
• Local model. A Taylor expansion around a Gaussian gravitational potential φ G defines both the local-mode bispectrum and local g NL -mode trispectrum. It accurately represents the type of non-Gaussianity generated by evolution on superhorizon scales in multiple-field inflationary models [22, 31] or the curvaton model [32] [33] [34] . We write [35] Φ
The resulting primordial bispectrum is given by
Our constraints on f 
This result is consistent with the needlet-based constraint f loc NL = 37.5 ± 21.8 reported by Donzelli et al. [21] , and with the wavelet-based constraint f loc NL = 38.4 ± 23.6 reported in Ref. [6] . The estimate for the bias due to point sources given in (58) for the contribution of point sources is larger than predicted using wavelets, which give ∆f loc NL = 3.1 ± 3.7 [6] .
• DBI and equilateral models. Under certain circumstances, non-standard kinetic terms may lead to strong self-interactions between modes as they leave the horizon [36] [37] [38] . An example is DBI inflation, for which the equilateral model provides an accurate separable approximation. The bispectra are
The needlet-based estimator gives 
• Constant model. The constant model gives a primordial bispectrum corresponding to
The CMB bispectrum is entirely due to the transfer function; see Ref. 
For comparison, the constraint from 7-year WMAP data using the wavelet-based estimator of Ref. [6] was f = −245 ± 100 from the 9-year data [26] . The constraint given in (64) uses 9-year data and is consistent with the 7-year result. It is substantially less significant than the result obtained by the WMAP team. Below, we investigate this further by providing a frequency-band analysis.
• Flattened model. A 'flattened' configuration may be produced by a nontrivial initial state, including a non-Bunch-Davies vacuum. For such states, long-lived excitations with nearly zero energy can be formed by a combination of positive-and negative-energy modes. These generate strong correlations. Physical models realizing this effect are discussed, for example, in Refs. [40, 41] . The bispectrum is
In order to handle the divergence we set the bispectrum to zero for k 1 + k 2 − k 3 < Z i k i (or its permutations) with Z = 0.03 and employ a low pass (Gaussian) filter in order to smoothen the shape near the edges as in Ref. [1] . The resulting constraints are 
Frequency dependence. Instead of using the entire dataset, it is possible to obtain constraints using only V-or W-band data and corresponding simulations of the maps and covariance matrix. The bias due to point sources can be taken into account as described above. We tabulate our results in Tables II and III . We find that point-source contamination in the V-band is more significant than in the W-band. In comparison to alternative estimators, such as Spherical Mexican Hat wavelets, needlets show more sensitivity to point-source contamination of the local shape. The frequency-band analysis shows that the V-and W-band constraints are consistent for each model (within 1-σ), including for the orthogonal shape for which the WMAP team obtained discrepant results from the 9-year data [26] Orthogonal −154.7 ± 114.9 −182.8 ± 114.0 −175.0 ± 101.8 −36.0 ± 20.1 −3.9 ± 9.6 −24.3 ± 16.7
Flat 13.1 ± 11.6 15.6 ± 11.6 14.9 ± 10.5 4.7 ± 2.1 0.6 ± 1.0 2.5 ± 1.7 Table III : Constraints on bispectrum models corrected for the effect of point sources (see Table II ).
D. Trispectrum Constraints
By comparison with the bispectrum, obtaining constraints on the CMB trispectrum is numerically challenging. Here we briefly review constraints which have appeared in the literature. Desjacques and Seljak found the constraint g 5 . Their analysis implemented the optimal estimator developed in Ref. [2] , using the full pixel-by-pixel inverse covariance matrix. In this paper we work up to l max = 1000, with the pixel-based estimator replaced by a needlet estimator. This has the advantage that, instead of inverting an ∼ 10 6 × 10 6 matrix representing the pixel-by-pixel covariance, we need only invert a ∼ 10 3 × 10 3 matrix representing the covariance between needlets. Nevertheless, this only results in a small loss of optimality.
• Local g NL model. The local model was discussed in §IV C. It gives a trispectrum of the form (24) . We find 5 is within 5% of the optimal bound and is consistent with the result reported by Sekiguchi & Sugiyama [18] . This represents strong evidence in favour of the accuracy and efficacy of the needlet-based estimator.
• Constant model. The constant trispectrum was defined in Ref. [4] by analogy with the constant bispectrum.
It gives
As with the constant bispectrum, features in this model are entirely due to the transfer functions. We find 6 presented in Ref. [4] .
• Equilateral c 1 model. In Refs. [23, 44, 45] it was demonstrated that the trispectrum for single-field inflation models with nontrivial kinetic terms receives its dominant contribution from a combination of three trispectra T s1,s2,s3 generated by scalar exchange, and three trispectra T c1,c2,c3 generated by contact interactions. As explained in Ref. [4] , the c 1 -type contact-interaction trispectrum is strongly correlated with most of the other shapes. Helpfully, it can be described by a simple diagonal-free formula, for which
We find the constraints
The constraint after correction for biasing is g c1
6 . This is again consistent with the (corrected) result of Ref. [4] , which found g
6 .
• Local τ NL model. 
whereã lm = (C −1 a) lm are the inverse-covariance weighted spherical harmonics and
We have expressed E τNL using the approximation of a diagonal covariance matrix. Unfortunately, the presence of the 6j symbols {. . . } means that the computation of E τNL is prohibitive and therefore some approximations are required. For example, it is an accurate approximation to restrict the calculation to L 100 and neglect the effect of the 6j symbols [49] .
However, the needlet estimator (51) obviates this by removing the necessity to calculate the 6j symbols explicitly. Nevertheless, the τ NL model still represents a formidable numerical challenge due to the presence of two line-ofsight integrals in (37) .
To make progress, we use the observation of Pearson et al. [24] that Eq. (39) represents an accurate approximation to the τ NL trispectrum shape. In this paper we employ it for the calculation of expectation values of the quartic needlet statistic, Eq. (45). We note that a similar approximation could be applied to the trispectrum generated by cosmic strings, or due to lensing.
Alternative approaches are possible. A modulation-based estimator was developed by Pearson et al. [24] and was applied to Planck data for the Planck2013 data release [50] . This modulation-based estimator is similar to Eq. (72) with (39) used to approximate the τ NL -mode trispectrum. That is,
Applying the needlet estimator (51) gives constraints for the amplitude and bias due to point sources, [51, 52] , the distribution ofτ loc NL is not symmetric: it corresponds to a weighted sum of χ 2 random variables. Therefore, given a particular central value of τ loc NL , it is necessary in general to evaluate the posterior distribution of the error bar. A suitable analysis was given in the Planck2013 data release [50] , which we now briefly recapitulate. Each mode of the modulation field f LM can be regarded as independently
Defining the quantity x(L) as
and regarding theτ NL (L) estimators as uncorrelated, the posterior distribution P (τ NL ; {τ NL (L)}) is given by the product of inverse Gamma functions [50, 53] P (τ NL ; {τ NL (L)}) ∝ 
where the inverse Gamma distribution f (x, α, β) with shape parameter α and scale parameter β is defined by f (x; α, β) = β α Γ(α)
In this paper we wish to work with the needlet-based estimator. Therefore we approximate the quantityτ NL (L) by our estimateτ NL for all L. Although not strictly correct, we expect that this will yield qualitatively accurate constraints. To deduce N L we utilise the expression σ(
, and note that it represents white noise, and therefore is independent of L.
The resulting constraint is τ loc NL < 22000
which compares with the Planck2013 error bar τ loc NL < 2800 [50] .
In this paper we have coupled the successful 'modal' or partial-wave method for non-separable bi-and tri-spectra to a needlet-based estimator. This extends the approach of Ref. [6] in which the partial-wave method was coupled to a wavelet-based estimator. The key step in this approach is the introduction of 'change-of-basis' matrices N nJ and N T nJ . In principle, a variant of this method can be used to couple the partial-wave decomposition to any desired estimator.
The needlet-and wavelet-based estimators are efficient because they require inversion of a covariance matrix of order ∼ 10 3 × 10 3 rather than the full pixel-by-pixel covariance matrix of order ∼ 10 6 × 10 6 . Despite this reduced computational burden, our comparison with the 9-year WMAP data demonstrates that these estimators are close (within 5%-10%) to optimal. Both the needlet-and wavelet-based estimators are efficient detectors of point sources, but our results suggest that the needlet-based estimator is most sensitive.
We have used our approach to construct the first needlet-based estimator for the trispectrum. As a by-product, this estimator avoids the general (expensive) requirement to explicitly calculate Wigner-6j symbols. For the class of diagonal-free trispectra (that is, those which depend only on the multipoles l i in the harmonic decomposition of the CMB) we employ the partial-wave expansion approach developed in Refs. [2, 4] . However, the estimator can equally well be applied to trispectra which are not diagonal-free. As an example, we have used it to contrain the local τ NL -shape trispectrum. Alternative uses could include searches for trispectra generated by cosmic strings or lensing.
We have tabulated constraints on the local, DBI, equilateral, constant, orthogonal and flattened bispectra. For each of these models we provide estimates of the contamination due to point sources. We have also studied the frequency-dependence of our results, for which the constraints on the orthogonal model are particularly interesting. While the WMAP team did not suggest a strong signal for this model in the 9-year daata (∼ 2.5σ), their analysis suggested a much stronger W-band signature (∼ 2.9σ) comarped to the V-band (∼ 1.1σ). Using the needlet-based estimator we have shown that all models, including the orthogonal bispectrum, are essentially frequency independent. The expected point-source contribution shows a mild frequency dependence, at the level of a fraction of an error bar.
We also tabulate constraints for a selection of trispectrum shapes, including the local g NL -shape, constant, and c 1 equilateral trispectra. The c 1 model is representative of certain inflationary models with non-canonical kinetic terms. All three models are 'diagonal-free', which allows a decomposition into partial waves. Our constraints on g loc NL are close to optimal. Finally, we constrain the local τ NL -shape trispectrum. This is not diagonal-free, but can be modelled using an accurate separable approximation similar to that employed by Pearson et al. [24] . All of these constraints show that the CMB does not deviate from the standard paradigm of a Gaussian primordial fluctuation, to both three-point and four-point order. In addition we have computed, for the first time, the effect of point sources on each of these trispectrum models. As with the bispectrum, each model shows only mild bias due to the presence of unresolved point sources.
