Abstract: In this article, we propose a generalization of Stein's identity for discrete distributions, which is an extension of the identity in Sudheesh Kumar [13] . For applications, we give two results of the Poisson and binomial approximations via Stein's method and the two corresponding Stein's identities.
Introduction
Let X be the normal random variable with mean µ and variance σ 2 and let c be a differentiable function with derivative c ′ such that E|c ′ (X)| < ∞. It follows from [12] that
This has come to be known as Stein's identity. Similar types of identities for other distributions and their applications can be found in [1] , [3] and [7, 8, 9, 10] . In the recent article, Sudheesh Kumar [13] proposed a generalization of the identity related to a wider class of continuous probability distributions.
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For this article, in view of the interest in generalized Stein's identity of [13] , we propose a generalization of the identity for discrete probability distributions, which is an extension of the identity in Theorem 2.1 of [13] , and the details are in Section 2. In Section 3, for applications, we give two results of the Poisson and binomial approximations via Stein's method together with the two corresponding identities.
Result (Generalized Stein's Identity for Discrete Distributions)
Consider continuous distributions, we let X be a continuous random variable with support an interval (a, b), mean E(X) = µ, variance Var(X) = σ 2 and density f . Let h be a real valued function such that E[h(X)] = µ and E[h 2 (X)] < ∞. Suppose f is differentiable function with derivative f ′ and there exists a non-vanishing function z such that
Sudheesh Kumar [13] established the generalized Stein's identity
for c is an absolutely continuous function satisfying E|z(X)c ′ (X)| < ∞ and
where (2.3) is obtained by the relation (2.1) and the condition lim
In the case of discrete distributions, we can use the same arguments as in the continuous case to establish a generalization of Stein's identity for this case as follows.
Let X be a non-negative integer-valued random variable with support S(X), mean µ, variance σ 2 and probability function p(x). Let h be a real valued function such that E[h(X)] = µ and E[h 2 (X)] < ∞, then, replacing integrals by sums and c ′ (x) by ∆g(x) = g(x + 1) − g(x) in the proof of Theorem 2.1 of [13] , we arrive at the discrete analogue of the generalized stein's identity in [13] . Theorem 2.1. Suppose p(x) > 0 for every x ∈ S(X) and there exists a function z such that
Then, for any function g : N ∪ {0} → R satisfying E|z(X)∆g(X)| < ∞, we have
Remark 2.1. It is observed that z(x) in (2.5) can be expressed in the form
and by using (2.5), we have the following recurrence relation
For a given h(x) the function z(x) uniquely determines the distribution of X, denoted by L(X). Thus, for h(x) = x, the identity (2.6) becomes 9) and the random variable X has the distribution L(X) if and only if
The following examples are provided to illustrate the identity (2.6).
Example 2.1. Suppose that the distribution of X belongs to a discrete exponential family with the probability function
then we have the identity
For x ∈ N, it follows that
Summation with respect to x from t + 1 to ∞ and using the fact that lim
and by using (2.7), yields
By comparing these equations, we obtain h(x) = t(x) − e θ + µ and z(x) = e θ , thus the identity (2.6) reduces to the identity (2.11).
Remark 2.4. The Poisson distribution with mean λ belongs to the discrete exponential family with e θ = λ. Hence the identity (2.11) reduces to the SteinChen identity 12) which was pursued by Chen [5] .
Example 2.2. Let X be distributed as the binomial distribution with parameters n ∈ N and p ∈ (0, 1). Then, replacing µ by np, the identity (2.9) takes the form
this can be found in Barbour et al. [2] .
Example 2.3. For the negative binomial distribution with probability function
and it follows from (2.9) that
is Stein's identity for the negative binomial distribution with parameters n and p, which is the same identity in Brown and Phillips [4] .
Applications
In this section, we use Stein's method and Stein's identities to give two results in approximating the distribution of non-negative integer-valued random variable by the Poisson and binomial distributions. Let P(λ) and B(n, p) denote the Poisson and binomial distributions. The two total variation distances of L(X) and P(λ) and L(X) and B(n, p) are defined by
where A 1 is a subset of N ∪ {0} and A 2 a subset of {0, ..., n}.
Application to the Poisson Approximation
The Stein's method was first introduced by Stein [11] and the version appropriate for the Poisson case was first developed by Chen [5] . Stein's identity for the Poisson distribution with mean λ > 0, every subset A 1 of N ∪ {0} and for any bounded real valued function g = g A 1 : N ∪ {0} → R is of the form
For any subset A 1 of N ∪ {0}, Barbour et al. [2] showed that
Theorem 3.1. If λ = µ, then we have the following:
Proof. In view of (3.1) and (3.3), for every subset A 1 of N ∪ {0}, we have
Using (3.4), finishes the proof of theorem.
Application to the Binomial Approximation
Similar to that of the Poisson approximation, Stein's identity for the binomial with parameters n ≥ 1 and p = q ∈ (0, 1), every subset A 2 of {0, ..., n} and for any bounded real valued function g = g A 2 : N ∪ {0} → R is of the form
For any subset A 2 of {0, ..., n}, Ehm [6] proved that
Theorem 3.2. If np = µ, then we have the following:
Proof. In view of (3.2) and (3.7) and using the fact that E|z(X)∆g(X)| < ∞, we have
Using (3.8), (3.9) is obtained.
Example 3.1. The hypergeometric random variable X has the probability function
Then its mean and variance are µ = ≥ 0 for all 0 ≤ x ≤ min{m, n}. Therefore, applying corollaries 3.1 and 3.2, the results in approximating the hypergeometric distribution with parameters N , m and n, denoted by H(N, m, n), by the Poisson and binomial distributions are as follows:
. .
