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We give a representation-theoretic interpretation of the sine-Gordon equation
using the action of afﬁne Kac–Moody algebra sl2 on the Weyl algebra. In this setup
t-functions become functions in non-commuting variables. The skew Casimir
operators that we introduce here, give rise to a hierarchy of partial differential
equations that includes the sine-Gordon equation and two copies of the Korteweg–de
Vries equation. # 2002 Elsevier Science (USA)
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One of the most fascinating applications of the Kac–Moody theory is the
use of afﬁne Lie algebras and their groups to exhibit hidden symmetries of
soliton equations. In 1981 Sato [20] and Drinfeld–Sokolov [6] (see also [7])
discovered fundamental links between soliton equations and
inﬁnite-dimensional Lie groups. In an important sequence of papers
[2–4], Date, Jimbo, Kashiwara and Miwa gave a construction
of the Kadomtsev–Petviashvili and Korteweg–de Vries hierarchies based
on the representation theory of afﬁne Kac–Moody algebras. The
afﬁne algebra a1 produces the KP hierarchy, while the KdV hierarchy is
linked to csl2.
Date, Jimbo, Kashiwara and Miwa used the vertex operator realization of
the basic highest weight module, which was discovered earlier by Lepowsky
and Wilson [18]. In this realization for csl2, the space of the basic module is
identiﬁed with the polynomial algebra in inﬁnitely many variables
x ¼ ðx1; x3; x5; . . .Þ. A completion of this space is interpreted as the space
of t-functions. In this framework, the B.acklund transformation that raises
the soliton number of an N -soliton t-function, is given by the exponential of
a vertex operator.295
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YULY BILLIG296Kac and Wakimoto [16] discovered that the Casimir operator equation
Oðt tÞ ¼ 0 ð0:1Þ
decomposes in a hierarchy of PDEs in Hirota form.
The sine-Gordon equation
uxt ¼ sinðuÞ ð0:2Þ
is of great signiﬁcance to both mathematics and physics. This equation
appeared ﬁrst in geometry and describes the surfaces of constant negative
curvature in R3. The physical importance of the sine-Gordon equation is
related to the fact that it is a soliton equation which is manifestly Lorentz-
invariant.
The sine-Gordon equation played a special role in the development of the
soliton theory. The B.acklund transformation method, which is a precursor
for the Lie theory approach, was ﬁrst developed in the geometric setup for
this equation. Before the connection between soliton equations and inﬁnite-
dimensional Lie algebras was discovered in 1980s, Mandelstam wrote a
paper [19] on quantized sine-Gordon equation, in which he used operators
somewhat similar to the vertex operators (see also [10]).
From the AKNS method [1] it is known that the sine-Gordon equation is
related to csl2, but the representation-theoretic interpretation of this
equation was missing.
The main goal of the present paper is to ﬁll this gap. Our starting point is
the following observation. From the original Hirota’s paper [13] we know
that the sine-Gordon equation (0.2) can be written as a system of equations
in Hirota form on a pair of functions ðt0; t1Þ
DxDtðt0 8 t0  t1 8 t1Þ ¼ 0;
DxDtðt0 8 t1Þ ¼ t0t1;
(
ð0:3Þ
where u is related to ðt0; t1Þ by u ¼ 4 arctanðt1t0Þ. To describe the soliton
solutions in terms of t-functions, we to put t0 and t1 together into t ¼ t0 þ it1.
Then the N -soliton solution for the sine-Gordon is given by (cf. [13])
t ¼ t0 þ it1
¼ 1þ
XN
k¼1
X
14j155jk4N
aj1 . . . ajk i
k
Y
14r5s4k
zjr  zjs
zjr þ zjs
 2
exp
Xk
s¼1
z1js
 !
t þ
Xk
s¼1
zjs
 !
x
 !
with real-valued aj’s and zj’s.
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KdV hierarchy [11, 14]
t ¼ 1þ
XN
k¼1
X
14j155jk4N
aj1 . . . ajk
Y
14r5s4k
zjr  zjs
zjr þ zjs
 2
exp
X
m2Nodd
Xk
s¼1
zmjs
 !
xm
 !
;
then it becomes clear that time t in the sine-Gordon equation is nothing but
variable x1 missing in the KdV picture! The ‘‘correct’’ set of variables
should include both positive and negative odd integers:
x ¼ ð. . . ; x3; x1; x1; x3; . . .Þ. We shall use the symbols Zodd;Zev;Nodd;Nev
to denote odd/even integers/natural numbers.
Our extended hierarchy will be completely symmetric in positive and
negative directions. This means that the csl2-module that we need to
construct should not be of the highest/lowest weight. However, the Casimir
operator is a crucial ingredient for the construction of the hierarchy of
differential equations (see (0.1)). Formally, this operator is well deﬁned only
for the highest/lowest weight modules. Nevertheless, we are still able to use
the Casimir operator in our situation.
In the vertex operator realization of the basic highest weight module, csl2
acts by differential operators on the algebra of polynomials C½x1; x3; x5; . . ..
In this paper, we represent csl2 by the same differential operators, but now
acting on the algebra of differential operators in variables x1; x3; x5; . . ., by
left multiplication. The algebra of differential operators is isomorphic to the
Weyl algebra W generated by pi; qj, i; j 2 Nodd with relations
pipj ¼ pjpi; qiqj ¼ qjqi; piqj  qjpi ¼ cidij  1; ci 2 C=f0g:
Although the Weyl algebra is non-commutative, still the partial
differentiations @@pi,
@
@qj
are well deﬁned. This allows us to view the elements
of the Weyl algebra as functions on a quantized space.
The Weyl algebra has a Poincar!e–Birkhoff–Witt decomposition
W ¼ C½q1; q3; . . .  C½p1;p3; . . .:
Since both subalgebras C½q1; q3; . . . and C½p1;p3; . . . are commutative,
there is a linear bijection between W and the polynomial algebra
C½. . . ; x3; x1; x1; x3; . . .:
p : W! C½x1; x3; . . .  C½x1; x3; . . .:
YULY BILLIG298The image of a differential operator under map p is called the symbol of a
differential operator (see, e.g., [17]).
The idea of our approach is to write a Kac–Moody group invariant
equation on a Weyl algebra element #t and then convert it into a hierarchy of
partial differential equations in Hirota form on the symbol t ¼ pð#tÞ. Then
we can use the Kac–Moody group action to generate the soliton solutions
from the trivial solution #t ¼ 1.
The function #t ¼ 1 is not anymore a solution of (0.1), since we have
changed the action to be the left multiplication and 1 now represents the
identity operator. However, #t ¼ 1 is trivially a solution of
Oð#t #tÞ  ð#t #tÞO ¼ 0: ð0:4Þ
This algebraic equation transforms into a hierarchy of the non-linear PDEs
in the variables x ¼ ð. . . ; x3; x1; x1; x3; . . .Þ which contains two KdV
subhierarchies going in positive and negative directions.
The simplest new equation in this double KdV hierarchy is the following
(cf. (4.34)):
uyt ¼
@
@x
ðuxxy þ uxuy þ uxÞ; ð0:5Þ
with x ¼ x1, y ¼ x1, t ¼ x3. This is a generalization of the KdV with two
spatial variables, but different from the Kadomtsev–Petviashvili equation.
The sine-Gordon equation cannot possibly occur in the double KdV
hierarchy (0.4) since the system of Hirota equations (0.3) cannot be
expressed in terms of t ¼ t0 þ it1 alone.
Using the boson–fermion correspondence we construct ‘‘skew’’ Casimir
operators that split t into even and odd parts (Proposition 2.2). It remains a
mystery whether the skew Casimir operators are related to the Dirac
operator. We construct a hierarchy of equations by considering skew
analogs of (0.4) (see (2.7) and (2.8)).
As expected, the sine-Gordon equation with respect to the variables x1
and x1 appears in it, ‘‘linking’’ the two KdV hierarchies.
The generalization of the present work to the case of csln should yield a
hierarchy containing the ﬁnite Toda chain. The inﬁnite Toda chain was
derived by Kac and van de Leur [15] from the two-component vertex
operator representation of a1. It would be interesting to understand the
connection between these two approaches.
Here is a brief description of the structure of the paper. In Section 1, we
construct a representation of afﬁne Lie algebra a1 on a completion of the
Weyl algebraW. We also review the boson–fermion correspondence and the
construction of the Casimir operator. In Section 2, we consider the
reduction of this representation to csl2, introduce the skew Casimir operators
SINE-GORDON EQUATION 299and study their properties. In Section 3, we show how to convert the skew
Casimir operator equations into a generating series of PDEs in Hirota form
and construct N -soliton solutions for these equations. In Section 4, we
derive non-linear partial differential equations from the Hirota equations.
We also obtain the Leibnitz formula for the Hirota formalism and use it for
the treatment of systems of Hirota equations.
1. BOSON–FERMION CORRESPONDENCE AND
REPRESENTATIONS OF a1
In the previous works on applications of inﬁnite-dimensional Lie algebras
to soliton equations the main idea is to represent Lie algebras by differential
operators. In this setting the Casimir operator equation becomes an inﬁnite
hierarchy of non-linear PDEs in Hirota form. The fact that the Casimir
operator commutes with the Lie algebra allows one to construct soliton
solutions of this hierarchy.
The approach that we take here is to use the action not on the space of
functions, but rather on the Weyl algebra, or, equivalently, on the space of
differential operators themselves.
We consider the Weyl algebraW, an associative algebra with 1 generated
by the elements pi; qi, i 2 N with the deﬁning relations
piqj  qjpi ¼ 
4
j
dij1; pipj ¼ pjpi; qiqj ¼ qjqi; i; j 2 N: ð1:1Þ
The scaling factor 4j in the ﬁrst of these relations is chosen to put the vertex
operators considered below, in a more symmetric form. Essentially, W is a
factor of the universal enveloping algebra of the Heisenberg algebra in
which the central element is identiﬁed with 1.
The Weyl algebra has a natural representation on the space of
polynomials in inﬁnitely many variables (Fock space) F ¼ C½x1; x2; . . . by
the operators of differentiation and multiplication:
pj/ 
2
j
@
@xj
; qj/ 2xj; j 2 N:
Thus, the Weyl algebra can be also interpreted as the algebra of differential
operators on F .
In spite of the non-commutativity of the Weyl algebra, the partial
derivatives @@pj;
@
@qj
are well deﬁned (which follows from the fact that relations
(1.1) survive the partial differentiation). These partial derivatives are inner
YULY BILLIG300derivations of W [5, Sect. 4.6]:
@
@pj
ðf ðq; pÞÞ ¼
j
4
½qj; f ðq; pÞ;
@
@qj
ðf ðq; pÞÞ ¼ 
j
4
½pj; f ðq; pÞ; f ðq; pÞ 2W: ð1:2Þ
Here q ¼ ðq1; q2; . . .Þ, p ¼ ðp1;p2; . . .Þ.
The exponentials expða @@pjÞ, a 2 C, (resp. expða
@
@qj
Þ) are the shift operators
pi/pi þ dija, qi/ qi, (resp. pi/pi, qi/ qi þ dija), which are well-
deﬁned commuting automorphisms of W.
Clearly, an element f ðq; pÞ 2W can be written in many ways. We call the
normal form of f ðq; pÞ its presentation in which the generators qi’s are
grouped to the left of pj’s in all monomials. The normal form can be found
using the standard Poincar!e–Birkhoff–Witt procedure. It also corresponds
to the decompositionW ¼W Wþ, whereW (resp.Wþ) is an abelian
algebra generated by q1; q2; . . . (resp. p1;p2; . . .).
The subalgebra W (resp. Wþ) is isomorphic to the algebra of
polynomials in inﬁnitely many variables C½x1; x2; . . . (resp. C½x1; x2; . . .).
Consider the isomorphism of vector spaces
p: W Wþ ! C½x1; x2; . . . x1; x2; . . .;
pðf ðq1; q2; . . .Þgðp1;p2; . . .ÞÞ ¼ f ðx1; x2; . . .Þgðx1; x2; . . .Þ:
The map p coincides with the notion of a symbol of a differential operator
expressed in the Weyl algebra language. This map allows us to convert the
elements of the Weyl algebra into ordinary functions in commuting
variables.
We deﬁne the normally ordered product : fg : of f ðq; pÞ and gðq; pÞ to be
: f ðq; pÞgðq; pÞ :¼ p1ðpðf ðq; pÞÞpðgðq; pÞÞÞ:
We will consider a Z-grading of W ¼ n2ZWn by assigning degrees to
the generators as follows:
degðpiÞ ¼ i; degðqiÞ ¼ i; i 2 N:
Next, we introduce a completionW of the Weyl algebra, in which the vertex
operators will be later deﬁned. We set the completion of Wn to be
Wn ¼
Y
i40; j50
iþj¼n
Wi W
þ
j ð1:3Þ
SINE-GORDON EQUATION 301and deﬁne W as
W ¼
M
n2Z
Wn :
It follows from the Poincar!e–Birkhoff–Witt argument that W has a well-
deﬁned structure of an associative algebra.
In physics literature the generators of the Weyl algebra pi; qi are called
free bosons. The boson–fermion correspondence is a way of constructing
free fermions out of free bosons and vice versa [9, 14]. The free fermions are
the generators ci;c
*
i , i 2 Z, of the Clifford algebra C1 satisfying the
relations
cic
*
j þ c
*
j ci ¼ dij; cicj þ cjci ¼ 0; c
*
i c
*
j þ c
*
j c
*
i ¼ 0; i; j 2 Z:
Form the formal generating series (fermion ﬁelds)
cðzÞ ¼
X
k2Z
ckz
k and c* ðzÞ ¼
X
k2Z
c*k z
k :
Proposition 1.1 (cf. Kac [14, Theorem 14.10]). The Clifford algebra
C1 can be represented on the space B ¼ C½u; u1 W by vertex operators
cðzÞ/ zu@=@uu exp
1
2
X
j2N
qjzj
 !
exp
1
2
X
j2N
pjzj
 !
;
c* ðzÞ/ u1zu@=@u exp 
1
2
X
j2N
qjzj
 !
exp 
1
2
X
j2N
pjzj
 !
: ð1:5Þ
Here the correspondence between two formal series is the correspondence
between their respective components.
Note that the components of the vertex operators belong to the algebra
B ¼ C½u; u1 W and act on B by left multiplication. The symbol zu@=@u is
interpreted as zu@=@uðumÞ ¼ zmum.
The only difference between the statement above and Theorem 14.10 in
[14] is that here we consider the action of these vertex operators by left
multiplication on C½u; u1 W and not on C½u; u1  F as differential
operators. Proposition 1.1 is thus an immediate corollary.
The obvious relations between the operator of multiplication by u and the
ﬁelds cðzÞ;c* ðzÞ
cðzÞu ¼ zucðzÞ; c* ðzÞu ¼ z1uc* ðzÞ
YULY BILLIG302can be rewritten for their components as
cku ¼ uckþ1; c
*
k u ¼ uc
*
kþ1: ð1:6Þ
The classical matrix Lie algebras can be embedded into Clifford algebras
and Weyl algebras. It is well known that this can be also done for the afﬁne
Kac–Moody algebras [8] and, in particular, for the afﬁne algebra a1 of
inﬁnite rank.
The algebra a1 is a non-trivial one-dimensional central extension of the
Lie algebra %a1 of inﬁnite matrices with ﬁnitely many non-zero diagonals:
%a1 ¼
X
i;j2Z
aijEij 9n 2 Nj ji jj > n) aij ¼ 0
( )
;
a1 ¼ %a1  C1:
The action of a1 on C½u; u1 W is determined by the formula
Eij/
cic
*
j if i=j or i ¼ j > 0;
c*j ci if i ¼ j40:
(
Using (1.5) we can write a generating series for this action [14, 14.10.9]:
X
i;j2Z
Eijzi1z
j
2 /
1
1 z2z1
z1
z2
 u@=@u
Gðz1; z2Þ  1
 !
;
where
Gðz1; z2Þ ¼ exp
1
2
X1
j¼1
ðzj1  z
j
2Þqj
 !
exp
1
2
X1
j¼1
ðzj1  z
j
2 Þpj
 !
:
In order to get a connection with the differential equations in Hirota
form, we should also consider the tensor square B B of the a1-module
B ¼ C½u; u1 W.
The key link is the Casimir operator [14, 14.11.2]
O ¼
X
k2Z
ck  c
*
k ;
which acts on a completion B B and commutes with the a1-action [14,
14.11]. To construct this completion we viewWW as a Weyl algebra in
twice as many generators and take its completion as in (1.3) and (1.4). The
algebra B B is the tensor product ofWW with two copies of C½u; u1.
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It is well known that afﬁne Kac–Moody algebra csl2 ¼ sl2ðC½t; t1Þ  CK
may be embedded into a1 by
H2jþ1/
X
i2Z
Ei;iþ2jþ1; Aj/
X
i2Z
ð1ÞiþjEi;iþj; K/ 1; j 2 Z; ð2:1Þ
where
H2jþ1 ¼
0 tj
tjþ1 0
 !
; A2j ¼
tj 0
0 tj
 !
; A2jþ1 ¼
0 tj
tjþ1 0
 !
:
The restriction of the representation of a1 on B to this subalgebra yields (cf.
[14, 14.13]):
Hk/ 
k
2
pk ; Hk/
k
2
qk ; k 2 Nodd; ð2:2Þ
X
j2Z
Ajzj/
1
2
ðð1Þu@=@uGðzÞ  1Þ; ð2:3Þ
where
GðzÞ ¼ exp
X
j2Nodd
qjzj
 !
exp
X
j2Nodd
pjzj
 !
: ð2:4Þ
Lie algebra g ¼ csl2 has a Z2-grading g ¼ g0  g1, where g0 is the principal
Heisenberg subalgebra spanned by Hj, j 2 Zodd and K, while g1 is spanned
by Aj þ 12dj;0K, j 2 Z. The following lemma is an immediate consequence of
formulas (2.2)–(2.4):
Lemma 2.1. (i) xu ¼ ux for x 2 g0,
(ii) xu ¼ ux for x 2 g1.
This result can also be seen from the realization of elements of g as
inﬁnite matrices. The conjugation by u is a shift operator:
u1Eiju ¼ Eiþ1;jþ1  di;0dj;01. It follows from (2.1) that the elements in g0
are represented by matrices invariant under this shift, while elements of g1
are represented by anti-invariant matrices.
The subspace 1W in B is clearly invariant under a1 and csl2-actions.
While the Casimir operator O does not leave the spaceWW invariant, it
YULY BILLIG304can be easily modiﬁed into an operator L0, for whichWW is invariant:
L0 ¼ ð1 uÞOðu1  1Þ:
Moreover, using the conjugation by 1 uk we obtain a whole family of
skew Casimir operators:
Lk ¼ ð1 ukþ1ÞOðu1  ukÞ; k 2 Z:
Note that the conjugation by elements uk  1 produces the same family
because O commutes with u u.
It is easy to see thatX
k2Z
Lkzk ¼ ðcðzÞu1Þ  ðuc* ðzÞÞ:
Restricted to WW, the generating series LðzÞ ¼
P
k2Z Lkz
k can be
explicitly written as
LðzÞ ¼ exp
1
2
X
j2N
qjzj
 !
exp
1
2
X
j2N
pjzj
 !
 exp 
1
2
X
j2N
qjzj
 !
exp 
1
2
X
j2N
pjzj
 !
:
The skew Casimir operators Lk do not anymore commute with the action
of a1, but as we see in the following proposition, behave nicely relatively to
the subalgebra csl2 in a1.
Proposition 2.2. (a) For x 2 g0
ðx 1þ 1 xÞLk ¼ Lkðx 1þ 1 xÞ; k 2 Z:
(b) For x 2 g1
ðx 1þ 1 xÞLk ¼ Lkðx 1þ 1 xÞ; k 2 Zodd;
ðx 1 1 xÞLk ¼ Lkðx 1 1 xÞ; k 2 Zev:
Proof. Recall that Lk ¼ ð1 ukþ1ÞOðu1  ukÞ. Part (a) is obvious
because xu ¼ ux for x 2 g0 by Lemma 2.1 and x 1þ 1 x commutes with
the Casimir operator O.
Veriﬁcation of (b) is also straightforward. Suppose that x 2 g1 and k is
odd. By Lemma 2.1, x commutes with the even powers of u and
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ðx 1þ 1 xÞð1 ukþ1ÞOðu1  ukÞ
¼ ð1 ukþ1Þðx 1þ 1 xÞOðu1  ukÞ
¼  ð1 ukþ1ÞOðu1  ukÞðx 1þ 1 xÞ:
If k is even then
ðx 1 1 xÞð1 ukþ1ÞOðu1  ukÞ
¼ ð1 ukþ1Þðx 1þ 1 xÞOðu1  ukÞ
¼  ð1 ukþ1ÞOðu1  ukÞðx 1 1 xÞ: ]
Let #t ¼ #tðz1; z2; . . .Þ be a formal Laurent series in ﬁnitely many formal real
variables z1; z2; . . . with coefﬁcients in W. Let #t* ðz1; z2; . . .Þ be the complex
conjugate of #t.
Proposition 2.3. The sets of solutions #tðz1; z2; . . .Þ of equations
ð#t #tÞLk ¼ Lkð#t*  #t* Þ; k 2 Zodd ð2:5Þ
and
ð#t #t* ÞLk ¼ Lkð#t*  #tÞ; k 2 Zev ð2:6Þ
are invariant under the transformation
#tðz1; z2; . . .Þ/ #t0ðz1; z2; . . . ; zÞ ¼ #tðz1; z2; . . .ÞexpðaiGðzÞÞ;
where a 2 R and z is a formal real variable.
Equations (2.5) and (2.6) are understood here as equalities of the
corresponding WW-valued coefﬁcients in the formal Laurent series.
Proof. Since the components of GðzÞ represent the elements of g1, we get
from Proposition 2.2 that for k 2 Zodd
expðaiGðzÞÞ  expðaiGðzÞÞLk ¼ expðaiðGðzÞ  1þ 1 GðzÞÞÞLk
¼ Lk expðaiðGðzÞ  1þ 1 GðzÞÞÞ
¼Lk expðaiGðzÞÞ  expðaiGðzÞÞ;
and in a similar way for k 2 Zev:
expðaiGðzÞÞ  expðaiGðzÞÞLk ¼ Lk expðaiGðzÞÞ  expðaiGðzÞÞ:
YULY BILLIG306Suppose that #t is a solution of Eq. (2.5)
ð#t #tÞLk ¼ Lkð#t*  #t* Þ; k 2 Zodd:
Then for #t0 ¼ #t expðaiGðzÞÞ we have
ð#t0  #t0ÞLk ¼ ð#t #tÞðexpðaiGðzÞÞ  expðaiGðzÞÞÞLk
¼ ð#t #tÞLkðexpðaiGðzÞÞ  expðaiGðzÞÞÞ
¼Lkð#t*  #t* ÞðexpðaiGðzÞÞ  expðaiGðzÞÞÞ
¼Lkðð#t0Þ*  ð#t0Þ* Þ:
Thus #t0 is also a solution of (2.5). The case of (2.6) is completely
analogous. ]
Corollary 2.4. The series #t ¼ ð1þ a1iGðz1ÞÞ . . . ð1þ aN iGðzN ÞÞ in for-
mal real variables z1; . . . ; zN with a1; . . . ; aN 2 R is a solution for both (2.5) and
(2.6).
Proof. Trivially #t ¼ 1 is a solution for both equations. Thus by the
above proposition, #t ¼ expða1iGðz1ÞÞ . . . expðaN iGðzN ÞÞ satisﬁes (2.5) and
(2.6). Finally, expðaiGðzÞÞ ¼ 1þ aiGðzÞ because G2ðzÞ ¼ 0 [14, 14.11.15], and
the claim of the corollary follows. ]
Consider the real and the imaginary parts of #t: #t0ðz1; z2; . . .Þ ¼
Reð#tÞ; #t1ðz1; z2; . . .Þ ¼ Imð#tÞ. Equations (2.5) and(2.6) can be rewritten as
the systems
ð#t0  #t0  #t1  #t1ÞLk  Lkð#t0  #t0  #t1  #t1Þ ¼ 0;
ð#t0  #t1 þ #t1  #t0ÞLk þ Lkð#t0  #t1 þ #t1  #t0Þ ¼ 0;
(
k 2 Zodd ð2:7Þ
and
ð#t0  #t0 þ #t1  #t1ÞLk  Lkð#t0  #t0 þ #t1  #t1Þ ¼ 0;
ð#t0  #t1  #t1  #t0ÞLk þ Lkð#t0  #t1  #t1  #t0Þ ¼ 0;
(
k 2 Zev: ð2:8Þ
The requirement that a and z are real may be dropped if we appropriately
adjust the statement of Proposition 2.3:
SINE-GORDON EQUATION 307Proposition 2.5. The sets of solutions ð#t0; #t1Þ of systems (2.7) and (2.8)
are invariant under the transformation
ð#t0; #t1Þ/ ð#t00; #t
0
1Þ ¼ ð#t0; #t1Þ
1 aGðzÞ
aGðzÞ 1
 !
;
where z is a formal variable and a 2 C.
The proof parallels the one of Proposition 2.3.
3. HIROTA BILINEAR EQUATIONS AND THEIR SOLUTIONS
The differential nature of the Weyl algebra is encoded in its deﬁning
relations (1.1). In this section, we shall see how to convert purely algebraic
equations
ð#t #tÞLk ¼Lkð#t*  #t* Þ; k 2 Zodd;
ð#t #t* ÞLk ¼Lkð#t*  #tÞ; k 2 Zev;
into a hierarchy of differential equations in Hirota form on the
‘‘dequantized’’ functions t0 ¼ pð#t0Þ, t1 ¼ pð#t1Þ.
When a product of two ‘‘functions’’ in W is written in the normally
ordered form, expressions involving partial derivatives (1.2) appear. One
special case of this procedure is recorded in the following lemma and will be
later used in our calculations.
Lemma 3.1. Let p; q be generators of the Weyl algebra satisfying
pq qp ¼ c  1. Then for #t ¼ #tðq;pÞ we have
expðzpÞ#t ¼ exp cz
@
@q
 
#t
 
expðzpÞ
and
#t expðzqÞ ¼ expðzqÞ exp cz
@
@p
 
#t
 
:
Here z is a formal variable and the above equalities are interpreted as
equalities of formal power series.
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applying the automorphism p/ q, q/  p. From (1.2) we get that
#tðq;pÞq ¼ q#tðq;pÞ þ c
@#t
@p
¼ qþ c
@
@p
 
#tðq;pÞ:
By induction we obtain
#tðq;pÞqn ¼ qþ c
@
@p
 n
#tðq;pÞ:
To complete the proof, we apply the above equality to the Taylor expansion
of expðzqÞ:
#tðq;pÞexpðzqÞ ¼ exp zqþ cz
@
@p
 
#tðq;pÞ
¼ expðzqÞ exp cz
@
@p
 
#tðq;pÞ
 
: ]
At this point we are ready to transform (2.7) and (2.8) into a hierarchy of
Hirota bilinear equations. Note that the terms involved in these equations
are of the form ðf  gÞLk  Lkðf  gÞ. We shall work with such
expressions using the generating series ðf  gÞLðzÞ  LðzÞðf  gÞ,
f  g 2WW. Denote the variables in the ﬁrst copy of W by q0i;p
0
i
and in the second copy of W by q00i ;p
00
i . Then
ðf  gÞLðzÞ  LðzÞðf  gÞ
¼ f ðq0; p0Þgðq00; p00Þexp
1
2
X1
j¼1
ðq0j  q
00
j Þz
j
 !
exp
1
2
X1
j¼1
ðp0j  p
00
j Þz
j
 !
 exp
1
2
X1
j¼1
ðq0j  q
00
j Þz
j
 !
exp
1
2
X1
j¼1
ðp0j  p
00
j Þz
j
 !
f ðq0; p0Þgðq00; p00Þ:
We shall assume that both f ðq0; p0Þ and gðq00; p00Þ are in the normal form.
Moreover since p0i commutes with q
00
j , we can replace f ðq
0; p0Þgðq00; p00Þ with
the normally ordered product : f ðq0; p0Þgðq00; p00Þ :, i.e., move all q’s to the left
of all p’s.
Making the change of variables pi ¼ 12ðp
0
i þ p
00
i Þ, *pi ¼
1
2
ðp0i  p
00
i Þ,
qi ¼ 12ðq
0
i þ q
00
i Þ, *qi ¼
1
2
ðq0i  q
00
i Þ, we rewrite the above expression as
: f ðqþ *q; pþ *pÞgðq *q; p *pÞ : exp
X1
j¼1
*qjz
j
 !
exp
X1
j¼1
*pjz
j
 !
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X1
j¼1
*qjz
j
 !
exp
X1
j¼1
*pjz
j
 !
: f ðqþ *q; pþ *pÞgðq *q; p *pÞ : :
Collecting *q’s on the left and *p’s on the right using Lemma 3.1 (note that
½ *pi; *qj ¼ 
2
j dij  1), we get
exp
X1
j¼1
*qjz
j
 !
exp 2
X1
j¼1
zj
j
@
@ *pj
 !
 exp 2
X1
j¼1
zj
j
@
@ *qj
 ! !(
: f ðqþ *q; pþ *pÞgðq *q; p *pÞ :
)
exp
X1
j¼1
*pjz
j
 !
:ð3:1Þ
We can convert this expression into the Hirota form. Recall that the
Hirota bilinear differentiation is deﬁned as
P ðDx;Dy ; . . .Þ½f ðx; y; . . .Þ 8 gðx; y; . . .Þ
:¼ P
@
@ *x
;
@
@ *y
; . . .
 
f ðxþ *x; y þ *y; . . .Þgðx *x; y  *y; . . .Þj *x¼0; *y¼0;...:
Using the Taylor formula we get that (see [14, 14.11.8])
P
@
@ *x
;
@
@ *y
; . . .
 
f ðxþ *x; y þ *y; . . .Þgðx *x; y  *y; . . .Þ
¼ P ðDx;Dy ; . . .Þexpð *xDx þ *yDy þ   Þ½f ðx; y; . . .Þ 8 gðx; y; . . .Þ:
Applying this identity we transform (3.1) into
exp
X1
j¼1
*qjz
j
 !
exp
X1
j¼1
*qjDqj
 !
exp 2
X1
j¼1
zj
j
Dpj
 ! (
 exp 2
X1
j¼1
zj
j
Dqj
 !!
exp
X1
j¼1
*pjDpj
 !
½: f ðq; pÞ 8 gðq; pÞ :
)
exp
X1
j¼1
*pjz
j
 !
: ð3:2Þ
We use the reduction to the subalgebra csl2 in a1 to construct solutions of
(2.5) and (2.6). We see from (2.2)–(2.4) that this reduction involves only
variables pj, qj with j 2 Nodd, so the solutions we get in Corollary 2.4 do not
depend on the even-indexed variables. Thus in (3.2) we may set Dpj ¼ 0,
Dqj ¼ 0 for j 2 Nev. In (3.2) all q’s are collected to the left of all p’s and all
*q’s are to the left of all *p’s. Because of that we can easily evaluate the
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RðzÞ½pðf ÞðxÞ 8 pðgÞðxÞ;
where
RðzÞ ¼ exp
X
j2Z =f0g
*xjzj
0@ 1Aexp X
j2Zodd
*xjDxj
 !
 exp 2
X
j2Nodd
zj
j
Dxj
 !
 exp 2
X
j2Nodd
zj
j
Dxj
 !( )
and x ¼ ð. . . ; x3; x1; x1; x3; . . .Þ. Here RðzÞ is a Laurent series in z and a
Taylor series in *xj. The coefﬁcients of this series are Hirota differential
operators.
Now we can rewrite (2.7) and (2.8) as the generating series for the
hierarchy of Hirota bilinear equations on t0 ¼ pð#t0Þ and t1 ¼ pð#t1Þ:
ResðzjRðzÞÞðt0 8 t0  t1 8 t1Þ ¼ 0; j 2 Zev; ð3:3Þ
ResðzjRþðzÞÞðt0 8 t1 þ t1 8 t0Þ ¼ 0; j 2 Zev; ð3:4Þ
ResðzjRðzÞÞðt0 8 t0 þ t1 8 t1Þ ¼ 0; j 2 Zodd; ð3:5Þ
ResðzjRþðzÞÞðt0 8 t1  t1 8 t0Þ ¼ 0; j 2 Zodd: ð3:6Þ
As usual, the residue denotes the coefﬁcient at z1 of a formal Laurent
series. The coefﬁcient at each monomial in *x’s in the formal equations above
is a Hirota bilinear equation on t0 and t1. We shall study the Hirota
equations that occur here in the next section. Now we turn to describing
solutions of this hierarchy.
From Corollary 2.4 it follows that
t0 þ it1 ¼ pðð1þ a1iGðz1ÞÞ . . . ð1þ aN iGðzN ÞÞÞ
is a solution of (3.3)–(3.6). From [14] we get that the right-hand side
converges to
1þ
XN
k¼1
X
14j155jk4N
aj1 . . . ajk i
k
Y
14r5s4k
zjr  zjs
zjr þ zjs
 2
exp
X
m2Zodd
Xk
s¼1
zmjs
 !
xm
 !
; ð3:7Þ
SINE-GORDON EQUATION 311when jz1j > jz2j >    > jzN j. By analytic continuation we conclude that
t0 ¼ 1þ
X½N=2
k¼1
ð1Þk
X
14j155j2k4N
aj1 . . . aj2k
Y
14r5s42k
zjr  zjs
zjr þ zjs
 2
 exp
X
m2Zodd
X2k
s¼1
zmjs
 !
xm
 !
; ð3:8Þ
t1 ¼
X½ðN1Þ=2
k¼0
ð1Þk
X
14j155j2kþ14N
aj1 . . . aj2kþ1
Y
14r5s42kþ1
zjr  zjs
zjr þ zjs
 2
 exp
X
m2Zodd
X2kþ1
s¼1
zmjs
 !
xm
 !
ð3:9Þ
is a solution of hierarchy (3.3)–(3.6) for all z1; . . . ; zN .
As we shall see in the next section, this hierarchy contains the sine-
Gordon equation, as well as two copies of the Korteweg–de Vries hierarchy.
4. THE KDV–SINE-GORDON–KDV HIERARCHY
In this section, we transform the Hirota equations (3.3)–(3.6) into non-
linear PDEs. We show that among other equations, this hierarchy contains
the sine-Gordon equation, the KdV and the modiﬁed KdV equations. We
begin by listing some of the Hirota equations that are coefﬁcients at
monomials in (3.3)–(3.6) (we multiply them by appropriate constants to
avoid fractional coefﬁcients). For simplicity of notations, we write Dj for
Dxj .
From series (3.3):
D1D1ðt0 8 t0  t1 8 t1Þ ¼ 0 ðat x1zÞ; ð4:1Þ
ðD41  D1D3Þðt0 8 t0  t1 8 t1Þ ¼ 0 ðat x1z
3Þ; ð4:2Þ
ðD1D3 þ 2D1D31  3D
2
1Þðt0 8 t0  t1 8 t1Þ ¼ 0 ðat x1z
3Þ; ð4:3Þ
ðD1D3 þ D21Þðt0 8 t0  t1 8 t1Þ ¼ 0 ðat x3zÞ: ð4:4Þ
From series (3.4):
ðD1D1  1Þðt1 8 t0Þ ¼ 0 ðat x1zÞ; ð4:5Þ
ðD41  D1D3Þðt1 8 t0Þ ¼ 0 ðat x1z
3Þ; ð4:6Þ
ðD21  D1D3Þðt1 8 t0Þ ¼ 0 ðat x3zÞ; ð4:7Þ
ðD21  D1D
3
1Þðt1 8 t0Þ ¼ 0 ðat x
3
1zÞ: ð4:8Þ
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D21ðt0 8 t0 þ t1 8 t1Þ ¼ 0 ðat x
2
1z
0Þ; ð4:9Þ
ðD41 þ 2D1D3Þðt0 8 t0 þ t1 8 t1Þ ¼ 0 ðat x1x3z
0Þ; ð4:10Þ
ðD1D31  D1D3Þðt0 8 t0 þ t1 8 t1Þ ¼ 0 ðat x1x1z
2Þ: ð4:11Þ
And ﬁnally from series (3.6):
ðD31  D3Þðt1 8 t0Þ ¼ 0 ðat x1z
2Þ; ð4:12Þ
ðD1D21  D1Þðt1 8 t0Þ ¼ 0 ðat x1z
2Þ; ð4:13Þ
ðD51  D5Þðt1 8 t0Þ ¼ 0 ðat x1z
4Þ; ð4:14Þ
ð2D51  5D
2
1D3 þ 3D5Þðt1 8 t0Þ ¼ 0 ðat x3z
2Þ: ð4:15Þ
One of the transformations that we consider below is u ¼ 4 arctanðt1t0Þ or,
equivalently, t1t0 ¼ tanð
u
4
Þ. Let more generally t1t0 ¼ jðuÞ, hence t1 ¼ jt0.
In order to rewrite systems of Hirota equations as non-linear PDEs in
function u, we need the Leibnitz Rule Lemma for the Hirota differential
operators. For a multi-index b ¼ ðb1; . . . ; bnÞ let D
b ¼ Db1x1 . . .D
bn
xn be the
Hirota differential operator and let @b ¼ @b1x1 . . . @
bn
xn be the usual differential
operator. For a pair of multi-indices b and g with 04gj4bj letb
g

¼
b1
g1

  
bn
gn

.
Lemma 4.1. (a) Dbðjf 8 gÞ ¼
P
g ð
b
gÞ@
gðjÞDbgðf 8 gÞ.
(b) Dbðj1f 8j2gÞ ¼
P
g ð
b
gÞD
gðj1 8j2ÞD
bgðf 8 gÞ.
The proof of this lemma is straightforward.
Sine-Gordon equation: Consider (4.1) and (4.5),
D1D1ðt0 8 t0  t1 8 t1Þ ¼ 0;
ðD1D1  1Þðt1 8 t0Þ ¼ 0
(
ð4:16Þ
and set t1 ¼ jt0. Applying Lemma 4.1, we transform this system into
ð1 j2ÞD1D1ðt0 8 t0Þ  D1D1ðj 8jÞt
2
0 ¼ 0;
jD1D1ðt0 8 t0Þ þ ð@1@1ðjÞ  jÞt
2
0 ¼ 0:
(
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2
0 we
get that
det
1 j2 D1D1ðj 8jÞ
j @1@1ðjÞ  j
 !
¼ 0 ð4:17Þ
since this system has a non-trivial solution.
If we now substitute j ¼ tanðu
4
Þ and multiply (4.17) by cos4ðu
4
Þ then we
obtain the sine-Gordon equation
@2u
@x1@x1
¼ sinðuÞ: ð4:18Þ
If we let parameters aj in (3.8) and (3.9) be purely imaginary then t1 will
become purely imaginary, while t0 will remain real. In this case u will be
purely imaginary, u ¼ iU , t1it0 ¼ tanhð
U
4
Þ, and the function U satisﬁes the
sinh-Gordon equation
@2U
@x1@x1
¼ sinhðU Þ: ð4:19Þ
Modified KdV equation: The same technique applied to (4.9) and (4.12)
D21ðt0 8 t0 þ t1 8 t1Þ ¼ 0;
ðD31  D3Þðt1 8 t0Þ ¼ 0
(
ð4:20Þ
yields (cf. [12])
ð1þ j2ÞD21ðt0 8 t0Þ þ D
2
1ðj 8jÞt
2
0 ¼ 0;
3@1ðjÞD21ðt0 8 t0Þ þ ð@
3
1ðjÞ  @3ðjÞÞðj 8jÞt
2
0 ¼ 0:
(
ð4:21Þ
After the same substitution as above, j ¼ tanðu
4
Þ, multiplying the
determinant of this system by cos4ðu
4
Þ, we get the mKdV equation
@u
@x3
¼
1
2
@u
@x1
 3
þ
@3u
@x31
; ð4:22Þ
or for v ¼ @u@x1:
@v
@x3
¼
3
2
v2
@v
@x1
þ
@3v
@x31
: ð4:23Þ
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(4.7) and (4.9)
ðD21 þ D1D3Þðt0 8 t0  t1 8 t1Þ ¼ 0;
ðD21  D1D3Þðt1 8 t0Þ ¼ 0;
D21ðt0 8 t0 þ t1 8 t1Þ ¼ 0
8><>: ð4:24Þ
becomes a system of three linear equations on D21ðt0 8 t0Þ, D1D3ðt0 8 t0Þ, t
2
0
and from its determinant
det
1 j2 1 j2 ðD21 þ D1D3Þðj 8jÞ
j j @21ðjÞ  @1@3ðjÞ
1þ j2 0 D21ðj 8jÞ
0B@
1CA ¼ 0 ð4:25Þ
after substitution j ¼ tanðu
4
Þ we obtain the equation
@2u
@x1@x3
¼
1
2
sinðuÞ
@u
@x1
 2
þcosðuÞ
@2u
@x21
: ð4:26Þ
One can show that this equation follows from the sine-Gordon and mKdV
equations (4.18), (4.22) taken together, however (4.26) may have an
independent physical meaning.
The second mKdV equation: The system of Hirota equations (4.9), (4.10),
(4.14) and (4.15)
ðD51  D5Þðt1 8 t0Þ ¼ 0;
ð2D51  5D
2
1D3 þ 3D5Þðt1 8 t0Þ ¼ 0;
D21ðt0 8 t0 þ t1 8 t1Þ ¼ 0;
ðD41 þ 2D1D3Þðt0 8 t0 þ t1 8 t1Þ ¼ 0;
8>><>>: ð4:27Þ
applying the same method as above and eliminating x3 using (4.23), is
transformed into the following equation for v ¼ 4 @@x1 arctanð
t1
t0
Þ:
@v
@x5
¼
@
@x1
3
8
v5 þ
5
2
v2
@2v
@x21
þ
5
2
v
@v
@x1
 2
þ
@4v
@x41
 !
; ð4:28Þ
which is essentially the second equation in the mKdV hierarchy constructed
by the AKNS method [1].
The double KdV hierarchy: It can be easily seen that hierarchy (3.3)–(3.6)
is invariant under the transformation z/ z1; xj/ xj, i.e., it is symmetric
in the positive and negative directions.
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values of j, then
ResðzjRðzÞÞ ¼ ResðzjP ðzÞÞ;
where
P ðzÞ ¼ exp
X1
j¼1
*xjzj
 !
exp
X
j2Nodd
*xjDxj
 !
exp 2
X
j2Nodd
zj
j
Dxj
 !
: ð4:29Þ
In this case the Hirota polynomials appearing in (3.3) and (3.4) differ only
by sign. Combining (3.3) and (3.4) together we get that t ¼ t0 þ it1 satisﬁes
ResðzjP ðzÞÞðt 8 tÞ ¼ 0 for j 2 Nev [ f0g: ð4:30Þ
The Hirota equation
ðD41  D1D3Þðt 8 tÞ ¼ 0 ð4:31Þ
(cf. (4.2) and (4.6)) after the substitution f ¼ @
2
@x2
1
lnðtÞ becomes the
Korteweg–de Vries equation
@f
@x3
¼ 12f
@f
@x1
þ
@3f
@x31
: ð4:32Þ
Series (4.30) is the KdV hierarchy [4, 14] in variables x1; x3; x5 . . . : By
symmetry, the second copy of the KdV hierarchy extends in the negative
direction x1; x3; . . . : These two KdV hierarchies are linked together by the
sine-Gordon equation (4.18) which involves variables x1 and x1. The
soliton solutions for the double KdV hierarchy are given by (3.7) with purely
imaginary values of a1; . . . ; aN .
Remark 4.2. Another way to construct this subhierarchy is to consider
the Casimir operator Oaff for afﬁne Kac–Moody algebra csl2 (see [14]) acting
on WW. The double KdV hierarchy then arises from the equation
ð#t #tÞOaff ¼ Oaff ð#t #tÞ:
The double KdV hierarchy that we obtain here contains more than just
two copies of the KdV hierarchy. It also contains equations that involve
both positive and negative variables. One such simplest equation on the
function t ¼ t0 þ it1 is
ðD1D3  4D1D31 þ 3D
2
1Þðt 8 tÞ ¼ 0; ð4:33Þ
YULY BILLIG316which follows from (4.3), (4.4), (4.7) and (4.8). A similar equation (without
the last term) appears in the Dð1Þ4 -hierarchy [16], but the solutions
constructed here and in [16] are inequivalent.
After the substitution g ¼ @@x1 lnðtÞ we get
@2g
@x1@x3
¼
@
@x1
4
@3g
@x1@x21
þ 24
@g
@x1
@g
@x1
 3
@g
@x1
 
; ð4:34Þ
which is a generalization of the KdV with two spatial variables, but different
from the Kadomtsev–Petviashvili equation.
It is interesting to note that the same equation appears in our hierarchy in
a different way. If we combine (4.3), (4.4) with (4.9) and (4.11) then we get
ðD1D3  D1D31 þ 3D
2
1Þðt0 8 t0Þ ¼ 0 ð4:35Þ
and
ðD1D3  D1D31 þ 3D
2
1Þðt1 8 t1Þ ¼ 0: ð4:36Þ
These can be transformed into (4.33) by rescaling the variables xj ¼ 12 x
0
j.
Thus in addition to the solutions g ¼ @@x1 lnðtÞ of (4.34) with t given by (3.7),
we also get solutions
t ¼ 1þ
X½N=2
k¼1
ð1Þk
X
14j155j2k4N
aj1 . . . aj2k
Y
14r5s42k
zjr  zjs
zjr þ zjs
 2
 exp
1
2
X2k
s¼1
z1js
 !
x1 þ
1
2
X2k
s¼1
zjs
 !
x1 þ
1
2
X2k
s¼1
z3js
 !
x3
 !
ð4:37Þ
and
t ¼
X½ðN1Þ=2
k¼0
ð1Þk
X
14j155j2kþ14N
aj1 . . . aj2kþ1
Y
14r5s42kþ1
zjr  zjs
zjr þ zjs
 2
 exp
1
2
X2kþ1
s¼1
z1js
 !
x1 þ
1
2
X2kþ1
s¼1
zjs
 !
x1 þ
1
2
X2kþ1
s¼1
z3js
 !
x3
 !
: ð4:38Þ
Miura transformation: It is well known that solutions of the mKdV
equation
@V
@x3
¼ 
3
2
V 2
@V
@x1
þ
@3V
@x31
ð4:39Þ
SINE-GORDON EQUATION 317with V ¼ 1i v (cf. (4.23)) can be transformed into solutions of the KdV
equation
@f
@x3
¼ 12f
@f
@x1
þ
@3f
@x31
ð4:40Þ
by the Miura substitution
f ¼
1
4
@V
@x1

1
8
V 2: ð4:41Þ
The soliton solutions of (4.39) and (4.40) are given by V ¼ 4 @@x1 arctanh
ð1i
t1
t0
Þ ¼ 2 @@x1 lnð
t0þit1
t0it1
Þ and f ¼ @
2
@x2
1
lnðt0 þ it1Þ, where t0 and t1 are given by
(3.8) and (3.9) with purely imaginary parameters aj. Note that t0  it1 is
real in this case.
A natural question to ask is whether for a given pair ðt0; t1Þ, the functions
V and f are linked by the Miura transform (4.41). The answer to this
question is positive, and as we see from the following lemma, the Miura
transform is a feature of the whole hierarchy and not speciﬁc just to the pair
of the KdV and mKdV equations.
Lemma 4.3. The functions V ¼ 2 @@x1 lnð
t0þit1
t0it1
Þ and f ¼ @
2
@x2
1
lnðt0 þ it1Þ are
related by the Miura transform (4.41) if and only if the Hirota equation (4.10)
holds:
D21ðt0 8 t0 þ t1 8 t1Þ ¼ 0:
The proof of this lemma is straightforward.
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