Abstract: An important function of next-generation (5G) and beyond mobile communication systems is aim to provide thousand-fold capacity growth and to support high-speed data transmission up to several megabits per second. However, the research community and industries have to face a dilemma of power consumption and hardware design to satisfy the increasing communication requirements. For the purpose of improving the system cost, power consumption, and implementation complexity, a novel scheme of symbol timing and frequency offset estimation with low-resolution analog-to-digital converters (ADCs) based on an orthogonal frequency division multiplexing ultra-wideband (OFDM-UWB) system is proposed in this paper. In our work, we first verified the principle that the autocorrelation of the pseudo-noise (PN) sequences was not affected by low-resolution quantization. With the help of this property, the timing synchronization could be strongly implemented against the influence of low-resolution quantization. Then, the transmitted signal structure and low-resolution quantization scheme under the synchronization scheme were designed. Finally, a frequency offset estimation model with one-bit timing synchronization was established. Theoretical analysis and simulation results corroborate that the performance of the proposed scheme not only approximates to that of the full-resolution synchronization scheme, but also has lower power consumption and computational complexity.
Introduction
As the bandwidth and antenna configurations of next-generation (5G) wireless systems continue increasing, various services and applications in 5G networks are deployed in a single system to meet high-speed access requirements in multi-user and multi-machine environments [1] . Ultra-wideband (UWB) communications attracted considerable interest, targeting applications in high-speed data transfer wireless communication systems [2] . A major benefit of such systems is the achievement of high data rates, with low power consumption and low system implementation cost [3] . UWB is recently seen as an indoor short-range high-speed wireless communication [4] with a sampling frequency of megahertz (MHz) and gigahertz (GHz), and the technologies used in UWB systems are mainly divided into three categories: impulse radio (IR) [5, 6] , multi-band orthogonal frequency division multiplexing (MB-OFDM) [7] , and direct sequence spread spectrum (DSSS) [8] . Unfortunately, high-speed (e.g., more than 10 GHz) and high-resolution analog-to-digital converters (ADCs) are Information 2018, 9, 313 3 of 13 synchronization under one-bit quantization, and then implemented the carrier synchronization under multi-bit quantization. In this way, the cyclic summation process at full resolution could be simplified effectively. By equipping low-resolution ADCs, the power consumption and complexity of the systems are greatly ameliorated. This paper is split into five sections. In the second section, the effects of orthogonality and frequency offset on OFDM systems are described in detail. In the third section, a novel synchronization scheme with low-resolution ADCs is proposed. The fourth section analyzes the performance of the proposed synchronization scheme in a comprehensive way through simulation results. In the last section, the conclusions are drawn and future research directions are envisioned.
OFDM Equivalent Signal Model

Principle of OFDM
OFDM is a multicarrier data transmission, where a single stream of information is divided over a large number of subcarriers [21] . In this section, we explain the principle of OFDM from the perspective of continuous-time domain. Consider the time-limited complex exponential signals {exp(2π f k t)} N−1 k=0 which represent the different subcarriers at f k = k/T sym in the OFDM signal, where 0 ≤ t ≤ T sym . These signals are defined to be orthogonal if the integral of the products for their fundamental period is zero, that is, 1 T sym T sym 0 exp(j2π f k t) exp(−j2π f i t)dt = 1, ∀integerk = i 0, otherwise .
The OFDM transmitter maps the message bits into a sequence of PSK or quadrature amplitude modulation (QAM) symbols which are subsequently converted into N parallel streams. Each N symbol from serial-to-parallel (S/P) conversion is carried out by a different subcarrier. Let X l [k] represent the lth transmit symbol at the kth subcarrier, l = 0, 1, 2, · · · , ∞, k = 0, 1, 2, · · · N − 1. Due to the S/P conversion, the duration of transmission time for N symbols is extended to NT s , which forms a single OFDM symbol with length of T sym = NT s . Let ψ l,k (t) represent the lth OFDM signal at the kth subcarrier, which is given as ψ l,k (t) = exp j2π f k t − lT sym , 0 < t < T sym 0, elsewhere .
Then, the baseband OFDM signal in the continuous-time domain can be expressed as
where t = lT sym + nT S , T s = T sym /N, and f k = k/T sym . Consider the received baseband OFDM symbol
can be reconstructed using the orthogonality among the subcarriers in Equation (1) as follows:
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Effect of Synchronization Bias on OFDM System
The advantage of the OFDM can be useful only when the orthogonality is maintained. In case the orthogonality is not sufficiently warranted by any means, its performance may be degraded due to inter-symbol interference (ISI) and inter-channel interference (ICI) [22] . Since the orthogonality can be destroyed by carrier frequency offset (CFO), the accuracy of frequency offset estimation is usually required to reach 1-2% of the subcarrier spacing [23] . Thus, we discuss the impact of CFO on OFDM systems in this subsection. The OFDM-UWB baseband transmission model is shown in Figure 1 .
The advantage of the OFDM can be useful only when the orthogonality is maintained. In case the orthogonality is not sufficiently warranted by any means, its performance may be degraded due to inter-symbol interference (ISI) and inter-channel interference (ICI) [22] . Since the orthogonality can be destroyed by carrier frequency offset (CFO), the accuracy of frequency offset estimation is usually required to reach 1-2% of the subcarrier spacing [23] . Thus, we discuss the impact of CFO on OFDM systems in this subsection. The OFDM-UWB baseband transmission model is shown in Figure 1 . In digital communications, there is often a mismatch between the local oscillator of the transmitter and the receiver. This translates to a carrier frequency error when downconverting at the receiver, which effectively rotates the signal constellation from sample to sample [24] . Therefore, the CFO can be seen as composed of two parts, the fractional carrier frequency offset (FFO) and integer carrier frequency offset (IFO) [25] . Because IFO only causes cyclic shift between subcarriers [26] , we focus on the impact of FFO. Let us define the normalized CFO, ε , as a ratio of the CFO to subcarrier spacing f Δ , shown as
where offset f represents the actual frequency offset, i ε is the fractional part of ε , f ε is the integer part of ε , and f Δ is the subcarrier spacing. Furthermore, we assume that only a CFO of ε exists between transmitter and receiver, without any phase noise [27] . Thus, the time-domain received signal of an OFDM system can be expressed as In digital communications, there is often a mismatch between the local oscillator of the transmitter and the receiver. This translates to a carrier frequency error when downconverting at the receiver, which effectively rotates the signal constellation from sample to sample [24] . Therefore, the CFO can be seen as composed of two parts, the fractional carrier frequency offset (FFO) and integer carrier frequency offset (IFO) [25] . Because IFO only causes cyclic shift between subcarriers [26] , we focus on the impact of FFO. Let us define the normalized CFO, ε, as a ratio of the CFO to subcarrier spacing ∆ f , shown as
where f offset represents the actual frequency offset, ε i is the fractional part of ε, ε f is the integer part of ε, and ∆ f is the subcarrier spacing. Furthermore, we assume that only a CFO of ε exists between transmitter and receiver, without any phase noise [27] . Thus, the time-domain received signal of an OFDM system can be expressed as
where H[k] is channel frequency response at the kth subcarrier, X l [k] is the frequency-domain transmitted symbol, and z l [n] is a noise term. Taking the FFT of {y l [n]} in Equation (6), the frequency-domain received signal with an FFO of ε f can be expressed as
where H l [k] is channel frequency response at the kth subcarrier of the lth symbol, Z l [k] is white Gaussian noise, and I l [k] is the ICI which can be expressed by Equation (8).
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It can be seen from Equation (7) that the first term represents the amplitude and phase distortion of the kth subcarrier frequency component due to FFO. Meanwhile, I l [k] in Equation (8) represents the ICI from other subcarriers into kth subcarrier frequency component, which implies that the orthogonality among subcarrier frequency components is not maintained any longer due to the FFO. In general, the performance degradation caused by FFO is more serious than that of IFO. However, unless the cyclic shift is compensated, it incurs a significant degradation in BER performance.
Analysis of Synchronization Algorithm
Training Sequence Design
Superframe is the basic unit of the physical layer signal in the OFDM-UWB system. The head part of the superframe is filled with a preamble sequence which contains two identical beacon sequences. Each OFDM symbol consists of a cyclic prefix (CP), an FFT block, and a guard interval (GI). The superframe structure is shown in Figure 2 .
It can be seen from Equation (7) (8) represents the ICI from other subcarriers into th k subcarrier frequency component, which implies that the orthogonality among subcarrier frequency components is not maintained any longer due to the FFO. In general, the performance degradation caused by FFO is more serious than that of IFO. However, unless the cyclic shift is compensated, it incurs a significant degradation in BER performance.
Analysis of Synchronization Algorithm
Training Sequence Design
Superframe is the basic unit of the physical layer signal in the OFDM-UWB system. The head part of the superframe is filled with a preamble sequence which contains two identical beacon sequences. Each OFDM symbol consists of a cyclic prefix (CP), an FFT block, and a guard interval (GI). The superframe structure is shown in Figure 2 . The training sequence used in the system is a PN sequence, which is the longest nonlinear shift register sequence with excellent autocorrelation properties. The beacon sequence is a band-limited pseudo-random signal whose expression can be written as 
Low-Resolution Quantization Scheme
In view of the good reliability and excellent BER performance of Gray code [28] , we consider the QPSK modulated signal with Gray code through an additive white Gaussian noise (AWGN) channel.
For the convenience of analysis, a K -level uniform quantizer Q is used to process the received signal. The low-resolution quantization model is shown in Figure 3 . The training sequence used in the system is a PN sequence, which is the longest nonlinear shift register sequence with excellent autocorrelation properties. The beacon sequence is a band-limited pseudo-random signal whose expression can be written as
where x B [i] represents the training sequence in the frequency domain, N c is the number of subcarriers, (∆ f ) c = f s /N c denotes the subcarrier spacing, and f s is the sampling frequency.
In view of the good reliability and excellent BER performance of Gray code [28] , we consider the QPSK modulated signal with Gray code through an additive white Gaussian noise (AWGN) channel. For the convenience of analysis, a K-level uniform quantizer Q is used to process the received signal. The low-resolution quantization model is shown in Figure 3 .
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Analysis of Synchronization Algorithm
Training Sequence Design
Low-Resolution Quantization Scheme
For the convenience of analysis, a K -level uniform quantizer Q is used to process the received signal. The low-resolution quantization model is shown in Figure 3 . The quantized output of the AWGN channel can be expressed as
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where R is the received signal, Y is the quantized output, Q(·) denotes a quantization function, and (·) and (·) represent the real part and imaginary part, respectively. Assuming the quantization resolution is b bits, we characterize the ADC by a set of 2 b + 1 quantization thresholds
The function Q(·) of b bits can be expressed by mapping relation
, which maps the received signal r n,t to the quantized output y n,t in the following way: if {R n,t } ∈ (τ k , τ k+1 ] and {R n,t } ∈ (τ l , τ l+1 ], then y n,t = k + j l .
It can be seen from Equation (10) that the quantization distortion is caused by the fact that the low-resolution quantization changes the amplitude of the real and imaginary parts of the signal. Particularly in the case of one-bit, the quantization distortion can severely deteriorate the information of the signal. To minimize the impact of quantization, we define the quantization distortion as
In Equation (11), the proportional coefficient ξ is used to minimize the quantization distortion
From the Wiener minimization solution [29] , ξ can be expressed as
Feedback-Based Synchronization Scheme with Low-Resolution ADCs
Assuming the received sequence is R[n], then R[n] can be represented as
where R B [n] is a transmitted sequence, and N 0 donates a white complex Gaussian noise signal with zero mean and variance σ 2 . In general, we make the sampling clock error ∆t s = 0, so we can respectively express the two training sequences (beacon) contained in the R[n] as
where ∆ f c is the carrier frequency offset, T s is the sampling period, ∆ϕ denotes the phase delay, N B is the length of the training sequence, n = 0, 1, 2 · · · N B − 1. η 1 and η 2 are Gaussian noise, and x B1 [n] and x B2 [n] represent the first half and the second half of the sequence (preamble), respectively. Therefore, we can use a 2N B -point sliding window to sample the received signal, and then the similarity between the first N B -point samples and the last N B -point samples can be computed by an autocorrelation property. The similarity is maximized when the sliding window moves to the starting point of the OFDM symbol. The experimental results in Figure 5 show that the autocorrelation of the PN sequence is not changed by low-resolution quantization. Thus, we first consider the symbol-timing synchronization with one-bit ADCs. In our system, we can define a function of the one-bit ADCs operator as
where sgn(·) is the signum function applied separately to the real and imaginary parts, N 0 is a statistically independent Gaussian noise, and r i ∈ {1 + j, 1 − j, −1
Since x B1 is identical to x B2 , the relationship between the autocorrelation and the location of the starting point can be expressed aŝ
whered is the starting point of the OFDM symbol. Considering the case of multi-bit quantization, we normalize the received sequence R[n] and pass the normalized sequence through the multi-bit ADCs. In the sliding window, since the phase difference between the first N B -point samples and the corresponding last N B -point samples caused by CFO can be computed by an autocorrelation property, we can get the autocorrelation at the starting pointd as follows:
where y B1 [n] and y B2 [n] are elements of the quantized output in the case of multi-bit quantization, φ is the phase difference, and ρ is a normalization factor. For φ = 2π∆ f c N B T s , the expression of frequency offset estimation module under low-resolution quantization can be given by
where arg(·) represents the angle function, B s is the bandwidth of OFDM signal, and B s = 1/T s . The mean-square error (MSE) of frequency offset estimation with low-resolution ADCs can be further given by
where ε is the normalized CFO. It is not difficult to see from Equation (10) that, when the amplitudes of the real and imaginary parts of the signal R[n] are close to zero, these small amplitude signals are over-amplified by low-resolution ADCs. In particular, in the case of one-bit quantization, the numerical result given by Equation (18) for estimating the frequency offset is generally not available due to its large error. Therefore, we adopt multi-bit quantization in the frequency offset estimation module. The synchronization framework with low-resolution ADCs is shown in Figure 4 .
Information 2018, 9, 313 8 of 13 the frequency offset is, the phase difference between the sampling points is a fixed value when the sampling interval is constant [31] . This is why we chose the S&C algorithm for analysis in the context of low-resolution quantization. This characteristic was advantageous to us for handling timing synchronization and carrier synchronization separately. 
System Analysis and Simulation Results
Simulation System Parameters
The simulation parameters are shown in Table 1 . The advantage of the Schmidl and Cox (S&C) algorithm [30] is that it is not affected by frequency offset when it is used for frame synchronization or symbol synchronization. No matter how much the frequency offset is, the phase difference between the sampling points is a fixed value when the sampling interval is constant [31] . This is why we chose the S&C algorithm for analysis in the context of low-resolution quantization. This characteristic was advantageous to us for handling timing synchronization and carrier synchronization separately. 
System Analysis and Simulation Results
Simulation System Parameters
The simulation parameters are shown in Table 1 . 
Quantization Effects of Timing Synchronization
In Figure 5 , we plot the autocorrelation property for different quantization resolutions. We can see from Figure 5 that each curve has a maximum value at the same location. This means that the autocorrelation of the PN sequence is not affected by low-resolution quantification. Since the starting point of the OFDM symbol is determined based on the location at which the maximum autocorrelation property occurs, we can conclude that the performance of timing synchronization is not degraded by low-resolution quantization. As shown in Figure 5 , with the increase of quantization resolution, the peak of each curve decreases gradually. Among these curves, the peaks under low-resolution quantization are all above those at full resolution. The reason for this phenomenon is because the small amplitude signal is amplified by the low-resolution ADCs. Furthermore, the lower the resolution is, the more serious the signal amplitude is amplified; thus, the peak under one-bit is the highest compared to other cases. Combining the above analysis, we can see that the timing synchronization based on one-bit is achievable. Therefore, the simulation results and analysis below are obtained by the frequency offset estimation module after the timing synchronization with one-bit ADCs is completed. 
BER and MSE with Low-Resolution ADCs
Referring to the framework shown in Figure 4 , we firstly implemented the timing synchronization under one-bit quantization and then fed the starting point d back to the frequency offset estimation module. After completing the above operations, we simulated the BER performance of the frequency offset estimation module at different quantization resolutions. As shown in Figure  6 , we found that the BER of the frequency offset estimation module was gradually reduced as the quantization resolution increased. When the resolution was larger than 3 bits (including 3 bits), the BER began approaching zero infinitely. At the same time, increasing the length of the training 
Referring to the framework shown in Figure 4 , we firstly implemented the timing synchronization under one-bit quantization and then fed the starting pointd back to the frequency offset estimation module. After completing the above operations, we simulated the BER performance of the frequency Information 2018, 9, 313 9 of 13 offset estimation module at different quantization resolutions. As shown in Figure 6 , we found that the BER of the frequency offset estimation module was gradually reduced as the quantization resolution increased. When the resolution was larger than 3 bits (including 3 bits), the BER began approaching zero infinitely. At the same time, increasing the length of the training sequence could further improve the BER performance. Therefore, we could use the 3-bit quantized signal to estimate the frequency offset in the frequency offset estimation module. However, due to the nonlinearity of low-resolution quantization and the imperfection of quantization theory, we could only get some performance comparison analysis. It is very difficult to describe the relationship between BER and quantization resolution through an equation. Figure 5 . Autocorrelation curve at low resolution.
Referring to the framework shown in Figure 4 , we firstly implemented the timing synchronization under one-bit quantization and then fed the starting point d back to the frequency offset estimation module. After completing the above operations, we simulated the BER performance of the frequency offset estimation module at different quantization resolutions. As shown in Figure  6 , we found that the BER of the frequency offset estimation module was gradually reduced as the quantization resolution increased. When the resolution was larger than 3 bits (including 3 bits), the BER began approaching zero infinitely. At the same time, increasing the length of the training sequence could further improve the BER performance. Therefore, we could use the 3-bit quantized signal to estimate the frequency offset in the frequency offset estimation module. However, due to the nonlinearity of low-resolution quantization and the imperfection of quantization theory, we could only get some performance comparison analysis. It is very difficult to describe the relationship between BER and quantization resolution through an equation. 
Constellation Comparison
In order to more intuitively display the function of the frequency offset estimation module, we simulated the constellation of the demodulated signal. The constellation diagram without the frequency offset estimation module is shown in Figure 8a . Since FFO destroys the orthogonality between subcarriers, we can observe that FFO caused ICI and rotation of constellation. More seriously, the rotation of the constellation leads directly to a decision error in demapping. Thus, we also simulated the BER of the corresponding constellation. The numerical results show that the BER of Figure 8a was 0.6615 when the system did not perform carrier synchronization. Through the above analysis, it can be concluded that the performance loss caused by the CFO to the OFDM system was very huge. When a frequency offset estimation module with 3-bit ADCs was added to the system, the constellation diagram was as shown in Figure 8b . 
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In order to more intuitively display the function of the frequency offset estimation module, we simulated the constellation of the demodulated signal. The constellation diagram without the frequency offset estimation module is shown in Figure 8a . Since FFO destroys the orthogonality between subcarriers, we can observe that FFO caused ICI and rotation of constellation. More seriously, the rotation of the constellation leads directly to a decision error in demapping. Thus, we also simulated the BER of the corresponding constellation. The numerical results show that the BER of Figure 8a was 0.6615 when the system did not perform carrier synchronization. Through the above analysis, it can be concluded that the performance loss caused by the CFO to the OFDM system was very huge. When a frequency offset estimation module with 3-bit ADCs was added to the system, the constellation diagram was as shown in Figure 8b . In Figure 8b , we can clearly see that the constellation points were well distributed in the polar coordinate system compared to Figure 8a . Due to the addition of the frequency offset estimation module, the system could appropriately overcome the performance degradation caused by CFO. Therefore, from the comparison of the simulation results in Figures 8a,b , we illustrate that it is feasible to perform frequency offset estimation at low resolution.
Performance Analysis
In this section, we simultaneously simulated the BER of system under the presence of a no frequency offset estimation module, a frequency offset estimation module with 3-bit ADCs, and a frequency offset estimation module with full-resolution ADCs. In all cases, the length of the training sequence was 32 and the normalized CFO ε was 0.2. In the first case, it can be seen from Figure 9 that the BER of the system did not decrease as the signal-to-noise ratio (SNR) increased. Therefore, when the CFO exists, it is not feasible to increase the SNR to improve the BER performance without In Figure 8b , we can clearly see that the constellation points were well distributed in the polar coordinate system compared to Figure 8a . Due to the addition of the frequency offset estimation module, the system could appropriately overcome the performance degradation caused by CFO. Therefore, from the comparison of the simulation results in Figure 8a ,b, we illustrate that it is feasible to perform frequency offset estimation at low resolution.
In this section, we simultaneously simulated the BER of system under the presence of a no frequency offset estimation module, a frequency offset estimation module with 3-bit ADCs, and a frequency offset estimation module with full-resolution ADCs. In all cases, the length of the training sequence was 32 and the normalized CFO ε was 0.2. In the first case, it can be seen from Figure 9 that the BER of the system did not decrease as the signal-to-noise ratio (SNR) increased. Therefore, when the CFO exists, it is not feasible to increase the SNR to improve the BER performance without performing the frequency offset compensation. In the latter two cases, we can clearly see that the BER decreased with the increase in SNR, and the BER was infinitely close to zero when SNR >8 dB. At the same time, we can also notice that the performance of the proposed synchronization scheme with low-resolution ADCs was not as good as that of the synchronization scheme under full-resolution quantization; however, their performance is comparable. Since low-resolution quantization additionally introduces the quantization noise, this inevitably results in performance loss. However, it is worthwhile to achieve significant improvements in power consumption at the expense of performance over an acceptable range. For the synchronization scheme with full-resolution ADCs, this method involved complex cyclic summation, and the power consumption of full-resolution ADCs was enormous. In our proposed approach, the symbol timing under one-bit could greatly reduce the computational complexity, and the frequency offset estimation module only needed to perform a sequence autocorrelation operation at the starting pointd. Compared with the full-resolution synchronization scheme, the proposed synchronization scheme has lower complexity and could effectively reduce the power consumption brought by ADCs.
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Conclusions
In this paper, we verified the principle that the autocorrelation of the PN sequence was not affected by low-resolution quantization. With the help of this property, we introduced a novel synchronization framework which consists of two parts: one is the timing estimator with one-bit ADCs, and the other is the CFO estimator with multi-bit ADCs. The proposed scheme has lower complexity and can significantly reduce power consumption due to the use of low-resolution ADCs. Moreover, the proposed method was shown to be comparable to the performance of the fullresolution scheme. In our future work, we will explore the applicability of the proposed framework to other modulation schemes and improve the dynamic range of the signal. Given the low complexity of the framework, the future goal is to implement the proposed scheme on the DSP. 
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