We show that the extension results by Maz'ya and Poborchi for polynomial planar cusps can be realized via composition operators generated by reflections.
Introduction
In this paper we consider a problem on extendability of Sobolev functions defined on a planar domain Ω to the entire plane. If Ω is a Lipschitz domain, then we may extend functions in the first order Sobolev space W 1,p (Ω) to W 1,p (R 2 ) for any 1 ≤ p ≤ ∞ by results due to Calderón and Stein [17] . This is not the case for general domains.
In [11, 12, 14] , Maz'ya and Poborchi investigated in detail a typical case where the above extension property fails: the case of a domain with an inner or outer peak; also see [4] for related results. Let us consider the model case of Ω s , the outer cusp domain with the degree s > 1, defined by setting (1.1) Ω s := (x 1 , x 2 ) ∈ R 2 : 0 < x 1 ≤ 1, |x 2 | < x . Their results also show that, for p > 1, functions in W 1,p (R 2 \ Ω s ) can be extended to W 1,q (B(0, 4)) if and only if 1 ≤ q < (1+s)p 2+(s−1)p , and for p = q = 1. For a detailed exposition of these results, see [13] . Interestingly, the given extension operators for the domain Ω s and for the complementary domain R 2 \ Ω s above are linear and the formulas defining the operators do not depend on p once s is fixed. Our main result explains this phenomenon. whenever p > 1, 1 ≤ q < In general, we say that a reflection f : R 2 → R 2 with respect to ∂Ω, for a bounded Jordan domain Ω (whose boundary has area zero) induces an extension from
so that ψ(x) = 1 for all x in a neighborhood of ∂Ω, and for every u ∈ W 1,p (Ω) the function v defined by setting v = ψu on Ω and
for some positive constant C independent of u. Also we say that the reflection f induces an extension from
Here the introduction of the cut-off function ψ is a convenient way to overcome the non-essential difficulty that functions in W 1,p (G) do not necessarily belong to W 1,q (G) when 1 ≤ q < p and G has infinite area. Theorem 1.1 recovers the corresponding results of Maz'ya and Poborchi for our model domains, see Remark 3.1.
The crucial point behind Theorem 1.1 is that we obtain Sobolev estimates on u • f in terms of the data on u. There is a rather long history of such results, for example see [5, 6, 8, 18] and references therein. In the setting of our problem, the most relevant reference is the paper [18] by Ukhlov. What we find surprising in our situation is that a single f works for all values of p. In the case of compositions from W 1,p to W 1,p , the relevant estimate is
a.e., which for p = 2 is the pointwise condition of quasiconformality. Mappings satisfying (1.2) with p = 2 apparently appeared for the first time in the works of Gehring [3] and of Maz'ya [16] . With some work one can show that (1.2) implies the corresponding inequality with p replaced by q when either q > p > 2 or 1 ≤ q < p < 2, but not in other cases. Hence the case of a single f is unexpected. On the other hand, one can prove that (1.2) together with W 1,p -regularity of f implies the dual estimate
This kind of duality actually also holds for compositions from W 1,p to W 1,q with q < p, see [18] . Also see [7, 18] for general results on the regularity of f −1 . Theorem 1.1 motivates the following question. Question 1.1. Let Ω be a planar Jordan domain for which functions in W 1,p (Ω) can be extended to W 1,q (R 2 ). Does it follow that there is a reflection with respect to ∂Ω that induces this extension? In the positive case, does f also induce a related extension for
We believe the answer to be in the positive at least in the case of q = p, see [10] .
Preliminaries
Our notation is relatively standard. Let x = (x 1 , x 2 ) ∈ R 2 be a point in R 2 . Typically c, C, ... will be constants that depend on various parameters and may differ even on the same line of inequalities. We write C = C(a 1 , a 2 , ..., a n ) to indicate a constant C that depends only in the parameters a 1 , a 2 , ..., a n ; the notation A B means there exists a finite constant c with A ≤ cB , and A ∼ c B means both . The open disk of radius r centered at the point x is denoted by B(x, r). |A| means the 2-dimensional Lebesgue measure for a measurable set A ⊂ R 2 .
. We refer to v by Du. For 1 ≤ p < ∞ we define the Sobolev space W 1,p (Ω) by setting
and we define the norm
is called ACL, if u has a representativeũ that is absolutely continuous on almost all line segments in Ω parallel to the coordinate axes. Lemma 2.1. Let 1 ≤ p ≤ ∞, and let Ω ⊂ R 2 be a simply connected domain with a quasi-circle boundary. Then there exists a reflection f : R 2 → R 2 with respect to ∂Ω such that for every bounded domain
If the (classical) partial derivatives of the functionũ belong to
We will later need the following technical result.
Proof. By the assumption, we have
and
We obtain the desired result by combining the two inequalities above.
Main results
Theorem 3.1. Let Ω s be the planar outward cusp domain with degree s > 1. Then there is a reflection f : R 2 → R 2 with respect to ∂Ω s so that
for every p > 1 and 1 ≤ q < (1+s)p 2+(s−1)p or for p = q = 1.
Proof. To begin, let us define a domain G ⊂ R 2 by setting
Then the mapping f 1 :
By L'Hôpital's rule, we have lim
= 1 and lim
which implies that f 1 is bi-Lipschitz on the region
and similarly for the region
From the definition of f 1 , a simple computation shows that
for a large enough positive constant C and every x ∈ R 2 \ Ω s . It is clear that G is a simply connected domain with a quasicircle boundary. Then by Lemma 2.1, there exists a reflection f 2 : R 2 → R 2 with respect to ∂G, which is locally bi-Lipschitz in a punctured plane, with a puncture in G. Especially, there exists a positive constant C > 1 such that
Then, for x = (x 1 , x 2 ) ∈ G with 0 < x 1 < 1, we have For x = (x 1 , x 2 ) ∈ G with 1 ≤ x 1 < 3, we have Df 3 (x 1 , x 2 ) = I, where I is the identity matrix. Eventually, we define our reflection f by setting
Next, we show that our reflection f : R 2 → R 2 with respect to ∂Ω s has the desired properties.
From
By the facts that u ∈ C ∞ (Ω s ) ∩ W 1,p (Ω s ) and that f is locally bi-Lipschitz outside a set consisting of two points, E 1 (u) is respectively locally Lipschitz. Hence it suffices to establish a norm estimate. Using the fact that |∂Ω s | = 0, we have (3.10)
Since |Ω s | < ∞, Hölder's inequality gives (3.11)
Via Hölder's inequality and a change of variables, we obtain
Next, by combining (3.5), (3.6) and (3.7), we obtain
for every 1 ≤ q < . Hence by combining (3.10)-(3.13) together, we obtain that
, and (3.14)
Let us give a norm estimate for the derivatives. As above 
. Hence by combining (3.15)-(3.18), we arrive at
for every 1 ≤ q < 2p 1+s
. Finally, (3.14) with (3.19) gives . By density, it is easy to extend E 1 to the entire Banach space
and that f is locally bi-Lipschitz outside a set consisting of two points, E 2 (u) is respectively locally Lipschitz. Let us establish the desired norm estimate for E 2 (u).
Case (p > 1 and 1 ≤ q < 
By using the fact that |B(0, 4) \ Ω s | < ∞ and Hölder's inequality, we obtain Hölder's inequality and a change of variables show that x o , r o ) ). By combining (3.5), (3.6) and (3.7) and using the inverse function theorem, we obtain
for x ∈ Ω s \ B(x o , r o ) with 0 < x 1 < 1 and |J f (x)| ∼ C 1 elsewhere. For this reason, we have (3.24)
By combining (3.21)-(3.24) we obtain that E 2 (u) ∈ L q (B(0, 4)) with
Since |∂Ω s | = 0, we have
and via Hölder's inequality and a change of variables, we obtain 
From (3.8), the definition of our reflection and (3.5), (3.6), (3.7), it is easy to see
. Hence by combining (3.26), (3.27) and (3.28), we obtain
Then (3.25) together with (3.29) gives the desired result,
One again uses the linearity and boundedness of E 2 to extend E 2 to entire
. Then a change of variables gives
|u(x)|dx, and B(0,4)\B(xo,ro)
By combining the two inequalities above, we obtain
By the same reasons as above, we can extend E 2 to entire
Proof of Theorem 1.1. Pick ψ ∈ C ∞ o (R 2 ) with ψ = 1 on a neighborhood of ∂Ω s , ψ(x) = 0 for every x in R 2 \ B(0, 4) and in B(x o , r o ). Then |Dψ(x)| ≤ C for some C > 0 and every x ∈ R 2 . Let . Let u ∈ W 1,p (Ω s ) be arbitrary. Then the function E 1 (u), defined in (3.1), satisfies
We define a functionẼ 1 (u) by setting
According to the properties of ψ and Lemma 2.2, we obtain
HenceẼ 1 is a desired bounded extension operator from
We define a functionẼ 2 (u) by setting
Then by Lemma 2.2, we obtain
HenceẼ 2 is a desired bounded extension operator from
Remark 3.1. Recall that our function ψ is identically 1 on a neighborhood of ∂Ω s . Because of this, the function 0, 4) ).
Sharpness
In this section, we discuss the sharpness of Theorem 1.1. Since this follows from results of Maz'ya and Poborchi [12, 13, 14] , we only give the main ideas. , with a positive constant C independent of u, for every 1 ≤ p < 1+s 2
. Hence it is sufficient to prove the non-extendability for W , if x ∈ Ω s and 0
Then a simple computation shows that u ∈ L 1+s 2 (Ω s ). Since u is locally Lipschitz, a simple computation shows us that |Du(x)| ≤ and Df = 0 elsewhere. Thus
for every s > 1. We conclude that u ∈ W 
], and Fubini's theorem gives
which contradicts the assumption that Eu ∈ W 1,1 (R 2 ). . Define a function u by setting
, if x ∈ Ω s and 0 < x 1 ≤ , if x ∈ P 1 , 0, if x ∈ P 2 , where λ = 
