Abstract. We calculate higher-order asymptotic biases and mean squared errors (MSE) for a simple model with a sequence of moment conditions. In this setup, generalized empirical likelihood (GEL) and infeasible optimal GMM (OGMM) have the same higher-order biases, with GEL having an MSE that exceeds OGMM's by an additional term of order (M ¡1)=N, i.e. the degree of overidenti¯cation divided by sample size. In contrast, any 2-step GMM estimator has an additional bias relative to OGMM of order (M ¡ 1)=N and an additional MSE of order (M¡1) 2 =N: Consequently GEL must be expected to dominate 2-step GMM. In our simple model all GEL's have equivalent next higher order behavior because generalized third moments of moment conditions are assumed to be zero; we explore, in further analysis and simulations, the implications of dropping this assumption.
Introduction
This paper has two parts. In the¯rst part, we calculate higher-order asymptotic biases and mean squared errors (MSE) for a simple model with a sequence of moment conditions. In this setup, generalized empirical likelihood (GEL) and infeasible optimal GMM (OGMM) have the same higher-order biases, with GEL having an MSE that exceeds OGMM's by an additional term of order (M ¡ 1)=N , i.e. the degree of overidenti¯cation divided by sample size. In contrast, any 2-step GMM estimator has an additional bias relative to OGMM of order (M ¡ 1)=N and an additional MSE of order (M ¡ 1) 2 =N: Although these features do depend on the simple framework we have adopted, we cannot see how a more complicated framework will rescue 2-step GMM from these fundamental di±culties. Consequently, we conclude GEL must be expected to dominate 2-step GMM, and our interest shifts to distinguishing between variants of GEL and the closely related, (if not dual) empirical discrepancy (ED) estimators.
In our simple model all GEL's have equivalent next higher{order behavior because generalized third moments of moment conditions (i.e. products of the form Ã j Ã k Ã`; where any or all of j; k; and`may be equal) are assumed to be zero. We explore, in further analysis and simulations, the implications of dropping this assumption. We¯nd that when third moments are important, one variant of GEL/MD, which can be identi¯ed with`continuously updated' GMM, is inferior to many other variants, including`exponential tilting' (ET) and empirical likelihood (EL).
Framework
Consider a sequence of independent and identically distributed pairs of random vectors f(v i ; w i )g v i2 ¢ µ ¡ w i2 . . .
and e 1 is an M¡vector with the¯rst element equal to one and the other elements equal to zero.
We are interested in the properties of various estimators for µ as the degree of overidenti¯cation (M ¡ 1), increases. Following Donald and Newey (2000) who look at the behavior of various instrumental variables estimators as the number of instruments increases, and Newey and Smith (2001) who look at bias of GEL and GMM estimators, we look at the leading terms in the asymptotic expansion of the estimators and consider the rate at which the moments of these terms increase with M .
We make the following simplifying assumptions. The pairs (v im ; w im ) and (v jn ; w jn ) are independent if either i 6 = j or n 6 = m (or both), and have the same distribution. Let denote sample averages, let v j and w j denote the jth element of v and w respectively, and let ww 0 ij denote the (i; j)th element of ww 0 .
Denote the optimal, infeasible, gmm estimator bŷ µ opt = e 0 1 w = w 1 :
and
The mean squared error for this estimator does not depend on the number of moments, as in fact increasing M does not a®ect the numerical value.
Lemma 1. (Expansion Optimal GMM Estimator)
µ opt = w 1 ¡ w 1 v 1 + o p (1=N ):
Proof: See Appendix.
De¯ne (i), T 1 = w 1 , (ii) R 1 = ¡w 1 v 1 , so thatμ opt = T 1 + R 1 + o p (1=N ).
Lemma 2. (Bias ofμ opt )
The bias of the leading terms is
Lemma 3. (Mean-squared-error ofμ opt )
The mean-squared-error of the leading terms is
Two-step GMM Estimator
The¯rst estimator we consider is the standard two-step generalized method of moments estimator (GMM), due to Hansen (1984) . Consider a generic gmm estimator, de¯ned as the minimand of
We focus here on the e±cient gmm estimator, with the choice for the weight matrix C equal to
Thus the gmm objective function is
Ã(v i ; w i ; µ)
The¯rst order condition for the gmm estimator is 0 = 2(v + e 1 ) 0 ¢ (ww 0 ) ¡1 ¢ ((v + e 1 ) ¢ µ ¡ w);
with the solution for the gmm estimator equal tô
The goal is to approximate this estimator up to terms of order O p (1=N ) and evaluate the mean squared error of this approximation. In particular the terms whose moments depend on M are of interest, and speci¯cally how fast the mean squared error increases with the number of excess moments.
Lemma 4. (Expansion ofμ gmm )
Now de¯ne
(Here, and throughout the paper we use T j for terms of order O p (1= p N ) and R j for terms of order O p (1=N ).) For the bias and mean-squared-error of the GMM estimator we therefore investigate the moments of
Lemma 5. (Bias ofμ gmm )
The expectation of the leading terms is
Lemma 6. (Mean-squared-error ofμ gmm ) The mean-squared-error of the leading terms is
Note that the di®erence between the mse forμ gmm andμ opt is in the last three terms,
All three of these are non-negative. If M = 1, they vanish as the optimal gmm estimator and feasible gmm estimator coincide.
Generalized Empirical Likelihood Estimators
In this section we consider alternatives to the standard two-step GMM estimators. The estimators consider include empirical likelihood (Qin and Lawless, 1984; Imbens, 1997) , exponential tilting (Imbens, Spady and Johnson, 1997; Kitamura and Stutzer, 1997) , and the continuously updating estimator (Hansen, Heaton and Yaron, 1996) . The speci¯c class of estimators we consider is related to that of the Cressie-Read family (e.g., Baggerly (), and Corcoran ()), as well to that of the generalized empirical likelihood estimators, introduced by Smith (1997) . For a given function g(a), normalized to satisfy g(0) = 1, g 0 (0) = 1, and g 00 (0) =¸, the estimator for µ is de¯ned through the system of equations
solved as a function of µ and t. The leading choices for g(a) are g(a) = 1=(1 ¡ a) (empirical likelihood), g(a) = exp(a) (exponential tilting), and g(a) = 1 + a (continuously updating).
Under standard conditions, the solution for t, denoted byt¸converges to a vector of zeros, µ¸converges to µ ¤ , andt¸=
The choice of g(a) does not matter for the standard large sample distribution, and
Lemma 7. (Expansion forμ¸)
Note that the choice of¸in the family of generalized empirical likelihood estimators does not matter for the O (1=N 2 ) term. This is special to our case. It relies on the fact that the¯rst and other moments are independent. In general with a scalar parameter one can always renormalize the moments in such a way that only the derivative of the¯rst moment is correlated with the parameters of interest, and that in addition the other moments are uncorrelated with the¯rst one. This does not make the¯rst and other moments independent, however, and the equivalence result here depends on the cross moments of the type E[Ã 1 Ã 2 2 ] being equal to zero.
Now de¯ne
(i), T 1 = w 1 ; (ii), R 1 = ¡2v 1 w 1 ; (iii), R 2 = w 1 (ww 0 11 ¡ 1), (iv), R 3 = ¡w 0 (ww 0 ¡ I M )e 1 ; (v), R 4 = w 0 v; (vi), R 5 = ½w 2 1 , (vii), R 6 = ¡½w 0 w.
Lemma 8. (Bias ofμ¸)
Lemma 9. (Mean-squared-error ofμ¸)
The di®erence in mse between this estimator and the feasible gmm estimatorμ gmm is ½ 2 (M ¡ 1)(M ¡ 2). For M = 1 and M = 2 the two mse's agree up to order O(1=N 2 ), but for higher degrees of over-identi¯cation the empirical likelihood estimator dominate in terms of mse. Note that although the bias of the empirical likelihood estimators does not increase with the degree of over-identi¯cation, the mse does.
Empirical Discrepancy Theory
Having established that generalized empirical likelihood o®ers`asymptotic resistance' to the deterioration of estimation e±ciency as moment conditions are added, we turn to analyzing di®erences between members of this class. To do this, it will be helpful to interpret these estimators from the point of view of empirical discrepancy (ED, also sometimes called minimum discrepancy) theory, as found in the statistics literature in Corcoran (1994 ,1998 ), and Baggerly (1998 . We modify and extend some of the previous notation in order to deal with this more general context. A random variable z is i.i.d. according to F (¢) and we have a sample z 1 ; z 2 ; :::; z n : In addition, for unknown µ of dimension k there is a (known) function Ã(z; µ) such that E F Ã(z; µ) =0. Ã(z; µ) is of dimension m¸k: Empirical discrepancy theory considers choosing µ and probabilities p 1 ; :::; p n with support on the data such that
where h(¢; ¢) is a measure of the discrepancy between two discrete measures, with the property that h( 1 n ; 1 n ) = 0; there are also some technical conditions on h(¢; ¢)'s partial derivative with respect to its¯rst argument.
Thus empirical discrepancy theory chooses µ and a reweighting of the data so that the moment conditions hold and a discrepancy measure is minimized.
Consider the determination of p¯rst:
Note:
Note that t is an m{dimensional Lagrange multiplier of the original problem.
Remaining with the problem of constructing p for given µ; there are three common choices for h(¢; ¢):
; this is Owen's (1988) 
this is called`exponential tilting' (ET).
Empirical likelihood and exponential tilting exchange the role of the empirical measure and the measure p that is under construction: ET¯nds the p to which the empirical measure is`KLIC{closest', while EL¯nds the p that is KLIC-closest to the empirical measure. Thus ET`imagines' that the data generating process is p; (which obeys E(Ã) = 0) while EL imagines the DGP as a repetition of the observed data, which does not obey the speci¯ced moment conditions. To us, this suggests ET should be superior to EL; but EL enjoys an array of higher-order asymptotic properties, such as Bartlett correctability of its likelihood ratio test (but only when there are no nuisance parameters), which indicate that it may behave like parametric likelihood.
The preceding three cases are all members of the Cressie{Read family, with
for¸2 [¡2; 1] so that¸= ¡2 is Euclidean likelihood,¸= ¡1 is ET and¸= 0 is EL.
Turning now to the problem of estimating µ; the minimum discrepancy estimate is obtained by di®erentiating (1) with respect to µ to obtain:
a system of equations in k elements of µ: Thus the entire system of (m + k) equations can be written simply as:
One way to think of these equations is that, having¯xed µ and a formula for p (by choice of h (¢; ¢)), the¯rst m equations determine t: Similarly, for a¯xed t and p; the remaining k equations determine µ: 1 1 This schema cannot be used to de¯ne a simple iterative procedure to compute µ; for in fact the saddlepoint nature of these equations makes the naive iterative procedure of (1)¯x µ; (2) calculate t; (3) calculate new µ; unstable in a neighborhood of the solution µ ¤ of µ ¤ ¡ µ(t(µ ¤ )) = 0:
The duality of GEL and ED is examined in two papers of Smith (2000,2001) , the latter of which will be presented in this conference. Writing the GEL estimator as:
the GEL estimator's estimating equations coincide with (3a) in cases where the derivative of g(¢); denoted g 0 , can be interpreted as being proportional to a probability. This can be done for the three cases under consideration here, as well as for all members of the Cressie-Read family. Smith (2000, 2001) show that for Euclidean likelihood, that g(tÃ i ) = ¡tÃ i ¡ (tÃ i ) 2 =2 and the resulting GEL estimator coincides with the continuously updated GMM estimator of Hansen, Heaton and Yaron (1996) . Consequently we will denote the three estimators asμ CU E ;μ ET ; andμ EL .
A Further Characterization of ED/GEL Estimators
Rewriting the¯rst equation of system (3a) as:
we can express the probabilities associated with CUE, ET, and EL (after absorbing some sign changes into k) as:
Taking a Taylor series expansion of p i [ET ] we can de¯ne a sequence of p functions:
And similarly for p i [EL] we have
Thus, all three p functions have the same¯rst-order Taylor To see the e®ect of these di®erences, let us consider the di®erence between the¯rst two elements of the sequence of ET functions for the equation setting the expectation of the j th component of Ã:
Supressing the i subscript momentarily, the extra terms in (7) (relative to (6)) are of the form:
so that sums of these involve (generalized) third moments of Ã: Consequently, in problems where generalized third moments are zero, notably those in which Ã is symmetric, these terms will be converging rapidly to zero and thus have no e®ect even at O p (n ¡2 ):
2 The Cressie-Read expansion is:
A Detailed Analysis of Some Simple Examples
To examine further the relation between the choice of a GEL/ED and the higher order moments of the underlying data, consider the estimation of the scalar parameter µ from a scalar random variable x where it is known that x has mean µ and variance 2µ: Thus Ã(x; µ) is given by:
Writing the second moment condition in the way indicated (rather than (x ¡ µ) 2 ¡ 2µ = 0) does not change the numerical values of the resulting estimates of µ; but it does simplify @Ã @µ to:
Consequently,
@Ã @µ
does not depend on the data so E p @Ã @µ does not depend on p. Using (3b) this meansμ can be determined from
It is apparent that our three estimators will di®er, in this special case, only in their choice of t: For the CUE estimator, t = (Ã 0 Ã) ¡1 Ã; i.e. the coe±cients of the regression of a column of 1's on Ã; and so µ is determined by the¯xed point of a function of¯ve moment functions of Ã: the means of the two moment functions (expressed as functions of µ) and the corresponding three variances and covariances. CUE is thus committed to local (to µ) su±ciency of¯ve statistics, and will ignore, for example, di®erences in skew between elements of the sample space. In cases where skew is zero, we can expect the di®erence between CUE and ET or EL to be negligible, whereas for non-zero skew, we might expect ET and/or EL to prove superior to CUE, but only at sample sizes at which O p (n ¡2 ) e®ects are operative.
To demonstrate these e®ects, we construct several data{generating processes which satisfy the moment conditions in (8) but have di®erent properties for their higher{order moments. For each case we compute MSE and bias, and do this for CUE, ET, and EL. In addition, for ET and EL we compute p according to successive terms in the relevant Taylor series expansion, so that
In this way we can see whether the advantages, if any, of ET and EL over CUE set in after taking into account only a relatively small number of additional higher moments, and similarly if di®erences between EL and ET require the full limiting case of including some information about all higher{order moments.
Our¯rst case takes x to be Â 2 (1); so x has expectation 1 and variance 2: We consider MSĒ rst. In each of the tables to follow, we report the value of the MSE in 6,000 replications for CUE, ET, and EL, together with the MSE's of the estimators based on the Taylor series expansion of degrees 3,5, and 7, and the simple mean. (CUE corresponds to a Taylor series expansion of degree 1, ET and EL to degree 1): For each entry we report a jackknife estimate of the standard error.
In Table 1 , case 1, based on Â 2 (1) data and n = 50, we see for CUE the e®ect of adding an additional moment is to produce an estimator that is worse than the sample mean; the MSE's of the estimators at Taylor degrees 3,5, and 7 are about the same as the sample mean; and that ET and EL are better than their corresponding degree 7 estimators and also the sample mean; both of these e®ects are greater for EL than ET.
In Table 1 , case 1, n = 100; we now see that CUE has smaller MSE than the sample average (.0185 vs. .020) while the third and successive powers showed marked improvemnt over the CUE level: (.0158 or less); full EL shows the best MSE at .01474, slightly better than ET's .01551; both have already reached the apparent asymptotic relative e±ciency level of .75 of the sample mean's MSE.
At n = 200 the improvement in going from CUE to the degree 3 Taylor expansion is still discernible; ET, EL, and all the Taylor expansions have MSE's indistinguishable from the apparent asymptotic e±ciency ratio, with ET showing a slight advantage. At n = 400; even CUE has reached the asymptotic relative e±ciency limit and the performance of all the two-moment estimators is indistinguishable: second{order e®ects have been extinguished. Table 2 , case 2 reports results for x distributed N (1; 2): These are simple to summarize: the asymptotic relative e±ciency level is already reached at n = 50; there is no signi¯cant di®erence in the performance of any of the estimators. At each sample size, there is a very slight advantage in ET/EL over the previous estimators in the Taylor sequence: there seems to be no disadvantage at these sample sizes in taking higher{order moments into account.
So far, these results are in agreement with our expectations: in situations where skewness is present, estimators that can take this into account do better; where skewness is absent, the performance of the estimators is indistinguishable.
Case 3 moves from normality to symmetry, by taking a symmetric mixture of normals (:5N (0; 1); :5N (2; 1)) at sample sizes n = 25; 50; 100: The results here mirror those of case 2: the apparent asymptotic relative e±ciency level of about .45 of the MSE of the sample mean is basically achieved by all the estimators at the smallest sample size.
A¯nal example, case 4, takes an asymmetric mixture of normals, (:25N (¡1; 2=3); :75N (5=3; 2=3)). Here the knowledge that the variance is twice the mean is very informatiove: MSE is reduced to 25% of that of the simple mean. This is achieved at n = 50; there is some indication that CUE is inferior to the other estimators; otherwise, they are indistinguishable.
In Table 2 , we present biases for the same cases as considered in Table 1 . Quite notably, in no case does the bias make a substantial di®erence to the MSE. This could perhaps be expected from the fact that the correlation between Ã and @Ã @µ is zero in this example, because the latter does not depend on x: This suggests that all of the (sometimes erratic) e®ects seen in Table 2 are O(n ¡2 ) or higher.
Summary
Higher{order asymptotic arguments suggest that GEL/ED/`one{step e±cient' estimates of overidenti¯ed moment models will prove unambiguously superior to two{step GMM. Consequently interest shifts to distinguishing between elements of this family on the basis of estimation performance. With a simple argument and a simple example, it appears that the simplest GEL variant, the continuously updated or Euclidean likelihood estimator, is dominated by the more elaborate ET and EL estimators. The di®erence between these two variants can be seen to lie in their treatment of third and higher{order moments of moment conditions, with EL weighing these more heavily than ET. 
Proof of Lemma 10
For the next step consider the second factor in the last expression:
Hence:
Proof of Lemma 1
Because by Lemma 10, 1=(1
Proof of Lemma 2
We show the following two results, which then imply the main result:
(ii):
Proof of Lemma 3
We¯rst show the following results.
In the following, let ± mn = 1 if m = n and zero otherwise. (i):
(iii):
Because the (v im ; w im ) is independent of (v jn ; w jn ) if either i 6 = j or m 6 = n, we can ignore all terms where one of the four indices i, j, k, and l, does not match up with at least one of the others. Ignoring also the N terms with all four indices matching up because they are of lower order, we only consider terms with (i = j; k = l; i 6 = k), (i = l; j = k; i 6 = j) or (i = k; j = l; i 6 = j), leading to
Then, adding up the three components:
Proof of Lemma 4:
First we proves the following set of preliminary results: 
Nest we prove the main result. We writê
Next we consider each of these six terms in order. The¯rst term is
By Lemma 2(vi) the second factor is O p (1= p N ), and by Lemma 2(vii) the¯rst factor is O p (1= p N ). Therefore the leading term of the product is O p (1=N The second term is identically equal to zero. The third term is
Using result (vi) to approximate (ww 0 ) ¡1 , this can be written as
The fourth term is (1=N ) ; (17) because all three factors are O p (1= p N ). The¯fth and sixth terms are O p (1=N ), so adding them to the sum of (15)- (17) gives the result. ¤ Proof of Lemma 5: We show the following results: 
(iv):
(v):
¤.
Proof of Lemma 6
(i): See Lemma 3, part (i).
(ii): This follows directly from Lemma 3, part (ii).
(vi): This follows directly from Lemma 3, part (iii).
(vii):
(viii),
(xv),
Adding up all the terms leads to
¤ Before proving Lemma 7, it is useful to consider the solution for t given µ. De¯net(µ) implicitly through the¯rst equation:
Proof of Lemma 11: Use a Taylor series expansion around zero for g(a), g(a)
for some a between zero and t(µ) 0 Ã(v i ; w i ; µ). Hencê
The second step is to show that
To see this,¯rst note that because µ = w 1 +o p (1= p N ), we havet(µ) = w ¡e
Since t = o p (1), a = o p (1), and g 00 (a) =¸+ o p (1), so that the result in equation (18) follows.
The third step is to show that, with
To see this,¯rst write out
Hence, using Lemma 10,
which proves the equality in equation (19). Then, using the fact that Ã(v; w; µ) = (v + e 1 )µ ¡ w, we can approximate the expression for t(µ) aŝ
Proof of Lemma 7
The solution forμ¸is characterized by the equation
We can write this as
Hence,μ¸= Ã
We break this up in a couple of parts. First we show that
To see this, write out Ã(v i ; w i ; µ) = (v i + e 1 )µ ¡ w i to get
which proves the equality in equation (20) . A direct implication is that Ã
This follows from Lemma 7, which implies that the¯rst factor is o p (1=N ), combined with the fact that the left hand side of equation (20) is O p (1). Third, we show that Now note that although ww 0 (w ¡ e 1 w 1 )w 0 (w ¡ e 1 w 1 ) = O p (1=N ); e 0 1 ww 0 (w ¡ e 1 w 1 )w 0 (w ¡ e 1 w 1 ) = o p (1=N ), because the subtraction of e 1 w 1 from w makes (w ¡ e 1 w 1 ) independent of e 1 w. This relies on the full independence assumption we are using in the sequence of the moments. Because of this the term e 0 1 ww 0 (w ¡ e 1 w 1 )w 0 (w ¡ e 1 w 1 ) is of lower order, and the above expression reduces to
Finally bringing all the terms together, we get 
(iv): This follows directly from Lemma 6, part (v).
(v): 
w im w jm (w k1 w kn ¡ ± n1 )w ln
w im w im (w k1 w kn ¡ ± n1 )w kn
w im w jm (w j1 w jn ¡ ± n1 )w in 
(xv):
(xvi):
(xvii):
(xviii):
1 w 1 (ww 0 11 ¡ 1)
w i1 w j1 w j1 (w 
w im w jm w kn w ln
w im w im w kn w kn
w im w jm w jn w in
(xxxiv):
w im w im w k1 (w 
