Abstract. We characterize the Garsia-Rodemich spaces associated with a rearrangement invariant space via local maximal operators. Let Q 0 be a cube in R n . We show that there exists s 0 ∈ (0, 1), such that for all 0 < s < s 0 , and for all r.i. spaces X(Q 0 ), we have
Introduction
In [14] , Garsia-Rodemich gave an interesting proof of the John-Nirenberg Lemma 1 based on a new characterization of the L(p, ∞) Marcinkiewicz spaces, which we now recall. Let Q 0 ⊂ R n be a fixed cube 2 , 1 < p ≤ ∞, and let P := P (Q 0 ) = {{Q i } i∈N : Q i are subcubes of Q 0 with pairwise disjoint interiors}.
We shall say that f ∈ GaRo p := GaRo p (Q 0 ), if and only if f ∈ L 1 (Q 0 ), and ∃C > 0 such that for all {Q i } i∈N ∈ P we have It is then shown in [14] and [22] that, as sets, the Garsia-Rodemich spaces coincide with the Marcinkiewicz spaces L(p, ∞) :
GaRo p = L(p, ∞), 1 < p < ∞.
In the limiting case p = ∞, we have
The Garsia-Rodemich characterization of the Marcinkiewicz spaces (for the definition cf. Section 2.2) was extended to the general setting of rearrangement invariant (r.i.) spaces in [23] . Let X := X(Q 0 ) be a rearrangement invariant space; for a given integrable function f we consider the class Γ f of integrable functions γ such that for all {Q i } i∈N ∈ P it holds (1.4)
We let GaRo X := GaRo X (Q 0 ) = {f : f GaRoX < ∞},
The following generalization 4 of (1.2) holds (cf. [23] ), (1.6) GaRo X = X, if 0 < α X ≤ β X < 1, where α X , β X are the Boyd indices of X (cf. Section 2.3). Applications to embeddings of the Bourgain-Brezis-Mironescu space B (cf. [7] ), and Sobolev spaces, were derived in [23] and [22] . In this paper we give a new characterization of the Garsia-Rodemich spaces via the Strömberg-Jawerth-Torchinsky local maximal operators (cf. [28] , [15] ), M # 0,s,Q0 f (x) := sup Q0⊃Q x inf c∈R inf{α ≥ 0 : |{y ∈ Q : |f (y) − c| > α}| < s|Q|}, x ∈ Q 0 , where the supremum is taken over all the cubes Q contained in Q 0 such that x ∈ Q. One of our main results in this paper (cf. Theorem 1 below) states that there exists s 0 ∈ (0, 1) such that, for all 0 < s < s 0 , and for all r.i. spaces X,
f GaRoX ≃ M # 0,s,Q0 f X , where the implied constants are independent of f . 3 We use the convention, γ X = ∞ if γ / ∈ X. 4 The connection with the original Garsia-Rodemich construction can be summarized as follows
The expression F G means that F ≤ c · G for some constant c > 0 independent of all or of a part of arguments F and G. If F G and G F we write: F ≃ G.
Combining the characterization (1.7) with the formula of the K−functional for the pair (L 1 , BM O) obtained by Jawerth-Torchinsky [15] ,
we readily see (cf. Section 7) that the GaRo X spaces are real interpolation spaces between L 1 and BM O. As an application, in Section 7, we show an interpolation method to prove the monotonicity under rearrangements of Garsia-Rodemich type functionals (compare with [14] ).
These developments are closely connected with generalized Fefferman-Stein inequalities. Let
where
Moreover, for a r.i. space X we define
In terms of rearrangements the maximal operators f # and M # 0,s,Q0 f are connected via the equivalence (cf. Example 2 below)
We consider generalized Fefferman-Stein inequalities of the form
proving that this inequality holds if α X > 0 (cf. Theorem 4)
7
. Moreover, we investigate connections between the spaces GaRo X and X # and show (cf. Theorem 5 below), that (1.12) f X # ≃ f GaRoX if and only if β X < 1.
In a different direction, we also use real interpolation methods to sharpen (1.6) as follows
In fact, for r.i. spaces X of fundamental type (cf. Section 4, Definition 1), (1.13) is best possible. In Section 4, Corollary 2, we prove: for every r.i. space X of fundamental type (1.14)
Still in another direction our new characterization of the Garsia-Rodemich spaces suggested a new formula using packings for the K−functional associated with the pair (L 1 , BM O), which we prove in Section 6 below. Finally, returning to some of the original results of Garsia and his collaborators, we show a simple proof of a Sobolev-Morrey embedding in Section 8. We refer the reader to Section 2 and to the monographs [6] , [20] , [17] , [9] and [29] for background information and notation.
2. Background Information 2.1. Rearrangements. Let (Ω, µ) be a Borel probability space. For a measurable function f : Ω → R, the distribution function of f is given by
The decreasing rearrangement f * of a measurable function f is the rightcontinuous non-increasing function, mapping (0, 1] into R which is equimeasurable with f, i.e., satisfying
where |·| denotes the Lebesgue measure on [0, 1]. It can be defined by the formula
The maximal average f * * (t) is defined by
2.2. Rearrangement invariant spaces. We recall briefly the basic definitions and conventions we use from the theory of rearrangement-invariant (r.i.) spaces, and refer the reader to the books [6] , [20] and [17] for a complete treatment. In the next definition we follow [6] . Let X := X(Ω) be a Banach function space on (Ω, µ), with the Fatou property 8 . We shall say that X is a rearrangement-invariant (r.i.) space, if g ∈ X implies that all µ−measurable functions f with f * = g * also belong to X and, moreover, f X = g X . For any r.i. space X we have 
It is equipped with the Luxemburg norm
Let ϕ be an increasing concave function on [0, 1], with ϕ(0) = 0. The Marcinkiewicz space M(ϕ) consists of all measurable functions x(t) such that
The space L(p, ∞), 1 < p < ∞, corresponds to taking ϕ(t) = t 1/p . Let X(Ω) be a r.i. space, then there exists a unique r.i. space (the representation space of X(Ω)),X =X(0, 1) on ((0, 1) , |·|), such that
In what follows if there is no possible confusion we shall not distinguish between X andX.
The following majorization principle, usually associated to the names HardyLittlewood-Polya-Calderón (cf. [6] , [10] ), holds for r.i. spaces: if
We can assume without loss of generality that φ X is concave (cf. [6] ). For example, φ LN (t) = 1/N −1 (1/t) and φ M(ϕ) (t) = ϕ(t).
Boyd indices and Hardy operators.
Let X = X(Ω) be an arbitrary r.i. space. Then the compression/dilation operator σ s onX, defined by
is bounded onX, and moreover (cf. [17,
The Boyd indices (cf. [8] ) are defined by
It is known that the Boyd indices control the boundedness of the Hardy operators, which are defined by
In fact, it is well known that (cf. [8] , [17, Theorems 2.6.6 and 2.6.8]):
2.4. K-functionals and real interpolation. Let (A 0 , A 1 ) be a compatible pair of Banach spaces. For all f ∈ A 0 + A 1 , t > 0, we define the Peetre K−functional as follows
Let M Q0 be the maximal operator of Hardy-Littlewood, 
Comparing this with the Jawerth-Torchinsky formula (1.8) we see the equivalence
In what follows any constant appearing in inequalities and depending only on the dimension n will be referred to as absolute.
A new description of the Garsia-Rodemich spaces
In this section we give a new characterization of the Garsia-Rodemich spaces using local maximal operators. To motivate our result it will be useful to reformulate somewhat the definition of the Γ f classes (cf. (1.4) above). We observe that, for each cube Q ⊂ Q 0 , we have
It follows that for an integrable function γ to belong to Γ f , after multiplication by an appropriate constant, it is equivalent to verify the following condition: there exists a constant c > 0 such that, for all subcubes Q ⊂ Q 0 , we have 1
The idea behind our main result can be now summarized as follows: for every f ∈ L 1 , the Strömberg-Jawerth-Torchinsky maximal function M # 0,s,Q0 f is an "optimal" choice of γ from Γ f . Theorem 1. There exists s 0 ∈ (0, 1), depending only on dimension n, such that, for all s ∈ (0, s 0 ), and every r.i. space X, we have
Moreover, with constants of equivalence, depending on n ∈ N and s ∈ (0, s 0 ),
For the proof we shall need the following
(ii) There exists 0 < s 0 < 1 such that for all s ∈ (0, Therefore, we have
(here, M Q is the maximal operator of Hardy-Littlewood, corresponding to the cube Q). Hence, 
(ii) Let x ∈ Q 0 and Q ⊂ Q 0 be an arbitrary cube such that x ∈ Q. Denote by 2Q the cube with the same center as the cube Q and with double side length. Clearly, there is a cubeQ such that Q 0 ∩ (2Q) ⊂Q ⊂ Q 0 and |Q| ≤ |2Q|. In particular, if 2Q ⊂ Q 0 , we takeQ = 2Q. Note thatQ ⊃ Q.
Further, for all y ∈ Q we have
where the operator R # 0,s,Q is defined in just the same way as M # 0,s,Q except that the supremum is now taken over all cubes having nonempty intersection with the set Q 0 \Q. From the preceding inequality it follows that
Applying part (i) of this lemma to the cubeQ and using the properties of the latter cube, we estimate the first integral from the right-hand side of (3.5) as follows:
for any c ∈ R. On the other hand, since the cubeQ is fixed, for each ε > 0 we can choose a constant c such that
Combining these inequalities with the definition of f # (x), we infer that
To estimate the second integral from the right-hand side of (3.5), we will use the following observation. For each cube 
where s ′ = s3 −n . Now since x ∈ Q, we obtain,
where the last inequality follows from Chebyshev's inequality. Combining our findings with (3.5) and (3.6), we obtain
Taking the supremum over all cubes Q ⊂ Q 0 such that x ∈ Q, and letting ε → 0 we achieve the desired inequality (3.4).
Proof of Theorem
s ∈ (0, 1). Recall that by [18, Lemma 2.4], there exists s 0 = s 0 (n) > 0 such that, for all 0 < s < s 0 , and for every cube Q ⊂ Q 0 , we have (3.7)
Consequently, by (3.1), 16M # 0,s,Q0 f ∈ Γ f . Thus, for each s ∈ (0, s 0 )
Conversely, let f ∈ GaRo X . Given ε > 0 we can select γ ∈ Γ f ∩X such that (3.8)
From the fact that γ ∈ Γ f it follows that
Consequently, by (3.4), for all 0 < s < 1
Taking rearrangements in (3.10), and using Herz's rearrangement inequality for the Hardy-Littlewood maximal operator (cf. (2.6)), for each 0 < s < 1 we can find a constant c = c(n, s) such that
Hence, using successively the Hardy-Littlewood-Polya-Calderón majorization principle (cf. (2.1)) and inequality (3.8), we get
At this point we can let ε → 0 to obtain the desired converse inequality.
From Theorem 1, and its proof, we readily obtain the following alternative description of the Garsia-Rodemich spaces. Denote by Γ ′ f the set of all functions γ ∈ L 1 (Q 0 ) satisfying (3.9).
Corollary 1. Let X be a r.i. space. Then the Garsia-Rodemich space GaRo
X consists of all functions f ∈ L 1 (Q 0 ) for which Γ ′ f ∩ X = ∅. Moreover, there exists an absolute constant c = c(n) such that, inf{ γ X : γ ∈ Γ ′ f ∩ X} ≤ f GaRoX ≤ c inf{ γ X : γ ∈ Γ ′ f ∩ X}.
On the characterization of rearrangement invariant spaces via Garsia-Rodemich conditions
The main result of this section is the following characterization of r.i. spaces which improves on (1.6) above.
Theorem 2. Let X be a r.i. space such that α X > 0. Then,
Proof. Let f ∈ X. Since for all cubes Q ⊂ Q 0 we have
it follows from (1.4) that 4 |f | ∈ Γ f . Consequently, the embedding X ⊂ GaRo X holds for every r.i. space X and moreover
We now show that if α X > 0, then GaRo X ⊂ X. Let f ∈ GaRo X , and let γ be an arbitrary element of Γ f . Then, we have (3.9), which combined with (2.6) implies
Thus, from (2.4) and (2.7), we get
where the implied constants are independent of f and γ. Fix p > 1/α X . It is well known that (cf. [6, Theorem 8.
Therefore, by Holmstedt's reiteration formula (cf. [6, Corollary 2.3, pag 310]), we have
with constants that depend only on p (and hence on X). Combining these estimates with (4.1) yields
with constants that depend only on X and n. Since the pair (L 1 , L p ) is K-monotone (cf. [26] , [11, Theorem 4]) 9 , it follows that there exists a bounded linear operator T acting on the pair (L 1 , L p ), such that f = T γ. Moreover, from the fact that p > 1/α X , we can deduce that X is an interpolation space with respect to the pair 
It follows that the operator T is bounded on X and, consequently,
for some constant c = c(n, X). Taking the infimum over all γ ∈ Γ f , yields
as we wished to show.
Theorem 2 has a partial converse. To state the result we introduce the class of r.i. spaces of fundamental type. Definition 1. Let X = X(Q 0 ) be a r.i. space on Q 0 , and letX = X(0, 1) be its Luxemburg representation on (0, 1) (cf. Section 2.2). We shall say that X is of fundamental type if there exists a constant C > 0, such that (cf. Section 2.3 above)
, t > 0. 
It is well known that m f (Q) is one of the constants c minimizing some functionals depending on the deviation |f − c|. In particular, we have (cf. [ 
From this inequality one can easily deduce that for every r.i. space X the following inequality holds: 
holds for all f ∈ L 1 (Q 0 ), then we must have α X > 0.
Proof. To the contrary, suppose that α X = 0. Since X is of fundamental type we can find two numerical sequences {u k } k∈N , {a k } k∈N contained in (0, 1), converging to zero, and such that 
Without loss of generality we can assume that
Moreover, it can be easily checked that f * a (t) = ln(a/t)χ (0,a) (t) and m fa (Q 0 ) = 0 if a is sufficiently small. Thus, using (4.6), (4.4), (4.3) and (4.5), for sufficiently large k ∈ N, we have
This leads to a contradiction since lim k→∞ (ln(u (a) GaRo X = X; (b) GaRo X ⊂ X; (c) α X > 0.
Fefferman-Stein inequality via Garsia-Rodemich spaces
The original Fefferman-Stein inequality (cf. [13] and also [28] and the references therein) concerns with the embedding (cf. (1.9) and (1.10) above)
In [28] , Strömberg extended this result to an appropriate class of Orlicz spaces. The connection between X # and GaRo X can be seen from the fact that
Indeed, we can easily show that from f ∈ X # it follows 2f # ∈ Γ f . This follows directly from (3.1) since for each Q ⊂ Q 0 we have
The new characterization of the Garsia-Rodemich spaces discussed in the introduction (cf. (1.7) For any family of cubes π = {Q i } ∈ P := P (Q 0 ), we define
and let
Theorem 6. There exist absolute constants, such that for all f ∈ L 1 we have
Proof. It is plain that
Consequently, by equivalence (2.7) (the implied constants depend only on the dimension), we have
Thus, the desired result will follow if we show that
with some absolute constant. Given t ∈ (0, 1], we consider the set
It follows that for each x ∈ Ω(t) there exists a cube Q x such that Q x ⊂ Q 0 , x ∈ Q x , and
Note that, by the definition of the set Ω(t), we have Q x ⊂ Ω(t) for every x ∈ Ω(t). Consider the family of cubes {Q x } x∈Ω(t) . Using a Vitaly type covering lemma (cf.
[27, p. 9]), we can select a subfamily of pairwise disjoint cubes {Q k } (which may contain a finite number of elements) such that
Clearly π = {Q k } ∈ P and, moreover, by (6.2),
Therefore, combining (6.3) and the fact that |Ω(t)| ≥ t, we obtain
Thus, by the definition of the decreasing rearrangement of a measurable function, it follows that,
From the latter inequality, (2.7) and the fact that K(t) := K(t, f ; L 1 , BM O) is an increasing function, we have K(t) ≤ K(5 n t) ≃ 5 n tf ♯ * (5 n t) ≤ 5 n tF f,♯ (t), 0 < t ≤ 5 −n .
Suppose now that 5 −n < t ≤ 1. Let us first remark that K(1) ≤ f L 1 . Indeed, we may assume that Q0 f (x) dx = 0 (see Remark 2) and therefore to compute K(1) we can use the decomposition f = f + 0, and the assertion follows since
Let us also note that, since π = {Q 0 } ∈ P, we have F f,♯ (1) ≥ f L 1 . Consequently, using successively that K(t) is increasing, F f,♯ (t) is decreasing, and 5 n t > 1, we get
Thus, inequality (6.1) holds for all 0 < t ≤ 1 with constant c = 5 n .
Remark 3. Let p ∈ (0, 1). For any family of cubes π = {Q i } ∈ P (Q 0 ) we let Then, by a slight modification of the proof of Theorem 6 we see that the following equivalence holds 
K−functionals and rearrangement inequalities
In this section we consider some examples of the interaction of the GarsiaRodemich functionals with rearrangements, that are connected with our development in this paper.
Our first example deals with the following inequality due to Bennett-Sharpley (cf. [6, Theorem 7.3, pag. 377]).
Theorem 7.
There exists an absolute constant c > 0, such that for all f ∈ L 1 (Q 0 ), we have (7.1) f * * (t) − f * (t) ≤ c f # * (t), 0 < t < 1/6.
Proof. We recall the following fact from [23] : There exists an absolute constant c 1 such that for all f ∈ L 1 (Q 0 ), and all γ ∈ Γ f , we have (7.2) f * * (t) − f * (t) ≤ c 1 γ * * (t), 0 < t < 1/6.
We proceed as follows, 
