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Abstract
To effectively retrieve objects from large corpus with high accuracy is a chal-
lenge task. In this paper, we propose a method that propagates visual feature
level similarities on a Markov random field (MRF) to obtain a high level cor-
respondence in image space for image pairs. The proposed correspondence
between image pair reflects not only the similarity of low-level visual features
but also the relations built through other images in the database and it can be
easily integrated into the existing bag-of-visual-words(BoW) based systems
to reduce the missing rate. We evaluate our method on the standard Oxford-
5K, Oxford-105K and Paris-6K dataset. The experiment results show that
the proposed method significantly improves the retrieval accuracy on three
datasets and exceeds the current state-of-the-art retrieval performance.
Keywords: image retrieval, bag-of-visual-words, Markov random field
1. Introduction
In this paper, we address the problem of image retrieval where the goal
is to retrieve all images containing a particular query object that is outlined
by users in a large scale and unordered image database. Although there
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are many literatures explored several approaches to solve this problem, to
retrieve images according to query object in real time with high accuracy
is still an extremely challenge task. Amongst the existing image retrieval
methods, most early work in this field are originated from the BoW scheme,
which is inspired by the method from text-retrieval systems [1]. Despite of
its simplicity and efficiency, BoW based image retrieval methods are heavily
relied on low-level information whose discriminative capability is degraded
quickly in high dimensional spaces [2]. To overcome this problem, Philbin
[3] suggested an approximate nearest neighbor based k-means approach to
build visual vocabulary, which boosted the retrieval accuracy considerably.
In order to avoid the false rejection problem introduced from the vocab-
ulary quantization, Philbin described a soft-assignment method in [3] which
can include features lost in the quantization stage. In [4], Arandjelovic´ pro-
posed a square root (Hellinger) kernel based approach to measure the dis-
tance between SIFT descriptors, which outperformed the standard Euclidean
distance measure for image retrieval. Similarly, Je´gou [5] presented a Ham-
ming embedding scheme to represent descriptors more precisely where weak
geometric consistency constraints were applied.
Instead of focusing on improvements on the vocabulary quantization,
other researchers explored methods on the descriptor representation. In
[6], Perdˇoch suggested an improved feature detector where discretized lo-
cal geometry representation was learnt. By exploring different configuration
of normalization, dimension reduction and dynamic range reduction, Simon
proposed a better visual descriptor other than SIFT for image retrieval with
high discriminative power [7].
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To deal with feature detection drop-out, Chum[8][9] adopted a set of query
expansion methods to enrich the query model by using spatially verified
features. In [4], Arandjelovic´ proposed a discriminative query expansion
approach, where only the weights of positive words were learnt.
Inspired by but unlike the method described in [2] and [10], in this study
we propose a concept of comprehensive relevance (CR) that incorporates
the low-level feature similarity into a high level relevance measure through
Markov random field (MRF). In this framework, the correspondence between
image pair is computed not only relied on their low-level visual features, but
also dependent on the relations through other images in the database. The
proposed approach can be easily integrated into the existing BoW based
systems to reduce the missing rate.
We organize the rest of the paper as follows. Section 2 introduces the
concept of comprehensive relevance, followed by the implementation details
of CR in section 3. The experimental setup and results are provided in section
4. Section 5 concludes the paper.
2. Motivation & Problem Formulation
Given a query image xq and an image set X which is represented by an
undirected graph G(V,E), a random field with respect to G(V,E) can be
formed where random variables xv ∈ X are indexed by V and connected by
E which measure the similarity between image pairs in dataset. Then, the
object retrieval task can be modeled as a random field optimization problem
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by maximizing the posterior:
Xˆ = argmax
X
P (X | xq) = argmax
X
|V |∏
v=1
P (xv | XV−v, xq) (1)
where V − v is the set of all vertices in graph G except vertex v. This
equation shows that each image’s type (object/non-object) is dependent on
its relevance to the query image and all other images in the dataset.
By taking Bayes rule and Markov property, Eq. (1) can be rewritten as:
Xˆ = argmax
X
|V |∏
v=1
P (xv | XΓ(v), xq) = argmax
X
|V |∏
v=1
P (xq | xv, XΓ(v))P (xv | XΓ(v))
= argmax
X
|V |∑
v=1
logP (xq | xv, XΓ(v)) + logP (xv | XΓ(v)) (2)
where prior P (xv | XΓ(v)) means the property of xv is conditioned by its
neighbors XΓ(v) and likelihood P (xq | xv, XΓ(v)) describes the relation of
query image xq and image xv.
In our work, we approximate logP (xq | mv, XΓ(v)) by using a similarity
function dv(q) which is called direct relevance between xv and xq. To compute
logP (xv | XΓ(v)), we apply a similarity function τv(q) by using belief prop-
agation technique to obtain indirect relevance between xv and xq from xv’s
neighbors. The summation of direct relevance dv(q) and indirect relevance
τv(q) is called comprehensive relevance sv(q) in this paper. More details of
function dv(q) and τv(q) are described in the following section.
Prior to the computation of dv(q) and τv(q) between images, a graph
G(V,E) corresponding to the image corpus is created where each edge E(u, v)
indicates that there is a match between corresponding image pair xu and xv
which is measured by a positive weight mu,v. In our work, we use inlier
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correspondences to measure the match mu,v between two images xu and xv
in corpus:
mu,v =


c2uv
σ2+c2uv
, cuv ≥ θ
0, cuv < θ
(3)
where cuv is the inliers number between two images, θ is a predefined thresh-
old and σ is scale parameter.
According to Eq. (3), the match score of every image pair in dataset can
be obtained to create a graph. For example, as shown in Fig. 1, a graph is
generated for the sample images which contain the same target with different
viewpoints. Based on the created graph, there exists pathes direct/indirect
connecting query object 1 with every other images, even though there is
not edges direct connect them due to different viewpoint (such as object
6). Intuitively, in the concept of CR, the similarity between two images
is calculated according to the direct relevance which measures the weight
of direct path and the indirect relevance which is computed based on the
number of edges on the indirect path that connects two images and the
weights associated with them. Therefore, CR can take the advantage of
BoW based method with lower false rejection rate.
3. Implementation of Comprehensive Relevance
3.1. Comprehensive Relevance Update Criteria
As described in the previous section, given a graph G(V,E) of a database
and a query image xq that does not belonged to V , we define vectors d, τ , s ∈
R|V |×1 whose elements dv(q), τv(q), sv(q) represent the direct relevance, indi-
rect relevance and comprehensive relevance for xv and xq, accordingly.
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Figure 1: Examples of the same object with different viewpoints.
To the direct relevance dv(q), the feature level similarity defined in Eq.
(3) can be used directly to estimate the match degree between two images:
dv(q) = mv,q (4)
The idea behind indirect relevance τv(q) is to find the relationship between
two images through other images, which are relied on both the number of
edges and the entire weights between them. Intuitively, the similarity score is
higher between two images if the corresponding vertices in the graph G(V,E)
have more pathes containing shorter edges with larger weights. In our work,
we implemented a belief propagation based approach to pass the similarity
message between vertex pairs through entire network of graph G and used
them to calculate the indirect relevance.
During the message propagation, each vertex in G propagates its belief
to its direct neighbors via weighted edges, which can be described as:
τ
k+1 = Aτ k (5)
where superscript k is the iteration, A is a weighted adjacency matrix of graph
G whose element aij is normalized weight: aij =
mij
∑|V |
n=1min
, where i, j ∈ |V |.
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In the real large corpus, multiple objects may be contained within the
same images that causes the path between two different objects. To overcome
this problem, we introduce a decay factor α during belief propagation to
penalize long propagation distance between any two vertices and a residual
factor βd to compensate the initial similarity belief. By taking β = 1 − α,
Eq. (5) can be re-written as:
τ
k+1 = αAτ k + (1− α)d (6)
The resulting advantage of Eq. (6) is that it has the same form as biased
PageRank algorithm [11] which has been proved its efficiency in large dataset.
Prior to belief propagation, τ is initialized by τ = d and updated accord-
ing to Eq. (6) by N times, where N is the propagation distance which de-
termines the length that a message can be propagated in the graph G(V,E).
Based on Eq. (4) and Eq. (6), the comprehensive relevance is defined as:
s = γd+ (1− γ)τ (7)
where γ is a parameter which takes value in the range of [0, 1] and controls
the influences from direct relevance and indirect relevance.
The overall approach of CR computation is summarized in Algorithm 1.
3.2. Optimal Subgraph Construction
It can be seen from Eq. (7) that the computation complexity of s is de-
pendent on the size of adjacent matrix A, which is determined by the order of
G(V,E). In the real applications, most images in the dataset are not related
with query image. Thus, in order to reduce the computation complexity, we
designed a scheme to extract an optimal subgraph G∗(V ∗, E∗) from graph
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Algorithm 1: Relevance computation algorithm
input : A: weighted adjacency matrix
vq: query image
α: decay factor
γ: control factor
N : iterations
output: s: Comprehensive relevance scores of vertex set V
1 for i← 1 to |V | do
2 ciq ← ComputeInliers(vi, vq);
3 if ciq ≥ θ then di = c
2
iq/(σ
2 + c2iq) else di = 0
4 d← d/
∑|V |
i=1 di;
5 τ
0 ← d;
6 for n← 1 to N do
7 τ
n = αAτ n−1 + (1− α)d ;
8 s← γd+ (1− γ)τN ;
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G(V,E) whose order |V ∗| is relatively small enough and V ∗ contains most
relevant images.
Given a graph G of a dataset, a small set of vertices which have higher
correspondence to the query image can be initially obtained from G. We call
these vertices as Root Vertex Set R. To find an optimal subgraph G∗(V ∗, E∗)
from G(V,E), we can expand the size of R to include more vertices that are
similar to query image. Thus, to each vertex v ∈ R, its neighbors Γ(v) are
merged into the optimal subgraph G∗. This procedure can be taken M times
to ensure most vertices that contain the same object are included. Algorithm
2 briefly describes the steps of optimal subgraph extraction.
Algorithm 2: Optimal Subgraph Algorithm
input : G(V,E): matching graph of data set
R: Root vertex set
M : optimal searching depth
output: G∗(V ∗, E∗): Optimal subgraph of G(V,E)
1 V ∗ ← R, Vt ← R ; /* Vt is a temporary variable. */
2 for i← 1 to M do
3 for vj ∈ Vt do
4 V ∗ ← V ∗ ∪ Γ(vj) ;
5 Vt ← V
∗ ;
6 G∗ := G[V ∗] ;
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4. Experimental Results
To evaluate the proposed algorithm, we performed experiments on three
standard benchmark datasets: Oxford-5K dataset [3],Oxford-105K dataset
[3] and Paris-6K dataset [3]. To achieve the high image retrieval accuracy
with low computation complexity, we implemented a benchmark image re-
trieval system as described in [6, 3] where similarity between image pairs in
the dataset were calculated using cosine of angle and the top ranked image
pairs were re-ranked using inlier correspondences. On the top of this bench-
mark system, a graph G was created initially. Then, a root vertex set R was
determined according to top ranked image list which was expanded to an op-
timal subgraph G∗(V ∗, E∗) as described in section 3.2. Based on G∗(V ∗, E∗),
comprehensive relevance can be calculated and the objects in the dataset can
be retrieved efficiently.
4.1. Analysis of Parameters
In our experiments, we first analyzed the effects of parameter root vertex
set size |VR| and optimal searching depth M on the performance. In Fig.
2(a), we illustrated the recall on Oxford-5K set with different settings of
|VR| and M . The corresponding optimal graph’s order |V
∗| with the same
settings was shown in Fig. 2(b). The same experiments were carried out on
Oxford-105K set and Paris-6K set as shown in Fig. 3 and Fig. 4, respectively.
As discussed in previous section and can be seen from Fig. 2, 3 and
4, root set size |VR| and optimal searching depth M determine the order
of optimal graph G∗ and the retrieval accuracy, where as the |VR| and M
increase, both the accuracy and the computation complexity are increased
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Figure 2: Effects of |VR| and M on Oxford-5K set.
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Figure 3: Effects of |VR| and M on Oxford-105K set.
consequently. Generally, M tends to be inversely proportional to the size of
dataset |V | to ensure both accuracy and efficiency. Based on the observation
from above figures, we set M = 3 to Oxford-5K and Paris-6K sets, M = 2
to Oxford-105K set, and |VR| = 30 to all three datasets in our experiments.
Looking deeper into the proposed method, we measured mean average
precision (mAP) on three datasets using different propagation distance N
and decay factor α, as shown in Fig. 5. From this figure, we can see that
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Figure 4: Effects of |VR| and M on Paris-6K set.
normally a higher mAP is achieved by increasing the propagation distance
N during CR update with α < 1.0. In our experiment, we set N = 10 as a
tradeoff between the accuracy and efficiency. To the parameter α, it can be
observed that the performance of our system was degraded with very large
or small α (typically α > 0.9 or α ≤ 0.5) on Oxford-5K and Oxford-105K
sets. By analyzing the content of each dataset, we found that better mAP
can be obtained with a moderate α (such as α = 0.6) if the hub number of
graph G is big [12], which indicates large number of occurrences of multiple
objects contained in the same image. To the dataset that does not have hub
set, a larger α (such as α = 1.0) can be used to encourage extensive message
propagation to find more similar objects as the query image.
4.2. Comparison with the state-of-the-art Approaches
In this subsection, we firstly compared the proposed image retrieval method
with the benchmark system on three datasets. In Fig. 6, the average preci-
sions (AP) of the benchmark system and the proposed system on each dataset
were shown, from which we can see the AP of 85.6% queries has improved
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Figure 5: mAP vs. propagation distance N and decay factor α. (a) On Oxford-5K set.
(b) On Oxford-105K set. (c) On Paris-6K set.
and 11.5% remained unchange using the proposed method. Within those
queries without improvement, 89.7% of them already have AP of 1, which
indicates the proposed method improved precision on 95.8% queries.
Furthermore, we compared the proposed method with the baseline and
the state-of-the-art approaches. As shown in Table 1, the mAPs of the pro-
posed method were greatly improved by 18.1%, 28.8% and 22.8% on Oxford-
5K, Paris-6K and Oxford-105K set relatively compared to benchmark system.
For the set of Oxford-105K, our method miss the state-of-the-art only by
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Figure 6: Comparison of average precision with benchmark and the proposed system.
0.007 of mAP. For Oxford-5K and Paris-6K set, the proposed method com-
petes with the state-of-the-art approaches, which demonstrates a significant
improvement achieved by our method.
5. Conclusions
Unlike previous image retrieval methods that only use low-level similarity
in visual feature space to rank images, in this paper, we achieve high re-
trieval accuracy by propagating feature level similarity on a MRF to find the
correspondence between image pairs via other images, with an efficient op-
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Table 1: mAP comparisons on different datasets.
Dataset Oxford-5K Oxford-105K Paris-6K
Baseline 0.789 0.72 0.73
Proposed method 0.932 0.884 0.94
Philbin et al. [3] 0.825 0.719 -
Perdˇoch et al. [6] 0.916 0.885 -
Mikulik et al. [13] 0.849 0.795 0.824
Qin et al. [2] 0.814 0.767 0.803
Shen et al. [14] 0.884 0.864 0.911
Arandjelovic´ et al. [4] 0.929 0.891 0.910
timal subgraph construction method. Experiments show that the proposed
method takes advantages from existing retrieval systems and significantly
outperforms the state-of-the-art approaches for both accuracy and efficiency.
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