We describe the use of a low-cost commercial flatbed scanner in the undergraduate teaching laboratory to image large ($25 cm) interference and diffraction patterns in two dimensions. Such scanners usually have an 8-bit linear photosensor array that can scan large areas ($28 cm Â 22 cm) at very high spatial resolutions (!100 Megapixels), which makes them versatile large-format imaging devices. We describe how the scanner can be used to image interference and diffraction from rectangular single-slit, double-slit, and circular apertures. The experiments are very simple to setup and require no specialized components besides a small laser and a flatbed scanner. Due to the presence of Automatic Gain Control in the scanner, which we were not able to override, we were unable to get an excellent fit to the data. Interestingly, we found that the less-than-ideal data were actually pedagogically superior as it forced the students to think about the process of data acquisition in much greater detail instead of simply performing the experiment mechanically.
I. INTRODUCTION A. Frugal science
The Frugal Science movement envisions a world with "science laboratories for the rest of us," where "powerful yet inexpensive laboratory instruments" are easily available to anyone, [1] [2] [3] not just research scientists. Widely available consumer and open-source electronics are making the creation of such an egalitarian scientific environment possible. The soaring demand for commercial electronics, such as video game consoles, smartphones, and digital cameras, is driving rapid advances in sensor and display technology. This demand, along with steadily falling manufacturing costs, has led to such devices being filled with sophisticated hardware and sensors [4] [5] [6] [7] [8] whose performance is comparable to that of a research-grade instrument. As a consequence, one can now construct laboratory-grade instruments for research or teaching by "hacking" commercial electronics and reusing their sensors and hardware. [9] [10] [11] [12] [13] [14] In addition, the "maker" 15 and open-source electronic hardware movements are making a wide array of sensors [16] [17] [18] and powerful micro-controllers 19-21 available at very low cost, making it possible to build some laboratory instruments at a fraction of the cost of commercial ones. [22] [23] [24] [25] [26] 
B. The interference of light
It is no exaggeration to say that wave interference is one of the most fundamental phenomena in physics and the observation of the interference and diffraction of light is one of the classic experiments in the undergraduate physics curriculum. Besides providing a dramatic visualization of the wave nature of light, the quantitative analysis of a diffraction pattern demonstrates to students how theory and experiment are connected and gives them a number of valuable lessons in data analysis such as numerical modeling and parameter estimation.
Standing before the Royal Society on 24 November 1803 to deliver the Bakerian Lecture, 27 Thomas Young stated that he had found "so simple and so demonstrative a proof of the general law of the interference of two portions of light" that "I think it will not be denied by the most prejudiced." Young then described two variations of an elegant experiment to observe the shadow of a narrow piece of card about "onethirtieth of an inch in breadth" that was placed in a beam of sunlight emerging from a pinhole. The shadow of the card clearly showed bright and dark colored bands of illumination as light had been "inflected, or rather diffracted, into the shadow." This remarkable experiment, which was the first conclusive proof of the wave theory of light and a decisive blow against Newton's corpuscular theory that had held sway for nearly a century, was so simple to carry out that Young said that it could be "repeated with great ease, whenever the sun shines, and without any other apparatus than is at hand to every one." Ironically, many optics laboratories are now often situated in basement rooms without access to direct sunlight; fortunately, low-powered lasers have become so cheap and easily available that they may well be considered as apparatus that "is at hand to every one." Thus, demonstrating interference or diffraction phenomena has now become quite simple, requiring nothing more than some metal foil and a few razor blades to produce apertures of various types, a small laser, and some glue to position the components. However, it is much harder to image these interference and diffraction patterns in a form that can be used for quantitative analysis.
A number of schemes for imaging interference and diffraction patterns for use in undergraduate teaching laboratories have been described. [28] [29] [30] [31] [32] [33] [34] [35] However, these techniques are limited by the size of the sensor array and can usually image only a small field of view, typically a square of about 25 mm on a side. Thus, they cannot be used to image a number of interesting diffraction phenomena that have larger or twodimensional diffraction patterns that are several centimeters in width and height. [36] [37] [38] [39] Commercial equipment to image interference and diffraction patterns for undergraduate teaching laboratories is also available, 40 and while they can image large patterns in one dimension they cannot image twodimensional patterns and are considerably more expensive than the setup we describe here.
In this note, we explore the possibility of using commercial flatbed scanners to image these patterns. Flatbed scanners have high-quality linear photosensors and can image large fields of view. Old scanners that have been discarded or are no longer in use are often easy to find and can be put to good use in a teaching laboratory. If a used scanner cannot be found, a basic scanner can be purchased at very low cost; the scanner used in our experiment costs approximately $60. Our original aim was to use a flatbed scanner to image diffraction patterns using a technique similar to that used by Ramil et al. 35 These authors used a digital camera to record multiple images of diffraction patterns at increasingly shorter exposure times, thus recording intensity variations at different intensity levels. The parts of the image that saturated the detector were removed and the various images obtained were spliced together to make a composite image with a very large dynamic range. Where Ramil et al. used exposure time as a control to capture variations at different intensity levels, we varied the intensity of the image by passing the incident beam through a variable neutral density filter. Unfortunately, because of artifacts caused by the Automatic Gain Control (AGC) used by the scanner, we were not able to obtain the images as planned. Surprisingly, we found that despite this shortcoming, the experiment was still a very good laboratory exercise with high pedagogical value.
II. METHODS

A. Apparatus
A schematic diagram of the apparatus is shown in Fig. 1 . A Vernier Diffraction Apparatus Kit 40 was used to produce the diffraction patterns. The kit has a 636-nm red laser as a source and a variety of single, double, multiple, and variable-width diffraction slit apertures. A PASCO Precision Diffraction Slit (Part number OS-8453) was used to produce diffraction from a circular aperture. The laser unit, slits, and the slit holder were all mounted on a 1-m long dynamics track that was used as an optical bench (see Fig. 1 ). 41 The diffracted light was incident on a Canon CanoScan LiDE110 Color Image Scanner, placed 120 cm from the diffraction aperture. A continuously variable metallic neutral density filter (Thorlabs NDC-25C-2 M) was placed in the beam path to vary the intensity of the diffracted light. Although our apparatus makes use of some specialized and expensive items, such as the neutral density filter, precision apertures, and the dynamics track, in principle no specialized components besides a low-power laser and the flatbed scanner are needed. Apertures can be made quite easily as described earlier, and a microscope cover-slip coated with soot from a candle can be used as a filter to vary the intensity of the laser beam.
A minor modification had to be made before the scanner could be used to record the intensity variations of the diffracted light. The glass platen on the scanner had to be removed as it produced a number of "ghost" images due to multiple reflections. However, the scanner does not work when the platen is removed as it has a switch that detects the presence of the platen. A clear sheet of plexiglass was cut to the size of the platen and placed in the scanner, and a rectangular hole was cut out of the plexiglass sheet to prevent multiple reflections.
B. Artifacts due to automatic gain control
In principle, the image of a diffraction pattern can be obtained simply by taking a scan. However, in our experiment this did not result in a satisfactory image for two reasons. First, the dynamic range of the scanner was insufficient to capture the intensity variations of the diffracted light with sufficient detail in a single scan. Second, the scanner appeared to have an Automatic Gain Control (AGC) that caused other artifacts. These artifacts can be seen clearly in Fig. 2 , which shows the diffraction pattern due to a single slit. The raw image data are shown in the upper panel, while a cross-sectional variation of the intensity through the As is well known, the diffracted intensity from a single slit has periodic peaks whose peak intensity increases monotonically until it reaches a maximum at the central peak. Thereafter, the peak intensities decrease monotonically, with the intensity variations being symmetric about the central peak. In region 1, the intensity of the peaks increases as we approach the central maxima, as it should. In this region, the dynamic range of the scanner is sufficient to faithfully reproduce the intensity variations of the diffraction pattern. The intensity then saturates at the start of region 2. At this point, it can be seen that the next peak has a lower intensity than the peak at ›. We believe that this is because the AGC reduces the gain to capture the full range of intensity variation. The peak intensity again begins to increase until fi, where the intensity saturates the detector once more. Again, the gain is reduced and the same trend is repeated in region 3 with the first peak after the one saturating the detector being reduced in intensity, and subsequent peaks increasing in intensity. In region 4, all the peaks saturate the detector. We surmise that the nonlinear increase in the peak intensity rises too fast for the AGC to compensate. In region 5, the gain appears to decrease almost continuously and stabilizes around the 1300 pixel mark. Another saturation event at -causes the gain to be set so low that the detector does not record anything beyond the first two peaks after the main peak.
After a number of trials, we concluded that this behavior is caused by the AGC. Our conjecture is that the AGC progressively reduces the gain whenever the image becomes saturated and then keeps the gain at that value even if subsequent regions have lower intensities. It also seems that rapid increases in intensity cause the gain to be lowered continuously as seen in the first portion of region 5. The gain is set to its lowest value when imaging the central peak in region 6, and consequently, the gain is too low to record any but the two largest intensity fluctuations in this region. It should also be noted that the large reduction in gain atcauses the two secondary peaks flanking the main peak to have slightly different heights compared to their counterparts in region 5. Unfortunately, without knowing the details of the AGC algorithm, we cannot explain this asymmetry any further. We were unable to find a way to disable the AGC using the control software or to get any details about the AGC algorithm from the manufacturer. However, we were still able to produce useful data as will be described shortly.
C. Experimental procedure
The standard geometry of the single-and double-slit diffraction experiments is shown in Fig. 3 . For the single slit and circular aperture, the angle h is measured from the center of the slit or aperture. Each diffraction pattern was imaged using the following three-step process, an example of which is shown in Fig. 4. (1) Recording the filtered image: First, the neutral density filter is set to cut off enough light so that the central peak of the diffraction pattern can be imaged without saturating the detector; we call this the filtered image [panel (a) in Fig. 4 ]. This data usually has just the first maximum and one or two subsidiary maxima adjacent to the central peak. The noise floor is subtracted from the image so that the minima in the image are set to zero, or close to zero, and then the entire image is normalized by the maximum intensity of the central peak, thus scaling the maximum peak intensity to unity [panel (b) in Fig. 4 ]. (2) Recording the normal image: Without moving any part of the setup, the neutral density filter is removed from the beam path and a second image, which we call the normal image, is recorded. Again, the noise floor is subtracted from this image [panels (c) and (d) in Fig. 4 ]. (3) Scaling and splicing: The intensities of the two brightest secondary peaks lying on either side of the central peak in the normal image are now scaled to match the intensities of the corresponding peaks from the scaled and normalized filtered image [panel (b) of Fig. 4 ]. To do this, the normal image is split into two images, one with the data to the left of the central peak and the other with the data to the right. In each of these images, the intensity of the brightest secondary peak is normalized to unity and then multiplied by the intensity of the corresponding peak in the filtered image. The two normalized and scaled images of the "wings" are then spliced together with the central part of the image taken from the filtered image (Fig. 5) .
While the resulting composite image is not symmetric about the central maxima, the data are still very useful for classroom and laboratory instruction. We recorded diffraction patterns from three types of apertures, a rectangular single slit, a rectangular double slit, and a circular aperture, and the results are presented in Sec. III. It is important to note that in all experiments, besides the scaling and splicing described above, no other free parameters were used to match experimental and theoretical data.
III. RESULTS
A. Single slit
We imaged light diffracted from a 160-lm wide rectangular aperture placed with the long axis of the slit perpendicular to the scan direction. The process of constructing the final image from the filtered and normal images is shown in Fig.  4 . The vertical lines (red) show where the two images were truncated and combined. The diffraction pattern has a width of a few pixels in a direction parallel to the long edge of the slit. Thus, various cross-sectional intensities can be selected. We selected the cross section that gave the largest number of almost-symmetric peaks in the normal image.
The angular variation of the Fraunhofer, or far-field, intensity due to diffraction by a single slit of width a is given by the standard scalar theory of diffraction 42, 43 to be where b ¼ ðka=2Þ sin h and k ¼ 2p=k. The final combined image is shown in Fig. 5 , where it can be seen that the experimental data closely match the calculated intensity variation.
While the experimental and calculated data do not match exactly, especially for the main peak, the experimental data produce maxima and minima at almost exactly the same positions as predicted by calculations. As mentioned earlier, besides scaling and splicing the normal and filtered images together, no further processing was carried out on the experimental data. We believe that the AGC is responsible for the difference between the experimental and calculated intensities. This is supported by the inset in Fig. 5 which shows only the filtered data. The shape of the central peak is clearly asymmetric and distorted, with the intensity dipping sharply near the top as the brightness increases. We carried out a number of trials and observed the same asymmetry and distortion in all of them, thus strengthening our belief that the continuous variation of gain due to the AGC alters the shape of the peaks.
B. Double slit
The angular variation of the far-field intensity due to diffraction by a pair of slits of width a and separation b is given by 42, 43 
where a ¼ ðkb=2Þ sin h and the other symbols have their usual meanings. The diffraction due to two 80-lm slits spaced 250 lm apart is shown in Fig. 6 . The procedure to crop, scale, and splice the normal and filtered images was slightly different than that used for the single-slit data in that, for the double slit, the five main central peaks were taken from the filtered image instead of just one. The normal image was divided into two regions, shown as and in Fig. 6 . The intensity of the brightest peak in these regions, indicated by the arrow in the figure, was first normalized to unity, and then scaled to an intensity of 0.03781, the calculated intensity of the peak obtained from Eq. (2). The secondary peaks from region were also scaled similarly. As in the case of the single slit, the central peaks were scaled so that the maximum intensity was set to unity. After normalizing and scaling, the three images from the left, center, and right were then spliced together to form the composite image. A magnified view of the five central peaks is shown in the inset to Fig. 6 . Once again, two effects of the AGC can be seen clearly. First, the peaks are slightly asymmetric about the central peak when compared to the calculated values. Second, the peak intensities do not have the same ratios as predicted by theory. This is because the gain is progressively decreased as the scanning element moves from left to right, thus suppressing the peak intensity of brighter peaks and changing the ratio of peak intensities.
Even though the recorded data do not match the calculated values exactly, the data still have pedagogical value. For example, the data in Fig. 7 can be used to demonstrate how a double-slit diffraction pattern is simply the product of the interference pattern from two point sources with the same separation as that between the double slits [shown in light gray (red) in panel (a)], and the diffraction pattern from a single slit of the same width as one of the double slits [shown in Fig. 6 . Double-slit Diffraction. Experimental and calculated intensity for diffraction from two 80-lm slits spaced 250 lm apart. The five main central peaks were taken from the filtered image, while the normal image was divided into two regions, shown as and in the figure. The intensity of the brightest peak in these regions, indicated by the arrow in the figure, was first normalized to unity, and then scaled to an intensity of 0.03781, the calculated intensity of the peak obtained from Eq. (2) . The inset shows a magnified view of the five central peaks showing how the experimental data is distorted due to the AGC. light gray (red) in panel (b)]. The maxima and minima of the two-slit interference pattern in Fig. 7 (a) matches the positions of the maxima and minima of the intensity variation from the double slit almost exactly, while the single-slit envelope in Fig. 7(b) shows how the two-source interference is modulated by the finite width of the diffracting apertures.
C. Circular aperture
The angular variation of the far-field intensity due to diffraction by a circular aperture of diameter a is given by 42, 43 
where f ¼ ka sin h and J 1 is the Bessel function of the first kind of order one. The far-field diffraction pattern obtained from a 400-lm diameter circular aperture is shown in Fig. 8 . The circular aperture has a smaller diffracting area than the single and double slits and transmits approximately one-tenth the amount of light compared to the rectangular-slit apertures. Thus, the overall intensity of the diffraction pattern is lower than that of the slit apertures and consequently the data are noisier. The normal image was divided into three regions as in the case of the double slit and the normalizing and scaling were performed in a similar manner with the left and right regions being scaled to the height of the second maximum of the Bessel function (0.0175, obtained from the calculated curve). Again, the experimental data fit the calculated values reasonably well, and as in the previous cases, the distortions due to the AGC were still present. Pedagogically speaking, the data clearly showed the formation of the Airy disk and were a striking demonstration of diffraction. With this data, we were able to discuss how an image formed by a lens could be thought of as a superposition of Airy disks formed by every element of the object plane being diffracted by the aperture of the lens.
IV. CONCLUSION A. Removal of artifacts due to AGC
We tried to remove the artifacts due to the AGC in two ways. The first method was to simply expose only a portion of the image at any one time, setting the filter so as not to saturate the image, and then combining all the images together. This procedure is time consuming and takes about 2-3 h per image. Thus, the experiments we have described are best suited for a student project that is spread over a few weeks or multiple lab sessions. The second method was to try to get access to the raw data prior to processing. This method was motivated by the work of Wang and Heidrich 9,10 who used a similar scanner (Canon LiDE 30) to record images, but used the shareware program VueScan11 instead of the vendor-provided scan software to get access to the uncalibrated 16-bit raw sensor data prior to scanner calibration. However, we were unable to bypass the image calibration even when we used VueScan.
B. Pedagogical value
Despite the fact that we did not obtain an exact match between theory and experiment, we venture to say that this imperfect experiment has greater pedagogical value than a "perfect" experiment where there is very close agreement between the measured and calculated data. It has been commented that using "black box" style plug-and-play apparatus in student laboratories leads to passive learning. 44 This has also been the anecdotal observation of one of the authors (VG). For example, in a lab on diffraction that uses a commercial apparatus, we have observed that many students simply follow the instructions to record the data, and often being quite adept at programming, simply "plug-and-chug" the parameter values into the corresponding expression for the diffracted intensity, and consider the lab completed. With the scanner, however, the imperfect results force the student to think much more deeply about exactly how the sensor is gathering information. With a plug-and-play setup, the student simply has to turn on the laser, move the detector from one end of its travel to the other, and the data appear instantly on the computer and there is no need to consider how it appeared there. In other words, the measurement process is completely hidden from view, and in our opinion this is a drawback as the experiment can be performed very mechanically.
This work started as a one-semester independent research project for one of the authors (T.K.) who was a junior physics major at the time and had already taken an upper-level course on optics. When the data were recorded, a number of interesting questions had to be considered. For example, "Why is the scanner able to scan an image of a page with high fidelity, but not reproduce the diffraction pattern with the same accuracy?" or "Why is the recorded image of the diffraction pattern not symmetric about the central peak?" Thinking about these questions led to discussions about how light sensors work, digital image formats, understanding the structure of RGB images, bit depth, gain control, and many others. Such questions also led to T.K. having to do a good deal of reading and searching in the primary literature instead of simply looking up information in a textbook. In short, the project became research, instead of yet another "canned" experiment with predictable and well-known results and a "correct" answer to be obtained at the end.
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