We obtain a number of results in a unified way by the above mentioned approach. For instance, our results include, bounds on the solutions, uniqueness, stability and boundedness of solutions. We also indicate that using Lyapunov like vector functions is useful in some cases. Examples are given to illustrate some of the results.
1. One of the most important techniques in the theory of nonlinear differential equations is the direct method of Lyapunov and its extensions. It depends basically on the fact that a function satisfying the inequality is majorized by the maximal solution of the equation r' = w(t, I), r(t,) = ro .
This comparison principle enables one to study various problems of differential equations [l-3] . The problem of stability of solutions of parabolic equations has been investigated by Bellman [4] , Prodi [5] , Narasimhan [6] , Mlak [7, 81 and others. We obtain a number of results in a unified way by the above mentioned approach. For instance, our results include, bounds on the solutions, uniqueness, stability and boundedness of solutions. We also indicate that using Lyapunov like vector functions is useful in some cases. Examples are given to illustrate some of the results. Given an initial function +(t, x) which is defined and continuous on D U I x r, a solution of (2.1) is any function u(t, x) satisfying the following properties:
(i) u(t, x) is defined and continuous for (t, x) E I7; (ii) u(t, x) = +(t, x) for (t, x) ED u I x r; (iii) u(t, X) possesses continuous partial derivatives au/at, u, , u,, in the int I? and satisfies (2.1) for (t, x) E int H.
We shall consider the following two partial differential systems
where f and g are vector functions defined and continuous on Rx R" x R" x R"'.
Let us assume, hereafter, that solutions of (2.2) and (2.3) exist as defined above. We establish a number of results on stability and boundedness of solutions of (2.2) and (2.3). 0 ur work constitutes an extension to partial differential systems of our results [l-3] in ordinary and functional differential equations.
Let G(t, x, m, P, Q) be a scalar function defined and continuous on n x Rf x R" x Rn2, where R+ denotes [O,co). Consider the partial differential inequality existing to the right of t,, .
r(to) = r > 0, (2.9)
The following result plays an important role in our work. LEMMA 1. Let the hypothesis (2.7) hold. Let the function m(t, x) be nonnegative, defined and continuous for (t, x) E R. Assume that m(t, x) has partial derivatives am/at, m, , rnrz for (t, x) E int R and it satisfies the inequality (2.4) for (t, X) E int R. If m(t, x) < r(t) for (t, x) ED u I x r, then m(t, 4 < r(t) for (t, x) E R.
(2.10)
PROOF.
Suppose that m(t, X) has all the properties assumed in the lemma. To prove (2.10) we consider the ordinary differential equation
which has solutions r(t, c), for all sufficiently small E > 0, existing as far as
exists, such that ~(t, , l ) = r0 + 6. Since lim,,, r(t, 6) = r(t) [9] , it is enough to prove mk 4 < 46 c) for (t, x) E A whenever m(t, x) < y(t, c) for (t, x) ED u Z x r. (2.12)
For this purpose, suppose that the set
is nonempty. Let S, be the projection of S on the t-axis and t, = inf S, . We then have m(t, X) < r(t, C) for to < t < t, , x E ij. Write
We assert that z(x) has a minimum equal to zero for some x E D. Let a scalar function V(t, x, II, w) > 0 be defined and continuous on R x R" x R". Suppose that it has partial derivatives with respect to t and the components of x, u, and v. For convenience, we shall write V for V(t, x, u, V) below. We define the function v*o, x, u, 4 = g + g * f(t, x, u, u: , &!) + g -g(t, x, 0, w; , &), (2.20) where . denotes the usual scalar product of vectors. In the following, it is convenient to use the vectors V, , V,, of dimensions rz, n2, respectively defined by axv aw,, avpl axvl v, v1 = 1, 2, a-, n '
With respect to these functions, we state the following theorems. and verifying that V1(t, x, u, w) preserves the properties of V(t, x, u, v). We leave the details to the reader. Taking A(t) = 1, we see that Theorem 2 reduces to Theorem 1. Since Theorem 1 is an important tool by itself in the study of various problems of partial differential equations, we have listed it separately. We note that W(t, r) of (2.8) need not be nonnegative. This has an advantage in obtaining sharper bounds and in considering stability and boundedness results later. For example, taking V = 1 u -ZI 1 and W(t, Y) = k(t) Y, where k(t) is continuous on I, one can get an upper bound from Theorem 1 as follows:
whenever If we assume that V(t, x, u, w) = 0 if and only if u = ZJ, Theorem 1 can be used to get a uniqueness result as follows. We merely state UNIQUENESS THEOREM.
Let the hypothesis (2.7) hold with y. = 0. Suppose further that Let the maximal solution r(t) of (2.9) with r(t,) = 0 be indentically zero. Then there is at most one solution of (2.2), 3 . Suppose that u(t, X) and v(t, X) are any two solutions of (2.2) and (2.3) with the initial functions $(t, X) and t,h(t, X) on the boundary D u I x r. Let 1 z 1 denote any convenient norm of vector z. Define
IW 4 -(t, -4 I
In order to unify our results on stability and boundedness, we list below the following conditions which are natural extensions of the conditions in [l]. Corresponding to the conditions above, if we say that the ordinary differential equation (2.9) has the property (3.la), we mean the following condition is satisfied.
(3.la) Given E > 0 and t, > 0, there exists a positive function T(t, , c) that is continuous in t, for each E and satisfies the inequality r(t) < E, t 2 t, , provided r(to) < v(t,, , c).
Conditions (3.2a) to (3.12a) may be formulated similarly.
The following theorems on stability and boundedness are extensions of analogous results in ordinary and functional differential equations [l-3] . We assume that Assume now that there exist solutions u(t, X) and v(t, X) of (2.2) and (2.3) for which
ii?) dM(to , .I, #(to , .)lo < +o , 4; Wt, .I, W, .A--=c Q, t 3 to, have the property that d[u(t, , .), v(t, , .)I0 > E for some t = t, > to . Then there exists an x0 E D, such that 1 u(t, , x0) -v(t, , x0) 1 = E, because of (ii) above. From the relations (2.23), (3.13) and (3.15), we obtain the inequality
which is a contradiction. This proves (3.1).
The proof of (3.2) is essentially the same, since v(t, , l ) is independent of to, in this case.
The proofs of other statements are also similar. We shall only indicate the proof of the conclusion (3.3). Since the differential equation (2.9) satisfies (3.3a), given b(c) > 0, cx > 0 and t, 3 0, there exists a positive number 7' =: T(to , 01, l ) such that r(t) -=c b(4, t 3 4, + T, Hence the conclusion (3.3) holds and this completes the proof.
THEOREM 4. Let the assumptions of Theorem 1 hold, together with (3.13) and (3.14). Suppose further that the d@rentMl equation (2.9) satis+ one of the conditions (3.7a), (3 8a), (3.9a), (3JOa), (3.11a) and (3.12a); then the systems (2.2) and (2.3) satisfy the corresponding one of the conditions (3.7), (3.8), (3.9), (3.10), (3.11) and (3.12). By following the proof of Theorem 3 and that given above, we can easily construct proofs of the remaining statements. We omit the details. provided r. < v(t, , c) and t > to . Suppose that u(t, X) and o(t, x) are any solutions of (2.2) and (2.3) with the initial functions C(t, X) and #(t, X) on the boundary D u I x r. Choosing y. < 7(t, , E), we have, from (2.22a)
Vto , x, $00 ,4, #(to ,4> < yo < rl(to > c).
Because of (3.13), this means that Assume now that there exist solutions u(t, X) and v(t, X) of (2.2) and (2.3), whose initial functions +(t, X) and #(t, x) satisfy (i) and (ii) above, have the property that d[u(tk , .), ~(t, , .)I0 3 l . Then, there exist xk E D, such that 1 u(t, , xk) -~(t, , xk) / = E. This, together with (2.23a), (3.13), and (3.19), yields the inequality Since A(t,) -00 as t, -00, A(t,) > 1 for large K. As b(e) > 0, this is a contradiction. Hence the conclusion (3.3) follows. If A(t) 3 1, then, in analogy to the proof of Theorem 3, we find that the systems (2.2) and (2.3) satisfy (3.1). This implies that they have the property (3.5). The proof of the other cases is similar. We leave the details.
THEOREM 6. Let the assumptions of Theorem 2 hold, together with (3.13) and (3.14). Let A(t) -KC as t -00. Suppose that the da~erential equation (2.9) satisjes one of the conditions (3.7a) and (3.8a). Then the systems (2.2) and (2.3) satisfy the correponding one of the conditions (3.9) and (3.10). If, in addition, A(t) > 1, the systems (2.2) and (2.3) satisfy (3.11) and (3.12) respectively.
PROOF. We first show that (3.9) is implied by (3.7a). Let u(t, X) and v(t, X) be any solutions of (2.2) This is a contradiction, since A(tk) --+a~ as t, --+co and b(L) > 0. This proves (3.9). If A(t) > 1, then in analogy to the proof of Theorem 4, we find that the systems (2.2) and (2.3) satisfy (3.7). This implies that they have the property (3.11). S imilar conclusions hold for the other case-and the proof is complete.
4. We now extend the preceeding results to perturbed systems. Corresponding to (2.2) and (2.3), let us consider the systems we say that the systems (2.2) and (2.3) satisfy the conditions (3.1) to (3.12) weakly.
The following analogous theorems for weak stability and boundedness may then be stated. Assume that where ar = KT (K is the constant defined in (4.4) ). Suppose that (3.13) holds. Then if the differential equation (2.9) satis$es one of the conditions (3.la), (3.2a), (3.3a), (3.4a), (3.5a) and (3.6a), the systems (2.2) and (2.3) satisfy weakly the corresponding one of the conditions (3.1)) (3.2)) (3.3)) (3.4)) (3.5) and (3.6).
THEOREM 8. Let the assumptions in the first sentence of Theorem 7 hold, together with (3.13) and (3.14) . Suppose that the differential equation (2.9) satis$es one of the conditions (3.7a), (3.8a), (3.9a), (3.10a), (3.11a) , and (3.12a). Then the systems (2.2) and (2.3) satisfy weakly the corresponding one of the conditions (3.7), (3.8), (3.9), (3.10), (3.11) and (3.12). If u(t, x) and w(t, x) are any two solutions of (4.1) and (4.2) with the initial functions +(t, x) and a,h(t, x) on the boundary D U I x I', we can obtain the desired results by applying directly the proofs of Theorems 1, 3, and 4. We omit the details. THEOREM 9. Suppose that the assumption of Theorem I hold, except that the condition (2.21) is replaced by V*(t, x, u, 7~) + aV(t, x, u, v) < G(t, x, Vest, Vze@, V,g@) e-@ (4.6) where fl is positive and satisj?es the inequality 01 2 KT + p. Let the assumption (3.13) hold. Then, if the differential equation (2.9) satisfies one of the conditions (3Ja) and (3.2a), the systems (2.2) and (2.3) satisfy weakly the corresponding one of the conditions (3.3) and (3.4). If e@ in (4.6) is replaced by ebct+), the systems satisfy (3.5) and (3.6) respectively. THEOREM 10. Let the assumptions in the first sentence of Theorem 9 hold, together with (3.14). Let the d@rential equation (2.2) satisfy the condition (3.7a) or (3.8a). Then, the systems (2.2) and (2.3) satisfy weakly the condition (3.9) or (3.10). If e@ in (4.6) is replaced by e@ct+j, the systems have the property (3.11) or (3.12) respectively. PROOF OF THEOREM 9 AND 10. Proceeding as in the proof of Theorems 7 and 8 we obtain the inequality V**(t, x, u, v) + ,W(t, x, u, w) < G(t, x, Ire@, Vze@, V,gflt) e-pt. This is similar to condition (2.21a) of Theorem 2 with A(t) = efit. Hence one obtains from Theorem 2, V(4 x, u(t, 4, ~(4 x>) eBt < r(t) for (t, x) E R, where u(t, x) and v(t, x) are any two solutions of (4.1) and (4.2) with the initial functions +(t, X) and #(t, x) satisfying v(t, x, 544 x) * W, 4) eSt < r(t) for (t, x) ED U I x I'. Now, following the proofs of Theorems 5 and 6, we can establish the results. We leave the details to the reader.
5. Let us replace (2.4) by the parabolic inequalities azi at < Gi(t, X, ~1, ***, zrn 9 d t dxz)
where each Gi is defined and continuous on H x R+" x R" x RnB. Let the functions kVi(t, x1 , *a*, z,) be defined and continuous on I x R+" and for each i, let JVi(t, z1, .-*, a,) be nondecreasing in aI , ***, aimI , zifl, ..., a, . Then, it is known [lo] that the ordinary differential system r; = wi(t, t-1 , -mm, r,); 'i&J < y: > 0, vi@, x, u&, 4, G, 4) < r&> for (t, x) E IT.
Corresponding to this change, since the conditions (3.la) to (3.12a) are to be satisfied for xz, ri(t), the proofs of Theorems 3 and 4 are much the same. One can formulate theorems analogous to Theorem 2 and its applicationsTheorems 5 and 6. We do not attempt to go into details. Now it is easy to see that the stability properties of the system (6.3) depend on the stability properties of the linear differential equation.
