Abstract. This paper deals with the problem of test generation for hybrid systems, which are systems with mixed discrete and continuous dynamics. In our previous work [9], we developed a coverage guided test generation algorithm, inspired by a probabilistic motion planning technique. The algorithm is guided via a process of sampling goal states, which indicate the directions to steer the system towards. In this paper, we pursue this work further and propose a method to enhance coverage quality by introducing a new notion of disparity. This notion is used to predict the situations where the goal states can not be 'directly' reached. We then develop an adaptive sampling method which permits improving coverage quality. This method was implemented and successfully applied to a number of case studies in analog and mixed-signal circuits, a domain where hybrid systems can be used as an appropriate high level model.
Introduction
Hybrid systems, that is, systems exhibiting both continuous and discrete dynamics, have proven to be a useful mathematical model for various physical phenomena and engineering systems. Due to the safety critical features of many such applications, much effort has been devoted to the development of automatic analysis methods and tools for hybrid systems, based on formal verification. Although these methods and tools have been successfully applied to a number of interesting case studies, their applicability is still limited to systems of small size due to the complexity of formal verification. It soon became clear that for systems of industrial size, one needs more 'light-weight' methods. Testing is another validation approach, which can be used for much larger systems and is a standard tool in industry, although it can only reveal an error but does not permit proving its absence. Although testing has been well studied in the context of finite state machines (e.g. [13] and references therein) and, more recently, of real-time systems, it has not been much investigated for continuous and hybrid systems. Therefore, a question of great interest is to bridge the gap between the verification and testing approaches, by defining a formal framework for testing of hybrid systems and developing methods and tools that help automate the testing process.
A number of special characteristics of hybrid systems make their testing particularly challenging, in particular the infiniteness of their state space and input space. In general, in order to test an open system, one first needs to feed an input signal to the system and then check whether the behavior induced by this input signal is as expected. When there is an infinite number of possible input signals, it is important to choose the ones that lead to interesting scenarios (with respect to the property/functionality to test). Concerning existing work in test generation for hybrid systems, the paper [12] proposed a framework for generating test cases by simulating hybrid models specified using the language Charon. The probabilistic test generation approach based on the motion planning technique RRT [15] , proposed in [5, 11] , is similar to the algorithm gRRT we proposed in [9] . Our method gRRT differs from these in the use of a coverage measure to guide the test generation. Although for various examples, the guiding tool significantly improves the coverage quality, it still suffers from a problem that we call the controllability issue. Roughly speaking, the guiding tool, while trying to increase the coverage, might make the system follow the directions which are unreachable. Indeed, any RRT-based search method which does not take into account the system's dynamics might suffer from this problem.
In this paper, we propose a method to tackle this controllability issue by introducing a new notion of disparity describing the difference between two distributions of point sets. The information of the disparity between the goal and the visited states is used to steer the exploration towards the area where the dynamics effectively allows to improve the coverage. A combination of this disparity guided method and the coverage guided algorithm gRRT results in a new adaptive algorithm, which we call agRRT. Experimental results show the coverage efficiency of the new algorithm. In terms of applications, besides traditional applications of hybrid systems (e.g. control systems), we have explored a new domain which is analog and mixed signal circuits. Indeed, hybrid systems provide a mathematical model appropriate for the modeling and analysis of these circuits. The choice of this application domain is motivated by the need in automatic tools to facilitate the design of these circuits which, for various reasons, is still lagging behind the digital circuit design.
The paper is organized as follows. We recall the hybrid systems testing framework in Section 2 and the test generation algorithm gRRT in Section 3, where we also discuss the controllability issue. In Section 4 we introduce the disparity notion and how to use it to enhance the coverage quality of tests. The last section is devoted to the experimental results obtained on some benchmarks of analog and mixed signal circuits.
Testing Problem
As a model for hybrid systems, we use hybrid automata. In most classic versions of hybrid automata, continuous dynamics are defined using ordinary differential equations. However, with a view to applications to circuits where continuous dynamics are often described by differential algebraic equations, we adapt the model to capture this particularity.
A hybrid automaton is a tuple A = (X , Q, E, F, I, G, R) where X ⊆ R n is the continuous state space; Q is a finite set of locations; E is a set of discrete transitions; F = {F q | q ∈ Q} such that for each q ∈ Q, F q = (U q , W q , f q ) defines a differential algebraic equation of the form 1 : f q (x(t),ẋ(t), u(t), w) = 0 where the input signal u : R + → U q ⊂ R p is piecewise continuous and w ∈ W q ⊂ R m is the parameter vector; I = {I q ⊆ R n | q ∈ Q} is a set of staying conditions; G = {G e | e ∈ E} is a set of guards such that for each discrete transition e = (q, q ) ∈ E, G e ⊆ I q ; R = {R e | e ∈ E} is a set of reset maps. For each e = (q, q ) ∈ E, R e : G q → 2 I q defines how x may change when A switches from q to q . The hybrid state space is S = Q × X . A state (q, x) of A can change by continuous evolution and by discrete evolution. In location q, the continuous evolution of x is governed by the differential algebraic equation f q (x(t),ẋ(t), u(t), w) = 0. Let φ(t, x, u(·)) be the solution of this equation with the initial condition x and
is admissible starting at (q, x) for h time. For a state (q, x), if there exists a transition e = (q, q ) ∈ E and that x ∈ G e , then the transition e is enabled, the system can switch to q and the continuous variables become x ∈ R e (x). This is denoted by (q, x) e → (q , x ), and we say that the discrete transition e is admissible at (q, x). The hybrid automata we consider are assumed to be nonZeno. Note that this model is non-deterministic (both in continuous and discrete dynamics). To define our testing framework, we need the notions of inputs and observations.
If an input is controllable by the tester 2 , it is called a control input; otherwise, it is called a disturbance input. A control action can be continuous or discrete. We assume that all the continuous inputs of the system are controllable. Since we want to implement the tester as a computer program, we are interested in continuous input functions that are piecewise-constant. Hence, a continuous control action, such as (ū q , h) specifies that the system continues with the dynamics F q under the input u(t) =ū q for exactly h time.
For a state (q, x), a sequence of input actions
Since the tester cannot manipulate uncontrollable actions, we need the notion of admissible control action sequences. However, due to space limitation, we do not include its formal definition, which can be found in [3] . Intuitively, if we apply a control action sequence to the automaton, some disturbance actions can occur between the control actions. A control action sequence that does not cause the automaton to be blocked is called admissble. The set of traces starting at (q, x) after an admissible control action sequence ω is denoted by T r((q, x), ω). We denote by S C (A) the set of all admissible control action sequences starting at an initial state (q init , x init ).
We assume that the location of the hybrid automaton A is observable by the tester. We also assume a set V o (A) of observable continuous variables of A. The projection of a continuous state x of A on V o (A), denoted by π(x, V o (A)), is called an observation. The projection can be then defined for a trace. Let ω be an admissible control action sequence starting at an initial state (q init , x init ) of A. The set of observation sequences associated with ω is
In our framework, the specification is modeled by a hybrid automaton A and the system under test SUT (e.g. an implementation) by another hybrid automaton
(that is, a control sequence which is admissible for A is also admissible for A s ). Note that we do not assume that we know the model A s . The goal of testing is to make statements about the relation between the traces of the SUT and those of the specification. The tester performs experiments on A s in order to study the relation between A and A s . It emits an admissible control sequence to the SUT and measures the resulting observation sequence in order to produce a verdict ('pass', or ' fail', or 'inconclusive'). The observations are measured at the end of each continuous control action and after each discrete (disturbance or control) action.
Definition 1 (Conformance). The system under test A s is conform to the specification A, denoted by
A test case is represented by a (finite) tree where each node is associated with an observation and each edge with a control action. A hybrid automaton might have an infinite number of infinite traces; however, the tester can only perform a finite number of test cases in finite time. Therefore, we need to select a finite portion of the input space of A and test the conformance of A s with respect to this portion. The selection is done using a coverage criterion that we formally define in the following.
Star Discrepancy Coverage. We are interested in defining a coverage measure that describes how 'well' the visited states represent the reachable set. This measure is defined using the star discrepancy, which is an important notion in equidistribution theory as well as in quasi-Monte Carlo techniques [1] .
We first define the coverage for each location. Since a hybrid system can only evolve within the staying sets of the locations, we are interested in the coverage over these sets. For simplicity we assume that all the staying sets are boxes. If a staying set I q is not a box, we can take the smallest oriented box that encloses I q , and apply the star discrepancy definition to the oriented box after an appropriate coordination change. Let P be a set of k points inside
, which is the staying set of the location q. Let Γ be the set of all sub-boxes J of the form Figure 1 for an illustration). The local discrepancy of the point set P with respect
| where A(P, J) is the number of points of P inside J, and λ(J) is the volume of J. The star discrepancy of P with respect to the box B is defined as:
Fig. 1. Illustration of the star discrepancy notion
Intuitively, the star discrepancy is a measure for the irregularity of a set of points. A large value D * (P, B) means that the points in P are not well equidistributed over B. When the region is a hyper-cube, the star discrepancy measures how badly the point set estimates the volume of the cube.
Let P = {(q, P q ) | q ∈ Q ∧ P q ⊂ I q } be the set of hybrid states. We define the coverage for each location q ∈ Q as Cov q (P) = 1 − D * (P q , I q ).
Definition 2 (Star discrepancy coverage). The coverage of P is defined as:
where ||Q|| is the number of locations in Q.
Coverage Guided Test Generation
In this section we recall the gRRT algorithm [9] , which is a combination of the Rapidly-exploring Random Tree (RRT) algorithm, a successful robot motion planning technique (see for example [15] ), and a guiding tool used to achieve a good test coverage. Essentially, the algorithm constructs a tree T as follows (see Algorithm 1). First, from the set of initial states, we sample a finite number of initial states, each corresponds to a root of the tree. Similarly, we can consider a finite number of parameter values and associate them with each initial state. Along a path from each root, the parameter vector remains constant.
In each iteration, a goal state s goal is sampled. A neighbor s near = (q near , x near ) of s goal is then determined. This neighbor is used as the starting state for the current iteration. To define a neighbor of a state, we define a hybrid distance from s 1 = (q 1 , x 1 ) to s 2 = (q 2 , x 2 ) as an average length of all the potential traces from s 1 to s 2 (see [9] for more detail). In ContinuousStep, we want to find an inputū qnear to take the system from s near towards s goal as closely as possible after h time, which results in a new state s new . To findū qnear , when the set U is not finite it can be sampled, or one can solve a local optimal control problem. Then, from s new , we compute its successors by all possible discrete transitions. Note that the simulator can also detect the uncontrollable discrete transitions that become enabled during a continuous step, and in this case the current continuous step is stopped (which is equivalent to using a variable time step). The algorithm terminates after some maximal number of iterations. To extract a test case from the tree, we project the states at the nodes on the observable variables of A.
In the classic RRT algorithms, which work in a continuous setting, only x goal needs to be sampled, and a commonly used sampling distribution of x goal is uniform over the state space. In addition, the point x near is defined as a nearest neighbor of x goal in some usual distance, such as the Euclidian distance. In our gRRT algorithm, the goal state sampling is not uniform and the function GuidedSampling plays the role of guiding the exploration by sampling of goal states according to the current coverage of the visited states.
Algorithm 1. Test generation algorithm gRRT
Coverage guided sampling. To evaluate the coverage of a set of states, we estimate a lower and upper bound of the star discrepancy (exact computation is well-known to be a hard problem). These bounds as well as the information obtained from their estimation are used to decide which parts of the state space have been 'well explored' and which parts need to be explored more. Let us briefly describe this estimation method (see [9] ).
We define a box partition of B as a set of boxes Figure 1 ). For any finite box partition Π of B, an upper bound B(P, Π) and a lower bound C(P, Π) of the star discrepancy D * (P, B) can be written as:
To sample a goal state, we first sample a discrete location and then a continuous state. Let P = {(q, P q ) | q ∈ Q ∧P q ⊂ I q } be the current set of visited states. The discrete location sampling distribution depends on the current coverage of
.
To sample x goal , we first sample an elementary box b goal from the set Π, then we sample a point x goal in b goal uniformly. The elementary box sampling distribution is biased in order to improve the coverage. We favor the selection of an elementary box such that a new point x added in this box results in a reduction of the lower and upper bounds(see [9] ). To demonstrate the performance of gRRT, we use two illustrative examples. For brevity, we call the classical RRT algorithm using uniform sampling and the Euclidian metric hRRT. The reason we choose these examples is that they differ in the reachability property. In the first example, the system is 'controllable' in the sense that the whole state space is reachable from the initial states (by using appropriate inputs), but in the second example the reachable set is only a small part of the state space. We use 100 input values resulting from a discretization of the set U . The initial state is (−2.9, −2.9). The time step is 0.002. Figure 2 shows the result obtained using gRRT and the evolution of the coverage of the states generated by gRRT (solid curve) and by hRRT (dashed curve). The figure indicates that gRRT achieved a better coverage quality, especially in convergence rate. Figure 3 shows the results obtained after 50000 iterations. We can see that again the guided sampling method achieved a better coverage result. Controllability Issue. From different experiments with Example 2, we observed that the coverage performance of gRRT is not satisfying when the reachable space is only a small part of the whole state space. This can be explained as follows. There are boxes, such as those near the bottom right vertex of the bounding box, which have a high potential of reducing the bounds of the star discrepancy. Thus, the sampler frequently selects these boxes. However, these boxes are not reachable from the initial states, and all attempts to reach them do not expand the tree beyond the boundary of the reachable set. This results in a large number of points concentrated near this part of the boundary, while other parts of the reachable set are not well explored.
It is important to emphasize that this problem is not specific to gRRT. The RRT algorithm using the uniform sampling method and, more generally, any algorithm that does not take into account the differential contraints of the system, may suffer from this phenomenon. This phenomenon can however be captured by the evolution of the disparity between the set of goal states and the set of visited states. This notion will be formally defined in the next section. Roughly speaking, it describes how different their distributions are. When the disparity does not decrease after a certain number of iterations, this often indicates that the system cannot approach the goal states, and it is better not to favor an expansion towards the exterior but a refinement, that is an exploration in the interior of the already visited regions. Figure 4 shows the evolution of the disparity between the set P k of visited states at the k th iteration and the set G k of goal states for the two examples. We observe that for the system of Example 1 which can reach any state in the state space, the visited states follow the goal states, and thus the disparity gets stabilized over time. However, in Example 2, where the system cannot reach everywhere, the disparity does not decrease for a long period of time, during which most of the goal states indicate unreachable directions. Figure 4 shows the Voronoi diagram of a set of visited states. The boundary of the reachable set can be seen as an 'obstacle' that prevents the system from crossing it. Note that the Voronoi cells of the states on the boundary are large (because they are near the large unvisited part of the state space). Hence, if the goal states are uniformly sampled over the whole state space, these large Voronoi cells have higher probabilities of containing the goal states, and thus the exploration is 'stuck' near the boundary, while the interior of the reachable set is not well explored.
To tackle this problem, we introduce the notion of disparity to describe the 'difference' in the distributions of two sets of points. The controllability problem can be detected by a large value of the disparity between the goal states and the visited states. We can thus combine gRRT with a disparity based sampling method, in order to better adapt to the dynamics of the system. This is the topic of the next section.
Disparity Guided Sampling
The notion of disparity between two point sets that we develop here is inspired by the star discrepancy. Indeed, by definition, the star discrepancy of a set P w.r.t. the box B can be seen as a comparison between P and an 'ideal' infinite set of points distributed all over B. Let P and Q be two sets of points inside B. Let J be a sub-box of B which has the same bottom-left vertex as B and the top-right vertex of which is a point inside B. Let Γ be the set of all such sub-boxes. We define the local disparity between P and Q with respect to the sub-box J as:
is the number of points of P inside J and ||P || is the total number of points of P .
Definition 3 (Disparity). The disparity between P and Q with respect to the bounding box B is defined as: γ * (P, Q, B) = sup J∈Γ γ(P, Q, J).
The disparity satisfies 0 < γ * (P, Q, B) ≤ 1. A small value γ * (P, Q, B) means that the distributions of the sets P and Q over the box B are 'similar'. To illustrate our notion of disparity, we consider two well-known sequences of points: the Faure and Halton sequences [6, 14] , shown in Figure 5 . Their disparity is 0.06, indicating that they have similar distributions. The second example is used to compare the Faure sequence and a set of 100 points concentratred in some small rectangle, and the disparity between them is large (0.54).
The exact computation of the disparity is as hard as the exact computation of the star discrepancy, which is due to the infinite number of the sub-boxes. We propose a method for estimating a lower and an upper bound for this new measure. Let Π be a box partition of B. Let P , Q be two sets of points inside 
Theorem 1. [Upper and lower bounds] An upper bound B d (P, Q, Π) and a lower bound C d (P, Q, Π) of the disparity between P and Q are:
B d (P, Q, Π) = max b∈Π {μ m (b)} and C d (P, Q, Π) = max b∈Π {c(b)}.
For each elementary box
b = [α 1 , β 1 ] × . . . × [α n , β n ] ∈ Π, we define the W-zone, denoted by W(b), as follows: W(b) = b + \ b − .
Theorem 2. A bound on the disparity estimation error is:
The above error bounds can be used to dynamically refine the partition. The proofs of the above results can be found in [3] .
Disparity guided sampling. The essential idea of our disparity based sampling method is to detect when the dynamics of the system does not allow the tree to expand towards the goal states and then to avoid such situations by favoring a refinement, that is an exploration near the already visited states.
A simple way to bias the sampling towards the set P k of already visited states is to reduce the sampling space. Indeed, we can make a bounding box of the set P k and give more probability of sampling inside this box than outside it. Alternatively, we can guide the sampling using the disparity information as follows. The objective now is to reduce the disparity between the set G k of goal states and the set P k of visited states. Like the guiding method using the star discrepancy, we define for each elementary box b of the partition a function η(b) reflecting the potential for reduction of the lower and upper bounds of the disparity between P k and G k . This means that we favor the selection of the boxes that make the distribution of goal states G k approach that of the visited states P k . Choosing such boxes can improve the quality of refinement. The formulation of the potential influence function for the disparity-based sampling method is similar to that for the coverage guided sampling.
A combination of the coverage guided and the disparity guided sampling methods is done as follows. We fix a time window T s and a threshold . When using the coverage guided method, if the algorithm detects that the disparity between the G k and P k does not decrease by after T s time, it switches to the disparity guided method until the disparity is reduced more significantly and switches back to the coverage guided method. Note that a non-decreasing evolution of the disparity is an indication of the inability of the system to approach the goal states. In an interactive exploration mode, it is possible to let the user to manually decide when to switch. As mentioned earlier, we call the resulting algorithm agRRT (the letter 'a' in this acronym stands for 'adaptive').
We use the examples in the previous section to demonstrate the coverage improvement of agRRT. Figure 6 shows that the final result for Example 1 obtained using agRRT has a better coverage than that obtained using gRRT. The solid curve represents the coverage of the set P k of visited states and the dashed one the coverage of the set G k of goal states. The dash-dot curve represents the disparity between G k and P k . The result obtained using agRRT for Example 2 is shown in Figure 7 , which also indicates an improvement in coverage quality. The figure on the right shows the set of generated goal states, drawn in dark color. In this example, we can observe the adaptivity of the combination of gRRT and agRRT. Indeed, in the beginning, the gRRT algorithm was used to rapidly expand the tree. After some time, the goal states sampled from the outside of the exact reachable space do not improve the coverage, since they only create more states near the boundary of the reachable set. In this case, the disparity between P k and G k does not decrease, and the agRRT is thus used to enable an exploration in the interior of the reachable set. The interior the reachable set thus has a higher density of sampled goal states than the outside, as one can see in the figure.
Applications to Analog and Mixed-Signal Circuits
Using the above results, we implemented a test generation tool and tested it on a number of control applications, which proved its scalability to high dimensional systems [9] . In this implementation, all the sets encountered in the hybrid automaton definition are convex polyhedra. For circuit applications, we use the well-known RADAU algorithm for solving differential algebraic equations (DAE). We recall that solving high index and stiff DAEs is computationally expensive, and in order to evaluate the efficiency of the test generation algorithm, we have chosen two practical circuits with DAEs of this type. The three circuits we treated are: a transistor amplifier, a voltage controlled oscillator, and a Delta-Sigma modulator circuit. As described earlier, we use a criterion based on the disparity to automatically detect the controllability problem and to switch to the disparity guided strategy for some time. This criterion is necessary because it is not easy to anticipate whether the system under study is 'highly controllable' or not. However, prior knowledge of the system's behavior can be helpful in the decision of favoring one strategy over the other. Among the circuit benchmarks we treated, the Delta-Sigma circuit has an expansive dynamics and thus we could predict that the coverage-guided strategy is appropriate. However, for the transistor amplifier and the voltage controlled oscillator circuit, a more frequent use of the disparity guided strategy was necessary. 
To study the influence of circuit parameter uncertainty, we consider is a perturbation in the relation between the current through the source of the two transistors and the voltages at the gate and source
. The input signal U e (t) = 0.1sin(200πt). The acceptable interval of U 8 in the non-perturbed circuit is [−3.01, 1.42]. Once the initial transient period has settled down, the generated test case leads to an overshoot after 18222 iterations (corresponding to 1.1mn of computation time). The total computation time for generating 50000 states was 3mn. Figure 8 shows the generated states projected on U 8 over the first 0.03 seconds.
Voltage controlled oscillator. The circuit [7] is described by a system of DAEs with 55 continuous variables. The oscillating frequency of the variables v C1 and v C2 is a linear function of the input voltage u in . We study the influence of a time-variant perturbation in C 2 , modeled as an input signal, on this frequency. We show that, in addition to conformance relation, using this framework, we can test a property of the input/output relation. The oscillating period T ± δ of v C2 can be expressed using a simple automaton with one clock y in Figure 9 . The question is to know if given an oscillating trace in A, its corresponding trace in A s is also oscillates with the same period. This additional automaton can be used to determine test verdicts for the traces in the computed test cases. If an observation sequence corresponds to a path entering the 'Error' location, then it causes a 'fail' verdict. Since we cannot use finite traces to prove a safety property, the set of obsevation sequences that cause a 'pass' verdict is empty, and therefore the remaining obsevation sequences (that do not cause a 'fail' verdict) cause a 'inconclusive' verdict. We consider a constant input voltage u in = 1.7. The coverage measure was defined on the projection of the state space on v C1 and v C2 . The generated test case shows that after the transient time, under a time-variant deviation of C 2 which ranges within ±10% of the value of C 2 = 0.1e − 4, the variables v C1 and v C2 oscillate with the period T ∈ [1.25, 1.258]s (with ε = 2.8e − 4). This result is consistent with the result presented in [7] . The number of generated states was 30000 and the computation time was 14mn. Figure 9 shows the explored traces of v C2 over time.
Delta-Sigma circuit. We consider a third-order Delta-Sigma modulator [10] , which is a mixed-signal circuit. When the input sinusoid is positive and its value is less than 1, the output takes the +1 value more often and the quantization error is fed back with negative gain and 'accumulated' in the integrator 1 z−1 . Then, when the accumulated error reaches a certain threshold, the quantizer switches the value of the output to −1 to reduce the mean of the quantization error. A third-order Delta-Sigma modulator is modeled as a hybrid automaton, shown in Figure 10 . The discrete-time dynamics of the system is as follows: integrator states, u(k) ∈ R is the input, y(k) ∈ R is the input of the quantizer. Thus, its output is v(k) = sign(y(k)), and one can see that whenever v remains constant, the system dynamics is affine continuous. A modulator is stable if under a bounded input, the states of its integrators are bounded. The test generation algorithm was performed for the initial state x(0) ∈ [−0.01, 0.01] 3 and the input values u(k) ∈ [−0.5, 0.5]. After exploring only 57 states, saturation was already detected. The computation time was less than 1 second. Figure 10 shows the values of (sup x 1 (k)) k as a function of the number k of time steps. We can see that the sequence (sup x 1 (k)) k leaves the safe interval [−x sat 1 , x sat 1 ] = [−0.2, 0.2], which indicates the instability of the circuit. This instability for a fixed finite horizon was also detected in [2] using an optimization-based method.
Related Work and Conclusions
In this paper, we described the agRRT algorithm which is a combination of the coverage guided test generation algorithm gRRT and a disparity guided algorithm. The latter uses the information about the disparity between the goal states and the visited states in order to steer the exploration towards the area where the dynamics of the system allows to better improve the test coverage. We provided some examples to show the efficiency of this guiding tool, in terms of coverage improvement. We also reported some experimental results where our test generation tool successfully treated a number of benchmarks in analog and mixed-signal circuits.
Concerning related work along this line, sampling the configuration space has been a fundamental problem in probabilistic motion planning. Our idea of guiding the simulation via the sampling process has some similarity with the sampling domain control [15] . In this work, the domains over which the goal points are sampled need to reflect the geometric and differential constraints of the system, and more generally, the controllability of the system. In [8] , another method for biasing the exploration was proposed. The main idea of this method is to reduce the dispersion in an incremental manner. This idea is thus very close to the idea of our guiding method in spirit; however, their concrete realizations are different. This method tries to lower the dispersion by using K samples in each iteration (instead of a single sample) and then select from them a best sample by taking into account the feasibility of growing the tree towards it. Finally, we mention that the controllability issue was addressed in [5] where the number of successful iterations is used to define an adaptive biased sampling.
A number of directions for future research can be identified. First, we are interested in enriching our framework to capture partial observability and measurement imprecisions. To facilitate the application to practical circuits, we need a tool for automatic generation of hybrid automata from commonly-used circuit descriptions, such as SPICE netlists.
