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AN INTRODUCTION TO NONCOMMUTATIVE
DEFORMATIONS OF MODULES
EIVIND ERIKSEN
Abstract. Let k be an algebraically closed (commutative) field, let A be an
associative k-algebra, and let M = {M1, . . . ,Mp} be a finite family of left
A-modules. We study the simultaneous formal deformations of this family,
described by the noncommutative deformation functor DefM : ap → Sets
introduced in Laudal [8]. In particular, we prove that this deformation functor
has a pro-representing hull, and describe how to calculate this hull using the
cohomology groups ExtnA(Mi,Mj) and their matric Massey products.
Introduction
In this paper, I shall give an elementary introduction to the noncommutative
deformation theory for modules, due to Laudal. This theory, which generalizes the
classical deformation theory for modules, was introduced by Laudal in [8]. Earlier
versions of this material appeared in the preprints Laudal [3], [4], [5], [6], [7].
This noncommutative deformation theory has several applications: In the paper
Laudal [8], Laudal used it to construct algebras with a prescribed set of simple
modules, and also to study the moduli space of iterated extensions of modules. In
the preprint Laudal [7], he also showed that this theory is a useful tool in the study
of algebras, and in establishing a noncommutative algebraic geometry.
These applications are an important part of the motivation for the noncommu-
tative deformation theory. But we shall not go into the details of these applications
in this elementary introduction. Instead, we refer to the papers and preprints of
Laudal mentioned above for applications and further developments of the theory.
Throughout this paper, we shall fix the following notations: Let k be an al-
gebraically closed (commutative) field, let A be an associative k-algebra, and let
M = {M1, . . . ,Mp} be a finite family of left A-modules. Notice that this notation
differs from Laudal’s: While Laudal considers families of right modules in all his
paper, I consider families of left modules. Of course, the difference is only in the
appearance — the resulting theories are obviously equivalent.
We shall present a noncommutative deformation functor DefM : ap → Sets,
which describes the simultaneous formal deformations of the family M of left A-
modules. Furthermore, we shall prove that this deformation functor has a pro-
representable hull (H, ξ) when the family M satisfy a certain finiteness condition.
We shall also describe a method for finding the pro-representable hull explicitly.
In section 1, we describe the category ap. It is a full sub-category of the category
Ap of p-pointed k-algebras. The objects of Ap are the k-algebras R equipped with
k-algebra homomorphisms kp → R → kp, such that the composition kp → kp is
the identify. For any such object, R = (Rij) is a k-algebra of p× p matrices. The
radical of this object is the ideal I(R) = ker(R→ kp) ⊆ R. The category ap is the
This research has been supported by a Marie Curie Fellowship of the European Community
programme ”Improving Human Research Potential and the Socio-economic Knowledge Base”
under contract number HPMF-CT-2000-01099.
1
2 EIVIND ERIKSEN
full sub-category of Ap consisting of objects such that R is Artinian and complete
in the I(R)-adic topology.
In section 2, we describe the noncommutative deformation functor associated to
the family M of left A-modules,
DefM : ap → Sets
It is constructed in the following way: Let R be an object of ap, and consider
the vector space MR = (Mi ⊗k Rij), equipped with the natural right R-module
structure induced by the multiplication in R. A deformation of M to R consists of
the following data:
• A left A-module structure on MR making MR a left A⊗k R
op-module,
• Isomorphisms ηi :MR ⊗R ki →Mi of left A-modules for 1 ≤ i ≤ p.
The set of equivalence classes of such deformations is denoted DefM(R), and this
defines the covariant functor DefM. Notice that the fact that
MR ∼= (Mi ⊗k Rij)
as right R-modules replaces the flatness condition in classical deformation theory.
If p = 1 and R is commutative, the above condition is of course equivalent to
the flatness condition, so the noncommutative deformation functor generalizes the
classical one.
In section 3, we look at noncommutative deformations from the point of view
of resolutions. Let R be any object of ap. An M-free module over R is a left
A⊗k R
op-module F of the form
F = (Li ⊗Rij),
where L1, . . . , Lp are free left A-modules. M-free complexes and M-free resolutions
are defined similarly. Let us fix a free resolution of Mi the form
0←Mi ← L0,i ← · · · ← Lm,i ← . . .
for 1 ≤ i ≤ p. We prove that there is a bijective correspondence between deforma-
tions of M to R and complexes of M-free modules over R of the form
(L0,i ⊗k Rij)← · · · ← (Lm,i ⊗k Rij)← . . .
In fact, each such complex of M-free modules is an M-free resolution of the corre-
sponding deformation MR of M to R.
In section 4, we recall some general facts about pointed functors and their rep-
resentability. In section 5, we consider the special case of the noncommutative
deformation functor DefM. From this point in the text, we assume that the family
M satisfy the finiteness condition
(FC) dimk Ext
n
A(Mi,Mj) is finite for 1 ≤ i, j ≤ p, n = 1, 2.
When this condition holds, we define T1,T2 to be the formal matrix rings (in the
sense of section 1) given by the families of k-vector spaces Vij = Ext
n
A(Mj ,Mi)
∗
for n = 1, 2. Assuming condition (FC), we show the following theorem of Laudal,
which generalizes the corresponding theorem for the classical deformation functor:
Theorem 0.1. There exists an obstruction morphism o : T2 → T1, such that
H = T1⊗ˆT2k
p is a pro-representable hull for the noncommutative deformation
functor DefM : ap → Sets.
In the rest of the paper, we show how to construct the hullH explicitly, which can
be accomplished by using matric Massey products. In section 6, we introduce the
immediately defined matric Massey products. In section 7, we define the matric
Massey products in general, and show that the hull H of the noncommutative
deformation functor DefM is determined by the vector spaces Ext
n
A(Mi,Mj) for
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n = 1, 2 and 1 ≤ i, j ≤ p and their matric Massey products. We also describe a
general method for calculating the hull H in concrete terms.
In appendix A, we describe the Yoneda and Hochschild representations of the
cohomology groups ExtnA(Mi,Mj). In this paper, we have chosen to express the
matric Massey products using the Yoneda representation and M-free resolutions.
It is also possible to express the matric Massey products using the Hochschild
representation, see for instance Laudal [8].
1. Categories of pointed algebras
Let p be a fixed natural number, and consider the ring kp. This ring has a natural
k-algebra structure given by the map α 7→ (α, . . . , α) for α ∈ k. Let pri : k
p → kp
be the i’th projection, and consider the ideal ki = pri(k
p) ⊆ kp as a kp-module
for 1 ≤ i ≤ p. Clearly, kp is an Artinian k-algebra and {k1, . . . , kp} is the full set
of isomorphism classes of simple kp-modules, each of them of dimension 1 over k.
This simple example will serve as a model for the p-pointed algebras that we shall
consider in this section.
A p-pointed k-algebra is a triple (R, f, g), where R is an associative ring and
f : kp → R, g : R → kp are ring homomorphisms such that g ◦ f = id. A
morphism u : (R, f, g)→ (R′, f ′, g′) of p-pointed k-algebras is a ring homomorphism
u : R → R′ such that the natural diagrams commute (that is, such that u ◦ f = f ′
and g′ ◦u = g). We shall denote the category of p-pointed k-algebras by Ap. Notice
that if (R, f, g) is an object of Ap, then f is injective and g is surjective, and we
shall identify kp with its image in R. We often write R for the object (R, f, g) to
simplify notation.
Let (R, f, g) be an object in Ap. We define the radical of R to be I(R) = ker(g),
which is an ideal in R. Furthermore, we denote by J(R) the Jacobson radical of R
J(R) = {x ∈ R : xM = 0 for all simple left R-modules M},
which is also an ideal in R. We shall write I, J for the radicals I(R), J(R) when
there is no danger of confusion. Notice that the Jacobson radical J depends only
on the ring R, while the radical I depends on the structural morphism g as well.
For all objects R in Ap, we have an inclusion J(R) ⊆ I(R): We have J(k
p) = 0
since kp is semi-simple, and g(J(R)) ⊆ J(kp) = 0 since g : R → kp is a surjection.
In general, we know that R and R/J(R) have the same simple left modules. So if
we consider ki as a left R-module via the morphism g : R → k
p for 1 ≤ i ≤ p, we
see that {k1, . . . , kp} is contained in the set of isomorphism classes of simple left
R-modules, and the equality J(R) = I(R) holds if and only if {k1, . . . , kp} is the
full set of isomorphism classes of simple left R-modules. Equivalently, the equality
I(R) = J(R) holds if and only if there are exactly p isomorphism classes of simple
left R-modules.
It is therefore clear that the equality I(R) = J(R) does not hold in general: It
is easy to find examples where R has ‘too many’ simple modules. For instance,
consider R = k[x]/(x− x2) with the natural k-algebra structure f : k → R and let
g : R→ k be given by x 7→ 0. Then R is an object of A1, but J(R) 6= I(R) because
R has two non-isomorphic simple left R-modules (given by x 7→ 0 and x 7→ 1).
Let ei be the idempotent (0, 0, . . . , 1, . . . , 0) ∈ k
p for 1 ≤ i ≤ p. Notice that
eiej = 0 if i 6= j, and that e1 + · · · + ep = 1. For any object R in Ap, we identify
{e1, . . . , ep} with idempotents in R via the inclusion k
p → R. Denote by Rij the
k-linear sub-space eiRej ⊆ R. We immediately see, using the properties of the
idempotents, that the following relations hold for 1 ≤ i, j, l,m ≤ p:
(1) RijRlm ⊆ δjlRim,
(2) Rij ∩Rlm = 0 if (i, j) 6= (l,m),
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(3)
∑
Rij = R.
In particular, we have that R = ⊕Rij , so every element r ∈ R may be written in
matrix form r = (rij) with rij ∈ Rij for 1 ≤ i, j ≤ p. Furthermore, elements of R
multiply as matrices when we write them in this form. It is therefore reasonable
to call an object R in Ap a matrix ring, and to write it R = (Rij). Notice that
Rii is an associative ring (with identity ei), and that Rij is a (unitary) Rii − Rjj
bimodule for 1 ≤ i, j ≤ p. For any ideal K ⊆ R, we see that eiKej = K ∩Rij , and
we shall denote this k-linear subspace Kij for 1 ≤ i, j ≤ p. Since K = ⊕Kij , we
write K = (Kij).
Let R be an object of Ap, so R = (Rij) is a matrix ring in the above sense.
The following standard result gives useful information on when R is an Artinian or
Noetherian ring:
Proposition 1.1. Let R = (Rij) be an object in Ap. Then R is Noetherian
(Artinian) if and only if the following conditions hold:
i) Rii is Noetherian (Artinian) for 1 ≤ i ≤ p,
ii) Rij is a Noetherian (Artinian) left Rii-module and a Noetherian (Artinian)
right Rjj-module for 1 ≤ i 6= j ≤ p.
We recall that a finitely generated, associative k-algebra is not necessarily Noe-
therian. That is, Hilbert’s basis theorem does not hold for associative rings. For
a counter-example, let R = k{x1, . . . , xn} be the free associative k-algebra on n
generators. It is well-known that R is Noetherian only if n = 1. However, we know
from the Hopkins-Levitzki theorem that an associative Artinian ring is Noetherian.
A k-algebra R of finite dimension as vector space over k is Artinian. This is
clear, since every one-sided ideal is a vector space over k of finite dimension. We
have a converse statement under the following conditions:
Lemma 1.2. Let R be an object of Ap. If R is Artinian and I(R) is nilpotent,
then R has finite dimension as a vector space over k.
Proof. We write I = I(R). Since R is Artinian and therefore Noetherian, Im is
finitely generated as a left R-module for all m. Consequently, Im/Im+1 is a finitely
generated R/I-module for all m, and hence has finite k-dimension. But In = 0
for some n, so Im has finite k-dimension for all m ≥ 0. In particular, R has finite
dimension as a vector space over k. 
We define the category ap to be the full sub-category of Ap consisting of objects
R in Ap such that R is Artinian and I(R) = J(R). The condition I(R) = J(R)
might equivalently be replaced by the condition that I(R) is a nilpotent ideal,
since the Jacobson radical is the largest nilpotent ideal in an Artinian ring. So
by lemma 1.2, all objects R in ap have finite k-dimension. Since R is Artinian,
the condition that I(R) is nilpotent is also equivalent to ∩ I(R)n = 0. Finally,
there is a geometric interpretation of the condition I(R) = J(R): By the comment
earlier in this section, I(R) = J(R) if and only if {k1, . . . , kp} is the full set of
isomorphism classes of simple left R-modules (or equivalently, that the number of
such isomorphism classes is exactly p).
Lemma 1.3. Let R be an associative ring. Then there exists morphisms f : kp → R
and g : R → kp making (R, f, g) an object of ap if and only if R is an Artinian
k-algebra with exactly p isomorphism classes of simple left R-modules, each of them
of dimension 1 over k.
Proof. One implication follows from the comments above. For the other, assume
that R is Artinian with the prescribed isomorphism classes of simple left R-modules.
This defines a morphism g : R→ kp. Clearly, I = ker(g) = J(R) by the comments
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above. So it is enough to lift the idempotents {e1, . . . , ep} of k
p to idempotents
{r1, . . . , rp} in R such that r1 + · · · + rp = 1 and rirj = 0 when i 6= j. But R is
Artinian and therefore I = J(R) is nilpotent, so this is clearly possible. 
LetR be an object inAp with radical I = I(R). Then the I-adic filtration defines
a topology on R compatible with the ring operations, and we shall always consider
R a topological ring in this way. We say that the topology on R is Hausdorff (or
separated) if and only if ∩In = 0.
For all objects R in Ap, there is an I-adic completion Rˆ of R and a canonical
morphism R → Rˆ in Ap. The I-adic completion Rˆ is defined by the projective
limit
Rˆ = lim
←
R/In,
and the morphism R→ Rˆ is the natural one induced by this projective limit. Notice
that the kernel of this morphism is ∩In. We say that R is complete (or separated
complete) if the natural morphism R→ Rˆ is an isomorphism in Ap. In particular,
this implies that the morphism is injective, so R is Hausdorff (or separated). This
gives a new characterization of the category ap:
Lemma 1.4. The category ap is the full sub-category of Ap consisting of objects
such that R is Artinian and I-adic complete.
We define the pro-category aˆp of ap to be the full sub-category of Ap consisting
of objects such that R is complete and R/I(R)n belongs to ap for all n ≥ 1. It is
clear that we have an inclusion of (full) sub-catgories ap ⊆ aˆp.
Let R be an object in aˆp with radical I = I(R). To fix notation, we write
grn(R) = I
n/In+1 for n ≥ 0 (with I0 = R). We also write grR = ⊕ grn(R), this is
the graded ring associated to the I-adic filtration of R. The tangent space of R is
defined to be the k-linear space dual to gr1(R),
tR = Homk(I/I
2, k) = (I/I2)∗,
which is clearly of finite dimension over k. In particular, we have (tR)
∗ ∼= I/I2.
Let u : R → S be a morphism in aˆp. As usual, we consider R and S with
the I-adic filtrations, where I is I(R) and I(S) respectively. Since u preserves
these filtrations, it induces a morphism of graded rings gr(u) : grR → grS. This
morphism is homogeneous of degree 0, so u also induces morphisms of k-vector
spaces grn(u) : grn(R) → grn(S) for all n ≥ 0. In particular, we have a morphism
of k-vector spaces gr1(u) : gr1(R)→ gr1(S), and a dual morphism tu : tS → tR.
Proposition 1.5. Let u : R → S be a morphism in aˆp. Then u is a surjection if
and only if gr1(u) is a surjection. Furthermore, u is injective if gr(u) is injective.
Proof. If u is surjective, then clearly gr1(u) is also surjective. To prove the other
implication, let us consider the map gr(u) : gr(R)→ gr(S). Since grS is generated
by the elements in gr1 S as an algebra, it follows that if gr1(u) is surjective, then
gr(u) is also surjective. From Bourbaki [1], chapter III, §2, no. 8, corollary 1 and
2, we have that u is surjective (injective) if gr(u) is surjective (injective), and the
result follows. 
Let n be any natural number. We define the category ap(n) to be the full sub-
category of ap consisting of objects R in ap such that I(R)
n = 0. Notice that
ap(n) ⊆ ap(n + 1) for all n ≥ 1. Furthermore, each object R in ap belongs to a
sub-category ap(n) for some integer n.
Let u : R→ S be a morphism in ap, and denote by K = ker(u) the kernel of u.
We say that u is a small morphism if we have I(R) ·K = K · I(R) = 0. We prove
the following important fact about small surjections:
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Lemma 1.6. Let u : R → S be a surjection in ap. Then u can be factored into a
finite number of small surjections.
Proof. Let I = I(R), then InK = 0 for some n ≥ 0. Consider the surjection
uq : R/I
qK → R/Iq−1K for 1 ≤ q ≤ n. Clearly I(R/IqK) ker(uq) = 0 for all q.
Moreover, u1 ◦ · · · ◦ un = u when u1 : R/IK → R/K is considered as a morphism
onto S ∼= R/K. It is therefore enough to prove the lemma for a surjection u : R→ S
with IK = 0. In this situation, KIn = 0 for some n ≥ 0. Now consider the
surjection vq : R/KI
q → R/KIq−1 for 1 ≤ q ≤ n. Clearly, vq is a small surjection
for all q. Moreover, u = v1 ◦ · · · ◦ vn when v1 : R/KI → R/K is considered as a
morphism onto S ∼= R/K. It follows that u can be factorized in a finite number of
small surjections in ap. 
We conclude this section with an important family of examples: Let Vij be a finite
dimensional k-vector space for 1 ≤ i, j ≤ p, with dimk Vij = dij . Let furthermore
{rij(l) : 1 ≤ l ≤ dij} be a basis of Vij for 1 ≤ i, j ≤ p (or simply {rij} if dij = 1).
We define the free matrix ring R = R({Vij}) defined by the vector spaces Vij in
the following way: We say that a monomial in R of type (i, j) and degree n is an
expression of the form
ri0i1(l1)ri1i2(l2) . . . rin−1in(ln)
with i0 = i, in = j. To these, we add the monomials ei for 1 ≤ i ≤ p, which
we consider to be of type (i, i) and degree 0. We define R to be the k-linear
space generated by all monomials in R, with the obvious multiplication: If M is
a monomial of type (i, j), and M ′ is a monomial of type (l,m), then MM ′ = 0 if
j 6= l, andMM ′ is the monomial obtained by juxtapositioning M andM ′ (possibly
after having erased unnecessary ei’s) if j = l. We see that (R, f, g) is an object
of the category Ap, where f, g are the obvious maps k
p → R → kp. In fact, Rij
is the k-linear subspace generated by monomials in R of type (i, j), and the ideal
I = I(R) is the k-linear subspace generated by all monomials of positive degree.
We denote by Rˆ = Rˆ({Vij}) the completion of R = R({Vij}), and call this the
formal matrix ring defined by the vector spaces Vij . Explicitly, every element in
Rˆij is an infinite k-linear sum of monomials in R of type (i, j). Let I = I(R), then
we have that Rn = R/I
n ∼= Rˆ/I(Rˆ)n belongs to ap for n ≥ 1: Clearly, Rn has finite
dimension as k-vector space, so Rn is Artinian, and I(Rn) = I/I
n, so the radical
is nilpotent. Since Rˆ clearly is complete, it follows that Rˆ belongs to aˆp.
Notice that neither the free matrix ring R nor the formal matrix ring Rˆ is
Noetherian in general. For a counter-example, it is enough to consider the case
when p = 1 and d11 = 2, or the case when p = 2 and d11 = d12 = d21 = 1, d22 = 0.
In the first case, R ∼= k{x, y}, which we know is not Noetherian. In the second
case, we have that R11 = k{r11, r12r21} ∼= k{x, y}, which again is not Noetherian.
So by proposition 1.1, R is not Noetherian in this case either. A similar argument
shows that Rˆ is not Noetherian in any of the two cases.
2. Noncommutative deformations of modules
We recall that k is an algebraically closed (commutative) field, A is an associative
k-algebra, and M = {M1, . . . ,Mp} is a finite family of left A-modules. In this
section, we shall define the noncommutative deformation functor
DefM : ap → Sets
describing the simultaneous formal deformations of the family M.
Let R be an object of ap. A lifting of the family M of left A-modules to R is
a left A ⊗k R
op-module MR, together with isomorphisms ηi : MR ⊗R ki → Mi of
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left A-modules for 1 ≤ i ≤ p, such that MR ∼= (Mi ⊗k Rij) as right R-modules.
We remark that a left A⊗k R
op-module is the same as an A-R bimodule such that
the left and right k-vector space structures coincide. Furthermore, the notation
(Mi ⊗k Rij) refers to the k-vector space
(Mi ⊗k Rij) = ⊕
i,j
(Mi ⊗k Rij)
with the natural right R-module structure coming from the multiplication in R.
The condition that MR ∼= (Mi ⊗k Rij) as right R-modules generalizes the flatness
condition in commutative deformation theory.
Let M ′R,M
′′
R be two liftings of M to R. We say that these two liftings are
equivalent if there exists an isomorphism τ : M ′R → M
′′
R of left A ⊗k R
op-modules
such that the natural diagrams commute (that is, such that η′′i ◦ (τ ⊗R ki) = η
′
i for
1 ≤ i ≤ p). We let DefM(R) denote the set of equivalence classes of liftings ofM to
R, and we refer to these equivalence classes as deformations of M to R. We shall
often denote a deformation represented by (MR, ηi) by MR to simplify notation.
Let u : R → S be a morphism in ap, and let MR be a lifting of M to R,
representing an element in DefM(R). We define MS = MR ⊗R S, which has a
natural structure as a left A⊗k S
op-module. Since u is a morphism in ap, we have
natural isomorphisms of left A-modules
(MR ⊗R S)⊗S ki ∼= MR ⊗R ki,
inducing isomorphisms of left A-modules ρi : MS ⊗S ki →Mi via ηi for 1 ≤ i ≤ p.
A straight-forward calculation shows that MS together with the isomorphisms ρi
for 1 ≤ i ≤ p constitutes a lifting of M to S, and furthermore that the equivalence
class of this lifting is independent upon the representative of the equivalence class
of MR. Hence, we obtain a map DefM(u) : DefM(R) → DefM(S), and we see that
DefM : ap → Sets is a covariant functor.
Let R = (Rij) be an object in ap. We shall describe how one, in principle, could
attempt to calculate DefM(R) explicitly: We may assume that every element of
DefM(R) is represented by a lifting MR, such that MR = (Mi ⊗k Rij) considered
as a right R-module. In order to describe this lifting completely, it is enough to
describe the left action of A on MR. Furthermore, it is enough to describe this
action on elements of the form mi ⊗ ei with mi ∈Mi, since we have
a(mi ⊗ rij) = (a(mi ⊗ ei))rij
for all a ∈ A, mi ∈ Mi, rij ∈ Rij . For a fixed a ∈ A, mi ∈ Mi, assume that
a(mi ⊗ ei) =
∑
(m′j ⊗ r
′
jl) with m
′
j ∈ Mj , r
′
jl ∈ Rjl. Then multiplication by ei on
the right gives the equality
a(mi ⊗ ei) =
∑
j
(m′j ⊗ r
′
ji),
and the isomorphism ηi gives a further restriction on the left action of A, expressed
by the formula
(1) a(mi ⊗ ei) = (ami)⊗ ei +
∑
j
m′j ⊗ r
′
ji,
where a ∈ A, mi ∈ Mi, m
′
j ∈ Mj, r
′
ji ∈ I(R)ji. Consequently, the set DefM(R)
consists of all possible choices of left A-actions on elements of the form mi ⊗ ei,
fulfilling condition (1) and the associativity condition, up to equivalence.
Let R be any object in ap. Then the formula a(mi ⊗ ei) = (ami) ⊗ ei for
a ∈ A, mi ∈ Mi defines a left A-module structure on (Mi ⊗ Rij) compatible with
the right R-module structure. Hence, there exists a trivial lifting MR to R for all
objects R in ap, and DefM(R) is non-empty. Notice that in the case R = k
p, we
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have I = I(R) = 0, so this trivial lifting is the only one possible. Consequently, we
have DefM(k
p) = {∗}, where ∗ denotes the equivalence class of the trivial lifting.
Let u : R → S be a morphism in ap, and let MS ∈ DefM(S) be a given de-
formation. We say that a deformation MR ∈ DefM(R) is a lifting of MS or is
lying overMS if DefM(u)(MR) = MS. Given any object R in ap and a deformation
MR ∈ DefM(R), we see thatMR is a lifting of the trivial deformation ∗ in DefM(k
p)
in the above sense via the structural morphism g : R→ kp. Hence, our notation is
consistent.
For another example, consider the test algebras R(α, β) for 1 ≤ α, β ≤ p, con-
structed in the following way: Let R be the free matrix algebra defined by the
k-vector spaces Vij with dimensions dα,β = 1 and dij = 0 when (i, j) 6= (α, β). We
define R(α, β) = R/I(R)2, which is an object in ap(2) by construction. We know
that any lifting of M to R(α, β) is defined by a left A-action
a(mβ ⊗ eβ) = (amβ)⊗ eβ + ψ(a)(mβ)⊗ εα,β
for all a ∈ A, mβ ∈Mβ , where ψ : A×Mβ →Mα is a k-bilinear map and εα,β is the
class of rα,β . Clearly, we must have a(mi ⊗ ei) = (ami)⊗ ei for all a ∈ A,mi ∈Mi
when i 6= β. Moreover, ψ defines an associative A-module structure if and only
if ψ ∈ Derk(A,Homk(Mβ,Mα)). In this case, we shall denote the corresponding
lifting by M(ψ) ∈ DefM(R(α, β)). Given two derivations ψ, ψ
′, we see that M(ψ)
and M(ψ′) are equivalent liftings if and only if there is a φ ∈ Homk(Mβ,Mα) such
that
(ψ − ψ′)(a)(mβ) = aφ(mβ)− φ(amβ)
for all a ∈ A, mβ ∈Mβ.
Lemma 2.1. There is a bijective correspondence DefM(R(α, β)) ∼= Ext
1
A(Mβ ,Mα)
for 1 ≤ α, β ≤ p.
Proof. From the definition of Hochschild cohomology (see appendix A), we see that
ψ 7→ M(ψ) induces a bijective correspondence between HH1(A,Homk(Mβ,Mα))
and DefM(R(α, β)). Moreover, HH
1(A,Homk(Mβ,Mα)) ∼= Ext
1
A(Mβ,Mα) by propo-
sition A.3. 
3. M-free resolutions and noncommutative deformations
We recall that k is an algebraically closed (commutative) field, A is an asso-
ciative k-algebra, and M = {M1, . . . ,Mp} is a finite family of left A-modules. In
this section, we shall define M-free resolutions and relate them to noncommutative
deformations of modules. In particular, we shall show that M-free resolutions are
useful computational tools in order to study the deformation functor DefM.
Let R be any object of ap. An M-free module over R is a left A⊗k R
op-module
F of the form
F = (Li ⊗k Rij),
where L1, . . . , Lp are free left A-modules, and the left A-module structure on F is
the trivial one. In other words, F is the trivial lifting of a family {L1, . . . , Lp} of
free left A-modules to R.
Although an M-free module over R is not free considered as a left A ⊗k R
op-
module, it behaves as a free module when interpreted as a module of matrices in
the correct way:
Lemma 3.1. Let u : R → S be a surjection in ap, and consider a left A ⊗k R
op-
module MR = (Mi⊗kRij) and a left A⊗k S
op-module MS = (Mi⊗k Sij) such that
the natural map v : MR → MS induced by u is left A-linear. If F
S is any M-free
module over S given by the free left A-modules L1, . . . , Lp and fS : F
S →MS is any
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left A⊗kS
op-linear map, then there exists a left A⊗kR
op-linear map fR : F
R →MR
making the diagram
MR
v

FR
(id⊗u)

fRoo
MS FS
fS
oo
commutative, where FR is the M-free module over R given by the free left A-modules
L1, . . . , Lp.
Proof. Clearly, the map fS is determined by its values on Li⊗ ei, and therefore by
the corresponding left A-linear maps Lj → ⊕(Mi⊗k Sij). Since each left A-module
Lj is projective, we can lift these maps to left A-linear maps Lj → ⊕(Mi ⊗k Rij),
and these maps determine fR. 
Let R be any object of ap, and let MR = (Mi ⊗k Rij) ∈ DefM(R) be a lifting of
M to R. An M-free resolution of MR is an exact sequence of left A⊗k R
op-linear
maps
0←MR ← F
R
0 ← F
R
1 ← · · · ← F
R
m ← . . .
where FRm is an M-free module over R for m ≥ 0. So we have F
R
m = (Lm,i ⊗k Rij)
where Lm,i are free left A-modules for 1 ≤ i ≤ p, m ≥ 0. We shall denote the
differentials by dRm : F
R
m+1 → F
R
m for m ≥ 0.
We fix a k-linear basis {rij(l) : 1 ≤ l ≤ dimkRij} of Rij for 1 ≤ i, j ≤ p such
that ei is contained in the basis of Rii for 1 ≤ i ≤ p. Consider the differential d
R
m in
the M-free resolution of MR above. Clearly, we can write d
R
m uniquely in the form
(2) dRm =
∑
i,j,l
α(rij(l))m ⊗ rij(l)
for all m ≥ 0, where α(rij(l))m : Lm+1,j → Lm,i is a homomorphism of left A-
modules for 1 ≤ i, j ≤ p, 1 ≤ l ≤ dimk Rij . In particular, the M-free resolution of
MR defines a family of 1-cochains α(rij(l)) ∈ Hom
1(L∗j , L∗i), indexed by a k-linear
basis for R.
From now on, we fix a free resolution (L∗i, d∗i) ofMi considered as left A-module
for 1 ≤ i ≤ p. These free resolutions correspond to an M-free resolution (F∗, d∗) of
the trivial deformation (Mi ⊗k (k
p)ij) ∈ DefM(k
p). In fact, the M-free resolution
(F∗, d∗) is given by Fm = (Lm,i ⊗k (k
p)ij) and dm =
∑
dm,i ⊗ ei for m ≥ 0. We
have therefore fixed an M-free resolution (F∗, d∗) of the trivial lifting of M to k
p.
Let R be any object of ap. We say that a complex (F
R
∗ , d
R
∗ ) of M-free modules
FRm = (Lm,i ⊗k Rij) over R is a lifting of the complex (F∗, d∗) if the following
diagram commutes
FR0
v0

FR1
dR0oo
v1

FR2
dR1oo
v2

. . .oo
F0 F1
d0
oo F2
d1
oo . . .oo
where vm : F
R
m → Fm are the natural maps induced by R→ k
p.
Lemma 3.2. Let R be any object of ap, and let (F
R
∗ , d
R
∗ ) be a lifting of the complex
(F∗, d∗). Then we have:
(1) Hm(FR∗ , d
R
∗ ) = 0 for all m ≥ 0,
(2) H0(FR∗ , d
R
∗ ) is a lifting of the family M to R.
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Proof. Clearly, the lemma holds for R = kp. We shall consider a small surjection
u : R → S in ap and liftings of complexes (F
U
∗ , d
U
∗ ) of (F∗, d∗) to U for U = R,S
such that the following diagram commutes:
FR0
v0

FR1
dR0oo
v1

FR2
dR1oo
v2

. . .oo
FS0 F
S
1
dS0
oo FS2
dS1
oo . . .oo
In this situation, we shall prove that if the conclusion of the lemma holds for S, it
holds for R as well. This is clearly enough to prove the lemma.
Let K = ker(u), then we clearly have ker(vm) = (Fm,i ⊗k Kij) with the trivial
left A-action for all m ≥ 0. We denote this kernel by FKm , then (F
K
∗ , d
K
∗ ) is a
complex of left A⊗k R
op-modules, where dK∗ is the restriction of d
R
∗ . Moreover, it
is clear that vm is surjective for m ≥ 0. Define MU = H
0(FU∗ , d
U
∗ ) for U = R,S,
let v : MR → MS be the induced map, and denote the kernel by MK = ker(v).
Then clearly v is surjective, and we have the following commutative diagram of
complexes:
0

0

0

0

0 MKoo
i

FK0
ρK
oo
i0

FK1
dK0oo
i1

FK2
dK1oo
i2

. . .oo
0 MRoo
v

FR0
ρR
oo
v0

FR1
dR0oo
v1

FR2
dR1oo
v2

. . .oo
0 MS

oo FS0

ρS
oo FS1

dS0
oo FS2

dS1
oo . . .oo
0 0 0 0
Clearly all columns are exact, so the diagram gives a short exact sequence of com-
plexes. By assumption, the bottom row is exact andMS = (Mi⊗kSij) is a lifting of
M to S. Let us first show that Hm(FK∗ , d
K
∗ ) = 0 for m ≥ 1: This follows since the
complex is a lifting of (F∗, d∗) and because I(R)K = 0 (since u : R → S is small).
The long exact sequence of cohomologies of the complexes above now implies that
Hm(FR∗ , d
R
∗ ) = 0 for all m ≥ 1 and that we have a short exact sequence
0→ H0(FK∗ , d
K
∗ )→MR →MS = (Mi ⊗k Sij)→ 0,
of left A-modules, so in particular MK ∼= H
0(FK∗ , d
K
∗ ). But since I(R)K = 0, it
follows that H0(FK∗ , d
K
∗ )
∼= (H0(L∗,i, d∗,i) ⊗k Kij) = (Mi ⊗k Kij) with the trivial
left A-module structure. It follows that MR ∼= (Mi⊗kRij) considered as a k-vector
space, and therefore MR is a lifting of M to R. 
Lemma 3.3. Let R be any object of ap, and let MR be a lifting of M to R. Then
there exists an M-free resolution of MR which lifts the complex (F∗, d∗) to R.
Proof. Clearly, the lemma holds for R = kp. We shall consider a small surjection
u : R→ S in ap, deformations MU ∈ DefM(U) for U = R,S such that MR lifts MS
to R, and an M-free resolution (FS∗ , d
S
∗ ) of MS which lifts the complex (F∗, d∗) to
S. In this situation, we shall prove that there exists an M-free resolution (FR∗ , d
R
∗ )
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ofMR compatible with the M-free resolution ofMS. This is clearly enough to prove
the lemma.
Let FRm = (Lm,i ⊗k Rij) for all m ≥ 0. Moreover, we write F
K
m = (Lm,i ⊗k Kij)
for all m ≥ 0, where K = ker(u). To complete the proof, we have to find the
differentials dRm for m ≥ 0 and the augmentation map ρR: By lemma 3.1, we can
find a homomorphism ρR : F
R
0 → MR lifting ρS . Denote by ρK : F
K
0 → MK its
restriction, where MK = ker(MR → MS). Since u is small, ρ
K is surjective, and
this implies that the induced map ker(ρR) → ker(ρS) is surjective. By lemma 3.1,
we can find a homomorphism dR0 : F
R
1 → F
R
0 lifting d
S
0 such that ρ
RdR0 = 0. Let
dK0 be the restriction of d
R
0 , then clearly ker(ρ
K) = Im(dK0 ) since u is small. An
easy induction argument shows that we can construct a complex (FR∗ , d
R
∗ ) lifting
the complex (FS∗ , d
S
∗ ) in such a way that the restriction (F
K
∗ , d
K
∗ ) is a resolution of
MK . By the proof of lemma 3.2, it follows that H
m(FR∗ , d
R
∗ ) = 0 for m ≥ 1 and
that there is an exact sequence
0→MK → H
0(FR∗ , d
R
∗ )→MS → 0.
This implies thatMR = H
0(FR∗ , d
R
∗ ), and (F
R
∗ , d
R
∗ ) is the required M-free resolution
of MR compatible with the given M-free resolution of MS. 
Proposition 3.4. Let u : R→ S be a surjection in ap, and consider a deformation
MS ∈ DefM(S) and any M-free resolution (F
S
∗ , d
S
∗ ) of MS which lifts the complex
(F∗, d∗) to S. There is a bijective correspondence between the set of liftings
{MR ∈ DefM(R) : DefM(u)(MR) = MS}
and the set of M-free complexes (FR∗ , d
R
∗ ) which lift the resolution (F
S
∗ , d
S
∗ ) to R,
up to equivalence.
Proof. For a small surjection, this follows from lemma 3.2 and lemma 3.3. But any
surjection in ap is a composition of small surjections. 
Let R be any object in ap. In section 2, we described how to, in principle, cal-
culate DefM(R) by considering the possible left A-module structures on the right
R-module (Mi ⊗k Rij). The M-free resolutions give us another way of viewing
deformations in DefM(R): By proposition 3.4, we can view DefM(R) as the set of
liftings of the complex (F∗, d∗) to R, up to equivalence. Using equation 2, each lift-
ing of complexes corresponds to a family of 1-cochains α(rij(l)) ∈ Hom
1(L∗j, L∗i),
parametrized by a k-basis for R. We leave it as an exercise for the reader to use
this approach to calculate DefM(R) in the case R = Rα,β — this will give a new
proof of lemma 2.1 via the Yoneda representation of Ext1A(Mβ ,Mα).
4. Pro-representing hulls of pointed functors
We say that a covariant functor F : ap → Sets is pointed if F(k
p) = {∗}. In this
section, we shall consider pointed functors defined on the category ap, and study
their representability. Of course, the motivation for this is the fact that DefM is
such a pointed functor.
Let R be any object of aˆp, and consider the functor hR : ap → Sets given by
hR(S) = Mor(R,S) for all objects S in ap. The notation Mor(R,S) denotes the
set of morphisms from R to S in the pro-category aˆp. Then hR is clearly a pointed
functor defined on ap.
We say that a pointed functor F : ap → Sets is representable is F is isomorphic
to hR for some object R in ap, and pro-representable if F is isomorphic to hR for
some object R in aˆp. However, it is well-known that deformation functors seldom
are representable or even pro-representable. So a weaker notion is required, and we
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shall define the notion of a pro-representing hull of a pointed functor on ap. We
start by introducing some notation:
Any pointed functor F : ap → Sets has an extension to a functor Fˆ : aˆp → Sets
defined on the pro-category aˆp. This extension is defined by the formula
Fˆ(R) = lim
←
F(R/In)
for any object R in aˆp with I = I(R). Clearly, any pointed functor F : ap → Sets
also has a restriction to the sub-category ap(n) ⊆ ap for all n ≥ 1. We shall denote
this restriction by Fn : ap(n)→ Sets.
Lemma 4.1. Let R be an object in aˆp, and let F : ap → Sets be a pointed functor.
Then there is a natural isomorphism of sets α : Fˆ(R)→ Mor(hR,F).
Proof. Let ξ ∈ Fˆ(R), then ξ = (ξn) with ξn ∈ F(R/I
n) for all n ≥ 1. For any object
S in ap, we construct a map of sets α(ξ)S : Mor(R,S) → F(S): Let u : R → S be
a morphism in aˆp, then u(I(R)) ⊆ I(S), and I(S) is nilpotent since S is in ar, so
there exists n ≥ 1 such that u factorizes through un : R/I(R)
n → S. We define
α(ξ)S(u) = F(un)(ξn), and a straight-forward calculation shows that this expression
is independent upon the choice of n, and gives rise to a natural transformation of
functors. Conversely, let φ : hR → F be a natural transformation of functors on
ap. Then we define ξn ∈ F(R/I(R)
n) to be ξn = φR/I(R)n(R → R/I(R)
n), where
R → R/I(R)n is the natural morphism. Again, a straight-forward calculation
shows that ξ = (ξn) defines an element in Fˆ(R), and that this map of sets defines
an inverse to α. 
There is also a version of lemma 4.1 for the category ap(n): For an object R in
ap(n), and a pointed functor F : ap(n) → Sets, there is a natural isomorphism of
sets αn : F(R) → Mor(hR,F). The construction of this isomorphism is similar to
the construction in lemma 4.1.
We recall that a morphism φ : F → G of pointed functors F,G : ap → Sets is
smooth if the following condition holds: For all surjective morphisms u : R→ S in
ap, the natural map of sets
(3) F(R)→ F(S) ×
G(S)
G(R),
given by x 7→ (F(u)(x), φR(x)) for all x ∈ F(R), is a surjection. Clearly, it is enough
to check this for small surjections in ap. Also notice that any morphism φ : F→ G
of functors naturally extends to a morphism φˆ : Fˆ→ Gˆ of functors on aˆp, and if φ
is a smooth morphism, then φˆR : Fˆ(R)→ Gˆ(R) is surjective for all objects R in aˆp.
Similarly, we say that a morphism φ : F → G of functors F,G : ap(n) → Sets
on ap(n) is smooth if the map of sets (3) is surjective for all surjective morphisms
u : R → S in ap(n). Clearly, a morphism φ : F→ G of functors on ap is smooth if
and only if the restriction φn : Fn → Gn is smooth for all n ≥ 1.
Let F be a pointed functor on ap. A pro-couple for F is a pair (R, ξ), where R
is an object in aˆp and ξ ∈ Fˆ(R). A morphism u : (R, ξ)→ (R
′, ξ′) of pro-couples is
a morphism u : R → R′ in aˆp such that Fˆ(u)(ξ) = ξ
′. If (R, ξ) is a pro-couple for
F such that R is also an object of ap, then it is called a couple for F.
We say that a pro-couple (R, ξ) pro-represents F if α(ξ) : hR → F is an isomor-
phism of functors on ap. If (R, ξ) pro-represents F and (R, ξ) is also a couple for F,
then we say that (R, ξ) represents F. It is clear that if the couple (R, ξ) represents
F, then (R, ξ) is unique up to a unique isomorphism of couples.
Similarly, let F be a pointed functor on ap(n). A couple for F is a pair (R, ξ),
whereR is an object of ap(n) and ξ ∈ F(R). We say that the couple (R, ξ) represents
F if and only if αn(ξ) is an isomorphism of functors defined on ap(n). It is clear
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that if this is the case, the couple (R, ξ) is unique up to a unique isomorphism of
couples.
Let F be a functor on ap, and let (R, ξ) be a pro-couple for F. For all n ≥ 1, let
(Rn, ξn) be given by Rn = R/I(R)
n and ξn = F(un)(ξ), where un : R→ Rn is the
natural surjection. Then (Rn, ξn) is a couple for the restriction Fn : ap(n)→ Sets
of F for all n ≥ 1. Notice that αn(ξn) is the restriction of the morphism α(ξ) to
ap(n) for all n ≥ 1. Consequently, (R, ξ) pro-represents F if and only if (Rn, ξn)
represents Fn for all n ≥ 1. In particular, it follows that if (R, ξ) pro-represents F,
then (R, ξ) is unique up to a unique isomorphism of pro-couples.
Let F : ap → Sets be a pointed functor on ap. A pro-representing hull of F is a
pro-couple (R, ξ) of F such that the following conditions hold:
(1) α(ξ) : hR → F is a smooth morphism of functors on ap
(2) α2(ξ2) : hR2 → F2 is an isomorphism of functors on ap(2)
To simplify notation, we sometimes call the pro-representing hull (R, ξ) a hull of F.
Proposition 4.2. Let F : ap → Sets be a pointed functor on ap, and assume that
(R, ξ), (R′, ξ′) are pro-representing hulls of F. Then there exists an isomorphism of
pro-couples u : (R, ξ)→ (R′, ξ′).
Proof. Let φ = α(ξ), φ′ = α(ξ′). Since φ, φ′ are smooth morphisms, we have that
φR′ and φ
′
R are surjective. So we can find morphisms u : (R, ξ) → (R
′, ξ′) and
v : (R′, ξ′)→ (R, ξ) of pro-couples of F. The restriction to ap(2) gives us morphisms
u2 : (R2, ξ2)→ (R
′
2, ξ
′
2) and v2 : (R
′
2, ξ
′
2)→ (R2, ξ2). But both (R2, ξ2) and (R
′
2, ξ
′
2)
represent F2, so u2 and v2 are inverses. In particular, gr1(u2) and gr1(v2) are
inverses, and (v ◦u)2 = v2 ◦ u2 = id. From the proof of proposition 1.5, we see that
gr(v ◦u) is surjective. This means that grn(v ◦u) is a surjective endomorphims of a
finite dimensional k-vector space for all n ≥ 1, so gr(v ◦ u) is an isomorphism. By
proposition 1.5, v ◦ u is an isomorphism as well, and the same holds for u ◦ v by a
symmetric argument. It follows that u and v are isomorphisms. 
So if there exists a pro-representing hull of a pointed functor F, we know that
it is unique, and we shall denote it by (H, ξ). Notice that (H, ξ) is only unique up
to non-canonical isomorphism. By abuse of language, we shall sometimes omit ξ
from the notation, and say that H is the hull of F.
5. Hulls of noncommutative deformation functors
We recall that k is an algebraically closed (commutative) field, A is an associative
k-algebra, and M = {M1, . . . ,Mp} is a finite family of left A-modules. In this
section, we prove that if the family M satisfy the finiteness condition (FC), then
there exists a hull H = H(M) of the noncommutative deformation functor DefM.
The proof follows Laudal [8], and the essential point is the following obstruction
calculus:
Proposition 5.1. Let u : R→ S be a small surjective morphism in ap with kernel
K = ker(u), and let MS ∈ DefM(S) be a deformation. Then there exists a canonical
obstruction
o(u,MS) ∈ (Ext
2
A(Mj ,Mi)⊗k Kij),
such that o(u,MS) = 0 if and only if there exists a deformation MR ∈ DefM(R)
lifting MS. If this is the case, the set of deformations in DefM(R) lifting MS is a
torsor under the k-vector space (Ext1A(Mj ,Mi)⊗k Kij).
Proof. We recall from section 2 that up to equivalence, we may assume that MS
has the following form: MS = (Mi ⊗k Sij) with right S-module structure given
by the multiplication in S, and with left A-module structure given by k-linear
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homomorphisms ai :Mi → ⊕(Mj⊗kSji) for all a ∈ A. Via the natural projections,
the map ai gives rise to k-linear maps aji :Mi →Mj ⊗k Sji for a ∈ A, 1 ≤ i, j ≤ p.
Since u is surjective, we may choose k-linear maps L(a)ji : Mi → Mj ⊗k Rji such
that (id⊗ u) ◦ L(a)ji = aji for a ∈ A, 1 ≤ i, j ≤ p. Let
L(a) = (L(a)ij) ∈ (Homk(Mj ,Mi ⊗k Rij)),
this defines a k-linear left action of A onMR = (Mi⊗kRij), lifting the left A-module
structure on MS. We let Q
′ = (Homk(Mj ,Mi ⊗k Rij)), and remark that this is an
associative k-algebra in a natural way: We compose the k-linear morphisms in Q′
by using the multiplication in R.
For a, b ∈ A, consider the expression L(ab)−L(a)L(b) ∈ Q′. By the associativity
of the left A-module structure on MS , we see that L(ab) − L(a)L(b) ∈ Q, where
Q = (Homk(Mj ,Mi ⊗k Kij)) ⊆ Q
′. Furthermore, we notice that Q ⊆ Q′ is an
ideal, and Q has a natural structure as an A-A bimodule via L, since K2 = 0.
We define ψ ∈ Homk(A ⊗k A,Q) to be given by ψ(a, b) = L(ab)− L(a)L(b) for all
a, b ∈ A. A straight-forward calculation shows that ψ is a 2-cocycle in HC∗(A,Q),
so ψ gives rise to an element o(u,MS) ∈ HH
2(A,Q) — see appendix A for the
definition of the Hochschild complex and its cohomology. Since K2 = 0, it follows
that if L′ is another k-linear lifting of the left A-module structure on MS, then the
A-A bimodule structures of Q given by L and L′ coincide. Therefore, HH∗(A,Q)
is independent upon the choice of L, and a straight-forward calculation shows that
the same holds for the obstruction o(u,MS).
We remark that there exists a deformationMR ∈ DefM(R) liftingMS if and only
if there exists some k-linear lifting L′ : A → Q′ of the left A-module structure of
MS such that L
′(ab) = L′(a)L′(b) for all a, b ∈ A. Let τ = L′ − L, then τ : A→ Q
is a k-linear map, and a straight-forward calculation shows that L′(ab) = L′(a)L′(b)
if and only if the relation
L(ab)− L(a)L(b) = L(a)τ(b)− τ(ab) + τ(a)L(b) + τ(a)τ(b)
holds. Since K2 = 0, the last term vanishes. The fact that the above relation holds
for all a, b ∈ A is therefore equivalent to the fact that o(u,MS) = 0 in HH
2(A,Q). So
we have established that there exists a canonical obstruction o(u,MS) ∈ HH
2(A,Q)
such that o(u,MS) = 0 if and only if there is a lifting of MS to R.
Assume that L : A→ Q′ is such that L(ab) = L(a)L(b) for all a, b ∈ A, that is,
such that it defines a deformationMR lying overMS . For any other k-linear lifting
L′ : A→ Q′ of the left A-module structure on MS , we may consider the difference
τ = L′ − L : A→ Q. A straight-forward calculation shows that τ is a 1-cocycle in
HC∗(A,Q) if and only if L′(ab) = L′(a)L′(b) for all a, b ∈ A, that is, if and only if
L′ defines a left A-module structure on MR. Furthermore, we have that L and L
′
give rise to equivalent deformations if and only if τ is a 1-coboundary: It is clear
that any equivalence between the left A-module structures of MR = (Mi ⊗k Rij)
given by L and L′ has the form id + ψ, where ψ ∈ Q. Furthermore, the map
id+ ψ :MR →MR (with the left A-module structure from L
′ and L respectively)
is a left A-module homomorphism if and only if L(r)(id+ψ) = (id+ψ)L′(r) holds
for all a ∈ A, and this last condition is equivalent with the fact that τ = d(ψ), so
that τ is a 1-coboundary. If τ is a 1-boundary in HC∗(A,Q), it is also clear that
id + ψ defines an equivalence between the two deformations given by L and L′.
Therefore, the set of deformations MR lying overMS is a torsor under the k-vector
space HH1(A,Q).
To end the proof, we have to show that there are isomorphisms of k-vector
spaces HHn(A,Q) ∼= (ExtnA(Mj ,Mi) ⊗k Kij) for n = 1, 2: Since L(a) is a lifting
to MR of the left multiplication of a on MS (satisfying equation 1), L(a) satisfies
equation 1 as well. That is, we have L(a)ji(mi) − δij(ami) ⊗ ei ∈ Mj ⊗k Iji for
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all a ∈ A, mi ∈ Mi, 1 ≤ i, j ≤ p. Since K
2 = 0, this means that the A-A
bimodule structure of Q defined via L coincides with the following natural one:
Since Mi,Mj ⊗kKji are left A-modules, we have that Qij = Homk(Mj,Mi⊗kKij)
and Q = ⊕Qij has natural A-A bimodule structures. Clearly, we have
HHn(A,Q) ∼= ⊕
i,j
HHn(A,Qij) = (HH
n(A,Qij)).
By appendix A, proposition A.3, we have that HHn(A,Qij) ∼= Ext
n
A(Mj,Mi⊗kKij)
for n ≥ 0. Moreover, ExtnA(Mj ,Mi ⊗k Kij)
∼= ExtnA(Mj ,Mi) ⊗k Kij since Kij is a
k-vector space of finite dimension. This completes the proof of the proposition. 
We remark that it is easy to find an alternative proof of proposition 5.1 using res-
olutions and the Yoneda representation of ExtnA(Mi,Mj). This is straight-forward,
but makes essential use of proposition 3.4.
Also notice that the obstruction calculus is functorial in the following sense: Let
u : R → S and u′ : R′ → S′ be two small surjections in ap, and write K = ker(u)
and K ′ = ker(u′). Assume that v : R → R′ and w : S → S′ are morphisms such
that u′ ◦ v = w ◦ u. Then v(K) ⊆ K ′, and the map v induces a k-linear map of
obstruction spaces
(Ext2A(Mj ,Mi)⊗k Kij)→ (Ext
2
A(Mj ,Mi)⊗k K
′
ij).
If MS is a deformation of M to S and MS′ = DefM(w)(MS) is the corresponding
deformation to S′, then this map of obstruction spaces maps o(u,MS) to o(u
′,MS′).
This follows from the proof of proposition 5.1.
Let us start the construction of the pro-representing hull (H, ξ) of DefM, using
the obstruction calculus for DefM given above. From now on, we shall assume that
the family M satisfy the finiteness condition
(FC) dimk Ext
n
A(Mi,Mj) is finite for 1 ≤ i, j ≤ p, n = 1, 2.
We fix the following notation: Let {xij(l) : 1 ≤ l ≤ dij} be a basis for Ext
1
A(Mj ,Mi)
∗
and let {yij(l) : 1 ≤ l ≤ rij} be a basis for Ext
2
A(Mj ,Mi)
∗ for 1 ≤ i, j ≤ p, with
dij = dimk Ext
1
A(Mj ,Mi) and rij = dimk Ext
2
A(Mj ,Mi). Moreover, we consider
the formal matrix rings in aˆp corresponding to these vector spaces, and denote
them by T1 = Rˆ({Ext1A(Mj ,Mi)
∗}) and T2 = Rˆ({Ext2A(Mj ,Mi)
∗}).
First, let us show that DefM restricted to ap(2) is representable: We define H2
to be the object H2 = T
1
2 = T
1/I(T1)2 in ap(2). For all objects R in ap(2), we
get Mor(H2, R) ∼= (Homk(Ext
1
A(Mj ,Mi)
∗, I(R)ij)) ∼= (Ext
1
A(Mj ,Mi) ⊗k I(R)ij),
and DefM(R) ∼= (Ext
1
A(Mj ,Mi)⊗k I(R)ij) by proposition 5.1 applied to the small
surjection R→ kp. The isomorphisms we obtain in this way are compatible, so they
induce an isomorphism φ2 : hH2 → DefM of functors on ap(2). From the version
of lemma 4.1 for the category ap(2), we see that there is a unique deformation
ξ2 ∈ DefM(H2) such that α2(ξ2) = φ2. By definition, (H2, ξ2) represents the
deformation functor DefM restricted to ap(2).
Let us also give an explicit description of the deformation ξ2: We have H2 = T
1
2,
so let us denote by ǫij(l) the image of xij(l) in H2 for 1 ≤ i, j ≤ p, 1 ≤ l ≤ dij . In
this notation, ξ2 is represented by the right H2-module (Mi ⊗k (H2)ij), with left
A-module structure defined by
a(mj ⊗ ej) = amj ⊗ ej +
∑
i,l
ψlij(a)(mj)⊗ ǫij(l)
for all a ∈ A, mj ∈ Mj , 1 ≤ j ≤ p, where ψ
l
ij ∈ Derk(A,Homk(Mj ,Mi)) is a
representative of xij(l)
∗ ∈ Ext1A(Mj ,Mi) via Hochschild cohomology.
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There is also an alternative description of ξ2 using M-free resolutions and the
Yoneda representation of Ext1A(Mi,Mj): Let α(ǫij(l)) ∈ Hom
1(L∗j, L∗i) be a 1-
cocycle representing xij(l)
∗ ∈ Ext1A(Mj ,Mi) for 1 ≤ i, j ≤ p, 1 ≤ l ≤ dij . Then by
construction, the formula
dH2m =
∑
i
dm,i ⊗ ei +
∑
i,j,l
α(ǫij(l))m ⊗ ǫij(l)
defines a differential which lifts the complex (F∗, d∗) to H2. By proposition 3.4, the
lifted complex is in fact an M-free resolution of some deformation of M to H2, and
this deformation is ξ2 ∈ DefM(H2).
Theorem 5.2. Assume that dimk Ext
n
A(Mi,Mj) is finite for 1 ≤ i, j ≤ p, n = 1, 2.
Then there exists a morphism o : T2 → T1 in aˆp such that H(M) = T
1⊗ˆT2k
p is a
pro-representing hull for DefM.
Proof. For simplicity, let us write I for the ideal I = I(T1), and for all n ≥ 1, let
us write T1n for the quotient T
1
n = T
1/In, and tn : T
1
n+1 → T
1
n for the natural
morphism. From the paragraphs preceding this theorem, we know that (H2, ξ2)
represents DefM restricted to ap(2). Let o2 : T
2 → T12 be the trivial morphism
given by o2(I(T
2)) = 0 and let a2 = I
2, then H2 = T
1/a2 ∼= T
1
2 ⊗T2 k
p. Using o2
and ξ2 as a starting point, we shall construct on and ξn for n ≥ 3 by an inductive
process. So let n ≥ 2, and assume that the morphism on : T
2 → T1n and the
deformation ξn ∈ DefM(Hn) is given, with Hn = T
1
n ⊗T2 k
p. We shall also assume
that tn−1 ◦ on = on−1 and that ξn is a lifting of ξn−1.
Let us now construct the morphism on+1 : T
2 → T1n+1: We let a
′
n be the ideal in
T1n generated by on(I(T
2)). Then a′n = an/I
n for an ideal an ⊆ T
1 with In ⊆ an,
and Hn ∼= T
1/an. Let bn = Ian + anI, then we obtain the following commutative
diagram:
T2
on
!!C
CC
CC
CC
C
T1n+1

// T1/bn

T1n
// Hn = T
1/an,
Observe that T1/bn → T
1/an is a small surjection. So by proposition 5.1, there is
an obstruction o′n+1 = o(T
1/bn → Hn, ξn) for lifting ξn to T
1/bn, and we have
o′n+1 ∈ (Ext
2
A(Mj ,Mi)⊗k (an/bn)ij)
∼= (Homk(gr1(T
2)ij , (an/bn)ij)).
Consequently, we obtain a morphism o′n+1 : T
2 → T1/bn. Let a
′′
n+1 be the ideal
in T1/bn generated by o
′
n+1(I(T
2)). Then a′′n+1 = an+1/bn for an ideal an+1 ⊆ T
1
with bn ⊆ an+1 ⊆ an. We define Hn+1 = T
1/an+1 and obtain the following
commutative diagram:
T2
on
!!C
CC
CC
CC
C
o′n+1
**
T1n+1

// T1/bn //

Hn+1 = T
1/an+1
vvmmm
mm
mm
mm
mm
mm
T1n
// Hn = T
1/an
By the choice of an+1, the obstruction for lifting ξn to Hn+1 is zero. We can
therefore find a lifting ξn+1 ∈ DefM(Hn+1) of ξn to Hn+1.
The next step of the construction is to find a morphism on+1 : T
2 → T1n+1 which
commutes with o′n+1 and on: We know that tn−1 ◦ on = on−1, which means that
an−1 = I
n−1 + an. For simplicity, let us write O(K) = (Homk(gr1(T
2)ij ,Kij)) for
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any ideal K ⊆ T1. Consider the following commutative diagram of k-vector spaces,
in which the columns are exact:
0

0

O(bn/I
n+1)

jn // O(bn−1/I
n)

O(an/I
n+1)
rn+1

kn // O(an−1/I
n)
rn

O(an/bn)

ln // O(an−1/bn−1)

0 0
We may consider consider on as an element in O(an−1/I
n), since an ⊆ an−1.
On the other hand, o′n+1 ∈ O(an/bn). Let o
′
n = rn(on), then the natural map
T1/bn → T
1/bn−1 maps the obstruction o
′
n+1 to the obstruction o
′
n by the second
remark following proposition 5.1. This implies that o′n+1 commutes with o
′
n, so
ln(o
′
n+1) = o
′
n = rn(on). But we have on(I(T
2)) ⊆ an, so we can find an element
on+1 ∈ O(an/I
n+1) such that kn(on+1) = on. Since an−1 = an + I
n−1, jn is
surjective. Elementary diagram chasing using the snake lemma implies that we
can find on+1 ∈ O(an/I
n+1) such that rn+1(on+1) = o
′
n+1 and kn(on+1) = on. It
follows that the obstruction on+1 defines a morphism on+1 : T
2 → T1n+1 compatible
with on such that T
1
n+1 ⊗T2 k
p ∼= Hn+1.
By induction, it follows that we can find a morphism on : T
2 → T1n and a
deformation ξn ∈ DefM(Hn), with Hn = T
1
n ⊗T2 k
p, for all n ≥ 1. From the
construction, we see that tn−1 ◦ on = on−1 for all n ≥ 2, so we obtain a morphism
o : T2 → T1 by the universal property of the projective limit. Moreover, the induced
morphisms hn : Hn+1 → Hn are such that ξn+1 ∈ DefM(Hn+1) is a lifting of
ξn ∈ DefM(Hn) to Hn+1. Notice that I(Hn)
n = 0 and that Hn/I(Hn)
n−1 ∼= Hn−1
for all n ≥ 2. It follows that H/I(H)n = Hn for all n ≥ 1, so H is an object of the
pro-category aˆp. Let ξ = (ξn), then clearly ξ ∈ DefM(H), so (H, ξ) is a pro-couple
for DefM. It remains to show that (H, ξ) is a pro-representable hull for DefM.
It is clearly enough to show that (Hn, ξn) is a pro-representing hull for DefM
restricted to ap(n) for all n ≥ 3. So let φn = αn(ξn) be the morphism of functors
on ap(n) corresponding to ξn. We shall prove that φn is a smooth morphism. So
let u : R→ S be a small surjection in ap(n), and assume that MR ∈ DefM(R) and
v ∈ Mor(Hn, S) are given such that DefM(u)(MR) = DefM(v)(ξn) = MS . Let us
consider the following commutative diagram:
T1/bn

T1
<<yyyyyyyy
//
""F
FF
FF
FF
F
Hn+1

R
u

Hn v
// S
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Let v′ : T1 → R be any morphism making the diagram commutative. Then
v′(an) ⊆ K, where K = ker(u), so v
′(bn) = 0. But the induced map T
1/bn → R
maps the obstruction o′n+1 to o(u,MS), and we know that o(u,MS) = 0. So we
have v′(an+1) = 0, and v
′ induces a morphism v′ : Hn+1 → R making the di-
agram commutative. Since v′(I(Hn+1)
n) = 0, we may consider v′ a map from
Hn+1/I(Hn+1)
n ∼= Hn. So we have constructed a map v
′ ∈ Mor(Hn, R) such that
u◦v′ = v. LetM ′R = DefM(v
′)(ξn), thenM
′
R is a lifting ofMS to R. By proposition
5.1, the difference between MR and M
′
R is given by an element
d ∈ (Ext1A(Mj ,Mi)⊗k Kij) = (Homk(gr1(T
1)ij ,Kij)).
Let v′′ : T1 → R be the morphism given by v′′(xij(l)) = v
′(xij(l)) + d(xij(l)) for
1 ≤ i, j ≤ p, 1 ≤ l ≤ dij . Since an+1 ⊆ I(T
1)2, we have
v′′(an+1) ⊆ v
′(an+1) + I(R)K +KI(R) +K
2.
But u is small, so v′′(an+1) = 0 and v
′′ induces a morphism v′′ : Hn → R. Clearly,
u ◦ v′′ = u ◦ v′ = v, and DefM(v
′′)(ξn) = MR by construction. It follows that φn is
smooth for all n ≥ 3. 
We remark that the conclusion of the theorem still holds if we relax the finiteness
condition (FC). If we only assume that
dimk Ext
1
A(Mi,Mj) is finite for 1 ≤ i, j ≤ p,
then the object T2 is in Ap, but not necessarily in aˆp. However, the rest of the
proof is still valid as stated, so the finiteness condition on Ext2A(Mi,Mj) is clearly
not essential.
In general, it is possible to generalize theorem 5.2 to the case when ExtnA(Mi,Mj)
has countable dimension as a vector space over k for 1 ≤ i, j ≤ p, n = 1, 2, see
Laudal [2]. However, we shall always assume (FC) in this paper.
Assume that M satisfy (FC). If Ext2A(Mi,Mj) = 0 for 1 ≤ i, j ≤ p, we say that
the deformation functor DefM is unobstructed. For instance, DefM is unobstructed
for any finite familyM of left A-modules satisfying (FC) if A is left hereditary (that
is, the left global homological dimension of A is at most 1). If DefM is unobstructed,
H = T1 is the hull of DefM.
In general, DefM can be obstructed, and there is no simple formula for the hull
H of DefM if this is the case. However, there exists an algorithm for calculating
the hull H using matric Massey products. In the next sections, we shall introduce
the matric Massey products and explain how the hull can be calculated when M
satisfy (FC).
6. Immediately defined matric Massey products
We recall that k is an algebraically closed (commutative) field, A is an associative
k-algebra, and M = {M1, . . . ,Mp} is a finite family of left A-modules. From now
on, we also assume that the family M satisfy the finiteness condition (FC). In this
section, we shall define the immediately defined matric Massey products and their
defining system, and show how to calculate these products using matrices.
Let us fix a monomial X ∈ I(T1) of type (i, j) and degree n ≥ 2. Then we can
write X uniquely in the form
X = xi0i1(l1) xi1i2(l2) . . . xin−1in(ln),
where (i0, in) = (i, j). Let X
′ be another monomial in T1. We shall say that X ′
divides X if there exist monomials X(l), X(r) ∈ T1 such that X = X(l)X ′X(r),
and write X ′ | X if this is the case.
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Consider the set of monomials {X ′ ∈ I(T1) : X ′ 6 | X}, and denote by J(X)
the ideal in T1 generated by these monomials. We define R(X) = T1/J(X) and
S(X) = R(X)/(X) = T1/(J(X), X). Then the natural map
π(X) : R(X)→ S(X)
is a small surjection in ap, and it has a 1-dimensional kernel which is generated
by the monomial X . We write I(X) = I(S(X)) and S(X)n = S(X)/I(X)
n for all
n ≥ 1.
Let us consider the set B(X) = {(i, j, l) : 1 ≤ i, j ≤ p, 1 ≤ l ≤ dij , xij(l) | X},
and denote by vij(l) the image of xij(l) in S(X)2 for all (i, j, l) ∈ B(X). Then the
set
{vij(l) : (i, j, l) ∈ B(X)}
is a natural k-basis for I(X)/I(X)2.
Assume that a morphism φ(X) : H → S(X) is given, and denote the composition
of φ(X) with the natural morphism S(X)→ S(X)2 by φ(X)2 : H → S(X)2. This
morphism can be written uniquely in the form
φ(X)2 =
∑
(i,j,l)∈B(X)
αij(l)⊗ vij(l),
where αij(l) ∈ Ext
1
A(Mj ,Mi) for all (i, j, l) ∈ B(X).
Conversely, consider a family {αij(l) ∈ Ext
1
A(Mj ,Mi) : (i, j, l) ∈ B(X)} of
extensions indexed by B(X), corresponding to a morphism φ(X)2 : H → S(X)2
given by φ(X)2 =
∑
αij(l)⊗ vij(l). If there exists a lifting of φ(X)2 to a morphism
φ(X) : H → S(X), we say that the matric Massey product
〈α;X〉 = 〈αi0,i1(l1), αi1,i2(l2), . . . , αin−1,in(ln)〉
is defined, and that φ(X) is a defining system for this matric Massey product. If
this is the case, we denote the deformation induced by the defining system φ(X)
by MX ∈ DefM(S(X)), and by proposition 5.1, the obstruction for lifting MX to
R(X) is an element
o(π(X),MX) ∈ (Ext
2
A(Mj ,Mi)⊗k K(X)ij)
∼= Ext2A(Mj ,Mi),
where K(X) = ker(π(X)) ∼= kX . In general, this element depends upon the defor-
mation MX , and therefore on the defining system φ(X). We define the value of the
matric Massey product to be
〈α;X〉 = 〈αi0,i1(l1), αi1,i2(l2), . . . , αin−1,in(ln)〉 = o(π(X),MX).
Consequently, the value of the matric Massey product 〈α;X〉 will in general depend
upon the chosen defining system.
Let us fix the monomial X . Then the matric Massey product α 7→ 〈α;X〉 is a
not everywhere defined k-linear map
Ext1A(Mi1 ,Mi0)⊗k · · · ⊗k Ext
1
A(Min ,Min−1)
//___ Ext2A(Min ,Mi0).
In fact, this map is defined for α if and only if the morphism φ(X)2 : H → S(X)2
corresponding to α can be lifted to a morphism φ(X) : H → S(X). Moreover, even
when this map is defined for α, it is not necessarily uniquely defined: In general,
its value 〈α;X〉 depends upon the chosen lifting φ(X), the defining system. The
matric Massey products 〈α;X〉 defined above are called the immediately defined
matric Massey products.
We remark that if X is a monomial of degree n = 2, then the situation is much
simpler: We have S(X) = S(X)2, so the matric Massey product 〈α;X〉 is uniquely
defined for any family of extensions {αij(l) : (i, j, l) ∈ B(X)}. In fact, the matric
Massey product is just the usual cup product in this case.
20 EIVIND ERIKSEN
Let us fix a monomial X ∈ I(T1) of degree n ≥ 2. Then there exists a natural
family of extensions indexed by B(X) given by αij(l) = xij(l)
∗,
{xij(l)
∗ ∈ Ext1A(Mj ,Mi) : (i, j, l) ∈ B(X)}.
The matric Massey products of these extensions are the ones that we shall use for
the construction of the hull H of DefM in the next section. We therefore introduce
the notation
〈x∗;X〉 = 〈xi0i1(l1)
∗, xi1i2(l2)
∗, . . . , xin−1in(ln)
∗〉
for their immediately defined matric Massey products.
The matric Massey products are called matric because these products (and their
defining systems) can be described completely in terms of linear algebra and ma-
trices. We shall end this section by giving such a description.
Let {αij(l) ∈ Ext
1
A(Mj ,Mi) : (i, j, l) ∈ B(X)} be a family of extensions indexed
by B(X), and consider the corresponding matric Massey product
(4) 〈α;X〉 = 〈αi0i1(l1), αi1i2(l2), . . . , αin−1in(ln)〉.
We assume that there exists a defining system φ(X) : H → S(X) for this matric
Massey product. Then φ(X) induces a deformation MX ∈ DefM(S(X)). We
notice that the matric Massey product (4) only depends upon this deformation.
By abuse of language, we shall therefore let the notion defining system refer to the
deformation MX as well as the morphism φ(X) : H → S(X) which induces MX .
We know that any deformation MX ∈ DefM(S(X)) can be described by a com-
plex which lifts (F∗, d∗) to S(X). Such a complex is given by differentials of the
form
dS(X)m : (Lm+1,i ⊗k S(X)ij)→ (Lm,i ⊗k S(X)ij).
We write v(X ′) for the image of X ′ in S(X) whenever X ′ is a monomial in T1, and
define B(X) = {X ′ ∈ I(T1) : X ′ is a monomial such that X ′ | X} ∪ {e1, . . . , ep}.
Then the set
{v(X ′) : X ′ ∈ B(X)}
is a natural k-basis for S(X), and B(X) contains {xij(l) : (i, j, l) ∈ B(X)} and
{e1, . . . , ep} as subsets. Let us write B(X)ij = B(X) ∩ S(X)ij for 1 ≤ i, j ≤ p.
With this notation, the above differentials have the form
dS(X)m =
∑
1≤i≤p
dm,i ⊗ ei +
∑
X′∈B(X)
α(X ′)m ⊗ v(X
′),
where α(X ′) ∈ Hom1A(L∗j , L∗i) is a 1-cochain whenever X
′ ∈ B(X ′)ij .
Let d
S(X)
m be arbitrary maps between M-free modules over S(X) defined by a
family of 1-cochains {α(X ′) : X ′ ∈ B(X)} as above. These maps lifts the complex
(F∗, d∗) if α(ei) = d∗i for 1 ≤ i ≤ p. Moreover, these maps are differentials if
and only if the following condition holds: For all monomials Z ∈ B(X) and for all
integers m ≥ 0, we have
(5)
∑
X′,X′′∈B(X)
X′X′′=Z
α(X ′)m ◦ α(X
′′)m+1 =
∑
X′,X′′∈B(X)
X′X′′=Z
α(X ′′)m+1α(X
′)m = 0.
In the first sum, the symbol ◦ denotes composition of maps. We recall that each
of the maps involved can be considered as right multiplication by a matrix. In
the second summation, we identify the maps with such matrices, and re-write the
composition of maps as multiplication of the corresponding matrices.
Assume that these conditions hold. Then the family {α(X ′) : X ′ ∈ B(X)} of 1-
cochains defines a lifting of complexes of (L∗, d∗) to S(X) given by the differentials
dS(X) as above, and this lifting corresponds to a deformation MX ∈ DefM(S(X)).
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The deformation MX is a defining system for the matric Massey product (4) if
and only if α(X ′) is a 1-cocycle which represents αij(l) ∈ Ext
1
A(Mj ,Mi) whenever
X ′ = xij(l) for some (i, j, l) ∈ B(X). In this case, we shall refer to the family
of 1-cochains {α(X ′) : X ′ ∈ B(X)} as a defining system for the matric Massey
product (4).
Finally, assume that the family of 1-cochains {α(X ′) : X ′ ∈ B(X)} is a defining
system of the matric Massey product (4). Then the value of this matric Massey
product is given by
(6) 〈α;X〉m =
∑
X′,X′′∈B(X)
X′X′′=X
α(X ′′)m+1α(X
′)m
for all m ≥ 0, where the multiplication denotes matrix multiplication of the corre-
sponding matrices.
Proposition 6.1. Let {αij(l) ∈ Ext
1
A(Mj ,Mi) : (i, j, l) ∈ B(X)} be a family of
extensions. A defining system for the matric Massey product
〈α;X〉 = 〈αi0i1(l1), . . . , αin−1in(ln)〉
corresponds to a family {α(X ′) ∈ Hom1A(L∗j , L∗i) : 1 ≤ i, j ≤ p, X
′ ∈ B(X)ij} of
1-cochains satisfying the following conditions:
• α(ei) = d∗i for 1 ≤ i ≤ p,
• α(X ′) is a 1-cocycle representing αij(l) whenever X
′ = xij(l) for some
(i, j, l) ∈ B(X),
• For all Z ∈ B(X) and for all m ≥ 0, we have∑
X′,X′′∈B(X)
X′X′′=Z
α(X ′′)m+1 α(X
′)m = 0.
Moreover, given such a family of 1-cochains, the matric Massey product 〈α;X〉 is
represented by the 2-cocyle given by
〈α;X〉m =
∑
X′,X′′∈B(X)
X′X′′=X
α(X ′′)m+1 α(X
′)m
for all m ≥ 0.
Hence we have described the immediately defined matric Massey products and
their defining systems in terms of linear algebra and matrices, as we set out to do.
We remark that the description given in proposition 6.1 is extremely useful for doing
concrete calculations with matric Massey products, and even for implementing such
computations on computers. It also justifies the name matric.
7. Calculating hulls using matric Massey products
We recall that k is an algebraically closed (commutative) field, A is an associative
k-algebra, and M = {M1, . . . ,Mp} is a finite family of left A-modules. We also
assume that the family M satisfy the finiteness condition (FC). In this section, we
show how to calculate the hull H of the deformation functor DefM using matric
Massey products.
By theorem 5.2, there exists an obstruction morphism o : T2 → T1 in aˆp such
that H = T1⊗ˆT2k
p is a hull for the deformation functor DefM. We shall write
I = I(T1) and fij(l) = o(yij(l)) for 1 ≤ i, j ≤ p, 1 ≤ l ≤ rij . Then fij(l) is a
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formal power series in I2ij by construction. Let us define a ⊆ T
1 to be the ideal
generated by {fij(l) : 1 ≤ i, j ≤ p, 1 ≤ l ≤ rij}. Then a ⊆ I
2, and we have
H = T1⊗ˆT2k
p ∼= T1/a.
We shall use the matric Massey products from section 6 to calculate the coefficients
of the power series fij(l). Clearly, this is sufficient to determine the hull H .
Let us fix an integer N ≥ 2 such that a ⊆ IN . This is always possible, since
a ⊆ I2. So fij(l) ∈ I
N for all fij(l), and we can write fij(l) in the form
fij(l) =
∑
|X|=N
alij(X) ·X +
∑
|X|>N
alij(X) ·X
for 1 ≤ i, j ≤ p, 1 ≤ l ≤ rij , with a
l
ij(X) ∈ k for all monomials X ∈ I
N . As usual,
we use the notation |X | to denote the degree of the monomial X .
Let 1 ≤ i, j ≤ p, 1 ≤ l ≤ rij and let n ≥ N . Then we agree to write fij(l)
n for
the truncated power series
fij(l)
n =
n∑
|X|=N
alij(X) ·X.
Moreover, let an+1 = I
n+1 + (fn) for all n ≥ N , where (fn) ⊆ T1 is the ideal
generated by {fij(l)
n : 1 ≤ i, j ≤ p, 1 ≤ l ≤ rij}, and let an = I
n for 2 ≤ n ≤ N .
We write Hn = H/I(H)
n as usual, then Hn = T
1/an for all n ≥ 2, in accordance
with the notation in the proof of theorem 5.2.
Recall that H2 = T
1
2 and that ξ2 ∈ DefM(H2) denotes the universal deformation
with the property that the couple (H2, ξ2) represents DefM restricted to ap(2).
We have assumed that a ⊆ IN , and this means that there exists a lifting of ξ2
to HN = T
1/aN = T
1
N . Let us proceed to find such a lifting MN ∈ DefM(HN )
explicitly.
We choose to describe the deformation MN in terms of M-free resolutions. Let
us define B(N − 1) to be the set of all monomials in T1 of degree at most N − 1.
Then {X : X ∈ B(N −1)} is a monomial basis of HN , and any M-free resolution of
MN can be described by a family {α(X) : X ∈ B(N − 1)} of 1-cochains satisfying
the following conditions:
• α(ei) = d∗i for 1 ≤ i ≤ p,
• α(xij(l)) is a 1-cocycle representing xij(l)
∗ for 1 ≤ i, j ≤ p, 1 ≤ l ≤ dij ,
• For all Z ∈ B(N − 1) and for all m ≥ 0, we have
∑
X′,X′′∈B(N−1)
X′X′′=Z
α(X ′′)m+1 α(X
′)m = 0.
We know that a family of 1-cochains with the above properties exists, since we
can find a lifting MN of ξ2 to HN and this deformation must have some M-free
resolution. So we choose one such family {α(X) : X ∈ B(N − 1)} and fix this
choice. This means that we have fixed a deformation MN ∈ DefM(HN ) with an
M-free resolution given by the corresponding differentials. So (HN ,MN ) is a pro-
representing hull for DefM restricted to ap(N).
Lemma 7.1. Let π : R → S be any small surjection in ap, let φ : H → S be any
morphism, and denote by Mφ ∈ DefM(S) the deformation induced by φ. Then we
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can lift φ to a morphism φ : T1 → R making the diagram
T1

φ
// R
pi

H
φ
// S
commutative, and the obstruction o(π,Mφ) for lifting Mφ to R is given by
o(π,Mφ) =
∑
i,j,l
yij(l)
∗ ⊗ φ(fij(l)).
Proof. By construction and functoriality, the obstruction o(π,Mφ) is given as the
restriction of the composition φ◦o to the k-linear subspace (Ext2A(Mj ,Mi)
∗) ⊆ T2.
Since {yij(l)} is a k-linear basis for this subspace, we get the desired expression for
the obstruction. 
Let us define bN ⊆ T
1 to be the ideal bN = IaN + aNI = I
N+1, and consider
the natural map rN : RN → HN , where RN = T
1/bN = T
1
N+1. By construction,
rN is a small surjection in ap, and the natural surjection φN : T
1 → RN makes the
diagram
T2
o // T1

φN // RN
rN

H
φN
// HN
commutative. Let B′(N) be the set of all monomials in T1 of degree N . Since
ker(rN ) = I
N/IN+1, we see that {X : X ∈ B′(N)} is a monomial basis for ker(rN ).
Moreover, let B′(N) = B′(N) ∪ B(N − 1). Then clearly {X : X ∈ B′(N)} is a
monomial basis for RN .
Since rN is a small surjection, there is an obstruction o(rN ,MN) for lifting MN
to RN , and we see from lemma 7.1 that this obstruction can be expressed as
o(rN ,MN ) =
∑
i,j,l
yij(l)
∗ ⊗ φN (fij(l))
=
∑
i,j,l
yij(l)
∗ ⊗ f ij(l)
=
∑
i,j,l
∑
X∈B′(N)
yij(l)
∗ ⊗ (alij(X) ·X),
where f ij(l) and X denote the images of fij(l) and X in RN .
We say that the family D(N) = {α(X) : X ∈ B(N − 1)} of 1-cochains is a
defining system for the matric Massey products of order N ,
〈x∗;X〉 for X ∈ B′(N).
Let X ∈ B′(N) be any monomial of type (i, j). We define the matric Massey
product 〈x∗;X〉 to be the coefficient of X in the obstruction o(rN ,MN) above.
Then we immediately see that this matric Massey product has value
〈x∗;X〉 =
rij∑
l=1
alij(X) · yij(l)
∗.
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In other words, the coefficient of X in the power series fij(l) is given by the matric
Massey product 〈x∗;X〉 above as
alij(X) = yij(l)(〈x
∗;X〉)
for 1 ≤ l ≤ rij .
We notice that the matric Massey products of order N defined above are im-
mediately defined. In other words, they can be expressed in terms of the matric
Massey products of section 6. In fact, the defining system D(N) induces a defining
system {α(X ′) : X ′ | X, X ′ 6= X} in the sense of section 6, and the value of the
corresponding matric Massey product 〈x∗;X〉 is exactly the coefficient of X in the
obstruction o(rN ,MN).
On the other hand, we can calculate the obstruction o(rN ,MN) using the defining
system D(N), and therefore also the coefficient of X in this obstruction for each
X ∈ B′(N). A straight-forward calculation show that this coefficient is given by
the 2-cocycle y(X) defined by
y(X)m =
∑
X′,X′′∈B(N−1)
X′X′′=X
α(X ′′)m+1 α(X
′)m
for all m ≥ 0. This means that the matric Massey product 〈x∗;X〉 is represented
by y(X), so we can easily calculate all matric Massey products of order N using the
defining system D(N). This determines the truncated power series fij(l)
N , since
we have
fij(l)
N =
∑
X∈B′(N)
alij(X) ·X =
∑
X∈B′(N)
yij(l)(〈x
∗;X〉) ·X
for 1 ≤ i, j ≤ p, 1 ≤ l ≤ rij .
Let hN : HN+1 → HN be the natural map. Then ker(hN ) = I
N/aN+1, so
we can find a subset B(N) ⊆ B′(N) of monomials in T1 of degree N such that
{X : X ∈ B(N)} is a monomial basis for ker(hN ). Let B(N) = B(N) ∪B(N − 1),
then clearly {X : X ∈ B(N)} is a monomial basis for HN+1. So for each monomial
X ∈ T1 with |X | ≤ N , we have a unique relation in HN+1 of the form
X =
∑
X′∈B(N)
β(X,X ′) X ′,
with β(X,X ′) ∈ k for all X ′ ∈ B(N). Since we have o(hN ,MN) = 0, we deduce
that ∑
|X|=N
〈x∗;X〉 β(X,X ′) = 0
for all X ′ ∈ B(N). Notice that β(X,X ′) = 0 if the monomials X and X ′ do not
have the same type. Therefore, it makes sense to consider the 1-cocycle∑
|X|=N
β(X,X ′) y(X),
and by the relation above, this is a 1-coboundary. It follows that we can find a
1-cochain α(X ′) such that
d α(X ′) = −
∑
|X|=N
β(X,X ′) y(X),
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and we fix such a choice. Consider the family {α(X) : X ∈ B(N)}. This defines
an M-free complex over HN+1 if and only if we have∑
|X|=N
β(X,Z)
∑
X′,X′′∈B(N)
X′X′′=X
α(X ′′) α(X ′) = 0
for all Z ∈ B(N). By the definition of α(X ′) when X ′ ∈ B(N), this condition holds,
and we denote byMN+1 ∈ DefM(HN+1) the deformation with the complex defined
by {α(X) : X ∈ B(N)} as M-free resolution. It is clear from the construction that
MN+1 is a lifting of MN , so (HN+1,MN+1) is a pro-representing hull for DefM
restricted to ap(N + 1).
Let bN+1 ⊆ T
1 be the ideal bN+1 = IaN+1 + aN+1I = I
N+2 + I(fN ) + (fN)I,
and consider the natural map rN+1 : RN+1 → HN+1, where RN+1 = T
1/bN+1.
By construction, rN+1 is a small surjection in ap, and it is clear that the natural
morphism φN+1 : T
1 → RN+1 makes the diagram
T2
o // T1

φN+1
// RN+1
rN+1

H
φN+1
//
φN
''OO
OO
OO
OO
OO
OO
OO
HN+1
hN

HN
commutative. We see that ker(rN+1) = aN+1/bN+1, which we can re-write in the
following way:
ker(rN+1) = (I
N+1 + (fN ))/(IN+2 + I(fN ) + (fN )I)
= (fN )/(I(fN) + (fN )I) ⊕ IN+1/(IN+2 + I(fN) + (fN )I)
Let us write c(N+1) = IN+1/(IN+2+I(fN )+(fN )I). Then c(N+1) ⊆ ker(rN+1)
is an ideal, and we can clearly find a set B′(N + 1) of monomials in T1 of degree
N +1 such that {X : X ∈ B′(N +1)} is a monomial basis for cN+1. Let us choose
B′(N +1) such that for every X ∈ B′(N +1), there is a monomial X ′ ∈ B(N) such
that X ′ | X , this is clearly possible. We let B′(N + 1) = B′(N + 1) ∪B(N), then
{X : X ∈ B′(N + 1)} ∪ {fij(l)
N : 1 ≤ i, j ≤ p, 1 ≤ l ≤ rij}
is a basis for RN+1. So for each monomial X ∈ T
1 with |X | ≤ N + 1, we have a
unique relation in RN+1 of the form
X =
∑
X′∈B′(N+1)
β′(X,X ′) X ′ +
∑
i,j,l
β′(X, i, j, l) f ij(l)
N ,
with β′(X,X ′), β′(X, i, j, l) ∈ k for all X ′ ∈ B′(N + 1), 1 ≤ i, j ≤ p, 1 ≤ l ≤ rij .
Since rN+1 is a small surjection, there is an obstruction o(rN+1,MN+1) for lifting
MN+1 to RN+1, and we see from lemma 7.1 that this obstruction can be expressed
as
o(rN+1,MN+1) =
∑
i,j,l
yij(l)
∗ ⊗ φN+1(fij(l))
=
∑
i,j,l
yij(l)
∗ ⊗ f ij(l)
=
∑
i,j,l
yij(l)
∗ ⊗ (f ij(l)
N +
∑
X∈B′(N+1)
alij(X) ·X),
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where f ij(l), f ij(l)
N and X denote the images of fij(l), fij(l)
N and X in RN+1.
We say that the family D(N +1) = {α(X) : X ∈ B(N)} is a defining system for
the matric Massey products of order N + 1,
〈x∗;X〉 for X ∈ B′(N + 1)
Let X ∈ B′(N + 1) be any monomial of type (i, j). We define the matric Massey
product 〈x∗;X〉 to be the coefficient of X in the obstruction o(rN+1,MN+1) above.
Then we immediately see that this matric Massey product has value
〈x∗;X〉 =
rij∑
l=1
alij(X) · yij(l)
∗.
In other words, the coefficient of X in the power series fij(l) is given by the matric
Massey product 〈x∗;X〉 above as
alij(X) = yij(l)(〈x
∗;X〉)
for 1 ≤ l ≤ rij .
On the other hand, we can calculate the obstruction o(rN+1,MN+1) using the
defining system D(N+1), and therefore also the coefficient of X in this obstruction
for each X ∈ B′(N + 1). A straight-forward calculation show that this coefficient
is given by the 2-cocycle y(X) defined by
y(X)m =
∑
|Z|≤N+1
β′(Z,X)
∑
X′,X′′∈B(N)
X′X′′=Z
α(X ′′)m+1 α(X
′)m
for all m ≥ 0. This means that the matric Massey product 〈x∗;X〉 is represented
by y(X), so we can easily calculate all matric Massey products of order N+1 using
the defining system D(N + 1).
By the construction in the proof of theorem 5.2, we have that HN+2 is the
quotient of RN+1 by the ideal generated by the obstruction o(rN+1,MN+1). On
the other hand, we know that HN+2 = T
1/(IN+2 + (fN+1). This implies that
for all monomials X 6∈ B′(N + 1) of degree N + 1, the coefficient alij(X) = 0 for
1 ≤ i, j ≤ p, 1 ≤ l ≤ rij . In other words, the truncated power series fij(l)
N+1 is
determined by the matric Massey products of order N + 1 above, since we have
fij(l)
N+1 = fij(l)
N +
∑
X∈B′(N+1)
alij(X) ·X
= fij(l)
N +
∑
X∈B′(N+1)
yij(l)(〈x
∗;X〉) ·X
for 1 ≤ i, j ≤ p, 1 ≤ l ≤ rij .
Let hN+1 : HN+2 → HN+1 be the natural map, and consider its kernel. By
definition, we have
ker(hN+1) = aN+1/aN+2 = ((f
N ) + IN+1)/((fN+1) + IN+2),
so we can clearly find a subset B(N +1) ⊆ B′(N +1) of monomials of degree N+1
such that {X : X ∈ B(N + 1)} ∪ {f ij(l)
N : 1 ≤ i, j ≤ p, 1 ≤ l ≤ rij} is a basis for
ker(hN+1). Let B(N + 1) = B(N + 1) ∪B(N), then clearly
{X : X ∈ B(N + 1)} ∪ {f ij(l)
N : 1 ≤ i, j ≤ p, 1 ≤ l ≤ rij}
is a monomial basis for HN+2. So for each monomial X ∈ T
1 with |X | ≤ N + 1,
we have a unique relation in HN+2 of the form
X =
∑
X′∈B(N+1)
β(X,X ′) X ′ +
∑
i,j,l
β(X, i, j, l) fij(l)
N ,
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with β(X,X ′), β(X, i, j, l) ∈ k for all X ′ ∈ B(N + 1), 1 ≤ i, j ≤ p, 1 ≤ l ≤ rij .
Since we have o(hN+1,MN+1) = 0, we deduce that∑
|X|≤N+1
〈x∗;X〉 β(X,X ′) = 0
for all X ′ ∈ B(N + 1). Notice that β(X,X ′) = 0 if the monomials X and X ′ do
not have the same type. Therefore, it makes sense to consider the 1-cocycle∑
|X|≤N+1
β(X,X ′) y(X),
and by the relation above, this is a 1-coboundary. It follows that we can find a
1-cochain α(X ′) such that
d α(X ′) = −
∑
|X|≤N+1
β(X,X ′) y(X),
and we fix such a choice. Consider the family {α(X) : X ∈ B(N+1)}. This defines
an M-free complex over HN+2 if and only if we have∑
|X|≤N+1
β(X,Z)
∑
X′,X′′∈B(N+1)
X′X′′=X
α(X ′′) α(X ′) = 0
for all Z ∈ B(N + 1). By the definition of α(X ′) when X ′ ∈ B(N + 1), this
condition holds, and we denote by MN+2 ∈ DefM(HN+2) the deformation with
the complex defined by {α(X) : X ∈ B(N + 1)} as M-free resolution. It is clear
from the construction that MN+2 is a lifting of MN+1, so (HN+2,MN+2) is a pro-
representing hull for DefM restricted to ap(N + 2).
It is clear that we can continue in this way. For every k ≥ 1, we can calculate
the coefficients in the truncated power series fij(l)
N+k, and therefore find HN+k+1.
At the same time, we find the defining systems {α(X) : X ∈ B(N + k)} necessary
to calculate the matric Massey products of order N + k + 1, and these defining
systems completely determine the deformation MN+k+1. We have described how
to do this in the case k = 1, and the general case is similar.
We conclude that the method that we have described above can be used to calcu-
late the pro-representing hull (Hn,Mn) for the deformation functor DefM restricted
to ap(n) for any n ≥ N . We can therefore, in principle, find the hull
H = lim
←
Hn
of DefM, and also the corresponding versal family defined over H ,
ξ = M = lim
←
Mn.
It follows that the pro-representing hull (H, ξ) of the deformation functor DefM can
be calculated using matric Massey products.
8. An example
Let k be an algebraically closed field of characteristic 0, and let A = A2(k) be
the second Weyl algebra over k. We shall think of A as the ring of differential
operators in the plane defined over k with coordinates x and y. Thus, we can write
A = k[x, y]〈∂x, ∂y〉, where ∂x = ∂/∂x and ∂y = ∂/∂y. In other words, A is the
k-algebra generated by x, y, ∂x, ∂y with relations [∂x, x] = [∂y, y] = 1.
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Let us consider the family of left A-modules M = {M1,M2,M3,M4}, where
Mi = A/Ii for 1 ≤ i ≤ 4 and Ii ⊆ A are left ideals given by
I1 = A(∂x, ∂y) I2 = A(∂x, y)
I3 = A(x, ∂y) I4 = A(x, y)
We immediately notice that the left A-modules in the family M have the following
free resolutions:
0←M1 ← A

∂x
∂y


←−−−− A2
(
∂y −∂x
)
←−−−−−−−−− A← 0
0←M2 ← A

∂x
y


←−−−− A2
(
y −∂x
)
←−−−−−−−− A← 0
0←M3 ← A

 x
∂y


←−−−− A2
(
∂y −x
)
←−−−−−−−− A← 0
0←M4 ← A

x
y


←−−− A2
(
y −x
)
←−−−−−−− A← 0
We consider the elements of the free A-modules An as row vectors, and the maps
in the free resolutions above as right multiplication of these row vectors by the
given matrices. Notice that for 1 ≤ i ≤ 4, the free A-module Lm,i in the free
resolution of Mi does not depend upon i. We shall therefore write Lm = Lm,i for
all m ≥ 0, 1 ≤ i ≤ 4.
It is known thatM is a family of simple holonomic left A-modules, so this family
satisfy the finiteness condition (FC). Therefore, there exists a pro-representing hull
(H, ξ) for the deformation functor DefM : a4 → Sets by theorem 5.2. We shall use
the methods from section 7 to construct this hull explicitly.
Let us start by calculating ExtnA(Mi,Mj) for n = 1, 2, 1 ≤ i, j ≤ 4. We need both
the dimensions and k-linear bases for these vector spaces, where each basis vector
is represented by a cocycle in the corresponding Yoneda complex. The calculations
are straight-forward, so we only state the results here:
dimk Ext
1
A(Mi,Mj) =


1 if i = 1 or i = 4 and j = 2 or j = 3, or
if i = 2 or i = 3 and j = 1 or j = 4,
0 otherwise
dimk Ext
2
A(Mi,Mj) =
{
1 if (i, j) = (1, 4), (2, 3), (3, 2), (4, 1),
0 otherwise
We denote the basis vectors of Ext1A(Mj ,Mi) by x
∗
ij since there is at most one for
each pair of indices (i, j). From the dimensions listed above, we see that we have
the following basis vectors:
x∗12, x
∗
13, x
∗
21, x
∗
24, x
∗
31, x
∗
34, x
∗
42, x
∗
43
We choose a Yoneda representative for each vector x∗ij in this list, and we denote
this representative by α(xij). From the free resolutions above, we see that we can
write each of these representatives in the form
α(X) = {α(X)0, α(X)1},
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where α(X)0 : L1 → L0 is right multiplication by a matrix (
a
b ) with entries a, b ∈ A,
and α(X)1 : L2 → L1 is right multiplication by a matrix ( c d ) with entries c, d ∈ A
for each monomial X = xij . We find the following representatives:
α(x12) = α(x21) = α(x34) = α(x43) = {( 01 ) , ( 1 0 )}
α(x13) = α(x31) = α(x24) = α(x42) = {( 10 ) , ( 0 −1 )}
Similarly, we denote the basis vectors of Ext2A(Mj ,Mi) by y
∗
ij since there is at most
one for each pair of indices (i, j). From the dimensions listed above, we see that we
have the following basis vectors:
y∗14, y
∗
23, y
∗
32, y
∗
41
We choose a Yoneda representative for each vector y∗ij in this list, and we denote
this representative α(yij). From the free resolutions above, we see that we can write
each of these representatives in the form
α(Y ) = {α(Y )0},
where α(Y )0 : L2 → L0 is given by right multiplication of an element a ∈ A for
each monomial Y = yij . We find the following representatives:
α(y14) = α(y23) = α(x32) = α(x41) = {( 1 )}
This completes the calculations of ExtnA(Mi,Mj) for n = 1, 2 and 1 ≤ i, j ≤ 4. We
know that these calculations determine the hull at the tangent level, (H2, ξ2).
The next step is to find the the hull H and the versal family ξ, and we shall em-
ploy the notations and methods of section 7 to accomplish this. Let N = 2, we know
that this choice is always possible. As usual, we let T1 be the formal matrix algebra
generated by the monomials xij in the above list, and let I = I(T
1) be its radical.
Furthermore, denote by fij = o(yij) ∈ I
2
ij for (i, j) = (1, 4), (2, 3), (3, 2), (4, 1), and
by fnij the corresponding truncated power series for each n ≥ N .
First, we have to find a defining system {α(X) : |X | < 2} for the matric Massey
products 〈x∗;X〉 when X is any monomial of degree 2 in T1. This is easily done:
The 1-cocycle α(ei) is the free resolution of Mi for 1 ≤ i ≤ 4, and the 1-cocycle
α(X) was chosen above for each monomial X = xij of degree 1.
Let us calculate the matric Massey products of order 2: Using the defining
system given above, we find that the cocycles y(X) representing the matric Massey
products 〈x∗;X〉 are given by
y(X)0 =


−1 if X = x12x24, x21x13, x34x42, x43x31,
1 if X = x13x34, x24x43, x31x12, x42x21,
0 otherwise
for all monomials X of degree 2 in T1. This means that the corresponding matric
Massey products are given by
〈x12, x24〉 = −y14 〈x13, x34〉 = y14
〈x21, x13〉 = −y23 〈x24, x43〉 = y23
〈x31, x12〉 = y32 〈x34, x42〉 = −y32
〈x42, x21〉 = y41 〈x43, x31〉 = −y41,
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and all other matric Massey products of order 2 are zero. This translates to the
following truncated power series f2ij :
f214 = x13x34 − x12x24
f223 = x24x43 − x21x13
f232 = x31x12 − x34x42
f241 = x42x21 − x43x31
By the general theory, we therefore have H3 = T
1/(f214, f
2
23, f
2
32, f
2
41)+I
3. We know
that we can find a lifting ξ3 of ξ2 to H3, and that (H3, ξ3) is a pro-representing hull
of DefM restricted to a4(3).
In order to find ξ3, we let B(2) = {X : |X | = 2}\{x13x34, x24x43, x31x12, x42x21}.
We also letB(2) = B(2)∪B(1), whereB(1) = {X : |X | ≤ 1}. Then {X : X ∈ B(2)}
is a monomial basis forH3. We observe that if we choose α(X) = 0 for allX ∈ B(2),
the family {α(X) : X ∈ B(2)} defines an M-free complex over H3. In other words,
this family completely defines the deformation ξ3 ∈ DefM(H3) lifting ξ2.
Clearly, we could continue in this way. But after the last computations, it is
tempting to think that fij = f
2
ij for (i, j) = (1, 4), (2, 3), (3, 2), (4, 1). Let us check
if this is the case: We put T = T1/(f214, f
2
23, f
2
32, f
2
41), and choose a monomial basis
B of T containing B(2). Furthermore, we let α(X) be as before when X ∈ B(2) and
let α(X) = 0 for all monomials X ∈ B of degree at least 3. This choice corresponds
to maps dT0 , d
T
1 of M-free modules over T , and a computation shows that
dT0 ◦ d
T
1 = (1⊗ (f
2
14 + f
2
23 + f
2
32 + f
2
41)) = 0.
So the family {α(X) : X ∈ B} defines an M-free complex over T , and therefore a
deformation ξ ∈ DefM(T ) lifting ξ3. This proves that H = T , or in other words,
that
H = T1/(x13x34 − x12x24, x24x43 − x21x13, x31x12 − x34x42, x42x21 − x43x31)
is a pro-representing hull of DefM. In particular, fij = f
2
ij for all i, j. Moreover,
the family {α(X) : X ∈ B} defines the versal family ξ ∈ DefM(H).
Appendix A. Yoneda and Hochschild representations
Let k be an algebraically closed (commutative) field, let A be an associative
k-algebra, and let M,N be left A-modules. In this appendix, we recall several
different descriptions of the k-vector space ExtnA(M,N) for n ≥ 0. In particular,
we show how to realize this cohomology group using the Yoneda and Hochschild
complexes.
A.1. The Yoneda representation. Fix free resolutions (L∗, d∗) ofM and (L
′
∗, d
′
∗)
of N . We shall write di : Li+1 → Li and d
′
i : L
′
i+1 → L
′
i for the differentials, and
denote the augmentation morphisms by ρ : L0 →M and ρ
′ : L′0 → N .
For all integers n ≥ 0, the cohomology group ExtnA(M,N) is defined to be the
n’th cohomology group of the complex HomA(L∗, N),
ExtnA(M,N) = H
n(HomA(L∗, N)).
Notice that in general, this Abelian group does not have a left A-module structure,
but only a left C(A)-module structure, where C(A) is the centre of A. In particular,
if A is commutative, then ExtnA(M,N) has the structure of an A-module, and if A
is a k-algebra, then ExtnA(M,N) has the structure of a k-vector space.
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We denote by Hom∗(L∗, L
′
∗) the Yoneda complex given by the given free reso-
lutions. This complex is defined in the following way: For each integer n ≥ 0, let
Homn(L∗, L
′
∗) be the left A-module
Homn(L∗, L
′
∗) = ∐iHomA(Li+n, L
′
i).
Moreover, let the differential dn : Homn(L∗, L
′
∗) → Hom
n+1(L∗, L
′
∗) for n ≥ 0 be
the A-linear map given by the formula
dn(φ)i = φidn+i + (−1)
n+1d′iφi+1
for all i ≥ 0, where we write φ = (φi) with φi ∈ HomA(Li+n, L
′
i) for all i ≥ 0. It is
easy to check that this map is a well-defined differential, so the Yoneda complex is
a complex of Abelian groups. We shall write Hn(Hom(L∗, L
′
∗)) for the cohomology
groups of the Yoneda complex. Since the differential d = dn is left C(A)-linear,
these cohomology groups have a natural structure as left C(A)-modules.
Lemma A.1. For all integers n ≥ 0, there is a canonical isomorphism of left
C(A)-modules
Hn(Hom(L∗, L
′
∗))
∼= ExtnA(M,N).
Proof. There is a natural map fn : Hom
n(L∗, L
′
∗) → HomA(Ln, N), given by
f(φ) = ρ′φ0, where φ = (φi) ∈ Hom
n(L∗, L
′
∗). It is easy to see that these maps
are compatible with the differentials, and a small calculation show that fn induces
an isomorphism on cohomology Hn(Hom(L∗, L
′
∗)) → Ext
n
A(M,N) for all integers
n ≥ 0. 
A.2. Definition of Hochschild cohomology. Let Q be an A-A bimodule. We
define the Hochschild complex of A with values in Q in the following way: Let
HCn(A,Q) = Homk(⊗
n
kA,Q) for all n ≥ 0. So any ψ ∈ HC
n(A,Q) corresponds
to a k-multilinear map from n copies of A into Q, and we shall therefore write
ψ(a1, . . . , an) in place of ψ(a1 ⊗ · · · ⊗ an) for ψ ∈ HC
n(A,Q), a1, . . . , an ∈ A.
Moreover, let dn : HCn(A,Q)→ HCn+1(A,Q) for n ≥ 0 be the k-linear map given
by the formula
(7) dn(ψ)(a0, . . . , an) = a0 ψ(a1, . . . , an) +
n∑
i=1
(−1)iψ(a0, . . . , ai−1ai, . . . , an)
+ (−1)n+1ψ(a0, . . . , an−1) an
for all ψ ∈ HCn(A,Q), a0, . . . , an ∈ A.
Lemma A.2. HC∗(A,Q) is a complex of k-vector spaces.
Proof. Let ψ ∈ HCn(A,Q). Then ψ′ = dn(ψ) is a sum of n + 1 summands, and
we denote these by ψ′0, . . . , ψ
′
n, in the order they appear in formula 7. We let
ψ′′ = dn+1ψ′ = dn+1dnψ. Each dn+1ψ′i for 0 ≤ i ≤ n is a sum of n+ 2 summands,
and we denote these by ψ′′ij for 0 ≤ j ≤ n+1 in the order they appear in formula 7.
A straight-forward calculation shows that we have ψ′′i,j + ψ
′′
j,i+1 = 0 for all indices
i, j with 0 ≤ j ≤ n+ 2, j ≤ i ≤ n+ 1. Since ψ′′ =
∑
ψ′′ij , it follows that ψ
′′ = 0 in
HCn+2(A,Q). Consequently, HC∗(A,Q) is a complex of k-vector spaces. 
We define the Hochschild cohomology of A with values in Q to be the cohomology
of the Hochschild complex HC∗(A,Q), so we have
HHn(A,Q) = Hn(HC∗(A,Q)) = ker(dn)/ Im(dn−1)
for all n ≥ 0. In particular, the cohomology groups HHn(A,Q) have a natural
structure as k-vector spaces.
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Let ψ ∈ HC1(A,Q), then ψ is a 1-cocycle if and only if ψ(ab) = aψ(b) + ψ(a)b
for all a, b ∈ A. So we have ker(d1) = Derk(A,Q). We say that a derivation
ψ ∈ Derk(A,Q) is trivial if there is an element q ∈ Q such that ψ is of the form
ψ(a) = aq − qa for all a ∈ A. Clearly, the set of trivial derivations is the image
Im(d0). So HH1(A,Q) ∼= Derk(A,Q)/T where T is the trivial derivations of A into
Q.
A.3. The Hochschild representation. We remark that Q = Homk(M,N) is an
A-A bimodule in a natural way: For any a ∈ A, let La : M → M denote left
multiplication on M by a, and L′a : N → N left multiplication on N by a. The
bimodule structure is given by aφ = L′aφ, φa = φLa for a ∈ A, φ ∈ Homk(M,N).
We shall consider the Hochschild cohomology of A with values in Q = Homk(M,N).
By definition, we have that HH0(A,Q) = HomA(M,N) when Q = Homk(M,N).
So we have a natural isomorphism of k-vector spaces Ext0A(M,N)
∼= HH0(A,Q).
Notice that since k ⊆ C(A), ExtnA(M,N) has a natural k-vector space structure for
all n ≥ 0. It is possible to extend the above isomorphism to the higher cohomology
groups:
Proposition A.3. For all integers n ≥ 0, there is an isomorphism of k-vector
spaces
σn : Ext
n
A(M,N)→ HH
n(A,Homk(M,N)).
Proof. From Weibel [9], lemma 9.1.9, there is an isomorphism of k-vector spaces
between HHn(A,Homk(M,N)) and Ext
n
A/k(M,N) for n ≥ 0. But since k is a
commutative field, there is a canonical isomorphism between ExtnA/k(M,N) and
ExtnA(M,N), see theorem 8.7.10 in Weibel [9]. 
We shall give an explicit identification of k-vector spaces between Ext1A(M,N)
and HH1(A,Homk(M,N)): Let (L∗, d∗) be a free resolution of M , with augmen-
tation morphism ρ : L0 → M , and let τ : M → L0 be a k-linear section of ρ.
For any 1-cocycle φ ∈ HomA(L1, N), let ψ = ψ(φ) ∈ Derk(A,Homk(M,N)) be the
following derivation: For any a ∈ A, m ∈ M , let x = x(a,m) ∈ L1 be such that
d0(x) = aτ(m)− τ(am). Notice that such an x exists, and is uniquely defined mod-
ulo the image Im d1. We define ψ by the equation ψ(a)(m) = φ(x) with x = x(a,m).
Since φ is a cocycle, ψ is a well-defined homomorphism in Homk(A,Homk(M,N)),
and a straight-forward calculation shows that ψ is a derivation.
Lemma A.4. Assume that Ext1A(M,N) is a finite dimensional k-vector space.
Then the assignment φ 7→ ψ(φ) defined in the above paragraph induces an isomor-
phism σ1 : Ext
1
A(M,N)→ HH
1(A,Homk(M,N)).
Proof. Assume that φ is a co-boundary, so φ = d0(φ′), where φ′ ∈ HomA(L0, N).
Then ψ = d0(φ′), where ψ′ = φ′τ ∈ Homk(M,N), so φ is a trivial derivation. Con-
sequently, the assignment induces a well-defined map of k-linear spaces. This map
is furthermore injective: Assume that ψ is a trivial derivation, so ψ = d0(ψ′), where
ψ′ ∈ Homk(M,N). Then, we can construct an A-linear map φ
′ ∈ HomA(L0, N) in
the following way: Choose a basis for L0, and for each basis vector y ∈ L0, choose
y′ ∈ L1 such that d0(y
′) = y − ψ′ρ(y). Then we define φ′(y) = ψ′ρ(y) + φ(y′) for
each basis vector y ∈ L0. We obtain a morphism φ
′ ∈ HomA(L0, N) by A-linear ex-
tension, and d0(φ′) = φ, so φ is a co-boundary. To show that σ1 is an isomorphism
as well, it is enough to notice that dimk Ext
1
A(M,N) = dimk HH
1(A,Homk(M,N))
by proposition A.3, since Ext1A(M,N) has finite k-dimension. 
The identification σn : Ext
n
A(M,N) → HH
n(A,Homk(M,N)) for n ≥ 2 can be
constructed in a similar way.
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