Abstract. We construct bi-invariant total orderings of residually torsion-free nilpotent groups by using Chen's iterated integrals. This construction can be seen as a generalization of the Magnus ordering of the free groups, and equivalent to the classical construction which uses an iteration of central extensions.
Introduction
A total ordering < of a group G is called left-invariant (resp. right-invariant) if the relation < is preserved by multiplication of G from left (resp. right). That is, a < b implies ca < cb (resp. ac < bc) for all a, b, c ∈ G. If the ordering is both leftand right-invariant, the ordering is called bi-ordering. The group G is said to be bi-orderable if G has a bi-ordering.
The most simple way to define a total ordering is to use the lexicographical ordering. Let {v i : G → R} i∈I be a family of maps, not necessarily a homomorphism, indexed by a well-ordered set I. We say {v i } i∈I is a lexicographical expression of a total ordering < of G if a < b is equivalent to the sequence of reals {v i (b)} i∈I is bigger than the sequence of reals {v i (a)} i∈I with respect to the lexicographical ordering of R I . One of the typical but non-trivial examples of bi-orderings is the Magnus ordering of the free groups. Let F n be the rank n free group generated by {x 1 , . . . , x n } and µ : F n → R X 1 , . . . , X n be the Magnus expansion which is an injective homomorphism defined by µ(x i ) = 1 + X i (See [5] ). Here R X 1 , . . . , X n represents the algebra of non-commutative formal power series of variables {X 1 , . . . , X n }. Let I be the set of monomials of R X 1 , . . . , X n . We define the DegLex-ordering < DegLex on I as follows. For monomials X I = X i1 · · · X i k and X J = X j1 · · · X j l we define X I < DegLex X J if k < l, or k = l and the sequence of integers (j 1 , . . . , j k ) is bigger than (i 1 , . . . , i k ) with respect to the lexicographical ordering of R k . For a monomial I ∈ I, let v I : R X 1 , . . . , X n → R be a map defined by v I (Σ J∈I r J · J) = r I and let v I = v I • µ : F n → R. The Magnus ordering < M is a total ordering of F n defined by a lexicographical expression {v I } I∈I . It is known that the Magnus ordering is bi-ordering. See [10] for details.
A group G is called residually torsion-free nilpotent if G ∞ = i≥1 G i = {1}, where G k is the k-th dimension subgroup of G defined by G k = {g ∈ G|g −1 ∈ J k }.
Here J denote the augmentation ideal of the group ring ZG. The free group is a typical example of residually torsion-free nilpotent groups. The aim of this paper is to provide a new geometric point of view for bi-orderings of residually torsion-free nilpotent groups. In section 3, we construct bi-orderings which we call holonomy orderings by using the universal holonomy map, which is derived from Chen's iterated integral theory. Chen's iterated integral theory will be reviewed in section 2. Our constructions turn out to be equivalent to the classically known construction of bi-orderings which uses group extensions (Proposition 1), so our construction provides a geometrical background of the classical construction.
Since Chen's iterated integral theory is closely related to the rational homotopy theory, holonomy ordering construction provides new relationships between bi-orderings and the rational homotopy theory. For example, we will show that finite type invariants of the pure braid group P n provides a lexicographical expression of a bi-ordering of P n (Proposition 3 ). In section 4 we study properties of holonomy orderings, and provide a generalization of holonomy ordering construction.
Chen's iterated integral and holonomy representation
In this section we briefly review Chen's iterated integral theory. For details, see [2] . We restrict our attention to smooth manifolds, although there is a generalization of Chen's iterated integral theories for simplicial complexes [4] , and our methods can also be applied for such a general iterated integrals.
2.1. Iterated integrals. Let M be a connected smooth manifold with a base point. We denote the de Rham DGA of M by A * DR (M ) and the based loop space of M by ΩM . Let ∆ q be the standard q-dimensional simplex defined by
and ev : ΩM × ∆ q → M q be the evaluation map defined by ev(γ, (t 1 , . . . , t q )) = (γ(t 1 ), . . . , γ(t q )).
Formally, the iterated integral map is defined as the composition
where × is a cross-product and ∆ k is an integration along fiber. In this paper, we mainly use iterated integrals of 1-forms. For 1-forms we have more explicit description of iterated integrals. Let ω 1 , . . . , ω m be 1-forms of M , and γ : I → M be a piecewise smooth path. Let us denote the pull-back of ω i by γ by γ * ω i = α i (t)dt. Then the iterated integral γ ω 1 · · · ω q along γ is explicitly written as the multiple integral
2.2.
Formal homology connection, Chen's holonomy map. In this section we define Chen's universal holonomy map. See [2] chapter III for details.
From now on, we always assume that the real homology group of M is finite dimensional. Let {X 1 , . . . , X m } be a homogeneous, ordered basis of H * (M ; R) such that {X 1 , . . . , X k } forms a basis of H 1 (M ; R).
Let J be the augmentation ideal of T H, the tensor algebra of H and T H = lim ← − T H/J N be the nilpotent completion of T H. Then T H is identified with the algebra of non-commutative formal power series R X 1 , . . . , X m . Let J be the nilpotent completion of the augmentation ideal J of T H, which is an ideal of T H which consists of formal power series with zero constant term. We define a grading of T H by the formula deg
We call a pair (ω, δ) is a formal homology connection if the following three conditions hold.
Such a pair (ω, δ) always exists and we can choose ω so that the coefficient ω i represents the cohomology class which is the dual of X i ∈ H * (M ; R). In fact, formal homology connections are inductively constructed from the de Rham DGA A * DR (M ). There are many choices of formal homology connections, but in some cases there is a canonical choice of a formal homology connection. For example, if M is a compact Riemannian manifold, one can find a canonical formal homology connection by using the de Rham-Hodge decomposition of A * DR (M ). Let R be the degree 0 part of T H. R is identified with T H 1 = R X 1 , . . . , X k , the nilpotent completion of the tensor algebra of H 1 (M ; R). Let ω be the degree 0 part of the formal homology connection ω and N be the degree 0 part of δ( T H), which is an ideal of R. Let us denote the quotient algebra R/N (resp. R/(N + J k )) by R (resp. R k ). We remark that R is nothing but the 0-th homology group of the complex ( T H, δ). The (Chen's) holonomy representation is a homomorphism Θ :
Chen's results are summarized as follows.
Theorem 1 (Chen [2] ). Let Θ, Θ k be as above. Then,
Θ induces an isomorphism of Hopf algebra Θ : Rπ M → R, where Rπ M is the nilpotent completion of the group ring Rπ 1 (M ).
Thus, if π 1 (M ) is residually torsion-free nilpotent, then the universal holonomy map is injective.
Remark 1.
If M is simply connected (more generally, if M is a nilpotent space), a formal homology connection computes the homology group of the based loop space ΩM . More precisely, there exists a natural isomorphism of Hopf algebra
Remark 2. To define the holonomy map, we do not need the whole formal homology connection (ω, δ). Only we need is the degree 0 and 1 parts. From the construction of formal homology connection, the degree ≤ 1 part is computed by using A ≤2 DR (M ), the degree ≤ 2 part of de Rham DGA. In particular, it is sufficient to assume that H ≤2 (M ; R) is finite dimensional.
We say M has a quadratic formal homology connection if the ideal N is quadratic. That is, the ideal N is generated by elements of
be the dual of the cup product. It is known that the quadratic part of the ideal N is generated by the image of ∪ * . Thus, if M has a quadratic formal homology connection, then the ideal N is determined by the cup products.
The condition that M has a quadratic formal homology connection is equivalent to the condition that M is formal in the sense of Sullivan's rational homotopy theory [11] . That is, the cohomology algebra H * DR (M ) viewed as DGA having zero differential is quasi-isomorphic to the de Rham DGA A * DR (M ).
Holonomy construction of bi-invariant orderings
In this section we give a construction of bi-invariant orderings by using Chen's holonomy map, and provide some examples.
3.1. Definition of holonomy orderings. Let M be a connected smooth manifold and G be its fundamental group. We always assume that H ≤2 (M ; R) is finite dimensional and use the notations in section 2.
Let R = F 0 R ⊃ F 1 R ⊃ · · · be the decreasing filtration of R induced by the powers of the ideal J. This filtration is multiplicative, that is,
i . Let B = {v i } i∈I be an ordered, homogeneous basis of R such that the degree is non-decreasing. That is, deg v i ≤ deg v j if i < j. Let {v * i : R → R} i∈I be the dual basis of R. We denote by < B the total ordering of the vector space R defined by the lexicographical expression v * i . That is, for a, b ∈ R, we define a < B b if the sequence of reals {v * i (b)} i∈I are bigger than {v * i (a)} i∈I with respect to the lexicographical ordering of R I . The holonomy ordering is a total ordering < of G/G ∞ defined by a < b if Θ(a) < B Θ(b). In other words, the holonomy ordering is an ordering defined by the lexicographical expression {v * i • Θ} i∈I . The following theorem is the main result of this paper.
Theorem 2. The holonomy ordering is a bi-invariant total ordering of G/G ∞ .
Proof. First observe that from the definition of Chen's holonomy map Θ, the image of Θ lies in 1 + F 1 (R). Now assume that a < b for a, b ∈ G. Then we can write their images as
where A <i (resp. A i , A >i ) is degree < i (resp. i, > i) part. Since a < b, A i < B B i hold. We show the left-invariance of the holonomy ordering <. The proof of rightinvariance is similar. For g ∈ G, let us denote its image by Θ(g) = 1+G <i +G i +G >i , where
On the other hand, the degree < i part of Θ(gb) is the degree < i part of Θ(g) · (1+A < i ), and the degree i part of Θ(gb) is given by
Thus, Θ(gb) − Θ(ga) = B i − A i + (higher parts), so we conclude ga < gb.
This provides a geometric proof of bi-orderability of residually torsion-free nilpotent groups.
Corollary 1. If a group G is residually torsion-free nilpotent, then G is bi-orderable.
. . , ω k . Thus, the lexicographical expression of the holonomy ordering is given as the iterated integrals.
3.2.
Comparison with classical construction of bi-orderings. We compare the holonomy ordering construction and the classical construction of bi-orderings for residually torsion-free nilpotent groups which use an iteration of group extension.
The classical construction is based on the following lemma, whose proof is routine (see [9] ). Lemma 1. Let H, K be a bi-orderable group and 1 → H → G p → K → 1 be a group extension. For a bi-ordering < K of K and a bi-ordering < H of H, define an ordering
Now using Lemma 1, we construct a bi-ordering of a residually torsion-free nilpotent group G as follows. We inductively construct a bi-ordering < k of G/G k for each k > 0. To begin with, G/G 1 = {1} so let < 1 be the trivial bi-ordering.
To define < k+1 , first we choose a bi-invariant ordering < ′ k of torsion-free abelian group G k /G k+1 . Observe that there is a central extension
From this central extension and bi-orderings < k , < ′ k , we construct an ordering < k+1 of G/G k+1 as in Lemma 1. Since the extension is central, the assumption of Lemma 1 is satisfied so < k+1 is indeed a bi-ordering.
Since G is torsion-free nilpotent, the sequence of bi-orderings < k defines a biordering < G of G. We call this bi-ordering < G an iterated extension ordering of G derived from {< ′ k }. Now we show this iterated extension construction is equivalent to the holonomy construction given in section 3.1. Proposition 1. Let G = π 1 (M ) be a residually torsion-free nilpotent group. Then each holonomy ordering is an iterated extension ordering and conversely, each iterated extension ordering is a holonomy ordering. Thus, the holonomy ordering construction is equivalent to the iterated extension ordering construction.
Proof. We use notations in section 2 and 3.1. Let {v i } be an ordered, homogeneous, degree non-decreasing basis of R which defines a holonomy ordering < H . By definition of R i , the universal holonomy map provides an isomorphism (G k / G k+1 ) ⊗ R ∼ = R i . So we can regard G k /G k+1 as an integer lattice of R i . Let < ′ k be the restriction of the ordering < H to G k /G k+1 . Then < ′ k is a bi-ordering, and the holonomy ordering < H is nothing but the iterated extension ordering derived from this sequence of orderings {< ′ k }. Conversely, let < G be an iterated extension ordering of G derived from {< ′ k }. Then the ordering < ′ k is naturally extended as a bi-ordering < ′ k of (G k /G k+1 )⊗R = R i . Let us take an ordered basis {v (k),i } i=1,2,... of R k so that the dual basis {v * (k),i } gives a lexicographical expression of the ordering < ′ k . Now by correcting the basis {v (k),i } of R k for all k, we obtain an ordered, homogeneous, degree non-decreasing basis {v i } of R. The holonomy ordering defined by the basis {v i } is identical with < G . Now we show that the holonomy ordering construction is indeed an extension of the Magnus ordering of the free group F n . The following proposition is directly obtained from Proposition 1, because the Magnus ordering is an iterated extension ordering. However, here we present a different and direct proof which is based on the fact that Magnus expansion is equivalent to Chen's holonomy map.
Proposition 2. The Magnus ordering < M of the free group is a holonomy ordering.
Proof. Let D n be the n-punctured disc and {x 1 , . . . , x n } be a generator of π 1 (D n ) = F n . Take 1-forms ω 1 , . . . , ω n of D n so that their representing cohomology classes {[ω i ]} are dual to {x i }, and they satisfy the equation ω i ∧ ω j = 0. Then, the formal homology connection is taken as (ω = n i=1 ω i X i , 0) and the holonomy representation defines an injective homomorphism Θ : F n → R X 1 , . . . , X n .
Let us denote Θ(x
is the degree ≥ 2 part. Let B be DegLex-ordered monomial basis of R = X 1 , . . . , X m , and < be the holonomy ordering defined by (ω, 0) and B. Let α be an automorphism of R X 1 , . . . , X n defined by α(X i ) = X i + X ≥2 i . Then Θ = α • µ holds. For each element x ∈ R X 1 , . . . , X n , α preserves the lowest degree part of x. Hence if a < M b then a < b holds, so these two orderings are identical.
3.3. Application: bi-ordering of pure braid groups and finite type invariants. In this section we describe a relationship between holonomy orderings and finite type invariants of pure braids. This relation is based on the work of Kohno [7] , which relates iterated integral and finite type invariants of braids. For details of pure braid groups and their finite type invariants, see [7] .
For 1 ≤ i < j ≤ n, let H i,j = ker (z i −z j ) be a hyperplane of C n . The hyperplane arrangement A n = {H i,j |1 ≤ i < j ≤ n} is called the braid arrangement. We denote by M A the complement of the arrangement C n − H∈A H. The fundamental group of M A is the pure braid group P n , and residually torsion-free nilpotent.
First of all, let us review the definition of finite type invariants. A singular pure braid is a pure braid having transversal double points. We denote the set of singular pure braids having k singular points by S k P n and let SP n = k≥0 S k P n . Each map v : P n → R can be extended to the map v : SP n → R by defining
A map v is called a finite type invariant of order k if v(β) = 0 for all β ∈ S ≥k P n . Let V k (P n ) be the set of order k finite type invariants and V (P n ) = k>0 V k (P n ) be the set of all finite type invariants. Then V k (P n ) and V (P n ) are R-vector spaces.
Finite type invariants and holonomy orderings are related as follows.
Proposition 3. Let B = {v i } i∈I be an ordered basis of V (P n ) such that the order of v i are non-decreasing. Let us define a total ordering < B of P n by α < B β if {v i (β)} i∈I is bigger than {v i (α)} i∈I with respect to the lexicographical ordering. Then < B is a holonomy ordering, hence bi-invariant total ordering. Thus, the sequence of finite type invariants {v i } i∈I gives a lexicographical expression of a holonomy ordering of P n .
Proof. Let Θ : P n → R be a holonomy map. There is a natural isomorphism
. Therefore a degree non-decreasing dual basis of the algebra R corresponds to an order nondecreasing basis of V (P n ). Thus the basis B provides a lexicographical expression of a holonomy ordering of P n .
Remark 3. The holonomy map Θ : P n → R is known as the universal finite type invariant of the pure braid groups (the universal representation of the quantum group representations of pure braid groups), which is a prototype of the Kontsevich invariant of knots. By using the Drinfel'd associator, we can construct the universal holonomy map over the rationals in more explicit form [8] . In particular, the conclusion of Proposition 3 holds for Q-valued finite type invariants.
Properties of holonomy orderings and generalization
In this section we study structures and properties of the holonomy orderings, based on the relationship between Chen's theory and rational homotopy theory.
General case.
First of all, we study properties of holonomy orderings for general spaces. The following proposition is a refinement of famous Stallings' Theorem [12] . Proof. Let {X 1 , . . . , X m } be a basis of H 1 (M ; R) and {g 1 , . . . , g m } be elements of π 1 (M ) such that h(g i ) = X i , where h : π 1 (M ) → H 1 (M ; R) is the Hurewicz homomorphism. Let B DegLex be an ordered basis of R = X 1 , . . . , X m which consists of the monomials of R and ordered by the DegLex-ordering. Let us choose 1-forms {ω 1 , . . . , ω m } on M so that their representing cohomology classes are dual to {X 1 , . . . , X m }. Take a formal homology connection ω = m i=1 ω i + · · · . Since H 2 (M ; R) = 0, the ideal N must be trivial. Let Θ : π 1 (M ) → R = R X 1 , . . . , X m be the holonomy map. We denote the holonomy ordering with respect to the basis B DegLex by < M . Let F be a subgroup of G generated by {g 1 , . . . , g m }. Then Θ(g i ) = 1 + X i + (Higher term), so as in the proof of Proposition 2, we conclude that F is the rank m free groups, and the restriction of < M to F is the Magnus ordering.
One of the benefits to consider the holonomy orderings is that we can associate the properties of groups with the properties of manifolds (topological space having the given group as its fundamental group).
Theorem 3. Let N be a smooth manifold which is a retract of M and ι : N ֒→ M be the inclusion. Then for each holonomy ordering < N of π 1 (N ), there exists a holonomy ordering < M of π 1 (M ) such that the restriction of < M to ι * (π 1 (N )) is < N . Thus, every holonomy ordering of N can be extended as a holonomy ordering of M .
Proof. Let (ω N , δ N ) be a formal homology connection of N and B N be an ordered, degree non-decreasing basis of R N which defines the holonomy ordering < N . Let r : M → N be a retraction. Since N is a retract of M , the de Rham DGA of M is written as a direct sum A *
Thus, we can construct a formal homology connection (ω M , δ M ) so that it is an extension of (ω N , δ N ). Hence, the non-commutative algebra R M is also written as a direct sum R M = R N ⊕ R ′ for some non-commutative algebra R ′ . Let B M be an ordered, degree non-decreasing basis of R M obtained by adding vectors to ι * (B N ). Then the holonomy ordering defined by (ω M , δ M ) and B M is an extension of the holonomy ordering of < N .
4.2.
Formal space case. In this section we study properties of holonomy orderings for formal spaces. In the case of formal space, the structure of holonomy ordering is determined by the cohomology algebra, in particular the cup product of the 1st cohomology groups. (
is also injection, and each holonomy ordering < N can be extended as a holonomy ordering < M of π 1 (M ).
Proof. First observe that ι induces an injection T ι : T H 1 (N ) → T H 1 (M ). Moreover, since M and N are formal, M and N have quadratic formal homology connections. Fix such a quadratic formal homology connection, and let Θ N :
Now the ideal N N and N M are generated by the image of the dual of the cup products. Thus from the assumption we conclude that N M = ι * N N + a holds, where a is an ideal generated by ∪ * (A 2 ). Hence we conclude that T ι induces an injection T ι * : R N ֒→ R M , thus ι * : π 1 (N ) → π 1 (M ) is also an injection.
Let B N be the ordered degree non-decreasing basis of R N , which defines a holonomy ordering < N of π 1 (N ). By adding vectors to ι * B N , we form an ordered degree non-decreasing basis B M of R M . Then the holonomy ordering < M defined by the basis B M provides an extension of the holonomy ordering < N . Example 1. Assume that M is a formal space and the cup product ∪ :
is the zero map. Then, by Theorem 4 (take N as the b 1 (M )-punctured disc), we conclude that π 1 (M ) contains the rank b 1 (M ) free group F , and every holonomy ordering of F can be extended as a holonomy ordering of M .
4.3.
Generalizations of holonomy ordering and examples. We close the paper by providing a generalized construction of the holonomy ordering construction which can be seen as a special case of group extension construction described in Lemma 1.
We call an ordered basis
Theorem 2 shows that if B is degree-non-decreasing homogeneous basis, then B is bi-ordering basis.
Now we construct a bi-ordering basis which is not degree non-decreasing by using quasi-nilpotent fibration. Let B and F be connected manifolds having the residually torsion-free nilpotent fundamental groups, and assume that π 2 (B) = 1.
We can construct a bi-ordering basis of R E = Rπ 1 (E) as follows. First of all, let us take an arbitrary bi-ordering basis {v B j } j∈J of R B = Rπ 1 (B). Since π 1 (B) acts on H 1 (F ; R) nilpotently, this fibration induces an exact sequence of the nilpotent completions of the fundamental groups [1] .
Since π 1 (B) acts on H 1 (F ; R) nilpotently, there is a basis {X 1 , . . . , X m } of H 1 (F ; R) such that g(X i ) = X i + m i ′ >i a i ′ X i ′ holds for all g ∈ π 1 (B). Let us choose an ordered, degree non-decreasing basis {v Thus, we can construct a bi-ordering basis and bi-ordering using a sequence of quasi-nilpotent fibration. We call such a bi-ordering < generalized holonomy orderings. In algebraic point of view, this is a construction of bi-ordering of π 1 (E) from bi-orderings of π 1 (F ) and π 1 (B) and is a special case of a group extension construction described in Lemma 1.
We close the paper by giving an example of known bi-orderings which are in fact a generalized holonomy ordering.
Example 2 (The fundamental groups of fiber-type arrangements [6] ). Recall that a hyperplane arrangement A = {H i } of C n is called a fiber-type arrangement if its complement M A = C n − H∈A H has a tower of fibrations
where each fiber F k of p k is homeomorphic to C − {finite points}. See [3] for the precise definition. The braid arrangement is a typical example of fiber-type arrangement. It is known that for each fibration p k , the action of π 1 (M k−1 ) on H 1 (F k ) is trivial [3] . In particular, each fibration is quasi-nilpotent. Thus, by using the tower of quasi-nilpotent fibrations we can construct a biordering basis of R MA = Rπ 1 (M A ), and bi-ordering of π 1 (M A ).
On the other hand, in [6] Kim-Rolfsen constructed a bi-ordering of π 1 (M A ) by using the tower of quasi-nilpotent fibrations and the group extension construction (Lemma 1). Thus Kim-Rolfsen's bi-ordering can be seen as a generalized holonomy ordering.
