In this paper, we derive an optimal ADC bit-allocation (BA) condition for a Single-User ( Optimal BA under both criteria results the same. We jointly design the hybrid combiner based on the SVD of the channel. We demonstrate improvement of the proposed optimal BA over the BA based on Minimization of the Mean Square Quantization Error (MSQE). Using Monte-Carlo simulations, it is shown that the MSE and capacity performance of the proposed BA is very close to that of the Exhaustive Search (ES). The computational complexity of the proposed techniques are compared with ES and MQSE BA algorithms.
This work has been submitted to the IEEE for possible publication. Copyright may be transferred without notice, after which this version may no longer be accessible. 4 mize the CRLB with respect to the BA matrix. The BA matrix facilitates variable-bit allocation on the receiver's RF paths. In doing so, we arrive at the conditions for hybrid combiners and a simple algorithm for BA.
ii) Capacity maximization criterion: The capacity expression for a given SU mmWave channel as a function of BA and hybrid combining matrices is derived. We show that the capacity is a function of the CRLB derived for MSE minimization. We devise a BA solution based on maximizing the capacity and arrive at exactly the same conditions as those from the minimization of CRLB [10] .
The column vectors are represented as boldface small letters and matrices as boldface uppercase letters. The primary diagonal of a matrix is denoted as diag(·) and all expectations E [·] are over the random variable n, which is an AWGN vector, i.e., E This paper is organized as follows. Section II describes the system model and parameters.
Section III describes the precoder design and Section IV derives the optimal BA conditions for the two scenarios mentioned above. Section V details the optimal hybrid combiner structure and design. In Section VI, we present the simulation results, test setup, and computational complexity analysis, followed by the conclusion in Section VII.
II. SIGNAL MODEL
The signal model for a typical SU Ma-MIMO transceiver encompassing a hybrid precoding and combining is shown in Figure 1 . The vector x is an N s × 1 transmitted signal vector with unit average power. Let N rt and N rs denote the number of RF Chains at the transmitter and receiver, respectively. Also, N t and N r represent the number of transmit and receive antennas, respectively. The channel matrix
is an (N r × N t ) matrix representing the line of sight mmWave MIMO channel with properties defined in [19] (chapter 3, pages 99-125). The transmitted signalx and the received signal r are thus known asx = F A F D x, r = Hx+n.
Here, n is an N r × 1 noise vector of independent and identically distributed (i.i.d) complex
Gaussian random variables such that n ∼ CN (0, σ 2 n I Nr ). The received symbol vector r is analogcombined with W H A to get z = W H A r and later digitized using a variable-bit quantizer [8] , [9] to produceỹ = Q b (z) = W α (b)z + n q . This signal is later combined using the digital combiner W H D to produce the output signal y = W H Dỹ . The quantizer is modeled as an Additive Quantization Noise Model (AQNM) [5] , [15] .
T is a vector whose entries b i indicate the number of bits b i (on both I and Q channels) that are allocated to the ADC on RF path i. The vector n q has CN (0, D This work has been submitted to the IEEE for possible publication. Copyright may be transferred without notice, after which this version may no longer be accessible. 6 Hence, the relationship between the transmitted signal vector x and the received symbol vector y at the receiver is given by
where the dimensions of matrices are
With the diagonal BA matrix W α (b), we intend to design the precoders F D and F A , and is quite complex given the number of constraints on their design. Instead, we propose to design the precoder and combiner separately [20] . The precoder can be designed using [21] . Let the Singular Value Decomposition (SVD) of the channel matrix
The hybrid precoders are optimized [21] as follows.
The set F RF consists of all possible analog precoders that correspond to phase shifter architecture.
This includes all possible (N t × N rt ) matrices with constant magnitude entries. 
We minimize the CRLB [22] 
Phase shifters or splitters impose constraints on the design of the analog combiner W 
To design the BA, we substitute (8) in (7) to arrive at
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The optimal BA solution can be posed as a constrained optimization problem shown below.
P TOT is the total power consumed by the ADCs with bit allocation
is shown to be
, where c is the power consumed per conversion step and f s is the sampling rate in Hz [15] . P ADC is the allowed ADC power budget.
In order to satisfy (9), the required BA condition becomes
Since
q are diagonal matrices, we can rewrite (11) as a set of N s inequalities
where σ i is the diagonal element of Σ, σ 2 n is the noise power, g(
the ratio of the MQSE and the power of the symbol for a non-uniform MMSE quantizer with b i bits along the RF path i, i = 1, 2, ..., N s . The values for f (b i ) are indicated in the Table I and
We need to satisfy all the N s inequalities in (12) to attain the optimal BA. However, it may not always be possible to attain optimal BA, given the number of bits and the power budget. In such scenarios, we would make a best-effort approach to satisfy the set of equations in (12) and the solution would be the best solution given the power constraint.
For a given N s and allowable range of ADC bit-resolution N b , we first form a super-set B set of all possible b j 's that satisfy the power budget P ADC .
We incorporate a gain term K f (b i ) for a given bit b i on RF path i into the set of equalities in (12) such that
For a given bit allocation b j in B set , we denote
We select b ∈ B set to maximize K f (b j ) and declare that as the desirable BA solution as
The Algorithm is described in Algorthm 1 on page 16.
B. Bit-allocation based on capacity maximization
In this section, we first derive the expression for the capacity of the SU mmWave Ma-MIMO channel encompassing the channel matrix H, the hybrid precoders F D , F A , and the hybrid
A along with the BA matrix W α . We then maximize this capacity expression with respect to the BA matrix for a given power budget to arrive at an optimal BA condition.
1) Capacity Analysis: Equation (1) can be simplified as
where
Note that n and n q are Gaussian random vectors with n ∼ CN (0, σ 2 n I Nr ) and n q ∼ N (0, D 2 q ), respectively. We also know that n 1 is n 1 ∼ N (0, Φ)
The instantaneous capacity for a given MIMO channel with ADC power constraint and BA can be written as
where I(x; y) is the mutual information of random variables x and y.
Note that the mutual information in (18) is maximized with respect to the BA matrix W α (b).
Equation (18) can be written as [23] I
We assume that x and n 1 are independent. If y ∈ C Ns , then the differential entropy h(y) is less than or equal to log 2 det(πeQ) with equality if and only if y is circularly symmetric complex gaussian with E[yy H ] = Q [24] . As such,
Thus, the differential entropies h(y) and h(n 1 ) satisfy
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Gaussian vector. Hence, we can write
Thus, the maximum mutual information I(X; Y) achieved can be written as
where (a) follows from the assumption that the input symbol vector x is circular symmetric
Gaussian vector that could be modeled as x ∼ CN (0, pI Ns ). We simplify (23) as
The capacity is computed by maximizing I(X; Y) for a given channel H, and for a given combiner pairW
Hence, the maximization of (24) will be over the BA matrix W α .
Note that Φ is a function of W α and K. Thus
Note that I −1 (x) is the CRLB in (A.46) achieved by the MSE δ (4).
2) Maximizing the capacity for optimal bit allocation: Using the capacity expression derived in (25) , the capacity is maximized by selecting some b * for an optimal BA that satisfies the ADC power constraint. We can write this expression for the maximum capacity from (25) as
The condition for b * that optimizes (26) is given by
By substituting K into (6) and by designing the structure of the hybrid combiner as in (8), we can simplify the expression for CRLB as
We now compute the Inverse of CRLB I −1 (x)
evaluated in (29) in (27), we have
where q(b i ) = with proof provided in This work has been submitted to the IEEE for possible publication. Copyright may be transferred without notice, after which this version may no longer be accessible. 14 the Appendix (Lemma 1). Thus, the maximization in (30) can be written as
Case 2: For the case 1 ≤ q(b i ) < ∞, we can use Taylor series to arrive at log 2 q(
are independent of b i . Hence, the maximization in (30) can be simplified to
We observe that (32) coincides with (31). Hence both scenarios lead to the same optimization problem. We now define the term K f (b i ) for a given b i on RF path i as
For a given b j ∈ B set defined in (13), we define
The maximization in (32) can than be written as
Interestingly, this is the similar to MSE criterion in (16) to obtain the optimal BA.
For a high-resolution ADC, we have D
Hence, the capacity with infinite-resolution ADC's C ∞ can be derived as
With uniform power allocation on the transmitter, p is uniformly divided amoung N s RF paths and the capacity with uniform power allocation at the transmitter becomes
where ρ = p σ 2 n is the average SNR at the receiver.
Similarly, with perfect CSI at the transmitter and waterfilling, the capacity with high-resolution ADCs can be written as
where i is the portion of the total power p allocated to RF path i at the transmitter based on water-filling algorithm [25] . Thus (37) and (38) are special cases of (26).
3) CRLB-based Bit Allocation Algorithm: An algorithm to compute the BA based on the MSE minimization (16) or capacity maximization (35) is provided in Algorthm 1.
V. COMBINER DESIGN
We design the hybrid combiner similar to hybrid precoder using the optimal structure derived in (8) . This requires that the left singular matrix U of the channel H is factored as the product of the constrained analog combinerW H A and the digital combiner W D . The hybrid combiner is derived by solving the optimization problem using method described in [21] . 
Optimal Bit Allocation Vector end procedure W RF is the set of all possible analog combiners architecture based on phase shifters. This includes all possible N r × N s matrices with constant magnitude entries.
VI. SIMULATIONS AND NUMERICAL RESULTS
We simulate the mmWave channel using the NYUSIM channel simulator with 2 dominant scatters, the configurations specified in Table II [26] . We consider N s = 8 or 12 strong channels for MSE evaluations and capacity simulations. The combiners are designed as per (8) .
With the above channel, we run the simulations to evaluate the MSE δ derived in (4) and the capacity as derived in (25) . The plots indicating the MSE δ at various SNRs are shown for [26] . δ (4) and the capacity (25) In addition we evaluate the MSE δ for the MQSE BA using revised minimization of MQSE (rev-MMQSE) as defined in [17] , [18] . We employ the SVD based hybrid combiner with this 
A. Computational Complexity
We evaluate the computational complexity in terms of the number of multiplications and additions required to arrive at the BA. We assume that the Analog combinerW For the rev-MMQSE BA algorithm proposed in [18] , the optimal binary search is done 
VII. CONCLUSION
The SU mmWave Ma-MIMO is a typical use case in the deployment of the back-haul wireless links between the Base Stations (BS) considered in the 5G standards. In this paper, we study the adoption of variable-resolution ADCs in the SU mmWave Ma-MIMO receivers. Using the SVD of the Ma-MIMO channel matrix we arrived at an optimal bit-allocation (BA) condition based on the criterion of (i) minimizing MSE of the received, quantized and combined signal and (ii) maximizing the capacity of the Ma-MIMO channel encompassing hybrid precoder and hybrid combiner, under a receiver power constraint. Both these criteria lead to the same BA as a consequence of the relationship between the capacity and the CRLB that we derived. In case of (i) we showed that the MSE approaches the CRLB, with the CRLB being a function of hybrid precoder, combiner and BA matrix. We minimize the CRLB with respect to BA matrix as the MSE minimization poses multiple constraints. In the case of (ii) we derive the expression for the capacity of the Ma-MIMO and show that it is a function of the CRLB in (i). We compared the performance and computational complexity of the proposed BA techniques with ES BA, MQSE BA. It is seen that minimizing the MQSE under power constraint doesn't always ensure optimal MSE or capacity performance. We show that the MSE and capacity performance of the proposed BA is very close to that of the ES BA. The computational complexity of our proposed Thus, the statistics of n 1 follows:
Equation (A.40) can be seen as a linear model, in which we intend to estimate x, given the observation y. We can express the conditional probability distribution of y given x as [27] p(y|x) ∼ 1
From (A.40) and (A.45), it is straightforward to see that the "regularity conditions" are satisfied,
and hence for such a linear estimator, we can write the expression for the CRLB as [27]
where C is the noise covariance matrix of n 1 as given in (A.44). Substituting K and C in (A.46), we arrive at
Now, on setting K = I Ns , the expression for the CRLB is simplified to
Proof. We can write:
We can approximate g(b i ) as c2 −db i , where d = 2.0765, c = 2.40667. For the sake of simplicity, we will replace the variable b ∈ I Ns×1 with x ∈ R Ns×1 .
We will now define f (p(x i )) = ln This work has been submitted to the IEEE for possible publication. Copyright may be transferred without notice, after which this version may no longer be accessible. 25 series below, which has a common ratio of −p(x i ), where 0 ≤ p(x i ) < 1, we can write
. 
