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( 1) 
(2) 
There are k populations 1r1, ,r2 , .•• , ,rk differing only in location. 
In fact the distribution of ~n observation from ,r) is F(x-Bj), where F 
is assumed to have density f. 
correspond to 
be the ordered values of 61, ••. ,ek and let 
For fixed - 1- < P* < 1 and 8* > 0, the goal (k) 
t 
is to select the t best populations ,r[k-t+l]'"··,1T[k] supject to the 
following restriction on the P{CS} (probability of corre~t selection): 
P{CS} ~ p* when e 0 ~ 8*. [k-t+l] - [k-t] 
Let {Xij; i = 1, ... ,k; j = 1, .•• ,n} be k samples of size n, one 
1 f h 1 i h i h . th b i f samp e rom eac popu at on, were X.. st e J- o servat on rom ,ri. 1J 
Let be the rank of x1j in the combitted sample. 
Let {Jn,j; j = 1, ... ,n, n = 1, ..• } = { be a sequence of real 
numbers with J i ~ J i ~ j, n = 1,2,.,., 
n, n,j 
{J; n = 1,2, ... ) as follows: 
n 
J (u) = J . 
n n, 1. 
i-1 < u ~ _! 
n n 
and define functions 
i = 1, ... ,n. 
We assume that there exists a function J, square integrable on (0,1) such that 
1· f (J ( u) - J( u) )~ du -+ 0 
0 n 
as n -+co. 
We define the statistics Tni i = l, ••. ,k ~s follows: 
1 n 1 n (Rij ) 
Tni = -- E J = - E J -m j=l nRij ffi'j=l n nk+l 
Lehmann [4] suggests the following procedure, which we shall call R?: 
take a sample of fixed size n from each population and select the populations 
having the t largest values of Tni i = 1, .•• ,k, where n is· the sma.lle~t 
integer such that (1) is satisfied. 
Let cor~espond to ,r[i] i = l, ... ,k, then under procedure R 1' , 
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(3) 
(4) 
P{CS} = P{ max 
l~~(k-t) 
T s min T 
n[i] - (k-t)<j~k h[j] 
Let r(x11 , ••• ,xkn) be the indicator of the set on the right side of (3). 
r is a non-increasing function of each x(i]j for 
function of each x[i]j for i > k-t because Tn[i) 
i ~ k-t and a non-decreasing 
. * ·" is non-decreasing in 
* is non-increasing in x(i]j j = 1, ... ,n, 
i + i'. Since F(x-B) is stochastically increasing, it follows from a 
slight generalization of Rizvi [5] Theorem 1, or Lehmann [3] Chapter 3 
Lemma 2(i), that the probability of a correct selection (P{CS)) attains its 
minimum subject to e[k-t+l] - e[k-t] ~ 5* when 
= e[k-t] = e[k-t+l] - 5* ;:: .•• = e[k] - 5* • 
It is clear that this minimum depends only on 5*, n and j , hence, we 
shall denote it by P{CS I 6* ,n, 1). 
For fixed P* and 5* let n(P* ,6*, ef) be the smallest sample size 
for which P{CS 16* ,n, / l ~ * P • Now consider the class C of all procedures 
Rl such that 1 satisfies (2); a procedure is asymptotically most -,--
efficient in C if lim inf n(P*,5*, 7): ~ 
n(P* ,6*, ; 0 ) 5*~0 
1 for all - 1- < p* < 1 and (k) 
t 
all Rl' in C. 
The following theo~em extends Lemma 2 of Lehmann [4] by weakening the 
restrictions 9n J. 
Theorem: 
* fixed P 
f' 
= - f 
where · v* is the solution of 
is square integrable on (0,1), then for 
'fl . .2 11 
0 . J ( u)du - ( 0 J(v)dv)
2 
Ll ( 0 J(u)J0 (u)du) 2 
* Observe that J (u) is non-decreasing in u for each n. 
n 
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(6) 
lat 
t(ld 
lat 
.. 
-
- (7) 
.I 
-
-
tel 
lal 
-
(8) 
... 
-
(9) 
... 
p* = t J ~k-t(x+v*) (1-~(x)) d~(x), 
and ~ is the normal c.d.f. 
Proof: Assume, without loss of generality, that 
e[ll = * t = e[k-t] = - 8 k' 0ck-t+l] = = e[k] = 5* (1- ~) 
Let L = E £ log [ 1 ] j [ i] 
k n (f (x . _ e )) 
n i= 1 j= 1 f ( X [ i] j ) , 
where 
x[i]j is the jth 
observation from the popudation with parameter 0[i]' let Qn denote the 
distribution of {xi.; i = 1, ..• ,k; j = 1,.· .. ,n} when,(6) holds and let P J n 
denote the distribution when 0[l] = 0[k] = O, and let 
W = I: E 0 - • J , • * k n ( f'(x[i] .)) 
n i=l j=l (i] f{x[i]j) 
If we set 5* = a/-,'n' for some fixed a > O, then by Hajek [2] (5.21) 
P lim (L - Ep. L - w*) = O, 
n n . n n 
n--+00 · n 
where P lim 
nn~ 
(Zn) is the limit of Z n in P -probability. n Consequently, 
if X(Y ,w*) is asymptotically normal with correlation 
n n 
so is t_, ( Y , L ) • 
n n 
Let a1, .. · ,ak be arbitrary real numbers and let 
p under P 
n 
k 
then 
T = E a1 T [.]. ;n i= 1 n 1 
Let 
k n 
Tn * = -~ E (a. -a) E J (F(X[. ]j)), where a = _kl 
· -v n i= 1 1 j= 1 n 1 
k 
E a.. It follows 
i=l 1. 
from Hajek [1] Theorem 3.1 that 
P lim 
n 
n--+00 
1 
op {Ttl) 
n 
(T - E T - T*) = 0 n P n n 
n 
and from (8) and Hajek [2] Lemma 4.2 (1) that 
1 
Q lim O {T*) 
n n--+00 p n n 
(T - E T - T*) = 0. n P n n 
n 
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( 10) 
From Hajek [l) Theorem 4.1 and (8) we conclude that, under P , T is 
n n 
k 1 
asymptotically normal with mean -vn' E o:1 J,0 J( u)du and variance i=l 
k _ 1 1 
k E· {ai-o:) (£ J 2 (u)du - (/0 J(u)du)2 ) and from Hajek [1] Theorem 4.1, (9). i=l 
and the remark following (7) th~t, under Qn' Tn is asymptotically normal with 
k 
the same variance as above but with mean~ E; a. f J(u)du 
i=l 1 
du , where 
t 
C • = {- k 
1. t 
1- k 
i = 1, ... ,k-t 
i = k-t, ..• , k. 
It follows that the vector (Tn[i]' Tn[ 21 , ... ,Tn[k]) is asymptotically 
normal with mean vector given by: 
where 
, .. a ( T [. . ]. , T [ . ] ) ' 
· n J. n J 
under P 
n 
under Q , 
n 
and covariance matrix given by: 
1 1 1 
= (8ij - k )(J0 J
2 (u)du - (£ J(u)du)~) 
under P and under Q . 
1'J. n 
then 
((Tn[i) - Tn[k]) - di)/A, i = 1, ... ,n-1, where 
P{CS} = 
i = 1 , 2 , ••• , k- t 
i = k-t+l, ... ,k 
P( max ;. 
i~k-~ 1. 
} 1 and A2 = J J 2 (u)du 0 1 (/0 J(u)du)2 
min 
k-t~k-1 
(g.,o)}. 
J 
If ~1, ..• ,~n are independent N(0,1) random variables, then the right side 
of (10) converges tq 
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a fl P{. max (si-sn) - A 0 J{u)Jo(u)du~ min ((sj-sn),0)} 
~k-t k-t<j~k-1 
a 1 
= P{ max s1 - A 10 J(u)J0 (u)du ~ min L} 
~k-t k-t<j~k J 
= t f tk-t(x +If JJ0 ) (1-t(x))t-l dt(x) • 
* Thus if P(CS} = P , a f * * then A JJ0 = v , where v 
P* = t f tk-t(x+v) (1-t(x))t-l dt(x). 
is ~he solution of 
Recall that 
(1) is given by: 
5* =-~;consequently, the sample size required to satisfy 
,n 
* * v* 2 
n(P ,8 , ef) ,v (
8
*) 
for * 8- N 0. QED 
f J2(u)du - (f J(u)du)2 
[f J(u) J 0 (u)du]2 
If 7/0 is any sequence with limit f' 1 JJu) = - f (F- (u)), then 
1, v* 2 
n(f*,8*, (/ 0) N (~) 
1 
J J~(u)du 
•. Thus 
n{P* ,8*, 'lo> (f J2-(J,- J)2)(1 J~) 
lim --~- = -------
8*~0 n(P*,a*,l) (f J.J0)2 
and we have the following 
Corollary: Under the conditions o~ the theorem above, the procedure R'jo 
is asymptotically most efficient among all procedures of the Rl, with J 
satisfying (2) • 
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