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ABSTRACT 
Modern technology has brought many changes to our everyday lives. Our need to be in constant touch with others has been met with the 
cellphone, which has become our companion and the convergence point of many technological advances. The combination of capabilities 
such as browsing the Internet and GPS reception has multiplied the services and applications based on the current location of the user. 
However, providing the user with these services has certain drawbacks. Although map navigation systems are the most meaningful way of 
displaying this information, the user still has to manually set up the filter in order to obtain a non-bloated visualization of the map and the 
available services. To tackle this problem, we present here a semantic multicriteria ant colony algorithm capable of learning the user’s 
routes, including associated context information, and then predicting the most likely route a user is following, given his current location 
and context data. This knowledge could then be used as the basis for offering services related to his current (or most likely future) context 
data close to the path he is following. Our experimental results show that our algorithm is capable of obtaining consistent solutions sets 
even when multiple objective ontological terms are included in the process. 
Keywords 




Advances in technology have changed our lives in many ways. First, miniaturization of electronics made it possible to put in our pockets 
voice recorders, cameras, GPS receivers and other electronic devices with some computing capabilities such as electronic agendas. The 
spread of cellphone networks allowed us to be in touch with others at all times. Later, as more breakthroughs became mature and 
mainstream, devices combining multiple capabilities appeared and, given our wish to be permanently communicable, cellphones were the 
point of convergence for many of these capabilities. Current cellphones can now carry out more tasks than simply communicating, such as 
browsing the Internet, playing multimedia files, showing maps or taking photos, among others.  
People want to be connected while on the move. More and more services and applications make use of current user location (by means of a 
GPS antenna) to deliver a more tailored experience or more meaningful information to the end user. For example, in [1] raw GPS data is 
mined to determine which transport mode (driving, walking, etc.) is being used, so that users can understand better their own life patterns 
and easily share this information with others. In this work context-aware computing, based on estimating the user’s present transport mode, 
is enabled and application systems are empowered to distinguish GPS tracks by transport modes to help users to find the best route to their 
destinations. In general, these location-based services (LBS) are described as services that are accessible by means of mobile devices 
connected to a mobile network and provide location-based information supplied by the mobile device [2]. Other examples of LBS 
applications include roadside assistance, fleet management, map navigation, weather information and personal location services. 
As the number of LBS applications increases, map navigation systems have become a very effective system for displaying all kinds of 
location-based information. However, contextual information (i.e., data related to a certain context, such as location, time, activity or 
temperature, and that may be used to represent it) is not generally used to improve the visualization of information on these systems. Four 
information generations can be distinguished, according to how this information is shown on map navigation systems: 
- 1st generation (non context-driven navigation systems) consist of map navigation systems that do not have the capacity to detect and 
maintain the user’s context, such as his current location, the user is thus responsible for providing his context data and keeping it in mind 
while he is manually navigating by the map display.  
- 2nd generation (location-based navigation systems) are capable of detecting the user’s current location and displaying it on a map by 
means of a GPS antenna, gyroscopes, accelerometers, or WIFI/3G signal triangulation. The user’s location is the only context data that is 
automatically detected and the system displays nearby points of interest (POI) such as museums, hospitals, hotels, airports, gas stations, or 
any location-based service.  
- The distinguishing characteristic of 3rd generation map navigation systems is that they filter out some of the available POIs by using 
context information entered manually by the user. This context information can be expressed in terms of preferred POI categories, within a 
certain distance from his current location, keywords that semantically describe preferred POIs or other contextual data. Almost all modern 
mainstream map navigation systems belong to this generation. 
- 4th generation (non-temporal context-driven navigation systems) are capable of learning the user’s preferences and inferring the present 
context to tailor the user experience [3]. However, these systems may not offer information about areas the user is likely to be traversing in 
the near future anticipating his (her) needs for information and services. 
Despite all the features navigation systems have incorporated over time, we consider there is a need for one that could effectively improve 
the way information is displayed. If contextual information of the user’s routes could be combined with their spatial coordinates, then a 
semantic model of the journeys could be established. This route-driven semantic model could then be used to predict the most likely 
route(s) and/or destination(s) from his present position, by semantic matching algorithms, offering useful information tailored to his 
contextual situation. Such a system could be considered the 5th generation of map navigation systems and would allow, for example, drivers 
to be aware of traffic problems ahead. Another example would be reminding a user of an important meeting on the way to work, or the 
need to buy milk on the return trip home. They could also be used for location-based advertising, as users could receive advance 
information on discounts or sales in the vicinity of the expected route, when users can modify their trips. Finally, these semantic models 
can also be used to design routes for new users (when no model has been learnt in advance) based on the models of other users in the 
vicinity at the same time or in the past. This sharing of semantic information enables interesting scenarios, such as being able to offer 
tourist information (with no previously learnt information) on the expected route by analyzing the semantic models previously learnt from 
other users using the same mode of transport. 
In this paper we propose an ant colony optimization (ACO) algorithm that is capable of collecting contextual data related to journeys made 
by users, learning the sequences of this contextual information, predicting the most likely future contextual sequences based on the current 
context of the user and displaying only the most appropriate data (e.g. POIs, to-do list items, traffic problems, etc) taking into account the 
spatial and semantic proximity to the predicted route(s). The paper is organized as follows: in Section 2 we review similar studies. Section 
3 gives an overview of ACO, provides a general definition of the problem and describes the functionality of the proposed algorithm. 
Section 4 presents the experiment conducted to test the algorithm, explains the terms of the ontology used and discusses the results 
obtained from the execution of the algorithm with different sets of criteria. Besides, this section also presents the results of an empirical 
comparison between two well known search algorithms that have been widely used in the literature and the one proposed in this paper. In 
Section 5 we present our conclusions and describe future work. 
2. Related studies 
Despite the number of features that map navigation systems have incorporated over time, most mainstream commercial systems still lack a 
crucial characteristic for systems of the 5th generation, namely the ability to learn semantic information from past trips to enhance user 
experience and offer better results in the future. An example of this is the IQ Routes feature found in some TomTom products [4], which 
uses anonymous trip data from its huge worldwide customer base to calculate the best routes at the time, based on average speed. However, 
the user still has to manually enter his destination and, due to its anonymous nature, better use could be made of the user’s contextual 
information. In fact this system only needs a predefined ontology (set of variables to be measured), as the minimization function (fastest 
route) is known in advance and hardcoded as part of the software. 
However, this does not mean nothing has been done on the creation of systems that would fit in what we have presented as the 5th 
generation of map navigation systems. In [5] the authors use records of an individual’s location over an interval of time (location histories), 
clustering algorithms to identify destinations and a Markov Model to model transitions between clustered locations. This allows 
distinguishing between typical and atypical patterns of behaviour and predicting future user locations from their recent location histories. In 
[6] Hidden Markov Models (HMM) are used to capture a sequence of driving actions to deduce the destination, based on a present and next 
state transition model. In [7] some algorithms were developed to extract relevant places from GPS data, which were then used to train 
Markov models (one for each location, with transitions to every other location) with the aim of predicting the next or most likely 
destination. The algorithms developed to identify significant places from GPS data were able to find common relevant places from several 
users, which means that if two people A and B have some places in common and there is not enough data from A to build a successful 
predictive model, B’s collection of places and his predictive model may be used as the starting point of A’s predictive model. In [8], data is 
provided by other users to improve the results for a certain user and his history of destinations plus those of others is used to predict the 
destination (not the complete route, which is our aim) as his trip progresses. It divides a map in cells and uses a Bayes formula to calculate 
the probability that a cell will be the destination, based on which cells the driver has already visited. This work is focused on car drivers 
and the authors suggest that its use to proactively deliver information (upcoming POIs or traffic problems) could reduce the cognitive load 
on the driver, as the information about unlikely waypoints is discarded. In the comMotion study [9] a hybrid approach is followed and 
histogram matching, a HMM and a Bayes classifier are used to predict the user’s destination. It is able to learn routes, predict the route that 
is being followed and, hence, the destination. With this information, as in [8], comMotion provides just-in time information delivery, such 
as reminding users of an important meeting on the way to work, or the need to buy something on the trip home. A similar goal is pursued in 
[10] where similarity and clustering algorithms are used to predict a vehicle’s route in order to give drivers warnings about upcoming 
traffic hazards or information about upcoming POIs. Another system with just-in time information delivery in mind is presented in [11], 
where system administrators can configure the delivery of alerts, advertisements, or any other information based on system policies as well 
as user profiles and preferences. In this work, spatial databases are used to store the path records of all users. This allows the path 
prediction algorithm to transit between an individual user path history and all the stored path records in case a certain user does not have a 
sufficient path history. 
The study [12] makes use of more context data apart from GPS coordinates and the authors use a Bayesian network hierarchy to learn 
personal maps customized for each user. A personal map includes personally significant places and routes, which allows the system to 
recognize significant locations for a user and the activities associated with those places, infer transportation modes and destinations, and 
detect user errors or novel behaviour. In [13] a context data logging software installed on a cellphone is used to log several context 
variables (such as GPS data, current GSM cell ID, phone profile, active phone application, etc.) and an algorithm is proposed to learn 
important locations and routes between a pair of locations, and to predict likely routes and destinations. The system then determines traffic 
conditions along the predicted routes and delivers timely advisories and alerts to the user when there are unexpected slowdowns. 
Although several of the studies presented above include the delivery of information among their goals, some of them do not make route 
predictions, which makes the provision and filtering of location-based information more difficult. Most of them do not use context data 
other than location and, if they do, it is not very meaningful for the users (for example, the GSM cell ID, the list of Bluetooth devices 
around the phone, the battery status or the phone idle/active time do not supply any useful context information for most users). We 
therefore propose in this paper an algorithm based on the ACO metaheuristic that is capable of predicting most likely routes and 
destinations for the current location and contextual data of the user, based on previously learnt routes and their associated context data. The 
algorithm, named SACO (Semantic Ant Colony Optimization), can operate either in automatic or on-demand modes. In automatic mode the 
algorithm uses only the current user location and contextual data to make predictions and display information for the most likely routes and 
destinations, while in on-demand mode, users can ask for a set of likely routes for several given context data values. Another feature of our 
proposal is that it is not forced to use a prefixed set of context variables, allowing users to define individual meaningful context variables 
that the algorithm will use in the form of an ontology. Finally, as observed in our previous studies [14] [15] [16], the ACO has a design that 
can be easily parallelized, since the colonies can be seen as individual computational nodes. This allows finding implementations that can 
be parallelized to serve larger user models or a higher number of users while achieving a good trade-off between scalability and 
performance. In this sense, the comparison we present in our experimental section of our algorithm against other effective techniques for 
searching in graph-based problems will prove that the selection of ACO is the right choice for scalability while preserving search 
effectiveness. 
Table 1 summarizes the characteristics of the related works and SACO to compare their respective capabilities. It may be observed that the 
works are classified into those that try to predict the user destination only and those that try to predict the complete route. Among the later 
ones, only the system proposed in this paper and the work in [13] returns a set with the most probable routes the user is following. 
Although there are two related works that use other context data apart from GPS coordinates, just SACO is generic to allow using any 
ontology to describe context in a certain domain. Besides, only a subset of the related works is capable of learning, i.e. of adding new 
knowledge about the user, while they are operating. However, the learning process is either restricted to a fixed predefined ontology or it 
only allows learning contextual situations as data related to a final destination. Finally, SACO is the only work capable of performing a 
semantic search of the likeliest routes given a certain context, that is, any of the terms in the ontology may be used to search for routes in 
the vicinity of the semantic space (minimizing their semantic distance with respect to the terms included in the semantic query) as it will be 
discussed in the following sections. 
3. Semantic ACO algorithm for context-aware recommendations 
3.1 Ant Colony Optimization overview 
Ant colonies are insect societies that accomplish complex tasks by presenting highly structured organizations and communication 
mechanisms. Ants’ behaviour is based on the use of pheromones, including the trail pheromone, which is particularly interesting since it is 
used to mark paths on the ground from food sources to the nest. Several experiments [17] have shown that this communication mechanism 
is very effective in finding the shortest paths and has thus inspired several stochastic models [17] that imitate the dynamics of these 
colonies. Based on this natural behaviour and the proposed stochastic models, Dorigo and his colleagues [18] first introduced Ant Colony 
Optimization (ACO) as a metaheuristic that targets combinatorial optimization problems, where the problem search space is generally 
represented as a graph. ACO algorithms make use of artificial ants, which are stochastic constructive procedures that build step-by-step 
solutions following a decision process that is based on shared information on pheromone trails. ACO algorithms have been used to solve 
routing, assignment, scheduling, subset, machine learning and routing problems [19]. 
In ACO, m independent ants obtain m different solutions (tours) by iteratively choosing a node from the graph as the next node to be 
appended to their respective tour. The selection of the next node to visit is carried out either by randomly exploring the search space or by 
applying a probabilistic state transition rule that takes into account the attractiveness of the nodes and the pheromone trails that have been 
deposited by other artificial ants (see [20] for a mathematical definition of this process). Once m solutions have been obtained, the best tour 
is selected, pheromone trails are intensified for the graph edges in the winning tour and evaporation is applied to the remaining trails in the 
graph. It has been demonstrated that, by iteratively proceeding in such a way, the algorithm converges to suboptimal solutions [19]. In 
terms of our specific problem domain, ants probabilistically select the next location to add to the route by using both pheromone 
information and the local-heuristic of nodes (the score assigned to a certain location is calculated from the similarity between its context 
data and the current/provided context data). The generic ACO algorithm can be summarized in a pseudo-code schema as follows:  
Set all parameters and initialize pheromone trails 
Loop 
Sub-Loop 
Construct solutions based on the state transition rule 
Apply the online pheromone update rule (optional) 
Continue until all ants have been generated 
Apply local search (optional) 
Evaluate all solutions and record the best solution so far 
Apply the offline pheromone update rule 
Continue until the stopping criterion is reached  
The algorithm includes the possibility of using some local search method with the goal of an improvement of the found solution. In [21] 
Dorigo and Gambardella elaborate on the use of local search methods (also known as local optimization heuristics) as a mechanism to 
refine solutions found by heuristics such as ACO. However, in [15] we performed a series of experiments to evaluate the effectiveness of 
these methods for the orienteering problem and concluded that the application of these methods contributes to the improvement of the 
quality of the solutions, but also incurs in significant computational costs.  
In mathematical terms, the probabilistic selection rule (probability that ant k selects node j as the next one to be visited with the current 
position at node i) applies either exploitation by selecting the best node to be added to the tour, the node that maximizes attractiveness and 
pheromone level as shown in formula (1), or exploration by selecting nodes randomly according to a probability distribution function 
shown in (2). Whether the selection rule performs exploration or exploitation is controlled with a random number q that is generated 
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  is a problem-specific local heuristic, 
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A  the set of unvisited nodes and ,   are parameters that 
control the relative influence of the pheromone and local heuristic values respectively. 
The pheromone update rule consists of two steps, an online and an offline updating. The goal of the online updating step is to decrease the 
level of pheromone of the selected move and make it less attractive for other ants, so new exploration is encouraged. It is performed by (3) 
where (0,1]   is a parameter that controls pheromone persistence and 
0
  is the initial pheromone trail intensity. 
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ij ij            (3)  
The offline updating step follows an elitist approach and only the arcs (i,j) of the best feasible solution found so far (
BEST
S ) are updated as 
follows: 
,(1 ) : (0,1]BEST
new old
ij ij ij S            (4)  
3.2 SACO: An ontology-based multicriteria ACO algorithm 
Our approach, denoted here as SACO (Semantic Ant Colony Optimization), is based on previous work [22] [23]. It carries out searches on 
route databases by utilizing a domain-specific ontology and the comparison between queries and learnt routes via conceptual distance 
measures [24]. Ontologies are a specification of an abstract view of the world that is represented for a specific purpose [25] and, therefore, 
define a set of representational terms called concepts which are interrelated to describe a target world. The SACO algorithm may be 
formulated as follows and its process is illustrated in Figure 1: 
SACO 
Load ontology 
Read restriction set 
Apply restriction set (select and create nodes for the search space according to restriction set terms) 
Perform nodes score assignment process 
Apply ACO-OP algorithm 
END SACO 
SACO is different from other ACO algorithms, such as ACO-OP [20], in that the former uses semantic descriptions of concepts to 
dynamically assign scores to nodes representing problem domain entities in a process called semantic score assignment. In addition, this 
process is not performed statically and only once for every user according to his profile, but instead is a dynamic process that considers the 
restrictions defined either automatically or by the user. Nodes represent problem domain entities through the values of the ontology terms 
they contain. In the case of the problem described here, nodes represent a certain contextual situation and edges (the links between two 
nodes in the graph representing the problem search space) establish a sequentiality relation between two contextual situations. A sequential 
collection of contextual situations is called a contextual sequence. 
Restrictions sets are defined in our approach by means of assigning relevance factors to elements in the ontological space. In terms of the 
problem presented in this paper, a relevance factor is assigned to a context data value, i.e. an ontology term value. The goal of the relevance 
factor is to adjust the level of importance of certain ontology term values over the rest within the ontological space.  
Search space creation 
All the ontology terms in the restriction set are used to obtain the search space and create the graph and its nodes. Thus, given a restriction 
set R that may be represented as follows: 
R = {(term1,value1,r1),(term2,value2,r2),…,(termn,valuen,rn)} 
In order to create the nodes, we take the set of terms {term1, term2,…, termn} of the restriction set and select only those contextual 
sequences from the problem search space that have at least one of the restriction set terms among the metadata of their contextual 
situations. For each one of these selected items our algorithm will create a graph node that will have, as associated metadata, all the pairs of 
(term, value) for every term appearing in the restriction set.  
As a result of applying a restriction set on the items of a collection that has been annotated with the terms of a given ontology, we obtain a 
graph that represents the search space to be used by our SACO algorithm. In this way, our approach can ensure both that the generated 
solutions will closely match the preferences specified by the user and good performance by reducing the problem search space, since 
restrictions help us to select the items which become relevant graph nodes.  
Semantic score assignment 
Based on relevance factors and restrictions sets, the semantic score assignment process assigns scores to each node in the search space as 
follows: 
 Any item in the collection is defined as a tuple (IDi, Oi) where IDi is a unique identifier, and Oi is a set of pairs {(termk, valuek) | termk  
T, valuek  Domain(termk)} representing values associated to terms in a set T of a predefined ontology. 
 A user restriction set R is defined as a set where  
R={(termj, valuej, relevancej) | termj  T, valuej  Domain(termj), relevancej  [0,100]}. 
 A distance metric over a term termk  T is defined as a function dtermk : Domain(termk)   Domain(termk)  [1,100] 
 Given a user restriction set R, a collection of distance metrics over T, and given the set M of matching pairs M={(termj, valuej)  R |   

















  (5)  
In the above formalization, if M is the empty set, then Si=1, so that the transition probability function defined in (2) can be correctly 
obtained. Note that the score is proportional to the conceptual distance between the terms expressed in the query and the metadata 
description in Oi. In the current implementation, the collection of distance functions is usually obtained by the manual intervention of an 
expert user, who is able either to establish a conceptual fixed distance between different elements in the ontology or to create an evaluation 
function to calculate the distance between two values of a term of the ontology. Given this definition for obtaining the score associated to 
each node in the problem space, the ACO local heuristic when applying exploitation is as follows: 
ij j ij
S c  , where cost is calculated 
from the spatial distance between the coordinates metadata terms of the linked nodes. This means that nodes with a better ratio score/cost 
are more attractive to ants when exploiting pheromone information and will be selected during the solution building process. From a more 
general point of view, by controlling how  is calculated (i.e., how score and cost are calculated) and the pheromone update rule, one can 
lead an ACO algorithm to look for those paths that are the best solutions for the kind of problem to be solved. For example, ACO 
algorithms have been used to find the shortest path for the travel salesman problem [21], the path that visits the highest number of 
interesting artworks given a maximum time to visit a museum [15] or the critical path in project scheduling [26] among others. 
SACO conceptual model 
The conceptual model underlying our approach can be seen in Figure 2, which also includes the concepts defined above. The kind of 
available concepts (i.e. context data variables) defined by the ontology in use (an instance of the Ontology class) are represented by the 
Term class, and each one of its values is represented by objects of the Metadata class, which are also used to build up the RestrictionSet 
specified by the user in order to establish the characteristics of the solution(s) he wants to obtain.  
Each Metadata instance in the RestrictionSet object has an associated Relevance factor, as explained previously. The algorithm works on 
Node instances and their contents are represented with Metadata values. There are 3 kinds of Node:  
 The first type is represented by the SequenceNode class and represents a set of captured contextual data (e.g. location, time, activity, 
temperature, etc). As context data is captured at a certain pace, each new SequenceNode is linked to the previous one building up a 
ContextualSequence object. In the specific problem domain presented in this paper, an instance of the ContextualSequence class may 
be seen as a single trip with all its associated contextual data. 
 The second one is the MetaNode and it consists of all the metadata values that are shared by all the nodes in a contextual sequence. 
Therefore, it is also used to represent learnt contextual sequences. 
 The third type is represented by the ModelNode class, which instances represent nodes of the learnt contextual sequences. ModelNodes 
are linked to other ModelNodes in order to maintain the representation of the learnt contextual sequence. 
The need for 3 types of nodes is explained by the process followed to “learn” a contextual sequence. Once a contextual sequence has been 
captured, it is added to the user model maintained by the system and represented by the Model class. Each user model holds the contextual 
sequences learnt through time as the user travels around and, since he generally follows the same routes with minimal differences, it is 
necessary to determine if a new contextual sequence about to be added is already present in the user model. Here the MetaNode class, the 
second Node type, comes into play. The merging process of a new contextual sequence starts by determining whether any of the existing 
MetaNode represents the sequence to be added. If no such a MetaNode is found, the system considers the sequence to be a new one to be 
appended to the user model and, consequently, the merging process creates a new learnt contextual sequence represented by a new 
MetaNode object and each SequenceNode of the contextual sequence to be added is converted to a ModelNode instance, the third type of 
Node. As model nodes are created and linked to existing ones, the semantic distance between them is used to calculate the cost of the edge 
that links them.  
On the other hand, if there is one MetaNode whose contextual values are similar to the new contextual sequence, then the merging process 
will integrate (merge) the new sequence in the Model of the user. The merging process analyzes each SequenceNode in the contextual 
sequence to verify if there is a ModelNode with similar metadata values (within a certain threshold). If such a ModelNode is found, its 
metadata values are updated accordingly using a statistical approach so that it may be seen as the centroid of a cluster of sequence nodes 
that share similar metadata values. If a sequence node is very different to its corresponding model node (e.g. a deviation from the usual 
route), the merging process will create a new model node. A model node may therefore be linked to more than one previous or following 
model nodes. This mechanism allows the representation of deviations in the usual route. The process of adding a contextual sequence to a 
user model is illustrated in Figure 3. 
4. Experimental Results 
The experiment described here was designed to evaluate the execution of the SACO algorithm. The restriction sets used to query the user 
model were thus manually established and supplied to the algorithm, although a software agent would be responsible for supplying the 
restriction sets and the context data used to build up and update the user model in a real case. This agent would also personalize the 
information to be visualized according to the user’s current context. 
The user model used in this experiment was created from approximately 120 different trips, which resulted in about fifteen different 
semantically annotated learnt routes because of the algorithm’s merging process. Some of these routes were those customarily used and 
thus were learnt from several trips, but there are also some routes that were only used once. As trips were captured in the form of 
contextual sequences, the following contextual data were collected per node and, hence, they represent the terms of the ontology to be used:  
 Activity: the kind of activity the user was involved in when the data was captured (e.g. work or leisure time). 
 Time: the exact time of day when the data was captured. 
 GPS coordinates: the user’s location when the contextual data was gathered. 
In order to interact with the algorithm and visualize the results of its execution, a desktop application was developed to display returned 
matching routes on a map. For this task, the application developed using the .Net framework makes use of a Google Earth plug-in, which 
allows loading a user model and creating a restriction set by adding ontology terms along with a relevance factor, as can be seen in Figure 
4. It also allows a small amount of personalization for the visualization of the returned routes, by specifying the number of routes to be 
displayed and the number of intermediate model nodes per route to be shown on the map. The application was run on a Pentium4 2.4GHz 
processor with 1GB of RAM and the Windows XP operating system.  
In Figure 5 it can be seen how the routes obtained from the algorithm for a given restriction set are displayed on the map. 
As part of the experiment, several functions were defined to calculate the semantic distances between the values of every term in the 
ontology. These functions are used in the dynamic score assignment process and also to calculate the cost of the edge that links two model 
nodes, as previously mentioned. 
In the rest of this section we will show the restriction sets used to query the user model and test the algorithm. A list with the routes 
obtained will be given for each one, ordered from highest to lowest score. The semantic distance from the restriction set is shown for each 
route in the list. The percentage of routes in the model with lower semantic distances than the worst obtained solution not selected by the 
algorithm as candidate solutions was another quality metric evaluated for each restriction set, in order to find out whether there were good 
solutions that had been left out by our implementation of the algorithm. The closer this percentage is to 0 the better the algorithm’s 
behaviour. Although it might seem that this metric should always be 0, the stochastic nature of the node selection process, together with a 
high number of bifurcations in the problem space, can make the algorithm obtain solutions that are local minima. To minimize this effect, 
the algorithm uses several ants and performs several iterations per ant. Despite this extra-processing work, it took about 5 seconds on 
average to get the results for each of the tested restriction sets. 
Experiment 1: Restriction set: {(activity = work, relevance = 80), (time = 8.00, relevance = 80)} 
 Activity Time Semantic distance Duration 
Route 1 work 8:00:02 5.564 14 min 
Route 2 work 8:08:21 19.044 30 min 
Route 3 work 8:01:21 21.864 48 min 
Route 4 work 8:13:41 23.674 34 min 
Route 5 work 8:05:58 30.375 1h 1min 
 
The value of the percentage of routes with a semantic distance lower than 30.375 was 0 for this restriction set although there were some 
other routes that matched it but with higher semantic distances. 
Experiment 2: Restriction set: {(activity = leisure, relevance = 80), (time = 22.00, relevance = 80)} 
 Activity Time Semantic distance Duration 
Route 1 leisure 22:20:07 25.275 22 min 
Route 2 leisure 18:06:41 100.694 4h 57 min 
Route 3 leisure 19:09:13 120.738 40 min 
Route 4 leisure 17:27:41 160.899 1h 33 min 
Route 5 leisure 16:18:34 165.011 3h 16min 
 
The value of the percentage of routes with a semantic distance lower than 165.011 was 0 for this restriction set although there were some 
other routes that matched it but with higher semantic distances. 
Experiment 3: Restriction set: {(time = 14.30, relevance = 80)} 
 Activity Time Semantic distance Duration 
Route 1 work 10:43:54 143.481 33 min 
Route 2 leisure 16:57:32 146.397 10 min 
Route 3 work 10:09:55 158.360 59 min 
Route 4 leisure 17:01:36 159.620 36 min 
Route 5 leisure 16:59:48 160.835 38 min 
 
The value of the percentage of routes with a semantic distance lower than 160.835 was 0 for this restriction set although there were some 
other routes that matched it but with higher semantic distances. 
Experiment 4: Restriction set: {(coordinates = (39.469794,-0.377655), relevance = 80)} 
 Activity Time Semantic distance Duration 
Route 1 leisure 16:32:55 88.884 3h 29 min 
Route 2 leisure 18:06:41 109.770 4h 57 min 
Route 3 work 10:09:55 127.665 59 min 
Route 4 work 8:05:58 236.014 1h 1 min 
Route 5 leisure 22:20:07 523.421 22 min 
 
The value of the percentage of routes with a semantic distance lower than 523.421 was 0 for this restriction set although there were some 
other routes that matched it but with higher semantic distances. 
Experiment 5: Restriction set: {(time = 14:30, relevance = 80), (coordinates = (39.469794,-0.377655), relevance = 80)} 
 Activity Time Semantic distance Duration 
Route 1 leisure 16:32:55 263.616 3h 29 min 
Route 2 work 10:09:55 310.026 4h 57 min 
Route 3 leisure 18:06:41 401.652 59 min 
Route 4 work 8:05:58 517.638 1h 1 min 
Route 5 leisure 22:20:07 908.696 22 min 
 
The value of the percentage of routes with a semantic distance lower than 908.696 was 0 for this restriction set although there were some 
other routes that matched it but with higher semantic distances. 
4.1 Experimental comparison 
We have presented the results of the experiments carried out to confirm that the SACO behavior was correct. Next we will proceed to 
compare experimentally SACO with other algorithmic approaches for graph-based searching. To this end, we have selected two algorithms 
that have been vastly used in literature Simulated Annealing [27] and Tabu Search [28]. Both algorithms have been used to solve graph-
based optimization problems [29] [30] with similar characteristics to the one presented here. These two alternative algorithmic approaches 
have been widely applied in several domains as it is discussed in [31]. 
Simulated Annealing (SA) is inspired by a natural process. SA emulates the physical process of slow cooling a mineral follows to reach a 
state of minimum energy, which corresponds with a perfect crystal, to perform the search related to the resolution of a minimization 
problem. One of the most important features of SA is that, during its operation, it can accept as solution of an iteration one that is worse 
that the best solution found so far. This behavior allows SA to avoid ending the search in a local optimum. 
Tabu Search (TS) is an algorithm that allows solving combinatorial problems, as SA. It works by maintaining a current solution for the 
problem that is gradually improved by generating neighborhoods of solutions. TS assess every selected solution from the neighborhood 
and, if it is a better solution, it is added to a tabu list so it cannot be selected again. This eases to avoid the convergence to local optima. 
In order to perform the experimental comparison of the algorithms a corpus of synthetically generated contextual sequences was built. The 
contextual sequences contain values for the terms of the ontology that it is been used in this paper. With this corpus, the behavior of the 
algorithms for different sizes of the problem search space (i.e. the user model) can be evaluated. Besides, some restriction sets have been 
defined, each algorithm was run 5 times for each restriction set and problem size, and both the average needed time and the average 
semantic distance of the best contextual sequence found were registered. With the registered average time, we can evaluate and compare 
the scalability of the algorithms. Regarding the average semantic distance, it is useful to assess whether the quality of the solutions found 
degrades as the size of the problem increases. 
Restriction set #1 
The first restriction set defined and evaluated was: 
R1 = {(activity = work, relevance = 80), (time = 8.00, relevance = 80)} 
As it may be observed in Figure 6, the average time to obtain solutions by the SACO algorithm is significantly lower and increases in a 
linear manner which demonstrates that our approach scales better than the two proposed alternative search algorithms. As an example, for 
model instances consisting of 2000 contextual sequences SACO is 82.19% faster than TS and 70.36% faster than SA.  
Additionally, in Figure 7 it is plotted the average semantic distance (understood as a quality measure, the lower the distance, the better the 
solution quality) of the best contextual sequence found by the algorithms after each run. Results show that there are no significant 
differences among the average quality of the found solutions. Therefore, we may say that our approach, based on ant colony optimization is 
as effective as SA and TS in terms of finding good solutions to the problem but following a more effective strategy in terms of 
computational costs when the problem size is increased. 
Restriction set #2 
The second restriction set defined and evaluated was: 
R2 = {(coordinates = (39.469794,-0.377655), relevance = 80)} 
In this restriction set just one term has been included, the geographical coordinates. This means that the problem search space cannot be 
reduced as much as in the previous one because there are no relevant semantic terms, other than location, provided by the user in the 
restriction set. This would be the less favourable situation for our algorithm because there is no previous reduction of the search space 
based on semantic information. However, as it may be observed in Figure 8, our algorithm is still competitive and obtains solutions in an 
effective way with respect to SA and TS. The time required to obtain a solution by SACO grows linearly as the size of the problem is 
increased. In this particular example, for problem instances consisting of 2000 contextual sequences SACO is 89.28% faster than TS and 
68.24% faster than SA and we observe a similar degradation, as in the previous example, of the required computation time when the 
problem size increases for TS and SA.  
Figure 9 shows the average semantic distance of the best contextual sequences found by the algorithms after each run to find solutions for 
restriction set 2. As in the case of the first restriction set, there are no significant differences among the average quality of the solutions 
found by the algorithms. Although in this case some differences exist, they are very small compared with the total value of the semantic 
distance and should be attributed to the stochastic nature of this kind of algorithms and also to both the amount and type of the terms 
included in the restriction set. 
5. CONCLUSIONS 
The convergence of technological breakthroughs in cellphones and other portable devices allows us to keep in touch with others at all times 
and has also led to the birth of new services and applications, such as those based on the current user location. A natural and convenient 
way of providing users with information on the nearby services available can be achieved by means of map navigation systems. However, 
at the present time users have to manually filter out non-interesting services in order to reduce the amount of information displayed on the 
map. In this paper we have presented a semantic multicriteria ACO-based algorithm designed to deal with this problem. Our algorithm 
learns the user’s routes, adds the associated context information and then predicts the most likely route the user is following, given his 
current location and context data. This knowledge could be used to present the user with the nearby available services related to his current 
(or most likely future) context data. In this way users are not forced to manually filter out services and still obtain a non-bloated map 
visualization. Besides, SACO is not forced to use a prefixed set of context variables as in other existing works, what allows users to define 
their own ontologies with individual meaningful context variables that the algorithm will use. This fact also allows users to easily and 
meaningfully ask for a set of likely routes for several given context data values. We have carried out a comparison in this paper between 
SACO and two alternative algorithms widely used for graph-based searching: Tabu-Search and Simulated Annealing. The results showed 
that SACO obtains high quality solutions whose semantic distance to the restriction set is on average as low as those obtained by using SA 
and TS but with a significantly lower computation cost. It has been also observed that the computational cost of our approach increases 
linearly as the size of the problem increases which makes it appropriate when dealing with large size problem instances. 
We also developed an application to interact with the algorithm and display the returned routes and have performed several experiments 
that show that multiple terms of the ontology can be used to obtain a set of solutions. The results also show that the algorithm behaved as 
expected and did not omit suitable routes from the solution space. 
Our plans for future work include increasing the expressivity of restriction sets by using temporal logic operators, such as after, until or 
next between instances of a certain ontology term, also performing consumer tests to assess the usefulness and acceptance of a map 
navigation system based on the proposed algorithm, and exploring the use of hybrid metaheuristics in order to assess whether results may 
improve (either the quality of the solutions or the computation time). In particular, our algorithm allows the integration of optional local 
search heuristics, as stated in section 3.1. Previous works on hybrid metaheuristics such as [15] [32] [33] have shown that this kind of 
combination may lead to improvements in the obtained results. However, in our case additional experiments would be needed to evaluate 
the improvement obtained and its trade-off with respect to the required additional computational work because, as we concluded in [16], 
the nature of the problem or the design of the approach may reduce the room for improvement while incurring in significant computational 
costs. 
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