Abstract. This paper presents a model inference system to control instantiation of generic modules. Generic parameters are speci ed by properties which represent classes of modules sharing some common features. Just as type checking consists in verifying that an expression is well typed, model checking allows to detect whether a (possibly generic) instantiation of a generic module is valid, i.e. whether the instantiation module is a model of the parameterizing property. Equality of instances can be derived from a canonical representation of modules. At last, we show how the code of generic modules can be shared for all instances of modules.
Introduction
Genericity is a useful feature for speci cation languages, and for programming languages alike, because it allows to reuse already written packages by instantiating them on various ways, thus limits the risk of bugs and reduces software costs. When a generic module is instantiated and imported into another module, one has to check that the instantiation is valid, i.e. that the instantiation module is a model of the formal part. For that, one can either rely on the syntax, i.e. on the theory de ned by the modules, or on the semantics of the modules in the given speci cation language. In the rst case one has to prove that some formulae are theorems in the theory. This problem is semi-decidable if the semantics is purely loose, but is undecidable if we work in an initial semantics 14] . In the second case, one has to check properties on classes of algebras, which is hard to do automatically. Consequently, in almost all speci cation languages (e.g. PLUSS 11, 6, 7] , ACT- TWO 9] , OBJ 10, 12] , . . . ), such veri cations are left to the user.
In this paper, we show that such veri cations can partly be done automatically. We describe the model inference system used by the speci cation language lpg to control instantiation of generic modules. lpg (Langage de Programmation G en erique, i.e. language for generic programming) is a speci cation language developed at the IMAG Institute by Didier Bert and Rachid Echahed 4, 5] . lpg allows on the one hand to de ne and combine generic components of speci cations, and on the other hand to make prototypes thanks to an evaluation tool. There is also a solver of goals associating functional and logic programming.
In lpg, generic modules are parameterized by properties. The semantics of lpg mixes loose and initial features: the semantics of a property is a class of algebras, while the semantics of a generic module is a free functor. An lpg module can be instantiated by another one only if the other module is a model of the required property. Properties and modules are related by constraints. These constraints are similar those given by Ehrig and Mahr 9] in that they put restrictions on classes of algebras. However, they di er in several points: rstly, Ehrig and Mahr only consider inclusion of speci cations, whereas we consider any morphism in lpg. Secondly, for Ehrig and Mahr, the initial (or free) semantics of a speci cation is stated at the time of its importation. In other words a speci cation boolean can be imported once with a loose semantics, and once with an initial semantics. In lpg, the semantics of a unit is stated once for all at the time of its de nition. Thirdly, and this is the original feature of lpg we want to stress in this paper, the language provides an inference system to generate new constraints from declared ones.
This inference system can be compared to type systems used for programming languages: just as types allow to control utilizations of variables, constraints allow to control instantiations of modules. There is one important di erence though: constraints apply at the level of units, and are therefore category theoretic (i.e. formulated with morphisms) rather than set theoretic (i.e. formulated with membership or inclusion). In particular, there are various ways a module can be a model of a property.
Such veri cations for modules already exist in some programming languages. For instance in Ada 1], homology rules are used to check the validity of instantiations; e.g. with private and limited types. In Ada, these rules apply to one type only. In contrast, M. V. Aponte proposed a type system for checking SML modules 2], based on uni cation and sharing, and which performs veri cations w.r.t. the whole speci cation of the generic part of a module. In this approach, verications are based on the names of types and functions, and therefore there are not various ways an SML-structure (i.e. a module) can match an SML-signature (i.e. a property).
Constraints allow us to reason locally about units. The semantics of algebraic speci cation languages often seems complicated because it is global, i.e. one has to know the semantics of all imported units to know the semantics of the current unit. Making constraints explicit does not change the semantics, but allows to make safe deductions without having to be aware of all importations at the same time. The inference system presented in this paper is sound with respect to the algebraic semantics of the language. Note that it is not complete, and cannot be complete with respect to this semantics. One reason is that we work in initial algebras, and therefore it is impossible to deduce all semantically true statements from any deductive system. All we can do is to rely on the user's declarations, and make safe deductions.
The paper is organized as follows: section 2 and 3 present lpg units and constraints. In section 4 we describe the inference system which allows to deduce new constraints, and thus checks the validity of instantiations. In section 5 we show the representation used for instances of generic modules. This representation allows to share imported modules consistently. Section 6 presents the compilation of modules. In contrast to languages such as Ada 1] or C++ 13], generic modules are compiled only once in lpg, all the instantiations sharing the same code. This is an interesting feature for a prototyping language, because it reduces compilation times a lot when developing highly generic programs.
The Language Constructions
The lpg language has two kinds of units, namely properties and modules. lpg modules allow to de ne abstract data types, and more generally to group together a set of types and operators logically related. lpg modules can be generic, i.e. parameterized by a set of types and operators. The generic part of a module is itself an lpg unit, and is called the property required by the module. lpg units are composed of a signature and a set of formulae, which are conditional equations. In modules, the equations may be oriented; in this case they can be compiled and executed by the evaluation tool. De nition 1. (semantics of a property) The semantics of a property P is a class of algebras mod (P ), which satisfy the speci cation P, i.e.: mod (P )
Alg (P ). The semantics of a property need not be the whole class Alg (P ) because some algebras may be left out to preserve imported modules.
De nition 2. (semantics of a module) The semantics of a module P r , ?! M is the free functor F r : Alg (P ) ! Alg (M). The free functor associates to each algebra of Alg (P ) the algebra freely generated on M. This functor must be strongly persistent on algebras of mod (P ), i.e.: for all algebras A of mod (P ), U r (F r (A)) = A.
This condition expresses that previously de ned units must be preserved, i.e. that introducing a new module does not change the semantics of old units. Let 1 be the only algebra satisfying the empty property . When a module is not generic, i.e. when P is the empty property, then F r (1) is the initial algebra.
Constraints
There are ve kinds of constraints relating lpg units, namely model, satisfaction, combination, importation of a module into a property, and into a module. A constraint is composed of a signature morphism and of a semantic condition, which states the validity of the constraint. For instance, we can express that the module BOOLEAN is a model of the property ANY with the following declaration of model (written in the module BOOLEAN):
This declaration de nes the signature morphism fany 7 ! booleang from ANY to BOOLEAN. As there is no equation in the property ANY, nothing else has to be checked. In the same way, we can de ne di erent models of DISCRETE with natural numbers, for instance the natural numbers from 1 to 10 with the successor operator; or natural numbers from 49 to 0, with the predecessor operator. In this example, the \union" of both properties happens to be disjoint, i.e. no symbol of type nor operator appears twice. We can for instance specify a property ANY DISCRETE, where the type of ANY and the type of DISCRETE are shared. We thus specify a class of modules with one type which is a model of both ANY and DISCRETE. Then any two models of ANY and DISCRETE which share this type allow to construct a model of ANY DISCRETE.
De nition 5. (combination constraint) A property P is a combination of the properties P 1 ; P 2 ; : : : P k w.r.t. the morphisms P i ci ??! P; 8i 2 f1; : : : kg if models of P 1 ; P 2 ; : : : P k which share the same types and operators as speci ed in P allow to construct a model of P. 
, 8i 2 f1; : : :kg; U ci (mod (P )) mod (P i ) 8A2Alg (P ); (8i 2 f1; : : :kg; U ci (A) 2 mod (P i )) ) A2mod (P ) Importation and Instantiation. Once a generic module has been de ned, it is possible to use it in another unit. This is called importation into a module or into a property. When a module is imported, its formal part (i.e. the signature contained in its required property) must be instantiated, either with actual, or formal parameters, or both. This instantiation de nes a signature morphism from the imported module to the currently de ned unit. We de ne on gure 4 a module called VECTOR, parameterized by the property ANY+DISCRETE. The property ANY gives the type of information stored in a vector, and the property DISCRETE de nes the index. We are not concerned here with the actual representation of vectors, therefore we only specify two operations: store which assigns a new value to an index, and get which picks up the value associated to an index. From now on, the axiomatization of operators is omitted. Another example: given a binary operator on the type t, we can de ne a binary operator on vectors. The module gure 6 de nes a null vector and a sum of vectors, given a null element e and an associative binary operator op. Note that we have also stated that vectors with these two operators form a monoid. The examples we have presented here are importations of a module into another module. It is also possible to import a module into a property. ???! P 2 ) 8A 2 2 mod (P 2 ); U i (A 2 ) = F r1 (U r1 (U i (A 2 ))) (H P )
In this section, we describe the rules which allow to combine constraints to build new ones, and thus provide an inference system of constraints. Every declaration of a model, satisfaction or combination constraint gives a corresponding axiom. The user must check that these axioms are semantically correct, i.e. that the associated semantic condition is satis ed. 
Fig. 8. Derived inference rules
These rules are actually used by the lpg system. One can note that we have not considered all possible compositions. The remaining compositions are described in gure 8. These derived rules are not used by the system, because we have the following result: Theorem 8. Any proof involving derived rules can be transformed into a proof only involving main rules.
Proof. Any introduction of an Import P constraint is preceded by a satisfaction constraint, and any Import M constraint is preceded by a model constraint. This allows to get rid of all derived rules, from the axioms to the conclusion. Theorem 9. The inference system is sound with respect to the semantics.
This result means that provided the conditions associated to declaration axioms and rules (IM, IP) are satis ed, the constraints deduced by the inference system are semantically correct.
Examples of Deductions. In this paragraph, we reconsider the examples of importations given in the previous section and prove their validity using the inference system.
The importation of a non generic module into a module or into a property is always valid in the system, provided that the corresponding condition H M or H P is satis ed. This can be shown by using rule (2) followed by rule (IM), or by using rule (1) followed by rule (IP). In particular, the importation of the module INTEGER into INTEGER VECTOR ( gure 5) is valid. Let us now consider the importation of VECTOR into INTEGER VECTOR ( gure 5), as well as the importation of VECTOR into VECTOR SUM ( gure 6). We are going to take shorter notation, in order to be able to draw the proofs. to clarify the proofs. It is not used as such by the system which works with an internal representation of morphisms as a set of pairs, and not with a symbolic notation.
Representation of Imported Modules
When a module is instantiated and imported, there is no creation of a new module. For instance when we write imports T_V = VECTOR t,index,i1,in,s] T_V2 = VECTOR t,index,i1,in,s]
T V and T V2 represent the same module, and in particular, T V.vector and T V2.vector refer to the same type. This implies that instantiations can be done in various orders, as shown gure 10: the names INT MAT1 and INT MAT2 refer to the same module. We thus have an equality of modules which is stronger than equality of names, in the sense that two modules with di erent names may be equal. The equality is of course extended to types and operators. This allows to make multiple enrichments: we may for instance make an enrichment of VECTOR by importing two di erent enrichments ENRICH VECTOR1 and ENRICH VECTOR2. The common part of both modules (i.e. the module VECTOR) will be shared correctly. To achieve this, modules are encoded with two pieces of information: rst the origin module (i.e. the module we want to import), and secondly the morphism from the required property of the origin module to the current module. That way, named intermediary modules used for clari cation are never stored in the system. Similarly, types and operators are encoded with three pieces of information: their name, the module they come from and the morphism from the required property of the origin module to the current module. The representation of imported modules allows to perform fast code generation for operators of generic modules. The point is to share the code of generic operators with all their instantiations. So, code generation is modular and avoids multiple copies of the common parts. Notice that copying the code of generic modules can be an option for run-time optimization, as for on-line generation of the code of procedure bodies. In this section, we give insights on principles of code generation without too many details about the generated code. The execution abstract machine for generic operators is constituted of the usual components of such machines, i.e. return-address stack (r-st), parameters and memory stack (m-st) and evaluation stack (v-st). It can also deal with exception recovery mechanism and handling contexts. The technique presented here is independent from these features.
Compiling generic operators requires the introduction of a new stack to perform generic parameter bindings. At run-time, only generic parameters with dynamic behaviour have to be stored in this stack, which is called generic parameter stack (or g-st). For example, we assume that types have only a static scope and do not need to be represented in the g-stack. The dynamic part of a property P is noted dyn(P). In the framework presented in the paper, dyn(P) is the list of operators of P. So, for a generic module P r , ?!M the g-stack is intended to represent the morphism which binds formal operators of dyn(P) to e ective functions. The morphism i restricted to the operators of dyn(P) is noted dyn(i). Its cardinality is written #(dyn(P )).
The compilation procedure compile is presented for an expression in a generic module P r , ?! M. It takes an expression and produces the corresponding code for a machine with a state hv-st,m-st,r-st,g-sti. Operations on stacks and other macro-commands for the abstract machine are de ned gure 11. At run-time, the result of the evaluation of an expression is always at the top of the evaluation stack: v-st. Moreover, the elements at the top of g-st are the addresses of the e ective functions bound to the formal operators of P. The convention adopted here is that identi ers of the compiling procedure are in italic type style whereas generated macrocode is in type-written type style. The procedure gen generate a macro-instruction for the abstract machine. All generating procedure can be used as functions. In this case, the value returned is the address of (or a reference to) the beginning of the generated code. In this text, address variables are \logical" variables, because they can be used before having been assigned to. If this happens, these variables are agged by \ " (for \before"). The installation of the generic context consists in pushing onto the g-stack the addresses of pieces of code performing calls to each e ective parameter. So, the rst step is to develop the installation for each operator: install generic context (fo1 7 ! f1; : : : ; o l 7 ! f l g; k) = compile par (fo1 7 ! f1g; k);
. . . compile par (fo l 7 ! f l g; k); Now, for each binding, two cases occur: either the target operator f j is an e ective operator (in the module M) and then, we have to generate the call to f j as a thunk and to push the address of this thunk on the g-stack, or the target is a formal operator in M, say o 0 i and then, at run-time, the address of the e ective operator bound to o 0 i will be already in the g-stack at a given o set from the top. In the rst case, the depth of the morphism of the current required property P must be increased by the cardinality of the binding morphism of P 1 That can be done by showing that for each ground expression e, the semantics of the evaluation of e is equivalent to the result of evaluation of the compiled code of e with the abstract machine presented here.
The main characteristics of this code generation is that installation of a generic context (parameters in the g-stack) is done only for context changes and not for each call of generic operators as in higher-order functional programming. For example, all the local calls inside a generic module (including recursive calls) have no overhead with respect to non generic calls. In the same way, optimization is possible if there exist several consecutive calls with the same e ective generic context, or for calls of operators of imported modules if they have the same list of formal operators as the current module. Last point, this implementation has been carried out successfully for the lpg language. The compilation technique presented here can be applied to languages with generic units if the e ective generic context of any module M 1 imported into a module M 2 can be related to the generic context of M 2 (by the morphism i r 1 ).
Conclusion
We propose a model inference system to check the validity of instantiation of generic modules. This system is based upon constraints relating whole units. We think these relationships are suitable for modules, whereas other notions such as subtyping or type hierarchies are more adapted to single types. We have shown that the rules of the system are sound with respect to the algebraic semantics of the language. The lpg language allows to instantiate modules either with formal or actual parameters, or both, thus provides partial instantiation at the level of modules. It is possible to de ne multiple enrichments with consistent sharing of submodules, in spite of renaming possibilities, thanks to a canonical form for types and operators of imported modules. From a practical point of view, all instances of a generic module share the same code, which is interesting for prototyping, specially for highly generic programs with a lot of code reuse.
