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Elemental analysis in forensic laboratories can be tedious and many trace evidence 
items are not analyzed to determine their elemental composition.  Presently, scanning 
electron microscopy-energy dispersive x-ray spectroscopy (SEM-EDS) is the primary 
analytical tool for determining the elemental composition of trace evidence items.  
However, due to the time it takes to obtain the required vacuum and the limited 
number of samples that can be analyzed at any one time, SEM-EDS can be impractical 
for a high volume of evidence items.  An alternative instrument that can be used for 
this type of analysis is laser ablation inductively coupled plasma mass spectrometry (LA-
ICP-MS).  While LA-ICP-MS is a very precise and quantitative analytical method that 
determines elemental composition based on isotopic mass measurements; however, the 
instrumentation is relatively expensive and therefore is budgetarily prohibitive for many 
forensic laboratories.  It is the purpose of this research to evaluate an inexpensive 
instrument that can potentially provide rapid elemental analysis for many forensic 
laboratories.  Laser induced breakdown spectroscopy (LIBS) is an analytical method 
that meets these requirements and offers information about the elemental composition 
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Laser induced breakdown spectroscopy (LIBS) is a fast method of elemental analysis 
that has recently become a valuable analytical instrument in research laboratories.  
Determination of a sample’s elemental composition is obtained through laser ablation 
followed by atomic, ionic and molecular emission.  These emissions are recorded as a 
high resolution emission spectrum.  LIBS is an analytical technique that provides good 
qualitative analysis through the use of elemental emission ratios.  Quantitative analysis 
of the matrix elements has been achieved with LIBS and is presented in several 
publications.1-6  Recent advances in instrumentation have produced commercially 
available LIBS spectrometers that are inexpensive compared to instrumentation 
required for inductively coupled plasma-atomic emission spectrometry (ICP-AES), 
inductively coupled plasma-mass spectrometry (ICP-MS) and laser ablation inductively 
coupled plasma-mass spectrometry (LA-ICP-MS).  Characteristics of LIBS, including 
rapid analysis time, lack of required sample preparation, potential for field portability, 
and cost effectiveness, make this relatively non-destructive method of analysis very 
attractive for many analytical applications, including those in the forensic and security 
fields. 
 
Elemental analysis is quite useful for glass trace evidence, in which refractive index (RI) 
has historically been the only information used for sample discrimination.  By utilizing 
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elemental analysis, more information is available for discriminating between an 
unknown and a known sample.  LA-ICP-MS can discriminate automobile side glass 
samples to nearly 100% due to its precise measurements.  Similar discrimination can be 
attained from LIBS in combination with RI measurements, which may make it a cost-
effective alternative for forensic laboratories. 
 
Automobile paint analysis is another common type of trace evidence studied in this 
work.  Paint samples generally have three to four layers.  The first layer, a clear coat 
layer, is comprised of a polymer and presently the limited information that can be 
acquired from this layer is obtained by Fourier transform infrared spectrometry.  While 
LIBS provides a wealth of information about the elemental composition of the sample 
via the atomic and ionic emission intensities; diatomic species emissions from polymeric 
layers can be observed as well.  Based on the intensities from these diatomic emissions, 
more information about the polymeric layer can be attained.  Due to the large amount 
of information obtained from LIBS spectra, it may be possible to identify a relationship 
between the LIBS spectra and the polymer structure. 
 
In this study, the forensic application of LIBS is evaluated as a method for the analyses 
of glass (automobile float glass, automobile side mirror glass, automobile headlamp 
glass and brown container glass), automobile paint and trace levels of explosives and 
energetic materials.  In each case, elemental composition can provide valuable 
discriminating information.  Other discriminating analytical instrumentation, such as LA-
 3
ICP-MS or XRF, are relatively more expensive than the smaller commercial LIBS 
instrument and hence are not widely available to many forensic laboratories.  The 
objective of the research has been to determine if LIBS is of sufficient discriminating 






LIBS is an analytical technique that is only now finding it’s way out of the research 
laboratory with the aid of recently available commercial instruments.  The accessibility 
of LIBS parallels advances in the use of elemental composition for the discrimination of 
glass and other trace evidence samples.  LIBS has several potential advantages over 
conventional spectrochemical techniques, such as inductively coupled plasma-atomic 
emission spectrometry (ICP-AES), inductively coupled plasma-mass spectrometry (ICP-
MS), and atomic absorption spectrometry (AA).  Primary among these advantages are 
the lack of sample preparation required for LIBS and the small sample size required.  
These advantages are shared by laser ablation inductively coupled plasma mass 
spectrometry (LA-ICP-MS); however, the low cost and the field-portability of new LIBS 
instruments is not shared by LA-ICP-MS systems.  LA-ICP-MS and LIBS both rely on 
ablation of a sample surface by the focused output of a laser, but are dissimilar in the 
manner in which the laser-induced plasma is utilized. 
 
For LIBS, ablation occurs when a high power laser pulse (generally > 1-10 MW/cm2) 
impinges on the surface of a solid sample, a plasma composed of elemental and 
molecular fragments from the sample’s surface is produced.7  As the plasma cools, the 
excited atoms emit light at characteristic wavelengths in the 200 – 900 nm spectral 
region.  The emission lines are spectrally resolved and recorded, typically about 1 
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micro-second after the laser pulse, to give information on the elemental composition of 
the sample.  Several reviews of recent developments in the field of LIBS research 
address the multitude of applications for which this technique has been used, from 
trace levels of explosives to bacterial spores to human tissue.8-15 
 
Despite its many advantages, applications of LIBS have been hindered by several 
limitations, including a high background continuum, line-broadening, and self-
absorption of the peaks.9  These limitations may be minimized to some extent through 
variations in the experimental geometry, time-resolved data collection and sampling in 
an inert atmosphere.9  In addition, Kuzuya et al. have shown that background noise can 
often be reduced by collecting the LIBS data under an inert atmosphere and at reduced 
pressure.16  The precision of the data was not addressed by Kuzuya, but shot-to-shot 
laser fluctuations (typically 1 – 5%) were known to lead to experimental variations in 
atomic emission intensity.  Optimizing the precision of the LIBS instrumental method is 
critical. 
 
LIBS is best suited for qualitative analysis or the determination of relative element 
concentrations in a sample, rather than absolute concentration determination.9  
Absolute concentration determination is complicated by laser shot-to-shot variations 
and the interaction of the laser with the matrix, both physical and chemical.17  Physical 
effects stem from how the matrix affects the amount of an element that is ablated.  
Chemical effects arise from how the presence of one element can affect the emission of 
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another element.  The difficulties associated with determining the absolute 
concentration of elements in a glass sample by LIBS do not prohibit the use of this 
analytical technique for discrimination of trace evidence samples, since a comparison of 
samples from questioned and known origins requires only knowledge of the relative 
elemental concentrations or emission intensities associated with each sample.18  
 
Quantitation of analyte concentrations using LIBS has many challenges but there are 
publications that report quantitative analysis with LIBS.19  The ratios of spectral line 
intensities can be directly compared for questioned and known samples as a simple 
method of common source determination or sample discrimination.  One factor that 
complicates the use of LIBS for quantitative analysis is that the line intensity ratios 
differ from the concentration ratios primarily due to differences in state-to-state 
transition probabilities and state populations (neutral and ionized) for each element.  
This phenomenon, referred to as fractionation, is a problem for other laser ablation 
techniques as well as for LIBS.20  Recent work has also shown that the LIBS signal 
intensity is affected by the depth of the crater in the target matrix (“confinement 
effect”).21, 22   
 
In characterizing the type of plasma produced, it is important to know if the plasma is 
in thermodynamic equilibrium (TE), which requires the knowledge of the plasma 
temperature and its electron density.  Concentration of the species located in the 
plasma can be determined from these parameters as well.  The electron density, 
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plasma temperature and element concentration can be calculated from the spectral 
data with the aid of tabulated spectral constants for the elements.23  Plasma 
temperatures are typically in the range of 6,000 K.  Detection limits have been 
determined for few elements through quantitative analysis with LIBS.  The lowest 






Laser induced breakdown spectroscopy is a relatively non-destructive, fast method of 
elemental analysis.  During the creation of a LIBS plasma event a high intensity 
Neodymium: Yttrium Aluminum Garnet (Nd:YAG, 1064 nm) laser is focused on the 
surface and through dielectric breakdown all elements present in the sample are excited 
and subsequently emit light at unique wavelengths.  The emitted light is collected by a 
bifurcated seven fiber optic cables, with each fiber optic connected to one of seven 
charge-couple device (CCD) spectrometers, thereby achieving a high resolution 
spectrum that spans 200 – 900 nm.  The instrumentation can analyze solid, liquid and 
gaseous samples. 
 
A second method of elemental analysis used in this research is laser ablation inductively 
coupled plasma mass spectrometry (LA-ICP-MS).  LA-ICP-MS is a precise method of 
measuring the abundance of selected isotopes.  A 213 nm laser is focused onto the 
sample’s surface where it is absorbed by the glass.  Particles of the sample’s matrix are 
ablated into the vacuum and transported to the ICP-MS by an argon flow.  In the 
inductively coupled plasma, these particles are ionized and atomized and the isotopes 
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are subsequently measured by a mass spectrometer.  This technique is a destructive 
method; however, only a few milligrams of a sample are required for analysis. 
 
Fourier transform infrared – attenuated total reflectance (FTIR-ATR) is another non-
destructive method used for discrimination in this study.  The surface layer of the 
sample is interrogated by infrared light through an ATR silicon crystal.  The evanescent 
light is absorbed by molecular vibrations and then is reflected back through the crystal 
into the detector.  There is little to no sample preparation necessary to use the ATR 
attachment for solid and/or liquid samples. 
 
Another method of elemental analysis used in this study is x-ray fluorescence (XRF).  
This instrument measures the intensity of k-lines, l-lines and m-lines of fluorescence 
emitted from the “falling” of an electron in a higher orbital to fill a hole in a lower orbital 
left by an electron removed under x-ray irradiation.  This method is non-destructive and 
generally gives good forensic discrimination.  Little to no sample preparation is 
necessary for sampling with this instrument; however, if the sample is multi-layered or 
a mixture then separation needs to be achieved for individual component layer analysis.  
Otherwise, more than one component layer may be analyzed simultaneously. 
 
Scanning electron microscopy – energy dispersive x-ray spectrometry (SEM-EDX) was 
used to not only obtain images of samples but to determine the elemental 
characterization of a sample in a manner similar to XRF.  This technique is a destructive 
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method; however, samples do not need to be separated into its components due to the 
high magnification obtained by the SEM. 
 
Laser Induced Breakdown Spectroscopy (LIBS) 
The LIBS instrument used in this research was an Ocean Optics (Dunedin, Fl, USA), 
model LIBS2000+.  This instrument was equipped with an Nd-YAG, 1064 nm 
wavelength, Q-switched, pulsed laser (Big Sky Lasers, model CFR200, Bozeman, 
Montana, USA), with a pulse width of 9 ns.  Spectra reported here were collected with a 
laser output energy of 98 mJ/pulse, and the detector delay was adjusted depending on 
the sample.  The glass samples were analyzed at a detector delay time of 15 μs and the 
paint and explosive samples were analyzed at a 2.5 μs detector delay time.  The 
spectrometer gate time was fixed at 2 ms.  The laser was focused onto the sample by a 
focusing lens with a focal length of 7.5 cm.  The plasma-generated emission intensities 
(200 – 900 nm) were collected by a bifurcated seven fiber optic each connected to 
seven arrayed linear CCD spectrometers.  The resolution in the first six spectrometers is 
approximately 0.51 Å/channel on average; whereas, the seventh spectrometer has a 
resolution of approximately 0.8 Å on average.   
 
Laser Ablation Inductively Coupled Plasma Mass Spectrometer (LA-ICP-MS) 
The LA-ICP-MS system used in this study was equipped with a laser ablation unit (New 
Wave Research/Mechantek Fremont, CA, USA) model LUV 213 and an ICP-MS (Agilent 
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Technologies, Palo Alto, CA, USA) model 7500s.  The laser unit uses the 213-nm output 
of an Nd-YAG Q-switched laser (pulse width of 3-5 ns).  The laser spot size is adjustable 
from 5 μm2 to 400 μm2.  Maximum laser energy output of 3 mJ/pulse was used for 
ablation.   
 
Glass Refractive Index Measurement (GRIM3) 
The GRIM3 instrument (Foster and Freeman, Evesham, Worcestershire, UK) utilizes the 
refractive index-temperature variation method.  The instrument uses a 589-nm lamp 
and Mettler hot stage to determine the refractive index of each glass sample.     
 
X-Ray Micro-Fluorescence (XRMF) 
An EDAX Eagle III microprobe was used for X-ray fluorescence analysis.  The software 
used to perform the analysis was Vision 32.  The samples were analyzed in a vacuum 
chamber.  Glass samples were analyzed with a 100 μm spot size and the paint samples 
were analyzed with a 300 μm spot size.  A Rhodium (Rh) anode x-ray tube was used for 
analysis measurement and was operated at an energy of 40 kV and the current (μA) 
was adjusted per sample to maintain a deadtime less than 40%.  Counts per second 
(cps) were maintained at approximately 2000. 
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Scanning Electron Microscope – Energy Dispersive Spectrometer (SEM-EDX) 
A scanning electron microscope (LEO 1450 VP, Thornwood, N.Y., USA) with variable 
pressure secondary electron detector and energy dispersive spectrometer operating at 
30 kV (Oxford INCA software, High Wycombe, U.K.) were used for SEM-EDX analysis.  
Copper was used as an external standard for EDX calibration.  This microscope operates 
with a tungsten lamp. 
 
The second and third scanning electron microscopes used (JOEL JSM-5900LV and JOEL 
JSM-6490LV, Tokyo, Japan) were equipped with variable pressure secondary electron 
and backscatter electron detectors.  Both microscopes were equipped with energy 
dispersive spectrometers operating at 25 kV (Oxford INCA software, High Wycombe, 
U.K.).  Copper and cobalt were used as external standards for EDX calibration of each 
system.  Calibration occurred between each sample analyzed.  Both microscopes 
operate with tungsten lamps.  Each sample was analyzed for a lifetime of 200 seconds 
and the deadtime was keep below 40%. 
 
The signals used for capturing an image of the sample were secondary electron (SEI), 
backscatter electron – shadow (BES), backscatter electron – tempo (BET) and 
backscatter electron – compo (BEC).  Secondary electron shows a representative 
picture of the sample itself; whereas, the BES and the BEC show a representation of 
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elemental differences within the sample (i.e. heavier elements appear lighter in the SEM 
image).  The BET signal shows the topography of the sample’s surface. 
 
Fourier Transform Infrared – Attenuated Total Reflectance (FTIR-ATR) 
An ATI Mattson Infinity Series FTIR in conjunction with a Spectratech Infrared (IR) Plan 
Advantage IR Microscope was used for ATR measurements.  This instrument was 





Analysis performed by the following methods was evaluated at three confidence levels: 
90%, 95% and 99%.  The calculation was performed at three confidence levels to 
determine how the type II errors varies and is affected by the confidence level.  A type 
I error occurs when two samples are concluded to be from different sources when they 
are in fact from the same source (False Rejection).  A type II error occurs when two 
samples are concluded to be from the same source when they are in fact of different 
sources (False Inclusion).25  In the nature of forensic science, type II errors are of the 
major concern when comparing a known to an unknown sample.  The significance level 
most commonly used for accessing the risk of error of an analytical method is α = 0.05 
or 95% confidence; however, the α value can be modified to guard against the error 
with the highest social consequence.  If a type I error is of more consequence then α 
can be set at either 0.01 (99%) or 0.001 (99.9%).  However, if the type II error is of 
more consequence, then α can be either 0.05 (95%) or 0.10 (90%).26   
 
ANOVA with a Tukey HSD Post Test 
The initial method used to evaluate the discrimination capability of the LIBS instrument 
utilized an analysis of variance (ANOVA) test followed by a Tukey honestly significant 
difference (HSD) post test.  The ANOVA test calculates an F-statistic value; in which 
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significant F-statistic values give an approximation of the discrimination capability of 
elemental ratios.  The F value is the ratio of the variance between the different samples 
divided by the variance within a set of single sample measurements.  In this approach 
the discriminating parameters are elemental emission ratios from LIBS, XRF or EDX 
spectra and the LA-ICP-MS discriminating ratios are based on isotopic abundance ratios.      
 
The elemental ratios were further analyzed by a Pearson product moment correlation 
coefficient matrix to choose those ratios with the lowest correlation in order to 
maximize the information content provided by the ratios.  To determine if the variables 
(emission line ratios, isotopic ratios and the RI values) used for the discrimination of the 
glass samples were linearly correlated, the Pearson product-moment correlation was 
calculated.25  Two variables were deemed independent if the absolute value of the 
correlation coefficient (r) was less than the criteria r < 0.8.  The Pearson correlation 




















This approached was followed by a Tukey honestly significant difference (HSD) post 
test to determine the overall discriminating power of the analytical methods.  The 
Tukey HSD test was utilized to ensure that the probability of making a type I error was 
held at the specified level.25  The ANOVA test followed by the Tukey HSD post test was 
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performed in SAS/STAT (SAS Institute Inc., Cary, NC, USA) and Microsoft Excel 
(Microsoft Corp., Redmond, WA, USA).  The SAS/STAT software calculates the critical 
studentized range distribution (Q), which is used to determine if two samples are 
significantly different (equation 2).  Two samples are considered significantly different if 




AvgAvg wg ,,21 α∗≥−
 (2) 
The mean square of the error within the group (MSwg) is divided by the number of 
measurements (N), the quotient is otherwise known as the standard mean of the error, 
Q (α, P, d.f.) is the critical studentized range distribution at the alpha percentage (α), 
for the number of samples (P) and the degrees of freedom within the sample set (d.f.).  
The total number of samples can be calculated as the number of samples (P) times the 
number of measurements (N). 
 
The “discrimination percentage” for each elemental ratio was calculated as the fraction 
of the total number of pairwise comparisons (i.e. 23 samples yields 253 pairwise 
comparisons) that were “distinguishable”.  The overall determination of discrimination 
of the samples was based on either a specified number of emission or isotope ratios for 
the LIBS or the LA-ICP-MS data, respectively.  Discrimination was performed in 




When comparing a known sample to an unknown sample, the primary goal is to 
determine if the two samples could have come from the same source, or the same 
population.  To determine if the null hypothesis, that the samples come from the same 
source, can be accepted, 5 replicate analyses (i.e. LIBS spectra) are taken for the 
known and the unknown sample.  The discriminating metric (Euclidean distance, 
Correlation, Sorenson, etc…) is calculated between the replicate analyses on each 
sample and between the analyses on the two samples (comparative analysis).  The 
results of these comparisons are recorded in a matrix similar to the matrices illustrated 
below (Figure 1).  The reproducibility of the analysis is measured from the replicate 
discrimination, which provides the precision of the analytical method. 
        
Figure 1:  Matrices used to calculate the degrees of freedom and t’ value for the t-test 
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The replicate metrics for the known and the unknown samples were consolidated to 
one average and standard deviation for total replicate metric, since both sets of values 
serve to establish the precision of the method.  For direct comparisons between known 
and unknown samples, it is necessary to determine if the pair is significantly different.  
A student’s t’ value is calculated for each pairwise comparison to determine if the pair is 
from the same source or different sources.  Since the number of measurements for the 
replicate distances and the comparative metrics are different with no guarantee of the 
same variance the appropriate calculation to determine t’ is given below along with the 


































































where sDS is the standard deviation for the distances of the comparative measurements 
(different samples), sSS is the standard deviation for the distances of the replicate 
measurements (same samples), nDS and nSS are the number of comparisons performed 
for the comparative and replicate samples, respectively.  The DSD  and SSD  are the 
average metric values for the comparative and replicate measurements.  Once the d.f. 
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and the t’ values are calculated, the critical t value (tcrit) can be referenced at a 
specified confidence level.  If t’>tcrit then the null hypothesis can be rejected and the 
two samples are deemed to be from different sources. 
 
Principal Component Analysis 
Principal component analysis (PCA) is a technique used to reduce the dimensionality of 
a data set by representing the data as a smaller number of variables, otherwise known 
as the principal components.  The principal components are identified such that 
principal component one contains the largest fraction of the variance in the data set, 
with each successive principal component representing progressively smaller 
percentages of the variance.  The variance of each principal component is generally 
presented in a scree plot (Figure 2).  Where there is a break in the curve signifies which 
principal components are required to reproduce the data with minimal error.  Sample 
spectra can then be clustered into groups based on similar contributions from the 
principal components.  The first two components frequently encompass a significant 
portion of the variance, often greater than 90%.27, 30 
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Figure 2: An illustration of a general scree plot 
 
Linear Correlation 
Spectra analyzed by linear correlation were normalized to the most intense peak in the 
spectrum and averaged over 5 replicate spectra.  Each replicate spectra was comprised 
of an averaged of 10 single shot spectra.  To normalize the spectra to the most intense 
peak, each point in the spectra was subjected to the following equation.  Where the 
minimum point of the spectra is subtracted from each point in the spectra and then this 
value is then divided by the most intense peak subtracted by the minimum peak 
intensity.  This equation is performed on each point in the spectra to normalize the 










Peaks present in LIBS spectra with a signal to noise (S:N) ratio greater than 3 were 
identified by a simple algorithm developed by Coombes et al.31  This algorithm was 
based on initially determining the local minima and the local maxima in the whole 
spectrum to calculate to noise which is the difference between the median values of the 
maxima and the minima peaks.  Then all of the local maxima with a difference from the 
local minima less than noise are removed from the spectra.  Local maxima which are 
separated by 0.06 nm are then combined, only the highest local maximum is retained 
as a peak.   
 
Product-Moment Correlation Coefficient 
The product-moment correlation coefficient, otherwise known as the Pearson 
correlation, is a measure of how linear a set of data points.27  
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The Pearson correlation value was calculated for all of the same sample comparisons 
and for all of the different sample comparisons.  By using the t’ and the d.f., calculated 
from equations 3 and 4, in conjunction with the average Pearson correlation 





Rank correlation is another form of linear correlation; however, this method differs 
because the sample population does not need to be normally distributed in order to 
determine a relationship between two spectra.26, 27  This method initially ranks the 
spectral peak intensities in each spectrum from low to high.  The rank correlation 
method is applied to all identified peaks in the spectrum which meet a specified 
criterion.  In this study, all peaks with a signal-to-noise (S:N) ratio greater than 3:1 
were used.  The peaks are then given a number from 1 to n, where n is the total 
number of peaks in each spectrum.  The assigned numbers are plotted against each 
other and the correlation coefficient (r) is calculated.  The correlation coefficient is 
calculated for each pairwise comparison both within the same sample and between the 
different samples, as described previously, to determine if the two samples can be 
discriminated using the t-test.   
 
Confidence Intervals 
Based on previous research of Koons and Buscaglia, it is imperative to determine how 
type I and type II errors are affected when performing statistical analyses.25  There is 
an inverse relationship between these two errors; therefore, when the type I error 
percentage decreases the type II error percentage increases.  The Student’s t-test was 
used to calculate confidence intervals for peaks present in both spectra.25 
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The overall type I error rate is approximately n x α; where n is the number of variables.  
If  α = 0.05, there is a 5% chance of a type I error.  Therefore, using another variable 
for further discrimination can add up to an additional 5% chance of type I error.  In 
order to control the type I error, the Bonferroni correction is used where the individual 
α' level for each variable is equal to α/n, where α is the overall type I error desired.  
However, by lowering the α level to minimize the type I error, the probability of having 
a type II error increases.  In addition to decreasing α’ to minimize the type I error, 
reducing the number of variables used will also reduce this type of error only if α’ is 
held constant.  Based on this information, it should be determined which error is of 
greater consequence: using too many variables and increasing the probability of making 
a type I error or using too few variables and limiting the discriminating power of the 
method and making a type II error.25  
 
Ten variables were chosen for each direct comparison.  In identifying peaks for this 
method, peaks had to be present in at least 4 out of 5 spectra obtained from the same 
sample at a signal to noise (S:N) ratio greater than 3:1.  Peaks used for discrimination 
had to be present in both the questioned and known samples.  The confidence interval 
for each peak present in the spectra was calculated from the average intensity ( X ) and 





If the absolute difference, BA XX − , is less than the sum of the confidence intervals 
for the two peaks, the two samples can not be discriminated; whereas, if the absolute 
difference exceeds the sum of the confidence interval, the two samples can be 
discriminated by this peak. 
 
Receiver Operating Characteristic (ROC) Plots 
The ROC plot evaluates the sensitivity and the 1-specificity of a sequence comparison 
by plotting the true positive fraction (sensitivity) vs. the true negative fraction (1-
specificity).  This determines the effectiveness of metric values used when comparing 
and retrieving data from a library, i.e. does the searched spectra correctly retrieve the 
library spectra from the same source.  Each data point used in the comparison is initially 
classified as either a true positive value or a true negative value.  A true positive value 
is the metric value calculated between a correctly identified pairwise comparison (same 
sample).  A true negative value is the metric value calculated between an incorrectly 
identified pairwise comparison (different samples).  These data points are then ranked 
in order from lowest to highest based on the HQI values (refer to Figure 3).  The 
weight of each true positive fraction is calculated by taking the inverse of the total 
number of positive HQI values and the same is true to calculate the weight of the true 
negative fraction.  The ROC plot is then created by plotting the fraction value for the 
lowest value whether of the negative or positive fraction and then the next lowest 
value.  The area under the curve determines how probable it is that a value from the 
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positive group will be chosen before a value from the negative group.  For an optimal 
sequence, all of the metric values from the same sample comparison would have a 
lower value and subsequently plotted before the metric values of the different sample 
comparisons (Figure 3).32  As the area under the curve approaches 1, the more 
probable it is that a true fraction value will be chosen before a negative fraction value.  
If the area approaches 0.5, the sequence set is considered to a random event.  




Figure 3: Illustrations of an ideal ROC curve and one based on randomness 
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CHAPTER FIVE:  
CHARACTERIZATION OF A LIBS PLASMA  
 
Physics of a Laser Induced Plasma 
Laser induced plasmas are spatially inhomogeneous during the early states of the 
plasma generation.  As the plasma evolves in time it moves towards a state of 
equilibrium.  In addition to the measure of inhomogeneity of the plasma, shot-to-shot 
fluctuations of the laser also generate plasmas that are different from the one previous, 
which affects the resultant spectra.  Characterization of the induced plasma is 
imperative in understanding the state of the plasma generated and subsequently the 
spectra produced.   
 
 Local Thermodynamic Equilibrium 
The assumption of local thermodynamic equilibrium (LTE) is generally made for plasmas 
prepared in the laboratory.  LTE can be expected when the energy absorbed by a 
molecule is distributed equally to other molecules through collisional processes, such as 
collisional excitation and de-excitation, before radiation is emitted or recombination of 
electrons occur.33-35  This type of equilibrium can also be expected if the velocity 
distribution of the colliding particles are thermal so that steady state solution can be 
obtained for the rate equations.33  LTE depends mainly on the electron density of the 
plasma; therefore, a minimum electron density needs to be acquired for LTE to exist.33, 
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35  The electron density lower limit is given by equation 8, where ΔE is the largest 
energy transition for which the condition holds for the electron temperature (Te).17, 23, 35, 
36 
( ) ( )[ ]3183 106.1 eVETxcmN ee Δ>>−  (8) 
 
Plasmas with electron densities > ~ 1018  are difficult to produce and do not provide 
much information due to overlapping of spectral lines such that line broadening 
parameters, oscillator strengths and continuous absorption coefficients can not be 
obtained.33  To a lesser extent, LTE is based on the electron temperature, atomic and 
ionic cross sections and their transition probabilities.33 
 
A plasma is assumed to be at thermodynamic equilibrium (TE) if the Maxwell velocity 
distribution function (equation 9)37, the Boltzmann population distribution (equation 
10)37-40, Saha-Eggert ionization-recombination relation (equation 11)40-43, Planks 
radiation law (equation 12)37, 44 and any other process that is based on temperature can 
be described by a single temperature for all species in the plasma.  When the Plank’s 
function is not valid and the plasma satisfies the equations 10 – 12 and other relations 
that at any spatial point and at any point in time, then the plasma is considered to be at 




































where m is the molar mass of the molecules, k is the Boltzmann constant, T is the 
temperature of the system, and v is the speed of the molecules in the system. 
 
















where Ni is the population density of the excited species i, gi is the statistical weight of 
species i, T is the temperature of the system, Ei is the energy of state i and N is the 
total number of species i in the system.  The denominator represents the internal 
partition function of the species i at temperature, T. 
 



















where ne is the electron density, m is the electron mass, ϕx is the ionization potential of 
an atom of element X, Ti is the ionization temperature, h is the Planck’s constant, and 
+
xZ  and xZ are the partition functions of the ion and the atoms. 
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where λ is the wavelength of the emitted photons, c is the speed of light and the other 
terms have been explained previously. 
 
LIBS Plasma Event 
A LIBS event is comprised of a four part mechanism: ablation of the sample’s mass, 
breakdown of the sample’s mass, plasma formation and elemental emission.  This 
process begins when the pulsed laser’s energy is focused onto a small sample area.  
Typically a nanosecond pulsed laser is used, as was used in this study; however, pico- 
and femto-second lasers have be used to perform LIBS experiments.47-49  If the power 
density of the pulsed laser is higher than the dielectric breakdown threshold value of 
the sample, the sample’s mass breaks down and the particulate matter vaporizes.7  The 
laser pulse continues to permeate the vapor plume and the matter absorbs some of the 
laser’s energy and scatters the rest of the energy.  This scattering leads to ionization of 
the particulate matter and creation of a plasma.  Plasma expansion occurs from ns – μs 
after the initial laser pulse.  During these early stages of plasma formation, the electron 
density and plasma temperature is high.17, 35, 50  Ion-electron interactions occur during 
this period, these interactions (recombination and bremsstrahlung) lead to broadband 
continuum emissions of the plasma, which needs to be removed from the spectrum 
usually through time-resolved spectroscopy or a spectrometer gate delay.  This gate 
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delay can be manually adjusted to open the spectrometer gate after the continuum 
emissions have ceased.  Following plasma expansion is radiative cooling of the plasma, 
which occurs from 1 μs – 0.1 ms.  Radiative cooling leads to radiative emission of 
narrow atomic or ionic species as well as diatomic (molecular) band transitions.  Plume 
condensation can leave a residue of coagulated particles on the sample’s surface after 
radiative cooling.51-53  Figure 4 shows residual particles left after a LIBS plasma event.  





Figure 4: SEM image of LIBS interrogated of a float glass 
 33
Molecular Processes within the Plume during and after Plasma Generation 
When a plasma is created it expands in all directions at such a velocity (105 m/s) that it 
creates a shockwave.  However, the direction of the most expansion is in the direction 
normal to the sample’s surface.  It is believed that there are three different processes 
that occur during the plume expansion.   
 
At pulse widths with low pressures, multiphoton ionization occurs through absorption of 
the a few photons from the lasers radiation simultaneously.  This then leads to 
multiphoton ionization of some of the species and creates a few free electrons through 
three body collisions with photons and neutrals.17, 35, 54, 55  
 
At pulse widths with higher pressures, i.e. nanosecond pulses, the process differs.55  
This process is the two step process, described below: 
• Continuum absorption of the laser radiation by the free electrons through an 
inverse bremsstrahlung process.35  
• Inverse bremsstrahlung then leads to avalanche ionization which is initiated by a 
free electron which then ionizes other species in the system through collisions, 
more electrons are produced, more energy is absorbed from the laser and an 
avalanche occurs.  Ultimately increasing the electron density and the 
temperature of the gas or a breakdown.5, 17, 35, 42, 55 
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After plume creation and expansion, there is a significant amount of continuum “white 
light” emission observed.  This emission is due to bremsstrahlung radiation and 
radiative recombination.  Bremsstrahlung radiation occurs from the deceleration of the 
electrons in the system.37  Continuum emission is a broad band emission that spans the 
wavelength range (Figure 5).  Therefore, a time-resolved spectrometer is necessary to 
remove such continuum from the resulting spectra (Figure 5).  Removal of the 
continuum emission can be achieved by opening the spectrometer gate after emission 
has ceased.  During this radiative phase, ionic emissions are generally seen but are 
usually hidden amongst the continuum emission.  Neutral and molecular emissions have 
a longer lifetime and can be observed after continuum emission has ceased.5, 56 
 
 




Particles in the plasma lose their initial momentum through many processes after plume 
creation: collisions with the atmospheric gas, recombination, attachment, diffusion, and 
excitation of the electronic level.  Diatomic species can lose their momentum through 
other processes such as vibrational and rotational excitations.  These processes lead to 
plasma cooling and eventually photon radiation of the species in the system.  During 
plasma cooling, the species recombine to form atoms and diatomic species.55, 57, 58 
 
Processes are different when a plasma is generated in a vacuum.  After plasma 
generation, the particles disperse due to the lack of confinement by the surrounding 
atmosphere.  When the plasma is created in air, the plasma is confined to a general 
area because the air is too heavy to move and there are many collisions that lead to 
plasma cooling.  However, in a vacuum there are little to no collisions which and 
recombination takes much longer than in an air atmosphere.  The main process of 
recombination is through radiative recombination, refer to equation 13.17, 57 
hvMeM +→++  (13) 
 
Determination of the Plasma Temperature 
There are many types of temperatures that can be calculated for laser induced plasmas: 
electron, excitation, ionization, vibrational, etc.  These temperatures may or may not 
agree due to the inhomogeneous nature of the plasma during the early states of 
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formation.  As the plasma heads toward a cooling stage, gradually equilibrium is 
reached through collisions between the plasma species, as described earlier.17 
 
Plasma Temperature Calculation 






























In equation 14, gi is the statistical weight of the upper excited state i; Aij is the 
transition probability from the excited state to the lower state j; Iij is the intensity of the 
peak at the wavelength λ, Ei is the upper energy level of the excited state, and Tapp is 
the apparent electron temperature.  The apparent temperature is used initially because 
the true electron temperature can only be obtained if the plasma is determined to be at 
LTE.59  The speed of light and the Boltzmann constant are denoted by c and k, 
respectively.  To calculate the Tapp, the log of the weighted intensity (left hand side of 
equation 14) is plotted against the upper energy level for that peak.  Multiple lines from 
the same element are used to calculate the plasma temperature in order to obtain a 




− .  The Boltzmann plot intercept is rarely used due to the difficulties in 
obtaining absolute intensity measurements; therefore, relative intensities with respect 
to the most intense peak are generally used.59   
 37
 
Depending on the element used, the calculated temperature varies due to the 
elemental reactions within the plasma.  The Boltzmann plot can calculate the excitation 
temperature more accurately from atoms than from ions, if the plasma is at LTE.59, 60  If 
there is a great deal of scattering about the best fit line then the LTE approximation is 
void.61  This is said to occur when radiative decay is the dominant energy transfer 
mechanism over electron collisions as the plasma expands and/or cools.  To correct for 
non-equilibrium effects on the temperature calculation and obtain a result more 
consistent with LTE, a correction factor (bi) can be used.  The b correction factor 
(equation 15) is a ratio of experimental population density of the excited species i 
( expiN ) to the population density predicted by the Saha and Boltzmann distributions 
( LTEiN ) at the excitation source temperature: 









Burton and Blades46 have reported correction factors for atomic (ba) and ionic (bi) 



































The energy terms are in eV, densities are in cm-3 and temperature is in Kelvin (K).  E∞ is 
the first ionization potential; Ei is the upper energy level of the individual transition; Ne 
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is the electron density and T is the electron temperature.  When the b factor is 
included, the Boltzmann plot should shift towards linearity.  The corrected Boltzmann 






























In utilizing the Boltzmann plot method to calculate the electron temperature, the 
plasma must be optically thin so that emitted photons can escape the plasma without 
further interaction and an accurate measurement of their intensities can be obtained.33, 
35, 36, 50, 65  To verify if plasma is optically thin with respect to a certain element, the 
transition probabilities and the statistical weights of the upper level must be known for 
that elemental emission lines.  If the ratio of the observed intensities is consistent with 
the ratio predicted from the statistical weights, then the plasma with respect to this 
element is optically thin.  To determine if the induced plasma for the glass samples was 
optically thin, sodium lines 288.158 nm and 249.52 nm were used.  Based on the ratio 
of the emission intensities it was determined that these plasmas were optically thin with 
respect to these Si emission lines. 
 
Electron Density 
The electron density can determine if a plasma is close to LTE.33, 35  There are many 
ways to determine the electron density of a plasma; of which, includes usage of the 
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electron temperature.  Among the equations that use the electron temperature to 
calculate the electron density is the Saha equation (equation 11).40-43, 66  However, 
when the electron temperature is not accurately known there are equations that do not 
use temperatures to measure the electron density.  The amount of peak broadening at 
the full width at half maximum (FWHM) can be used to determine the electron density.   
 
There are four types of broadening: natural, pressure (Stark), Doppler (thermal) and 
opacity.34, 67, 68   Natural broadening is generally negligible, and consists of either: Van 
der Waals broadening (corresponding short range interactions) or broadening by 
resonance (excitation energy transfer where emitted photons are reabsorbed).69  The 
type of pressure broadening that is most prominent in the spectral peak width is Stark 
broadening in the line widths are broadened due to “interactions of the radiating ions 
and atoms with surrounding particles”34 in the electric field.68  Since Stark broadening is 
based on the electron density, calculation of this parameter is generally used as an 
estimate.  Doppler (thermal) broadening is less prominent in dense plasmas.  Doppler 
broadening actually shifts the maximum intensity center line of the peak.69 (pg 228)  
Broadening based on the opacity of the plasma can be destructive to the emitting 
spectral profile of the emitting photons because it can lead to self-reversal lines.  This 
effect is wavelength dependant and emitting photons at the central wavelength can be 
reabsorbed by particles in the plasma as it travels to the outside wall of the plasma.  
This leads to broadening because the center of the emitting spectral profile (at a 
particular wavelength) has a higher probability of being reabsorbed due to the dense 
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population of photons at this wavelength than the edges of the profile.  Therefore, the 
intensity of the profile edges can be more intense than the photon center (refer to 
Figure 6), this type of peak is considered to be a self-reversed line.50, 70, 71 
 
 
Figure 6: Illustration of the spectral profile of a self-reversed peak 
 
The Ne was determined via Stark broadening in this project.  The electron density relies 
on determining the true FWHM, initially.  To do this, the FWHM of a representative peak 
is subtracted from the questioned peak FWHM.  The representative peak is generally a 
Mercury peak and it accounts for instrumental broadening.36, 72 
...instrumentobservedtrue λλλ Δ−Δ=Δ  (19) 
The true FWHM (Δλtrue) of the peak in question is the difference between the observed 
FWHM (Δλobserved) of that peak and the FWHM of the instrument (Δλinstrument).  
Instrumental broadening can be determined by obtaining the FWHM of a Mercury peak 
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from a HG-1 Mercury-Argon calibration source (Ocean Optics, Dunedin, FL, USA).  In 





































o NwNNANwAλ  (20) 
where the first parameter is the contribution from electron broadening, the second 
parameter is the ion broadening correction, electron impact parameter (w)34, A is the 
ion broadening parameter, ND is the number of particles in the Debye sphere and Ne is 
the electron density (cm-3).  Since there is a small contribution from ionic particles in 
plasma during the radiative processes, the second parameter in equation 9 is negligible.  
Therefore, equation 20 can be reduced to equation 21 which can be used to calculate 









⎛Δλ  (21) 
Determining the electron density based on this equation is less tedious because this 
calculation is independent of an LTE assumption.  If the electron density is greater than 
the electron density lower limit then the assumption of the plasma being at LTE can be 
accepted.  The lower limit of the electron density can be calculated by17, 23, 36 
( ) ( )[ ]3123 106.1 eVETcmN ee Δ⋅≥−  (22) 
where Te is the calculated temperature from the Boltzmann plot and ΔE is the largest 
difference of the energy transition of the peaks used for temperature calculation.   
 
The lower limit can also be calculated by59 
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where Te is the electron temperature that has previously been calculated through the 
Boltzmann plot, z is the degree of ionization (1 for atoms and 2 for ions) and λ is the 
wavelength for which the lower limit is to be calculated.  This calculation should be 
made at the shortest and the longest wavelengths of the elemental emissions used.  If 
the Ne is higher than the lower limit at each wavelength, then the LTE assumption can 
be accepted for every wavelength.   
 
Plasma Temperature and Electron Density Results 
It is possible, in theory, to use the plasma temperature to normalize spectra to a 
specified temperature to eliminate significant fluctuations in back-to-back spectra of 
same samples.  To normalize these spectra, the plasma temperature would be 
calculated for a standard reference sample and the questioned sample.  The peak 
intensities in the questioned spectrum would be back-calculated and corrected based on 
the calculated temperatures.  To do this type of calculation, the peaks have to be 
completely resolved in order to accurately determine the identity of each peak.  
However, do the resolution limits of the LIBS2000+ spectrometer, of approximately 0.5 
Å, accurate peak identification is unachievable.  In the case that two “reasonable” peaks 
overlap and both elements are present in the sample, the peak can not be used for 
plasma calculation.  This is because the overall intensity of this peak may be a 
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contribution of either or both elemental emissions.  Therefore, this elemental emission 
intensity can not be used for calculating the plasma temperature and another set of 
elemental emission must be used.  It is imperative to have good spectrometer 
resolution in order to accurately identify the peaks for plasma temperature calculations. 
 
Since the samples used for determining the plasma temperature are glass, the silicon 
peaks can be used for calculating the plasma temperature based on equations 14 and 
18.  Using the M.I.T. Wavelength Emission Tables73, the elements emitting at emission 
wavelengths surrounding silicon peaks were investigated and none of the elements 
emitting at these wavelengths are components of glass.  In addition to this information 
and the presence of the most sensitive silicon peak; it can be ascertained that the other 
peaks can be identified as silicon.  The most sensitive peak is indicative of an element’s 
presence in a sample.  The most sensitive peak generally has the highest transition 
probability; therefore, if an element is present in the sample, this peak will be present 
in the spectra.  This is true for many elements, for both atomic peaks and the ionic 
peaks.  If, however, the most sensitive peak is not present, it is reasonable to assume 
that this element is not in the sample or that the most sensitive peak is not observed in 
the spectral region.  Plasma temperature calculations required accurate peak 
identification and using multiple lines ensure a better estimation of the temperature.  
Therefore, if there is an outlier it may be reasonable to assume that the outlier is not an 
accurately identified peak. 
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Electron Density Calculation 
To calculate the electron density for the glass samples, the most sensitive Si peak at 
288.16 nm and the Hg peak at 334.16 nm were used to determine the true FWHM of 
the silicon peak by using equation 22.  The Hg peak was recorded from Hg/Ar lamp 
(Ocean Optics, Dunedin, FL, USA).  The electron impact parameter (w), 0.00561 Å, was 
acquired from tables in Griem’s book.34 
 
To calculate the FWHM for Ne determination, experimental widths across a peak were 
fitted to the Gaussian function37: 
( ) ( ) 22 2σbxaexy −−=  (24) 
Where a is the height of the peak, b is the center of the peak and σ is the variance in at 
the peak’s FWHM.  The variance σ is related to the FWHM of the peak by the following 
equation: 
( )2ln22σ=FWHM  (25) 
Plasma Temperature Calculation 
Silicon peaks were used to evaluate the temperature of the plasma for glass samples, 
since its presence is assured and the induced plasmas are optically thin with respect to 
these peaks.  In this study, the electron temperature of the plasma was calculated by 
the Boltzmann and the corrected Boltzmann equations 14 and 18, respectively.  A 
Boltzmann plot used to calculate the plasma temperature is illustrated in Figure 7.  The 
blue points represent values calculated initially before any correction was applied.  Red 
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points represent values calculated after the b correction for atoms was introduced.  It is 
to be pointed out that the r2 value for the “1st Correction” set has significantly increased 
to 0.87 from 0.60 by applying the b correction.  This shows that the temperature 
calculated from this set of values is closer to the actual plasma temperature than the 
initially calculated temperature.   
 
 
Figure 7: Boltzmann plot for plasma temperature calculation 
 
The temperature of the plasma was calculated for ten samples from each group of glass 




Table 1: Calculated electron density and plasma temperature for glass samples 

















1   8.02 4731.17 1.78 4645.33 15.15 4580.88 23.17 4925.50 
2 9.80 4766.20 8.02 5059.92 2.67 4602.57 8.91 4513.04 10.69 4652.43 
3 4.46 4879.27 12.48 5087.64   9.80 4393.29 24.96 4769.88 
4 11.59 4997.53 14.26 4955.56   3.56 4406.60   
5 4.46 4595.86 0.89 5036.11 6.24 4684.07 6.24 4764.72   
6 8.91 4954.61 8.91 4855.63 6.24 4640.43 12.48 4622.73 16.04 4950.71 
7 7.13 4753.87 9.80 4815.34 2.67 4601.01 19.61 4724.00   
8 2.67 4753.87 2.67 4589.40 5.35 4646.10     
9 0.89 4868.11 3.56 4990.74 0.89 4664.98 0.89 4363.72 5.35 4393.35 
10 5.35 4748.90 5.35 4845.16 5.35 4626.38 9.80 4733.19 9.80 4858.56 
Average Temp  4813.14  4896.67  4638.86  4566.91  4758.40 
%RSD Temp  2.56  3.25  0.62  3.42  4.40 
Ne Limit (23) 8.93  8.85  8.62  8.64  8.94  
Ne Limit (22) 35.25  34.92  34.04  34.08  35.27  
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For the plasmas generated for the above samples, the assumption of LTE should not be 
accepted.  The calculated Ne is not greater than the electron density lower limits 
presented at the bottom of Table 1 for most of the samples, which may illustrate that 
the plasmas induced during these analyses were not at LTE.  The Ne could not be 
calculated accurately for some of the samples, due to poor FWHM measurements. 
 
Silicon emissions were used to calculate the plasma temperature for two back-to-back 
float glass (float side) samples collected a year prior for comparison with the above 
data set.  This was done to determine how different the plasma temperatures are for 
the same sample analyzed in the same day.  The temperature for the first spectrum 
was calculated at 7,694.09 K, while the temperature for the second spectra was 
calculated at 7,940.37 K.  For these plasmas, the LTE assumption can be accepted 
because the electron density is approximately 5.44 x 1016 cm-3 which is greater than the 
Ne lower limit of 4.42 x 1016 (based on equation 22).   
 
There is a significant difference between the temperatures of the first data set (Table 1) 
and the second data set; where the temperature for first set was calculated to 
approximately 4,700 K and the second set was approximately 7,700 K.  In addition to 
this difference, the electron density for the first data set was on average 5.79x1015, 
whereas the electron density for the second set was significantly larger.  This difference 
may be due to laser degradation over a one year time period.  This degradation could 
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have caused less intense spectra, lower electron density and hence, a lower plasma 
temperature.   
 
Precision of the LIBS Instrumental Method 
Variations of the intensity of the induced plume can be affected by the sample’s 
temperature74, the topography of the sample’s surface or shot-to-shot variations of the 
laser’s interaction with the sample75.  To determine the precision of the LIBS analytical 
method on the same day and on different day analyses, a study was conducted that 
focused on optical alignment and laser fluctuations.  This study was conducted on three 
separate days.  On each day, the optical alignment was optimized to produce the most 
intense spectra by adjusting the angle of the fiber optic lens and the height of the focal 
lens.  Optimization was set using a borosilicate glass sample.  NIST SRM 610 sample 
was used to calculate the reproducibility of the analytical method.  Average LIBS 
spectra, consisting of an average of 10 single shot spectra, was collected at five 
different locations on the SRM sample.  This process was repeated each day of analysis. 
 
Eleven (11) emission ratios were created for each of the five spectra collected and the 
%RSD was calculated for each ratio.  The average peak ratio %RSD for any particular 
day was 6.5 ± 1.4%.  The emission ratios chosen so that they encompassed the same 
range of emission that is used in the comparison of glasses described in the methods 
below.  Ratios of back-to-back spectra collected on the same day had relatively low 
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%RSD; however, these ratios had a significantly larger average %RSD from day to day 
comparisons, approximately 24.5 ± 29.2% over the three days of analysis.  Individual 
ratio %RSD was as large as 105% in the analysis over the three day period.  These 
results suggests limiting sample analysis of questioned to known comparisons to same 
day back-to-back analysis.75  Samples analyzed by LIBS in this study were analyzed on 
the same day to avoid higher variances during comparisons.   
 
Figure 8 shows inconsistencies of back-to-back laser interactions with the sample glass 
matrix.  Each location was interrogated by 10 single LIBS shots.  It is evident from the 
image that the laser does not interact with the sample consistently.  This type of 




Figure 8: SEM image of a LIBS interrogated float glass that illustrates laser inconsistencies 
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Other types of unwanted laser-matrix interactions that can occur are presented in 
Figure 9 (top surface) and Figure 10 (bottom surface).  These images show that after 
10 single shots, the matrix was melted by the laser interaction.  On the top surface of 
the sample there is evidence of the laser impact and particle recombination but it seems 
that the sample was melted as well.  The bottom surface, away from the actual impact 
of the laser on the sample, shows that a portion of the sample was melted and left a 
hole in the sample.  There also seems to be a “bubbling” effect probably from heat 
generated by the laser.  While, this did not occur for every sample, it is another 






Figure 9: SEM image of a LIBS interrogated float glass which shows a burning/melting effect of the laser (top surface) 
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Figure 10: SEM image of a LIBS interrogated float glass which shows a burning/melting effect of the laser (bottom surface)
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CHAPTER SIX: 
GLASS ANALYSIS AND DISCRIMINATION 
 
Glass is a type of trace evidence found at crimes scenes from automobile crashes to 
assault cases.  This evaluation of LIBS as a viable forensic analytical method was 
conducted by analyzing glass samples by three main techniques, LIBS, LA-ICP-MS and 
XRF.  Refractive index measurements were used in conjunction with LIBS, LA-ICP-MS 
and XRF to enhance the overall discrimination power. 
 
Forensic analysis of glass has typically been based on refractive index, dispersion and 
density analyses.76  In 1991, the statistical discrimination of flat glass by neutron 
activation analysis of the sample’s elemental composition was demonstrated.77  The 
determination of up to 70 elements by ICP-MS was later demonstrated.78  The forensic 
significance of glass composition and refractive index has recently been assessed.79  
Results of that study, which examined glass composition using inductively coupled 
plasma – atomic emission spectroscopy (ICP-AES) demonstrated that the 
concentrations of ten elements (Ca, Fe, Al, Mn, Sr, Mg, Ba, Ti, Zr, Na) and the refractive 
index could be used together to distinguish unrelated glass specimens at a level of one 
in 105 – 1013 samples.79  Similar results were later shown to hold for determination of 
the same ten elements by inductively coupled plasma – mass spectrometry (ICP-MS).25, 
28  The utility of elemental analysis for the discrimination and matching of glass 
evidence in casework has recently been reported.80  The importance of discriminating 
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glasses based on composition has also been demonstrated in a recent report of the 
analysis of glass-containing gunshot residue by SEM-EDX analysis.81  Research by 
Almirall has recently focused on the use of laser ablation inductively coupled plasma 
mass spectrometry (LA-ICP-MS)82, 83 and a comparison of LIBS with other techniques for 
the discrimination of glass fragments.8, 84  Analysis of glass fragments by synchrotron 
radiation x-ray fluorescence spectrometry (SF-XRF) showed the discrimination power of 
this method.  Samples that could not be discriminated by RI were determined to be 
from different sources by this method.85 
  
Glass Experimental Analysis 
Sample Preparation 
In this study, automobile float glass samples were examined on both the float and the 
non-float side.  The float side (tin side) of the glass was identified by the appearance of 
a light pink emission under a 254 nm (short wave) UV light.  The identity of the float 
side was confirmed with depth profiling using LA-ICP-MS and imaging using SEM-EDX.  
Using SEM-EDX, the side-view of the sample clearly confirmed the presence of Sn only 
on the fluorescent side of the glass sample.  Detailed compositional mapping of the Sn 
concentration was not performed due to the low energy limit (20 keV) on the 
instrument used in this analysis.  Glass samples analyzed by SEM-EDX were cleaned 
with isopropanol and left uncoated for analysis in the variable pressure instrument.  
Samples were placed on a carbon adhesive disk attached to an aluminum stub for 
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subsequent analysis.  For measurements obtained by LIBS, LA-ICP-MS and XRF there 
was minimal sample preparation required for elemental analysis.   
 
Refractive Index (RI) Analysis 
There were two different variances used to calculate the discrimination percentage of 
the glass samples via RI measurements.  One of the standard deviations used was a 
literature value of 2.2 x 10-4 obtained from the Forensic Science Handbook.86  This 
study suggested that in a 60 cm x 30 cm pane of glass the standard deviation in the 
refractive index was no more than 2.2 x 10-4 for the glasses samples tested.  Based on 
the accepted standard deviation value, the calculated value of the variance is 
approximately 4.8 x 10-8.  Based on the RI measurements obtained from the GRIM3, 
the variance is much smaller, on the order of 10-9, which increased the overall 
discrimination percentage. 
 
The RI for the glass samples was measured by the GRIM3 instrument (Foster and 
Freeman, Evesham, Worcestershire, UK).  Fragments of each glass sample were 
measured approximately 14 times.  The discrimination power of the RI alone was 
calculated two different ways at two different confidence levels (CL), 90% and 99%.   
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Laser Induced Breakdown Spectroscopy (LIBS) Analysis 
To analyze the glass samples using LIBS, 5 average spectra, each comprised of 10 
single-shots, were collected at different positions on the sample surface.  Each 
spectrum was collected under an argon flow directed over the surface of the sample.  
Ratios were created from emission lines to minimize laser shot-to-shot fluctuations and 
as a result it provided better discrimination than individual emission peak intensities.  
The peaks chosen for creating ratios were baseline resolved, present in most of the 
glass samples and were present in LA-ICP-MS analysis for direct comparison.  The ratios 
created where based three criteria: (1) the spectral proximity, (2) the transitions having 
nearly similar degenerate upper energy levels and (3) ratios that span the full spectrum.  
The ratios chosen for discrimination were based on their ability to discriminate the 
samples and their F-statistic which was obtained from the ANOVA test.    
 
Great care was taken to ensure that the spectral emissions chosen for the ratio analysis 
were baseline resolved.  As the representative spectrum in Figure 11 illustrates, there 
are numerous high intensity peaks present in these spectra.  However, most of these 
peaks do not provide effective discrimination between the glass samples because they 
are present in all glass types with the same relative intensity.  Many of the less intense 
peaks, attributable to trace elemental emissions, yielded higher discrimination of the 




Figure 11: A typical LIBS spectrum of automobile float glass – float side.  Species shown in 
blue were used to construct discriminating ratios.  Species shown in green were tested for 
discrimination and subsequently rejected due to low F-statistics and low discriminating 
percentages. 
 
Ionic and atomic emission lines present in the majority of glass samples were chosen 
for discrimination based on the criteria stated in the previous paragraph.  Of these 
emission wavelengths, ratios were created based on their spectral proximity to one 
another.  Utilizing ratios for analysis reduces the effect of shot-to-shot fluctuation from 
the laser, resulting in lower %RSD for the ratios.  Not all emission lines were observed 
in all of the float glass samples studied; however, most emissions were present in the 
majority of the samples.  The absence of specific emission lines in a given float glass 
sample spectrum was used as an additional sample-discriminating factor.  Pairs of 
emission lines were chosen to create ratios such that the pairs of lines fell within a 
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spectral region confined to a single spectrometer.  Requiring pairs of lines to be 
confined to a single spectrometer is intended to guard against spectrometer-to-
spectrometer dark current variation.  Restricting ratioed peak intensities to peaks 
having similar upper energy levels was examined; however, due to the limitations of the 
spectrometer, absolute identification of the peaks was not possible, making the 
implementation of this criterion impossible with the limitations of this instrument.  The 
emission line ratios that were determined to have the highest F-statistic and a low 
Pearson correlation coefficient comprised the set of ratios used for overall discrimination 
of the glass samples (Table 4). 
 
In order to account for instrumental instabilities in the LIBS system, the precision of 
LIBS analysis of the automobile glass samples was measured by repeated, hourly LIBS 
analysis of the same float glass sample.  The “same-day” %RSD obtained for each 
emission line ratio was relatively low, 0.8% to 15.0%.  LIBS data on all 23 automobile 
float glass (float side) samples was acquired over the course of a single day, thereby 
avoiding day-to-day instrumental fluctuations. 
 
Presented in Figure 12 is an illustration of how similar LIBS spectra from the same glass 
type can be.  This similarity can lead to difficulties in full spectral analysis between 




Figure 12: An illustration of the similarity of LIBS glass spectra 
 
Laser Ablation Inductively Coupled Plasma Mass Spectrometry (LA-ICP-MS) Analysis 
The LA-ICP-MS methodology comprised of selecting isotopes that were present in the 
LIBS spectrum and have been used for discrimination in published literature.82, 87  
Isotopic abundance ratios, rather than absolute individual isotopic abundances, were 
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used for glass discrimination in order to mitigate the effect of pulsating carrier gas flows 
in the LA-ICP-MS.  Isotopes exhibiting a large response (> 100,000 counts) were 
ratioed to other isotopes with a large response, while isotopes with a smaller response 
(< 100,000 counts) were ratioed to other ratios with a smaller response.  Isotopic ratios 
were created from the 16 isotopes sampled in order to ensure that results could be 
compared with the results obtained from the LIBS analytical method.  The data analysis 
was similar to that described for LIBS; ratios were created from LA-ICP-MS isotope 
abundances to minimize any instrumental fluctuations.  Discrimination ratios were 
chosen based on the Pearson correlation coefficient and the F-statistic value.  The F-
statistic values were much higher for the LA-ICP-MS ratios than the LIBS ratios due to 
the more precise nature of the LA-ICP-MS instrumentation.   
 
Raster Experimental Method 
Twelve successive LA-ICP-MS repetitions (single laser ablations) were integrated into a 
single scan.  Ten successive scans were collected for each sample layer (the first scan 
in each layer was discarded to eliminate carryover between the analysis of different 
layer).  The standard deviation for each isotopic ratio was determined from the average 
of the nine individual scans taken for each layer of sample ablated. 
 
Each layer of glass was compared with the same layer from another glass sample (e.g. 
layer 1 from sample A was compared to layer 1 from sample B).  Each layer, 
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individually, was evaluated for its discriminating power for the 23 glass samples.  The 
intensities from the three layers ablated were summed for discrimination to ensure a 
representative sampling of each glass.  Layer-by-layer analysis revealed small variations 
in elemental concentration spatially distributed across the surface of the glass as well as 
vertical distributions, as revealed by depth profiling of the summed isotopic data from 
each layer.  The discriminating power was determined for each isotopic ratio.  The 
instrumental parameters used for this analysis are presented in Table 2. 
Table 2: Instrumental parameters for LA-ICP-MS raster method – glass analysis  
Parameter Value 
Laser Output Energy  6 mJ/pulse 
Laser Output wavelength 213 nm 
Sampling Energy 12 mJ (40%) 
Scan Speed 30 μm/sec 
Raster Spacing 50 μm 
Spot Size 50 μm 
Ablation Depth 5 μm 
Frequency 10 Hz 
RF Power 940 W 
RF Matching 1.81 V 
Carrier Gas  1.13 L/min 
Ablation Cell Vol. 22 mL 
Ablation Mode Raster Layer 
Sampling Time 120 minutes 
Pre-ablation Yes 




Drill-Down Experimental Method 
This method was developed because it was the most similar to the LIBS process of 
analysis.  In this method, five positions were analyzed and one scan was done per 
position.  Each scan was comprised of 12 acquisitions with each acquisition is comprised 
of an average of 12 repetitions.  The power used for analysis was 65% of the maximum 
(6 mJ), the laser frequency was set to 10 Hz and the spot size of the laser was 50 μm.  
Unlike the raster method where 10 scans was taken per layer, only one scan was 
collected to minimize any “well” issues due to the laser defocusing after every shot.  
This technique has been used elsewhere for drill down analysis to identify different 
layers in the sample.88, 89  The instrumental parameters for this method are presented 
in Table 3. 
Table 3: Instrumental parameters for LA-ICP-MS drill-down method – glass analysis 
Parameter Value 
Laser Output Energy  6 mJ/pulse 
Laser Output wavelength 213 nm 
Sampling Energy 6 mJ (65%) 
Raster Spacing 50 μm 
Spot Size 50 μm 
Ablation Depth 5 μm 
Frequency 10 Hz 
RF Power 1140 W 
RF Matching 1.81 V 
Carrier Gas  1.20 L/min 
Ablation Cell Vol. 22 mL 
Ablation Mode Spot Drill Down
Sampling Time 10 minutes 
Pre-ablation Yes 
Integration Time 0.1 sec/isotope 
Laser Output Energy  6 mJ/pulse 
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Comparison between LIBS and LA-ICP-MS 
For the samples analyzed by the LA-ICP-MS the first layer was ablated to remove any 
impurities from the surface prior to analysis.  A cleaning shot was not performed for the 
LIBS analysis.  A study was performed to determine if a cleaning shot improves the 
precision of the experimental method.  This was assuming that any impurities located 
on the surface would affect the averaged spectra.  To investigate this issue, 10 single-
shots were collected in one position with cleaning shots that range from 0 to 5 shots.  It 
was observed that the percent relative standard deviation (%RSD) varied with no trend 
observed relative to the number of cleaning shots.  The random variations in the %RSD 
were attributed to laser shot-to-shot fluctuations.  It was concluded that cleaning shots 
did not affect the precision of the LIBS method.   
 
X-Ray Micro-Fluorescence (XRMF) Analysis 
For samples analyzed by XRMF the surface was cleaned with acetone to remove any 
residue.  Each glass sample was analyzed at 3 different positions on the surface of the 
glass in order to calculate the variance between replicate measurements on the same 






Glass Discrimination within a Glass Type 
Samples used for Discrimination Analysis 
Analysis of the automobile float glass analyzed on the float side was comprised on 23 
glass samples (253 unique pairwise comparisons).  Twenty-seven (27) samples were 
analyzed on the non-float side, which lead to 351 unique pairwise comparisons.  The 
non float side was examined to determine if any discriminatory information was evident 
on this side in comparison to the float side of the glass.  Samples of automobile side 
and rear window float glass were collected from 27 automobiles located at a local 
salvage yard.  Samples chosen were representative of a significant range of automobile 
make and year of manufacture. 
 
Fifteen (15) headlamp glass samples (105 unique pairwise comparisons) were collected 
for analysis.  Nine samples were collected from a local salvage yard of which two were 
from unidentified sources.  Six samples were purchased at various aftermarket dealers.  
The outside of the headlamp glass was examined to provide a smooth surface in 
comparison to the inside of the sample.  Since glass is not a completely crystalline 
material86 and atmospheric elements can leach into the top layer of the sample, 
sampling of the side of the glass exposed to the environment may identify any elements 
unique to location of storage of the automobile. 
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The sample set of the side mirror glasses was comprised of 34 samples (561 pairwise 
comparisons).  These samples were collected from 32 automobiles located at a local 
salvage yard.  The driver and the passenger side mirrors were collected for two 
automobiles.  The samples were analyzed on the coated and the non-coated side of the 
glass.  The non-coated glass side of these samples was the non-float side of the float 
glass used to construct the mirrors. 
 
Fifteen (15) brown container glass samples (105 unique pairwise comparisons) were 
examined on the inside of the sample in order to obtain a level surface for analysis. 
  
ANOVA/Tukey HSD Data Analysis 
Refractive Index 
Automobile Float Glass – Float Side and Non-Float Side 
The first RI comparison utilizing the variance calculated for each sample, ANOVA 
followed by the Tukey HSD post-test, discriminated 96.4% and 95.7% at the 90% 
confidence level (CL) and the 99% CL, respectively.  Using the literature RI variance of 
4x10-8, 87.4% and 85.0% of the sample pairwise comparisons could be discriminated at 
the 90% CL and the 99% CL, respectively.  Since using the literature value provided 
less discrimination it was removed from subsequent discriminations where the refractive 




The refractive index was able to discriminate 80.0% and 76.2% of the fifteen glass 
headlamp samples at the 90% CL and 99% CL, respectively, using the ANOVA/Tukey 
HSD analysis. 
 
Side Mirror Glass 
At the 90% CL, only 46.5% of the 34 side mirror glass samples could be discriminated 
and only 42.3% could be discriminated at the 99% CL.  The discrimination percentage 
is lower for this set of glass samples because a few samples (~11 samples) had a large 
RI variance greater than 1x10-7.  If these samples are removed from this set, the 
overall discrimination by refractive index alone increases to 88.0 and 85.0% at the two 
confidence intervals. 
 
The large variance in RI exhibited by some samples may be attributed to heterogeneity 
of the glass itself; however, there was a clear layer over the reflective side that may 
have affected the variance of these samples.  The clear layers of these samples were 
analyzed by FTIR-ATR and were determined to be of a type of organic polymer, similar 
to poly aryl ether. 
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Brown Container Glass 
Of the brown glass samples, 81.9% could be discriminated at a 90% CL and only 
75.2% at the 99% CL.  It was noticed that some of the brown glass samples had an 
inner layer of a clear glass which had a completely different refractive index.  This 
increased the variance of some of the brown container samples. 
 
Elemental Ratios 
Elemental ratios were created for the discrimination of glass samples which was 
calculated by using the ANOVA/Tukey HSD analysis.  Elemental ratios consisted of 
emission line ratios and isotopic abundance ratios.  
 
LIBS 
Automobile Float Glass – Float Side 
A total of 92.9% of the float glass samples could be discriminated at a 90% CL based 
on the LIBS ratios and 82.2% could be discriminated at the 99% CL.  Utilizing the 
experimental RI variance from this work, the overall discrimination increased to 100% 
at the 90% CL and 99.2% of the samples could be discriminated at a 99% CL (Table 4).  
The correlation values calculated for the emission ratios used in the discriminating 
comparisons were less than 0.6, which illustrates that these ratios were minimally 
correlated.  The F-statistic value of the discriminating ratios for this sample set ranged 
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from 6 – 28.  The Sn/Na ratio, which had an F value of 28 provided the most 
discrimination of the 253 unique pairwise comparisons. 
Table 4: LIBS emission discrimination percentages for automobile float glass – float side  
Emission Line Ratios F-statistic 90% 99% 
Mg II (280.271 nm)/Sn (283.998 nm) 6.2 15.4 8.3 
Si (288.158 nm)/Al (309.271 nm) 17.8 38.7 30.0 
Sn (328.233 nm)/Na (330.237 nm) 28.4 50.2 40.7 
Na (330.237 nm)/Ti II (336.123 nm) 10.0 28.9 19.4 
Ca (422.673 nm)/Ti (428.335 nm) 22.3 15.4 10.7 
Cr (428.973 nm)/Ti (430.839 nm) 9.8 23.7 16.6 
Mg (518.36 nm)/ Ti (521.038 nm) 9.3 19.0 13.0 
Sn (326.233 nm)/ Ti II (336.123 nm) 10.8 25.3 17.8 
Fe II (259.94 nm)/Mg (277.983 nm) 10.1 32.4 20.9 
Ca (649.378 nm)/Ba (649.876 nm) 16.7 19.0 17.0 
Discrimination by Emission Ratios Only  92.9 82.2 
Experimental RI (10-5) Only  95.7 94.9 
Emission Ratios + Exp. RI  100.0 99.2 
 
Automobile Float Glass – Non Float Side 
The eight LIBS emission ratios chosen for discrimination provided 82.3 % discrimination 
at the 90% CL and the 71.8% discrimination at the 99% CL.  Combining the LIBS ratios 
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and the measured RI data allowed 99.4% and 98.9% of the samples to be 
discriminated at the 90% CL and the 99% CL.  The F-statistic values calculated for this 
set of samples ranged from 7 – 25. 
Table 5: LIBS emission discrimination percentages for automobile float glass – non-float side 
Emission Line Ratio F-statistic 90% 99% 
Si (221.174)/Nb (243.538) 10.4 14.2 14.2 
Si (252.851)/Mn II (257.610) 24.3 21.4 14.5 
Si (288.158)/Ca II (317.930) 9.1 26.2 19.1 
Fe (373.713)/U (383.146) 11.5 32.8 24.5 
Cr (390.568)/Fe (393.591) 25.2 27.1 19.6 
Fe (393.591)/Ca (422.670) 7.3 15.7 10.2 
Ca II (527.018)/Mn (534.940) 11.6 14.0 10.5 
Na (819.479)/Cl (822.174) 9.5 29.9 22.5 
Emission Ratios Only  77.5 67.0 
Emission Ratios + Meas. RI  99.2 98.3 
 
Headlamp Glass 
Using the LIBS data alone, approximately 98.1% of the glass samples could be 
identified at a 90% CL.  At the 99% CL, 97.1% could be discriminated.  With the 
addition of the refractive index information, 100% of the samples could be 
differentiated from one another at both confidence intervals (Table 6).  The Pearson 
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correlation revealed three pairwise comparisons that had an r greater than 0.8; due to 
the discrimination percentage these values were retained. 
Table 6: LIBS emission discrimination percentages for headlamp glass 
Emission Line Ratio F-statistic 90% 99% 
B (249.772)/Si (250.690) 191.9 60.0 48.6 
Sb (252.851)/Fe II (259.940) 5.4 17.1 9.5 
Mg II (280.271)/Si (288.158) 12.0 21.0 13.3 
Th II (339.203)/Zr II (343.823) 51.3 63.8 54.3 
U (394.382)/Al (396.152) 16.1 47.6 44.8 
Al (396.152)/Ca II (396.847) 14.0 38.1 27.6 
Zr II (343.823)/Ce (349.621) 22.1 53.3 49.5 
Na (819.479)/Cl (821.204) 16.1 41.0 30.5 
Na (819.479)/Cl (822.174) 12.8 38.1 32.4 
Emission Ratios Only  98.1 97.1 
Emission Ratios + RI  99.1 99.1 
 
Side Mirror Glass 
The glass side of the side mirror samples was analyzed by the LIBS method.  Based on 
discriminating ratios, 61.3% of the automobile side mirror was discriminated at a 90% 
CL.  At the 99% CL, only 53.7% could be discriminated by elemental ratios alone.  
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When the RI data is added, the overall discrimination increased to 78.6% and 71.3%, 
refer to Table 7. 
Table 7: LIBS emission discrimination percentages for automobile side mirror – glass side 
Emission Line Ratio F-statistic 90% 99% 
Na (285.281)/Si (288.158) 8.1 20.7 15.5 
Mg II (280.271)/Sn (283.998) 106.3 39.8 35.1 
Si (288.158)/Ca II (317.930) 6.8 15.9 9.8 
Fe (373.713)/U II (383.146) 15.7 23.7 18.2 
Mg (383.829)/Ca II (396.847) 4.2 11.4 7.0 
Cr (390.568)/Nd (393.591) 9.8 16.6 16.4 
Fe (393.591)/Ca (422.670) 4.1 7.0 3.7 
Mg (518.360)/Ca (558.875) 15.7 20.1 15.2 
Fe (559.470)/Na (568.864) 5.6 12.8 6.2 
Emission Ratios Only  61.3 51.0 
Emission Ratios + RI  77.9 70.1 
 
Brown Container Glass 
The ANOVA/Tukey HSD test was used to calculate the discriminating power of this 
analytical method.  Based on the discriminating elemental ratios, 98.1% and 97.1% of 
the samples could be discriminated without incorporating the RI information at 
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confidence levels 90% and 99%, respectively (Table 8).  With the incorporation of the 
RI data, 99.0% and 98.1% of the samples could be discriminated. 
Table 8: LIBS emission discrimination percentages for brown container glass 
Emission Line Ratio F-statistic 90% 99% 
Si (221.806)/Fe II (238.204) 15.0 44.8 41.0 
Mg II (279.553)/Na (285.201) 9.9 32.4 21.9 
Mg II (280.271)/Mg (285.213) 17.23 48.6 40.0 
Na (285.281)/Si (288.158) 396.43 19.0 14.3 
Mg (518.360)/Ca (558.876) 377.83 84.8 83.8 
Ca (558.876)/Na (588.995) 24.7 50.5 45.7 
Ca (616.217)/Cd (643.847) 18.84 53.3 46.7 
Si (742.350)/N (746.831) 56.1 56.2 56.2 
Na (818.326)/Cl (822.174) 34.8 43.8 41.0 
Na (819.479)/Cl (821.204) 14.4 31.4 27.6 
Emission Ratios Only  98.1 97.1 
Emission Ratios + RI  99.0 98.1 
 
LA-ICP-MS 
Automobile Float Glass – Float Side 
The raster method was used as the method of analysis for this sample set.  Data taken 
from layer 1 of each glass sample distinguished 100% of the samples at both the 90% 
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CL and 99% CL, without the addition of the RI data.  Evaluation of data taken from 
layer 2 of the glass samples discriminated 100% of the samples both at the 90% CL 
and at the 99% CL (Table 9).  The sum of the three sets of data (layers 1 – 3) provides 
a composite data set that reflects the overall composition of the glasses.  Using the 
composite data, at the 90% CL and at the 99% CL, 100% of the samples could be 
distinguished (Table 9).   
 
The F-statistics obtained from the LA-ICP-MS isotopic ratios are significantly larger than 
those obtained from the LIBS emission ratios.  The F-statistic values gathered from the 
LIBS analysis of the float glass (float side) sample had a maximum value of 28 (Sn 
(328.233 nm)/Na (330.237 nm)) while those from the isotopic ratios had a maximum 
value of 46,083 in one case (27Al/29Si) for the analysis of the same sample set.  The 
difference between the F-statistics calculated for analytical method, without the aid of 
RI, illustrates the precision of the methods. 
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Table 9: LA-ICP-MS discrimination percentages for layers 1, 2, 3, and composite of all three layers used in sampling 
automobile float glass – float side.  RI data was not included since 100% discrimination was attained for each analysis.   
Layer 1 Layer 2 Layer 3 Sum of 3 Layers 
Isotopic Ratio 
F-value 90% CL 99% CL F-value 90% CL 99% CL F-value 90% CL 99% CL F-value 90% CL 99% CL
7Li  / 53Cr 109.7 64.4 58.9 240.7 77.9 72.3 182.2 81.0 73.9 229.7 77.5 73.1 
23Na  / 24Mg 70.6 45.1 41.5 196.6 54.9 48.6 29.6 24.5 24.5 74.2 50.6 43.5 
27Al  / 47Ti 1,323.3 86.2 83.4 4,276.5 90.1 89.7 3,488.2 89.3 89.3 9,737.2 93.3 92.1 
27Al  / 29Si 8,165.3 76.3 70.8 21,202.0 74.7 72.7 14,590.0 75.1 70.0 46,083.8 77.1 73.1 
29Si  / 39K 146.5 87.7 85.4 198.0 91.3 89.7 128.4 88.9 88.1 205.0 93.7 93.3 
55Mn  / 238U 2,364.5 92.5 91.7 3,195.6 89.3 87.4 3,476.0 86.2 81.0 5,998.9 91.3 89.7 
57Fe  / 55Mn 996.5 35.6 34.4 830.4 37.2 34.8 222.6 39.5 35.2 843.0 46.2 39.1 
66Zn  / 60Ni 58.6 64.4 58.5 28.7 52.2 46.2 2.3 4.7 1.4 31.9 54.5 51.4 
118Sn  / 44Ca 61.0 52.6 44.3 88.7 62.8 57.3 91.9 64.4 62.8 80.1 62.8 55.7 
232Th  / 238U 163.9 76.3 74.3 109.1 71.5 66.0 86.0 68.8 62.8 292.0 79.4 77.1 
Overall 
Discrimination 




Instead of performing the LA-ICP-MS rastering method, a drill down method was 
applied for this sample set.  This method was more similar to the LIBS method of 
analysis.  The discrimination for this sample set was significantly lower than previously 
obtained with other samples.  72.4% and 61.0% of the samples were discriminated at 
90% CL and 99% CL, respectively.  When the RI data was incorporated, the 
discrimination percentages increased dramatically to 93.3% and 91.4% at the 90% CL 





























Table 10: LA-ICP-MS isotopic discrimination percentages for headlamp glass 
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Isotopic Ratio F-Statistic 90% 99% 
7Li / 53Cr 73.4 13.3 13.3 
137Ba / 140Ce 251.4 13.3 13.3 
27Al / 47Ti 7.2 26.7 14.3 
57Fe / 55Mn 5.1 18.1 8.6 
232Th / 236U 2.6 3.8 0.0 
85Rb /232Th 11.4 13.3 13.3 
88Sr /90Zr 23.0 5.7 0.0 
139La /178Hf 8.5 26.7 15.2 
27Al / 29Si 6.1 24.8 24.8 
Isotopic Ratios Only  72.4 61.0 
Isotopic Ratios + RI  93.3 91.4 
 
Side Mirror Glass 
LA-ICP-MS was used to analyze the glass side of the side mirror glass samples (Table 
11) by the ANOVA/Tukey HSD test.  The raster method was used as the analytical 
method of analysis.  The overall discrimination achieved by this technique was 
significantly higher than the LIBS and RI discrimination percentages.  By encompassing 
the three layers of analysis, overall 100% of the samples were discriminated by isotopic 
ratios alone at the confidence level of 90%.  When the confidence level increased to 
99%, the discrimination percentage decreased to 99.8% with RI and 99.6% without RI. 
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Table 11: LA-ICP-MS discrimination percentages for Layers 1, 2, 3, and composite of all three layers used in sampling side 
mirror glass 






















7Li  / 53Cr 128.5 62.9 58.3 136.7 70.8 66.7 131.9 71.7 67.7 234.1 72.4 69.2 
23Na  / 24Mg 6.8 5.9 5.9 20.1 28.5 21.6 97.3 64.0 56.7 136.4 69.5 64.7 
27Al  / 47Ti 724.1 70.0 66.1 710.0 70.2 66.1 650.3 68.8 65.4 2507.4 81.8 79.3 
29Si  / 39K 110.3 62.6 60.6 558.8 81.3 78.6 866.5 84.5 81.8 278.1 73.8 69.5 
55Mn  / 238U 30.0 5.9 5.9 77.7 52.4 45.3 389.9 80.0 75.4 125.6 68.1 63.1 
57Fe  / 55Mn 564.0 67.0 61.8 1145.5 69.9 67.2 1087.0 71.8 69.5 4653.2 83.6 80.8 
66Zn  / 60Ni 22.7 43.3 33.7 18.4 41.7 36.0 2.07 3.7 1.4 13.6 34.6 26.7 
118Sn  / 44Ca 677.9 83.4 81.6 413.2 80.8 76.8 531.6 82.4 80.4 706.8 84.1 81.6 
232Th  / 238U 24.2 36.5 32.1 30.8 36.5 31.4 185.2 59.7 55.0 102.1 53.8 47.6 
27Al  / 29Si 670.1 75.2 72.0 1013.0 80.6 77.0 827.3 77.7 74.0 1224.9 81.3 77.5 
Isotopic Only  99.3 98.6  99.5 99.3  99.8 99.3  100.0 99.6 




Automobile Float Glass – Float Side 
The automobile float glass (float side) was discrimination by ANOVA/Tukey HSD 
analysis using XRF emission ratios.  Discrimination emission ratios were created from 
the 26 emission peaks.  From these peaks, discriminating ratios were chosen as to 
provide maximum discrimination with minimal correlation between the emission ratios.  
For this sample set, 90.9% of the samples could be discriminated at the 90% CL and at 
the 99% CL, 85.8% of the samples were discriminated.  If this information is used in 
conjunction with the experimental RI data described above, 99.2% and 98.8% can be 













Table 12: XRF emission discrimination percentages for automobile float glass – float side 
Emission Line Ratios F-value 90% 99% 
Na K/Mg K 2.86 3.95 1.19 
K K/Ca K 96.17 66.01 57.31 
Ti K/Cr K 25.45 30.43 30.43 
Rb K/Sr K 4.11 8.30 5.53 
Sr K/Zr K 70.58 50.99 41.90 
Al K/Mn K 4.31 7.51 1.58 
Sc K/Co K 3.70 7.91 5.53 
Zn K/Cd K 1.77 0.39 0.00 
Emission Ratios Only  90.9 85.8 
Emission Ratios + M. RI  98.8 98.8 
 
Headlamp Glass 
The discrimination obtained with XRF alone was lower than that obtained by LIBS or 
LA-ICP-MS by the ANOVA/Tukey HSD test.  The F-statistics calculated for these 
discrimination ratios were less the 40, which is significantly lower than the F-statistic 
values for the LA-ICP-MS isotopic ratios and similar to the F- statistic values for the 
LIBS elemental ratios.  At the 90% CL, 68.6% of the samples could be discriminated 
based on XRF measurements alone.  With the RI data, this discrimination value 
increased to 91.4%.  At the 99% CL, 88.6% and 67.6% of the pairwise comparisons 
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were deemed to be from different sources, with and without RI data, respectively 
(Table 13). 
Table 13: XRF emission discrimination percentages for headlamp glass 
Emission Line Ratio F-value 90% 99% 
Al K/Si K 15.6 29.5 22.9 
K K/Ca K 49.3 13.3 13.3 
Na K/Cu K 1.8 1.0 0.0 
Na K/Al K 3.2 3.8 0.0 
Sr K/Zr K 14.5 15.2 13.3 
Si K/Ca K 13.8 28.6 22.9 
Zr K/Rb K 37.6 55.2 53.3 
Emission Ratios Only  68.6 67.6 
Emission Ratios + RI  91.4 88.6 
 
Side Mirror Glass  
The reflective side of the side mirror was analyzed by XRF (Table 14).  The F-statistic of 
the discriminating ratios chosen for this discrimination ranged from 2 to 1,115.  The 
elemental ratio that had a F-statistic of 2 (Zr K/Cd K) only discriminated 2% at the 90% 
CL and did not discriminate at the 99% CL; whereas, the ratio with a F-statistic of 1,115 
(Cr K/Fe K) discriminated 90.6% and 87.7% at the 90% CL and the 99% CL, refer to 
Table 14.  Ten discriminating ratios differentiated 98.8% of the samples at the 90% CL 
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and 97.9% at a 99% CL.  There was a slight increase in discrimination, 98.9% and 
98.0% respectively at the 90% CL and the 99% CL with the addition of The RI data. 
 
The non-coated glass side of the side mirror was analyzed by XRF as well (Table 15).  
The F-statistic values were significantly lower than those calculated for the deposit side 
of the mirror.  The F-statistics ranged from 2 to 73.  Using the XRF discrimination ratios 
alone, at the 90% and the 99% CL, 80.6% and 71.0% was differentiated.  The overall 
discrimination of XRF + RI was lower for the deposit side, the discriminating power for 















 Table 14: XRF emission discrimination percentages for automobile side mirror – deposit side 
Emission Line Ratio F-value 90% 99% 
Na K/Mg K 30.13 39.04 30.12 
Ma K/Al K 140.62 73.62 69.16 
Si K/Ca K 142.4 68.09 62.74 
K K/Ti K 122.08 51.16 44.74 
Cr K/Fe K 1115.64 90.55 87.70 
Mn K/ Co K 6.78 12.66 10.52 
Ni K/Cu K 6.44 5.88 5.88 
Rb K/Sr K 3.70 6.42 4.64 
Sr K/Zr K 82.93 48.66 40.82 
Zr K/Cd K 2.31 1.96 0.00 
Emission Ratios Only  98.75 97.86 









Table 15: XRF emission discrimination percentages for automobile side mirror – non coated 
glass side 
Emission Line Ratio F-value 90% 99% 
Na K/Mg K 5.77 8.20 5.88 
Ma K/Al K 16.59 39.39 28.34 
Si K/Ca K 1.086 5.17 0.18 
K K/Ti K 13.84 35.12 28.70 
Cr K/Fe K 16.86 21.57 21.39 
Mn K/ Co K 3.10 5.70 5.70 
As L/Rb K 2.66 5.35 4.28 
Rb K/Sr K 11.43 17.47 11.94 
Sr K/Zr K 73.74 38.15 29.77 
Zr K/Cd K 4.02 7.12 3.39 
Emission Ratios Only  80.57 70.94 
Emission Ratios + RI  90.55 83.07 
 
Brown Container Glass 
One hundred percent of the brown container glasses were discriminated from one 
another at both the 90% and the 99% confidence levels.  The F-statistics calculated for 
the discrimination ratios ranged from 11 to 3,700.  The discrimination ratio that had a 
F-statistic of 3,700 (K K/Ca K) was able to discriminate 95.2% of the samples at the 
90% CL, refer to Table 16.   
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Table 16: XRF emission discrimination percentages for brown container glass 
Emission Line Ratio F-value 90% 99% 
Na K/Mg K 11.56 38.10 29.52 
Al K/Si K 30.10 38.10 34.29 
K K/Ca K 3,700.03 95.24 91.43 
Ti K/Cr K 16.18 41.91 27.62 
Ca K/Fe K 2,041.76 94.286 91.43 
Cu K/Zn K 11.15 13.33 13.33 
Rb K/Sr K 56.02 41.91 33.33 
Sr K/Zr K 166.79 84.76 80.00 
Si K/Ca K 71.61 60.95 53.33 
Al K/Mn K 11.98 13.33 13.33 











Student’s t-Test Data Analysis 
HQI Discrimination  
The hit quality index (HQI) is based on the cosine of the angle between two spectra 
(vectors), i.e. a questioned and a known spectrum.  The spectra were normalized to the 
most intense peak in the spectrum.  The HQI is calculated from the dot product 
between spectra A and spectra B, refer to equation 26.  If the two spectra are similar, 
















Automobile Float Glass – Float Side 
This method was used for full spectral discrimination of the XRF spectra.  This method 
alone provided a slightly higher discrimination percentage at both the 90% CL and the 
99% CL than the ANOVA/Tukey HSD analysis method.  The spectral emission recorded 
ranged from 0 – 40.2 keV.  However, most of this area (10 – 40 keV) is comprised of 
noise from the baseline, refer to Figure 13.  When the spectral range used for 
comparison was shortened to the unique area of the spectral emission, the overall 
discrimination increased.  It is necessary to note that the peaks centered around 20 keV 
are present in every sample and were removed when the spectral range is limited to 0 
– 10 keV. 
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Figure 13: Representative XRF glass spectra 
 
Using a limited spectral region, approximately 80% of the 253 pair-wise comparisons 
can be discriminated.  Incorporating the RI data with the XRF data, the discriminating 
power of this method increases dramatically to 99.6% at both a 90% and a 99% 
confidence level. 
Table 17: XRF discrimination percentages of automobile float glass – float side 
XRF Alone XRF + RI Energy Range 
(keV) 90% CL 99% CL 90% CL 99% CL 
0 - 40.2 68.4 58.1 99.2 98.8 
0.8 – 25.1 68.8 59.3 99.6 98.8 





Using the Student’s t-test alone to discriminate the XRF full spectra, 84.8% and 76.2% 
of the headlamp samples could be discriminated at the 90% CL and the 99% CL when 
the spectral region of comparison was limited to 0.8 – 10.0 keV (Table 18).  The 
discrimination increased with the addition of the RI data to 94.3% at the 90% CL and 
92.4% at the 99% CL. 
Table 18: XRF discrimination percentages of headlamp glass 
XRF Alone XRF + RI Energy Range 
(keV) 90% CL 99% CL 90% CL 99% CL 
0 - 40.2 70.48 61.90 95.24 92.38 
0.8 – 25.1 70.48 61.90 95.24 92.38 
0.8 – 10.0 84.76 76.19 94.29 92.38 
 
Side Mirror Glass 
This method was employed for spectral discrimination of the deposit side and the glass 
side of automobile side mirror.  A limited spectral region was used for comparison, this 
ranged 0.8 – 10.0 keV.  Higher discrimination was achieved for the deposit side of the 





Table 19: XRF full spectral analysis (0.8 0 10.0 keV) of the deposit and the glass side of 
automobile side mirrors 
XRF Alone XRF + RI Side 
Analyzed 90% CL 99% CL 90% CL 99% CL 
Deposit 93.94 91.09 96.08 94.47 
Glass 91.62 86.99 94.29 90.37 
 
Brown Container Glass 
Using the full spectral Student’s t-test for this sample set, significantly lower 
discrimination percentages were obtained.  Only 53.3% and 31.4% of the sample could 
be discriminated at the 90% CL and the 99% CL if the entire spectrum was retained for 
comparison.  The discrimination percentages increased dramatically once the spectral 
region shortened to include only the elemental emissions from the sample (0.8 – 10 
keV).  The percentages increased to 95.2% and 88.6% at the both the 90% and 99% 
confidence levels, respectively. 
Table 20: XRF full spectral discrimination of brown container glass 
XRF Alone XRF + RI Energy Range 
(keV) 90% CL 99% CL 90% CL 99% CL 
0 – 40.2 53.33 31.43 87.62 78.10 
0.8 – 25.1 53.33 31.43 87.62 78.10 
0.8 – 10.0 95.23 88.57 98.10 94.29 
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Sorenson Discrimination  
Automobile float glasses (float side) were analyzed by the Sorenson discrimination 
method.  In the Sorenson equation, the metric is denoted as P.  This equation counts 
the number of peaks that are the same in the two spectra being compared, multiplies 
the number of common peaks by two and divides the product by the total number of 
peaks in both spectra.  This value, P, provides a quantitative comparison of the spectra.  













Automobile Float Glass – Float Side 
A sample set that consisted of 15 glass sample (105 pairwise comparisons), was 
analyzed by this method.  Each glass samples was analyzed at 5 different positions on 
the surface of the glass in order to calculate the variance between replicate 
measurements on the same samples and different samples.  This method allowed for 






Pearson Correlation Coefficient 
Full Spectral Correlation 
Sample discrimination of automobile float glass (float side) was attempted by full 
spectral Pearson correlation.  This correlation utilizes all data points, including baseline 
points.  The correlation can be residual by plotting the intensities from each channel in 
spectrum A against the intensities from spectrum B.  This analysis was performed on 
two comparisons of LIBS glass spectra and the results are illustrated in Figure 14 and 
Figure 15.  One of the comparisons is of two glass samples that could be discriminated 
by elemental ratios and RI (Figure 14), while the other comparison was between two 
glass samples that could not be discriminated by elemental ratios or RI (Figure 15).  
The pairwise comparison illustrated in Figure 14 was previously discriminated by six 
different elemental ratios.  The coefficient (r) values for both plots were similar.  This 
method was insufficient for discrimination, which is attributed to the heavy weighting of 
the linear correlation by the points in the baseline, which generally leads to high 
coefficient values (r > 0.9) for comparisons between the same sample or different 
samples.  Included in the points plotted are the points located on the sides of the peak 
which may provide broadening information and characterize the plasma itself, but there 




Figure 14: Discriminated pairwise comparisons analyzed by full spectral Pearson correlation 
 
 





Isolated Peak Correlation 
Due to the issues described above regarding the influence of the baseline on the 
correlation, peaks with a S:N > 3:1 were identified and plotted against each other to 
determine if any discriminating information could be obtained.  In this method, if the 
peak was present in one spectrum and not in the other (“absent peaks”), it was not 
included in the plot.  This avoids using missing information to aid discrimination.  While 
two samples can be considered different of one has a peak and the other does not, 
there is no concrete determination to say that sample B does not possess the same 
peak but at a concentration lower than the limit of detection.  The same pairwise 
comparisons analyzed in the previous section, where analyzed by this method as well.  
The isolated peak Pearson correlation plots are illustrated in Figure 16 and Figure 17.  
The coefficient values calculated for the two pairwise comparisons were both greater 
than 0.99, which is too similar to make any determination about the discrimination. 
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A larger sample set, consisting of the same 15 samples analyzed by the Sorenson 
method of discrimination, was subjected to discrimination by the isolate peak Pearson 
analysis.  This analytical method provided 29.5% discrimination at the 90% CL, which is 
significantly lower than the 90.5% discrimination obtained with the Sorenson analysis.  
At the 99% CL, 5.7% of the samples could be discriminated.  This discriminating power 
is significantly lower than those obtained with the other discrimination methods and is 
due to the extreme similarity of the peak intensities in the known and unknown sample 
being compared.   
 
Rank Correlation  
The discriminated sample pair and the non-discriminated sample pair, presented in the 
previous sections were analyzed by rank correlation of the intensities of the identified 
peaks.  The correlation is based on the intensity of peaks identified with a S:N > 3:1 
and uses only the peaks that are present in both spectra.  The rank correlation of the 
discriminated pair is illustrated in Figure 18.  This plot shows a high degree of scattering 
about the best fit line.  The rank correlation plot displayed in Figure 19 for the pair that 
was not previously discriminated by the ANOVA/Tukey HSD method and RI shows much 
less scatter.  The correlation of the discriminated pair is much lower than the non-




Figure 18: Discriminated pairwise comparison analyzed by isolated peak rank correlation 
 
 
Figure 19: Not discriminated pairwise comparison analyzed by isolated peak rank correlation 
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The set of 15 samples analyzed by the Sorenson method and the Pearson correlation 
method was analyzed by the rank correlation method.  In this discrimination study, 
92.4% of the samples could be discriminated at the 90% CL and 83.8% of the samples 
were discriminated at the 99% CL.   
 
Confidence Interval Discrimination 
Full Spectral Discrimination 
Full spectral discrimination of glass samples were analyzed by calculating the 
confidence intervals of the peaks in the known and unknown spectra.  Only peaks with 
a S:N greater than three and are present in both spectra are utilized in this comparison.  
The intensity difference was calculated for each peak compared and the ten peaks with 
the largest difference were used for discrimination.  The confidence intervals were then 
calculated for the peaks in spectra A and spectra B, if the intervals overlap then the pair 
was not discriminated by this peak.  If the peaks do not overlap than the pair is 
discriminated.  
 
 Six comparisons were tested using this analytical method: three comparisons that were 
previously discriminated by elemental ratios and three comparisons that were not 
previously discriminated by the ANOVA/Tukey HSD analysis (Table 21).  For this 
analysis, the spectral region analyzed was from 200 – 800 nm.  The spectral region 
from 800 – 900 nm was not included in this discrimination in order to omitted peaks 
 99
associated with air atmospheric emission.  Peaks having a S:N > 3:1 were included in 
the discrimination calculation. 
 
Table 21 presents a comparison of the full spectral confidence interval analysis to the 
ANOVA/Tukey HSD analysis.  There were 10 discriminating peaks with the largest 
difference in intensity identified for each comparison.  However, these peaks were not 
able to discriminate the known and unknown samples based on the confidence interval.  
Absent peaks are defined as peaks present in one of the two spectra.  The number of 
“absent peaks” provides supplemental information; generally comparisons that were 
discriminated have a high number of “absent peaks” which illustrates the difference 
between the known and the unknown sample.  When the comparison can not be 
discriminated, there is usually a low number of absent peaks.  The number of elemental 
ratios that could discriminate the comparison via ANOVA/Tukey HSD analysis is 









Table 21: Full spectral confidence interval discrimination of automobile float glass (float 










Explorer Escort 10 0 31 1 
Saturn Avenger 10 0 60 3 
Mazda C1500 10 0 88 6 
Escort Mazda 10 0 0 0 
Eclipse Concord 10 0 55 0 
Prism Intrepid 10 0 49 0 
 
The results presented in Table 21, illustrates that there is no discrimination obtained by 
the full spectral confidence interval method of analysis.  Samples previously 
discriminated by the ANOVA/Tukey HSD analysis and had a high number of absent 
peaks was not discriminated by the full spectral confidence interval analysis.  
 
Sub-spectral Discrimination 
Better discrimination was attained if the spectra were broken up into spectral ranges 
(~250 nm).  Only peaks with a S:N ratio greater than three were used in the analysis.  
The peaks with the highest difference in intensities are usually the most intense peaks 
and not necessarily the most discriminating.  Less intense peaks, which can be unique 
to the samples, are not considered when used the full spectrum.  By limiting the 
spectral range, differences in the less intense peaks can be included for discrimination.  
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This may lead to better discrimination of the pairwise comparisons.  Only the spectral 
region from 200 nm – 650 nm was included in the discrimination.  This was done to 
remove any influence of atmospheric peaks, located in the 650 nm – 900 nm spectral 
region.  Each matrix comparison was evaluated at the 99% CL so that the Bonferonni 
correction could be utilized and give an overall confidence level of 98% CL for the total 
matrix. 
 
Automobile Float Glass – Float Side 
The following set of four matrices illustrates the sub-spectral analytical method of 
confidence interval discrimination.  Each matrix results from spectral comparisons of 




Figure 20: Discrimination sub-matrices of automobile float glass – float side based on 
confidence intervals 
 
For the total discrimination matrices (Figure 21), the first matrix entries represents the 
number of comparisons were able to discriminate the pairwise comparison by the two 
matrices in Figure 20.  The second matrix in Figure 21, illustrates how many peaks were 
in one of the two spectra, which is referred to as “absent peaks”.  Whereas, with the 
ANOVA/Tukey method, 96.4% of the samples could be discriminated, only 78.57% 




Figure 21: Overall discrimination matrices based on confidence intervals for automobile float 
glass – float side 
 
Brown Container Glass 
Analysis of brown container glass by the sub-spectral confidence interval method, 
allows for 85.7% discrimination of these pairwise comparisons based on the first sub-
spectral region.  This discrimination is enhanced by the 57.1% discrimination obtained 




Figure 22: Discrimination sub-matrices of brown container glass based on confidence 
intervals  
 
For comparative purposes, this same sample set was discriminated by the 
ANOVA/Tukey test where 100% of these samples could be discriminated compared to 








Based on the discrimination within the first sub-spectral region (220 – 450 nm) 82.1% 
of the samples could be discriminated.  In the second sub-spectral region (450 – 650 




Figure 24: Discrimination by sub-matrices of headlamp glass based on confidence intervals 
 
When these two regions are summed, 89.3% can be discriminated at an overall 
confidence level of 98% with this analysis (Figure 25).  In comparison to the 
ANOVA/Tukey method, this method had a lower discrimination percentage.  Using the 
ANOVA/Tukey method all of the samples could be discriminated. 
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Data Retrieval based on the HQI Calculation 
LIBS 
The utility of a library search is immeasurable in a forensic laboratory setting.  The ROC 
plots were used to determine how specific this method of analysis is with respect to 
cataloging and generating a library for comparison based on HQI values.  To test the 
utility of this discrimination, one LIBS spectrum from an automobile float glass (float 
side) car 1 was placed into a library (spectra a) and two replicate spectra from the 
same car were used to search against the library (spectra b).  The HQI values were 
calculated for each comparison and these values were used to generate the ROC curve 
presented in Figure 26.  The area under the curve was 0.73, this means that there is 
73% probability of recovering the correct match at an HQI value lower than an 
incorrect match.  The area achieved by this comparison is neither an ideal area nor an 
area that would be appropriate for developing a library for comparison.  The poor 
sensitivity of this discrimination may be due to a high variance of back-to-back single 
shot spectra collected per sample or due to the high similarity of individual glass 





Figure 26: ROC plot and a dot histogram of the LIBS Student’s t-test/HQI comparison of the 
automobile float glass – float side samples 
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Discrimination between Glass Types 
Discrimination of glass samples of the same type via the full LIBS spectra was quite 
difficult due to the high degree of similarity of the glasses (refer to Figure 12).  
Therefore, full spectral discrimination between different types of glass samples was 
attempted.  Visually, the spectra are quite different which should lead to PCA grouping 
or clustering (Figure 27). 
 
 




Principal component analysis was examined as a rapid full spectral classification 
technique for different glass types.  By reducing the variance in the spectra to their 
principal components groups of similar types of glasses was observed.  The 3-D PCA 
(PC1, PC2 and PC3) plot is illustrated in Figure 28.  This plot is comprised of ten spectra 
from different samples within each type of glass.  There is significant overlap between 
the side mirror, automobile (float side) and the automobile (non float side) samples, 
which are all float glasses.  Of the glass types examined, the headlamp spectra were 
the most different.  While float glass and the drinking glass are soda-lime-silicate, 
headlamp glasses are generally borosilicate and may also be a soda-lime-silicate.86 
 
PCA was performed using the glass spectrum from 200 nm – 514 nm.  The area from 
515 nm to 900 nm was omitted to prevent any influence from atmospheric emissions.  
Representative spectra of the distinct groups are illustrated in Figure 28 to illustrate 
how dissimilar these spectra are, the sodium peaks and atmospheric peaks are 
illustrated.  Utilizing the peaks with a S:N greater than 3, rather than using the full 
spectrum, was evaluated by PCA for grouping of the types of glasses.  However, more 




Figure 28: 3-D PCA plot of different types of glass based on full spectral analysis.  The 
ellipses in this plot are not probability ellipses.  They are present to clearly show the 
grouping of samples. 
 
There are three distinct groups evident in Figure 28: the headlamps, the brown 
container glasses and the float glasses.  One of the headlamps is grouped with the 
brown container glasses; this may be evidence of the two types of headlamps possible: 
borosilicate and soda-lime-silicate glass.  Most of the headlamps were borosilicate and 
grouped as such; however, there was one sample that may be of the soda-lime-silicate 
type and groups with the container glasses.  The three types of float glass group tightly 
together: automobile float glass – float side, the automobile float glass – non-float side 
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and the side mirror glass.  Further analysis was performed to separate these types of 
glasses. 
 
Elemental ratios (Table 22) were created to increase separation of the three types of 
float glass that were not separated in Figure 28.  These ratios were created from peaks 
in the spectral range of 200 nm – 514 nm.  PCA was performed on the elemental ratios 
in the same manner as that performed for the full spectral.  The groups of float glass 
were nearly separated completely, illustrated in Figure 29.  Representative spectra (200 
– 514 nm) for each type of glass are presented in Figure 29, to illustrate similarities of 
the glass spectra.  The spectra from the automobile – float glass samples is significantly 
different from the other two samples, this may be due to the side of the float glass 
analyzed.  The side mirror glass analyzed on the glass side was also the non-float side 
of the glass and results in spectra similar to the automobile float glass - non-float side 
samples.  However, PCA loadings separated the two types of glasses analyzed on the 
non-float side. 
Table 22: Discriminating ratios used for principal component analysis of the float glasses 
that were not separated during full spectral analysis 
Discriminating Ratios 
Fe II (259.94 nm) / Mg (278.03 nm)
Si (252.85 nm) / Mn II (259.99 nm) 
Si (221.73 nm) / Fe II ( 238.28 nm) 
Na (285.26 nm) / Si (288.16 nm) 




Figure 29: 3-D PCA plot of three types of float glasses based on the same ratio set.  The 
ellipses in this plot are not probability ellipses.  They are present to clearly show the 
grouping of samples. 
 
Conclusion 
LIBS in conjunction with RI data can provide discrimination comparable to the 
discriminating power of the more precise LA-ICP-MS.  The lower discriminating power of 
LIBS results from higher variance observed relative to LA-ICP-MS.  Creating a library of 
LIBS spectra for comparison does not seem feasible at this time due to the higher 
variance observed for ratios calculated from spectra not collected back-to-back on a 
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single day.  However, this does not rule out using LIBS to perform back-to-back 
comparisons of known and unknown samples. 
 
The most effective method of analysis for the glass samples was the ANOVA/Tukey HSD 
analysis which provided high discriminating power for each of the types of glasses.  This 
is useful when comparing or differentiating known and unknown glass samples that are 
presumed to be from the same type of glass.  This method of analysis is tedious based 
on the procedure for creating discriminating ratios.  Therefore, full spectral methods 
were investigated to facilitate rapid and efficient comparison methods.  Of these 
methods, the Student’s t-test combine with rank correlation of selected peaks provided 
the best discriminating power for samples from the same glass type, refer to Table 23.   
 
The area under the curve determined from the ROC curved for automobile float glass 
samples (float side) may increase if the rank correlation or the Sorenson analytical 










ANOVA/Tukey HSD Student’s t-test 
Confidence 
Interval 
  RI LIBS LA-ICP-MS XRF HQI Rank Sorenson Pearson Sub-spectral 
Float 92.9 100 77.1 81.8 92.4 90.5 29.5 78.6 Auto. 
Float Non-Float 
96.4 
77.5        
Glass 61.3 100 98.7 91.6     Side  
Mirror Deposit 
46.5 
  80.6 93.6     
Headlamp Outside 80.0 98.1 72.4 68.6 84.8    89.3 
Brown 
Container 
Inside 81.9 98.1  100 95.2    89.3 
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CHAPTER SEVEN: 
CN AND C2 DIATOMIC SPECIES 
 
Vibrational bands of diatomic species can be visible but are weak in a LIBS spectrum.  
The emissions of these vibrational bands generally arise from recombined elements 
(ion-electron or ion-ion) or emissions of diatomic species that were separated as a 
whole from the sample during the LIBS event.  Molecular C2 is created in the middle of 
plasma while CN radicals are created at the edge of the plasma wall where interactions 
with atmospheric N2 molecules can occur.91  Some CN radicals can be created within the 
plasma if sample analyzed is comprised of carbon and nitrogen.  Quantitative analysis 
via the CN band emission have been published elsewhere92, 93; however, analysis 
performed in this study are qualitative. 
 
The diatomic species can emit from multiple vibrational and rotational states.  The 
vibrational transitions produce larger, more intense bands than the rotational 
transitions.  Rotational bands are observed, especially in the C2 swan band sets, but it 
can be difficult to differentiate these bands from baseline noise.  Vibronic bands are 
generally separated into bands sets based on the transitions from the upper to the 
lower vibrational level (Δυ), where Δυ represents the difference of the vibrational 
quantum number between the upper and the lower vibrational states.94, 95  Vibronic 
bands are labeled as (υ’-υ”), where υ’ is the upper vibrational energy level in excited 
electronic state (E1) and υ” is the lower vibrational energy level in the ground electronic 
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state (E0).  In the Δυ = 0 band set, the vibrational bands located here are emit from a 
vibration level in the excited state to the same vibration level in the ground state: i.e. 
(0-0), (1-1), etc.  Whereas, Δυ = +1 the bands present are from the transitions (1-0) 
and (2-1) and in the Δυ = -1 band set include the bands that are from the transitions 
(0-1) and (1-2), refer to Figure 30. 
 
 
Figure 30: A depiction of the vibronic transitions 
 
Each set has a major band head which is the most intense vibronic band; the band 
heads are usually the (0-0), (1-0) and (0-1) transitions.  Vibrations can be located in a 
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band set as high and as low as Δυ = +/- 6, but the sets most frequently observed are 
Δυ  = +2, +1, 0, -1.   
 
C2 Swan Peaks 
C2 emission peaks belonging to the Swan d3Πg  a3Πu system were observed most 
readily in this study.  The recombination of two carbon ions yields a C2 diatomic 
emission located between 450 – 600 nm, as seen in Figure 31.94-99  The band heads 
that were observed are illustrated in Figure 31, these band heads Δυ = +1, 0 and -1 
which are observed at 471.68 nm, 516.41 nm and 568.50 nm, respectively.  Previous 
research has theorized that the excitation of the C2 molecule and the C2 swan bands in 
the emission spectra has two origins: “dissociation of high mass cluster Cx and their 
ions +nC  in the plasma plume and/or atomic carbon recombination”.
100, 101  This 




Figure 31: C2 swan vibrational bands observed from polystyrene analyzed in an air 
atmosphere 
 
As observed in Figure 31, only one vibrational band, the (0-0) transition, is noticed in 
the Δυ = 0 band set.  For these experiments, no other vibronic transitions were 
observed for this band set as has been presented elsewhere.72, 94, 95, 101  There is not a 
complete explanation for this observation, other than this band set falls on of the cusp 
of two different spectrometers and may have been lost.  While the vibronic transition 
bands are observed most readily, the rotational peaks are largely noticed in the Δυ = -1 
series.  These peaks provide rotational information about the C2 species.94 
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CN Violet Peaks 
CN radical emissions observed in this study are from the violet vibration – rotational B2Σ 
 X2Σ system; these peaks are observed in the 350 - 430 nm spectral region, as seen 
in Figure 32.94-96  The emissions of the CN radical band heads observed in the LIBS 
spectra CN vibration exhibits triple bond character of the diatomic species.  The sets of 
bands that are observed are with this instrument are Δυ = +1, 0 and -1 which are 
located at 359.04 nm, 388.34 nm and 421.63 nm, respectively (refer to Figure 32).  
Other important CN emission systems, such as the red A2Π-X2Σ+ system (704 – 738 
nm)99, 103, may provide more information about the sample.  The red system is 
generally the strongest of the vibrational systems104; however, these bands were not 
observed in this study.  
 




It is theorized that the creation of the CN radical within a plasma plume occurs by two 
mechanisms, which occur at two different laser energies or fluences.  At low energy the 
CN diatomic species is formed through a bimolecular reaction:100 
)()(2)(2 2 gasgasgas CNNC →+  (28) 
At higher laser fluences, approximately greater than 20 J cm-1, the nitrogen molecule 
dissociates due to energetic collisions within the plasma.  It is then theorized that the 
CN radicals are created through either one of the following two reactions:100 
)()()(2 gasgasgasgas CCNNC +→+  (29) 
•→+ )()()( gasgassolid CNNC  (30) 
 
In a LIBS plasma event, all elements in the immediate surroundings of the plasma are 
incorporated into the plasma, including the surrounding atmosphere.  Hence, the CN 
vibronic emission can results from a recombination of atoms created in one of two 
ways: a sample’s carbon atom recombines with a sample’s nitrogen atoms or a sample’s 
carbon atom recombines with an atmospheric nitrogen atom.   
 
Comparison of Vibronic Bands to Infrared Spectroscopy 
The vibrational transitions observed in LIBS spectra are similar to the stretching 
frequencies that are obtained from infrared spectroscopy.  When converted from 
wavelength (nm) to wavenumbers (cm-1), the difference between the band head from 
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different band sets can be compared to stretching frequencies of ground state organic 
molecules.  This comparison can provide insight into the type of bond between the two 
atoms, whether single, double or triple bonds.  The vibrational difference may be 
determined for either the excited state or the ground state; this depends on which 
diatomic emission bands are observed in the spectrum.  This difference is illustrated in 
Figure 33, by the red arrows. 
 
 
Figure 33: Depiction of the energy state used to calculate the vibrational difference 
 
From the calculated frequencies given in Table 24, the structure of the CN diatomic 
species possesses triple bond character.  This difference is not similar to the CN single 
bond stretch located around 1250 – 1020 cm-1.105  The structure of the C2 possesses a 
carbon-carbon double bond (C=C) character.  The difference observed in Table 24 for 
the C2 bands is low to be considered a C2 triple bond, which has stretching bands 
around 2260 – 2100 cm-1.105 
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The stretching frequencies presented in Table 24, are a range of where the ground 
state stretching frequencies can be located on an IR spectra for these diatomic bonds 
The frequencies observed from the IR spectra of for bonds that are flanked by R 
groups.  The frequencies calculated from the vibronic bands are from diatomic species 
that are free from any substituents.  This may account for the difference observed in 
the stretching frequencies calculated from the vibronic bands and IR spectra.   
 











(0,1) 421.63 23,717 
(0,0) 388.34 25,751 
2034 
Ground state 
(0,0) 388.34 25,751 
CN 
(1,0) 359.04 27,852 
2101 
Excited state 
2260 - 2222  
CN 
Triple Bond 
(0,1) 563.50 17,746 
(0,0) 516.41 19,364 
1618 
Ground state 
(0,0) 516.41 19,364 
C2 
(1,0) 473.68 21,108 
1744 
Excited state 





Two-Dimensional (2-D) Correlation Spectroscopy 
Two-dimensional (2-D) correlation spectroscopy is a technique that can identify the 
relationship two different series of peaks based on their emission intensities over time.  
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This technique can identify the correlation between two groups that are strongly 
interacting with each other.  The 2-D correlation spectroscopy is based on two 
orthogonal components, the synchronous and the asynchronous correlation spectra, 
both of which provide a wealth of information about the two spectral regions being 
compared.  Another advantage of using this correlation spectroscopy technique is that 
the sequential order of the intensity change of the two spectral regions with respect to 
the time is available.106 
 
Synchronous 2-D Correlation Spectra 
The spectral data must be measured at m equally spaced points in time t between the 
observation time Tmin and Tmax.  This data set is represented by equation 31, where ν is 
the spectrum at the specified time tj, where j = 1 - m. 
( ) ( )jj tyy ,~~ υυ =  (31) 
 
The synchronous correlation spectrum Φ (υ1, υ2) is represented by the product of two 
spectral matrices: 





=Φ  (32) 
 
In a synchronous 2-D correlation spectrum the intensity of the correlation represents 
the simultaneous change of the “spectral intensity measured at υ1 and υ2 during the 
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interval between tmin and tmax”.106, 107   In equation 32, υ1 and υ2 are spectral variables 1 
and 2; tmin and tmax signifies the time interval of which the peaks where analyzed.  A 
positive peak in a synchronous correlation plot signifies that the two spectral variables 
are increasing or decreasing together with respect to the external variable, t.  If one 
spectral variable increases while the other decreases, a negative peak is observed.106, 
107 
 
Asynchronous 2-D Correlation Spectra 
The Asynchronous correlation spectrum Ψ (υ1, υ2) is represented by the following 
equation: 





=Ψ  (33) 
A linear transformation is necessary to provide an orthogonal discrete matrix of the 
second spectral range variable, ( )2~ υy .  The Hilbert-Noda transformation matrix (N) is 
















































N  (34) 
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The asynchronous 2-D correlation spectrum reveals the nature of sequential changes 
between the two spectral variables.  Peaks are only observed in this spectrum if the 
intensity of the two spectral variables change asynchronously with respect to one 
another.  If the sign of the peak is positive, the intensity change of ν1 precedes than 
the change in ν2 as the perturbation is applied.  The sign in negative if the opposite 
occurs, i.e. if the intensity change of υ2 precedes the change in υ1.106, 107  If no peaks 
are observed in this spectrum then the two spectral variables move simultaneously as 
the perturbation is applied.   
 
Comparison between C(I), CN and C2 peaks 
Synchronous and the asynchronous plots were generated to determine the relationships 
between the C (I) atomic emission peak, the CN violet Δυ = 0 bands and the C2 swan 
Δυ = -1 vibrational bands.  The C2 Δυ = 0 was not used in this set because the whole 
band series was not present.   
 
Sample Analysis 
A polystyrene sample was analyzed in an air atmosphere in order to observe the CN 
bands.  An average spectrum comprised of ten single shot spectra, each collected at a 
different position on the sample’s surface.  A set of ten single shots were collected at 
increasing spectrometer time delays from +1.0 μs to -20.0 μs at 0.5 μs intervals.  
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Synchronous and asynchronous plots were generated for the following comparisons: C 
(I) & CN, C (I) & C2, and CN & C2. 
 
The data was mean-centered prior to generating the 2-D correlation plots.  The spectral 
data collected at each delay time was averaged across the wavelengths and this 
“averaged spectrum” was subtracted from each individual spectrum. 
 
Results and Discussion 
The synchronous and the asynchronous plots that represent the comparison between 
the CN violet bands (υ1) compared to the C2 swan bands (υ2) are illustrated in Figure 
34.  The synchronous plot indicates that the two peaks simultaneously decrease in 
intensity.  The asynchronous plot, on the other hand, the negative peaks indicate that 
the intensity change in the CN peaks occurs slower than the change in the C2 peaks 
with respect to the external variable time (t).  This change is observed due to the steep 
drop in intensity of the C2 peaks when compared to the CN peak.  The lifetime of CN is 
longer than the lifetime of the C2 species, τC2 < τCN. 
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Figure 34: The synchronous and asynchronous plots of the CN Violet vs. C2 Swan peaks 
 
The synchronous and the asynchronous plots that represent the comparison between 
the C (I) atomic emission peak (υ1) compared to the CN violet bands (υ2) are illustrated 
in Figure 35.  The synchronous plot indicates that there is a simultaneous change of the 
two spectral variables.  The intensity from both variables decreases with time.  The 
asynchronous plot, however, has a positive intensity which indicates that the C (I) peak 




     
Figure 35: The synchronous and asynchronous plots of the C (I) vs. the CN Violet peaks 
 
The synchronous plot between the C (I) atomic peak (υ1) and the C2 swan band (υ2) in 
Figure 36 indicates that the two spectral variables decrease similarly.  The 
asynchronous plot shows the C (I) changes faster than the C2 swan bands, which 
indicates that the lifetime of C (I) is shorter than the C2 bands.  The lifetime of the C2 
bands is longer than the atomic peak which is also illustrated in Figure 36. 
 
     
Figure 36: The synchronous and asynchronous plots of the C (I) vs. the C2 Swan peaks 
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Based on the asynchronous plots illustrated in Figure 34 - Figure 36, the lifetime of 
these three species in the plasma created in these experiments are τC(I) < τC2 < τCN.  
This relationship is in accordance with the natural lifetimes of the atomic peak, violet 
and swan transitions are 29 ns, 64 ns and 102 ns, respectively (τC(I) < τC2 < τCN).100  
These lifetime can become longer for optical emissions of these species, over 200 ns for 
atomic emissions and over 1 μs for molecular species.100   
 
Due to the poor time resolution of the spectrometer used in this study, it was not 
possible to see the growth of the diatomic band intensities.  It might be possible that 2-
D correlation spectra can be used to determine the relationship of these species during 
their formation in the plasma, i.e. which species is produced initially.  It has been 
theorized by Abdelli-Messaci that the formation of the CN species is based on the C2 
species (refer to equations 28 and 29).100  However, this Abdelli-Messaci makes no 




DETECTION OF TRACE LEVELS EXPLOSIVE  
 
The detection of explosives has become a major issue to Homeland Security in the last 
few years.  Rapid detection and classification of trace levels of explosives or energetic 
materials has become necessary.  Research from other groups has explored the use of 
LIBS to identify explosive materials.  López-Moreno et al utilized a 45 m stand-off LIBS 
detection system of explosives based on elemental ratios and the presence of Swan 
bands.108  Elemental ratios have been used by DeLucia et al. for detection of energetic 
materials, as well.6  Elemental ratios have also been used to compare single pulse LIBS 
to double pulse LIBS in the analysis of explosive residues.109  LIBS has been used to 
detect landmines and their casings.110, 111  All these research groups reported the 
sampling of explosive materials in air, which introduces atmospheric nitrogen and 
oxygen in the resulting spectra. 
 
Organic high explosive materials mostly contain carbon, nitrogen and oxygen.  When 
samples of these materials are analyzed by LIBS, diatomic molecular emissions are 
observed in the resulting spectra.  The diatomic emissions that are primarily observed 
are the CN and the C2 band emissions.  The relationship between the sample’s 
molecular structure and the diatomic species emissions was investigated in this study.  
A method for the depositing trace amounts of explosives in solution or other explosive-
like materials on solid supports was developed and nanosecond single pulse LIBS data 
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were recorded.  Polystyrene and a 1,000 ppm solution of 2,4-dinitrotoluene (2,4-DNT) 
in acetonitrile (ACN) were used as standards.  In a second set of experiments powdered 
materials were analyzed.  The detection limits observed in this work for 2,4-DNT trace 
levels on copper substrate are lower than surface explosives contamination levels 
previously reported.  RDX was detected on an aluminum substrate at a detection limit 
of 40 μg/cm2 using a man-portable LIBS system (MP-LIBS).109  The detection limit 
observed in this study was generally 1.08 μg/cm2 but was as low as 18.07 ng/cm2 on 
one occasion. 
  
Explosives in Solution 
Sample Preparation 
Trace Surface Loading Preparation 
One mg of the analyte was dissolved in one mL of acetonitrile (ACN) to give a 1000 
ppm solution.  A 0.81 cm2 square of background/support material was used for these 
experiments.  The support was cut to 0.9 cm on each side so that it would easily fit into 
a square 1 cm quartz absorption/fluorescence cell (1 cm x 1 cm x 4 cm).  The cell was 
utilized for experiments described below wherein a blanket of argon (Ar) was placed 
over the sample by flooding the cell.  Using an Eppendorf pipette, 10 μL of the 
explosive solution was delivered to the center of the support material.  The solvent was 
allowed to evaporate in the face of a chemical fume hood.  Five measurements were 
made of the diameter of the film of residue left after the solvent evaporated.  The 
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diameter depends on the substrate but is reproducible and independent of the analyte 
concentration in the dilute solutions used.  The surface loading in μg/cm2 was 
calculated from the analyte concentration, volume delivered to the substrate and the 
average diameter of the residue.   
 
Homogeneity of the Deposited Samples  
For single shot analysis in this study it was important that a homogenous residue was 
analyzed in order to maximize the area of analysis.  The residue is too thin to do depth 
analysis with LIBS; therefore, single shot analysis at different points of the residue is 
required for single averaging.  Homogeneity of a sample’s residue is a function of not 
only of the sample but on the solvent used as well.  The initial solvent used was ACN 
because of the good solubility of 2,4-DNT in this solvent.  In addition to ACN, acetone, 
toluene and methanol were also examined as solvents for these experiments.  1000 
ppm solutions of 2,4-DNT in each solvent were prepared.  100 μL of each solution was 
deposited onto the copper support.  The diameter of the residue was measured to 
calculate the surface concentration of 2,4-DNT on the support.  One hundred single-
shot spectra were collected in air, across the residue to determine if the 2,4-DNT was 
homogenous distributed.  The CN (0-0) band was used to estimate the homogeneity of 





Table 25: Solvent effect on the homogeny of sample’s residue 
 Acetonitrile Methanol Toluene Acetone Polystyrene
Concentration (mg/mL) 1.00 1.00 1.00 1.00  
Drop Amount (μL) 100 100 100 100  
Drop Diameter (cm) 1.42 2.04 2.18 2.72  
Surface Concentration (mg/cm2) 0.063 0.031 0.027 0.017  
Average Intensity 200.69 120.91 100.29 119.97 87.92 
%RSD of the CN (0-0) peak 23.80 47.89 62.62 42.68 15.41 
 
When analyzed in air, the CN intensity of the residual 2,4-DNT is more intense than the 
intensity from the polystyrene standard.  This is possibly due to the difference in the 
structure of each sample or the concentration of the analyte.  Polystyrene is a polymer 
whereas 2,4-DNT is deposited as single molecules.  In the case of the single molecules, 
the most of the laser’s energy goes into ionizing and atomizing the elements in the 
sample.  In the case of the polymer, while the laser’s energy would go into atomizing 
and ionizing the sample’s elements, some of the energy goes into breaking polymer 
bonds as well.  Therefore, less of the sample is ablated from the sample resulting in 
less intense CN bands.   
 
The residues left after solvent evaporation do not appear homogenous but instead have 
random circles and spots within the residual area, refer Figure 37.  It was determined 
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that these residual spots are not a concentrated area of 2,4-DNT but are likely areas of 
oxidized copper, and coincide with area where the solvent was slow to evaporate. 
 
Figure 37 show images of the 2,4-DNT residues left behind by various solvents.  The 
2,4-DNT residue is not the large, lighter areas but the tiny crystals noticed mainly 
around the edge of the residue.  Methanol left a large opaque white spot that 
disappeared over time.  Again, this was not a concentrated area of 2,4-DNT; however, 
the exact nature of the spot was not determined.   
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Acetonitrile (ACN)       Acetone 
                      
Methanol       Toluene 
Figure 37: 2,4-DNT residue from various solvents on a copper support 
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To determine that these lighter areas were not analyte concentrated 50 μL of pure ACN 
was deposited onto the copper support and allowed to evaporate in the face of a 
chemical fume hood.  Similar residual spots were observed as before and this area was 
analyzed in addition to pure copper.  Emissions from the diatomic species were not 
observed in the single-shot spectra collected from the ACN residue or the copper 
substrate. 
 
LIBS Experimental Method 
A diagram of the LIBS2000+ sample chamber is given in Figure 38.a.  Experiments 
were performed in one of three ways.  The first way consisted of placing the analyte-
coated substrate in the sample chamber and the analysis was performed either in an 
atmosphere of air or under a flow of Ar (approximately 145 mL/min) directed onto the 
substrate.  The second way consisted of placing the analyte-coated substrate into a 
quartz fluorescence/absorption cuvette.  The cuvette was aligned such that the laser 
was focused on a spot within the thin film of analyte.  A blanket of argon was flowed 
over the sample by flowing the gas into the cuvette through a Teflon needle inserted 
into the top of the cell (refer to Figure 38.b).  The third way consisted of fashioning a 
cap for the cuvette which would slow the argon from flowing out of the cell and create 
an argon atmosphere with minimal air content.  This cap was created from a polyvinyl 
chloride plastic piping, a borosilicate glass which did not absorb the laser’s energy and 
an air-tight tubing sealed into the piping for gas transportation (Figure 38.c). 
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                                    (a)                                     (b)          (c) 
Figure 38: Diagram of the LIBS 2000 sample chamber and cuvette setups:  (a) LIBS setup 
used for analysis with the cuvette, also illustrated are the Nd-YAG laser, the focal lens and 
the sample stage.  (b) Initial cuvette setup with the gas tight tube for argon directed over 
the sample.  (c) Final cuvette setup with fitted cap to create and ensure an argon 
atmosphere for sample analysis. 
 
All spectra were collected as single-shot spectra without averaging.  Laser power was 
31.5 mJ/pulse and the spectrometer delay time for spectral collection was set to 2.5 μs.  
Prior to collecting the first spectrum and between spectra, the argon was allowed to 
flow for 2 minutes. 
 
Analysis and Results 
2,4-Dinitrotoluene (2,4-DNT) was analyzed on various supports to determine which 
support material allows for the most intense peaks from 2,4-DNT with the least amount 
of interfering background peaks.  Substrates examined included:  copper, aluminum 
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foil, lead and a glass microscope slide.  Spectral bands originating from the support 
material were observed, along with C (I), CN and C2 bands associated with the 
presence of the 2,4-DNT. 
 
Spectra of 2,4-DNT on the support materials are shown in each figure below, in an air 
atmosphere and under a flow of argon.  The top spectra in each figure shows a 10-shot 
average spectrum of standard polystyrene in air to facilitate the identification of the 
diatomic species’ emissions, CN and C2.    
 
Copper Substrate 
Figure 39 - Figure 41 show the analysis of 2,4-DNT in an air atmosphere and under a 
flow of argon (145 mL/min).  The CN and C2 peaks are quite intense and they can be 
seen readily.  Due to the large number of lines that are produced from the copper 
substrate, the area around the CN (0-0) band and the C2 (0-0) band was expanded in 
Figure 40 - Figure 41 to show that the these bands are present and that copper is in 




Figure 39: LIBS spectra of 2,4-DNT collected on a copper substrate under an argon flow and 
in an air atmosphere 
 
 
Figure 40: Close up of CN violet bands from the 2,4-DNT on a copper substrate under an 
argon flow and in an air atmosphere 
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Figure 41: Close up of C2 swan bands from the 2,4-DNT analysis on a copper substrate under 
a flow of argon and in an air atmosphere 
 
Aluminum Substrate 
The analysis of 2,4-DNT on an aluminum support is shown in Figure 42.  While the 
aluminum substrate contributed fewer lines than copper, the CN and C2 band intensities 
were smaller than those observed on the copper, (refer to Figure 39).  All peaks were 
present with relatively high intensities, except for the C2 Δυ = +1 series which was 
quite low.  There are no significant differences between the spectra resulting from a 
change in atmosphere from air to a flow of argon. 
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Figure 42: LIBS spectra of 2,4-DNT collected on aluminum foil under a flow of argon and in 
an air atmosphere 
 
Borosilicate Glass Substrate 
The analysis of 2,4-DNT on a borosilicate glass microscope slide produced similar 
results to the aluminum support, refer Figure 43; however, due to the nature of the 
glass sample, the diameter of the 2,4-DNT residue was twice as large as those on the 
aluminum and the copper substrates (Table 26), resulting in a factor of four decrease in 




Figure 43: LIBS spectra of 2,4-DNT collected on a microscope slide in argon and air 
atmosphere 
 
Table 26: Surface concentrations of 2,4-DNT on different substrates 
 Copper Aluminum Microscope Slide
Soln. Conc. (ppm) 1000 1000 1000 
Vol. Delivered (μL) 100 100 100 
Wt Delivered (μg) 100 100 100 
Drop Diameter (cm) 1.5 1.5 3.0 
Area (cm2) 1.77 1.77 7.07 
Surface Conc. 
(μg/cm2) 56.6 56.6 14.2 
 
Lead Substrate 
Lead was also examined as a substrate for this analysis, refer to Figure 44.  This 
substrate provided few background peaks which did not overlap any of the diatomic 
species emissions that were being examined.  Emission from atomic carbon and the 
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diatomic species were not observed during this analysis and lead was removed as a 
substrate. 
 
Figure 44: LIBS spectra of 2,4-DNT collected on a lead substrate in air and under argon 
atmosphere 
 
Analysis of Nitrogen Containing Molecules 
Analysis in Atmospheric Air 
Portnov’s groups explored the use of LIBS in an air atmosphere to characterize organic 
compounds, including energetic materials and polycyclic aromatic hydrocarbons (PAHs), 
by C2/CN and O/N emission ratios.  Their study also investigated the relationship 
between the diatomic emission ratio and the structure of the molecule.91  Recent 
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literature has followed similar methods of analysis for detecting and characterizing 
explosives and energetic materials.18, 108, 110 
  
The study presented here was to determine if an increasing number of carbons in the 
analyte can affect the emission intensity of the diatomic species and if any molecular 
structural information about the analyte can be discerned from the intensity of these 
vibronic band emissions. 
 
LIBS Experimental Method 
1000 ppm solutions were prepared in ACN.  Samples analyzed in this study included: 
PAHs and nitroaromatics with various number of nitro substitutions on the ring.  100 μL 
of each solution was deposited onto a copper support.  The ACN solvent was allowed to 
evaporate in the face of a chemical fume hood and the residue was immediately 
analyzed by single shot analysis.  Five (5) single shot spectra were collected in an air 
atmosphere at a spectrometer delay of 2.5 μs.  The diatomic emission intensities were 
averaged and the %RSD was calculated for each peak.  The samples analyzed in this 































Table 27: Structures of samples analysis in the study of nitrogen containing materials in an 
































Table 27: Structures of samples analysis in the study of nitrogen containing materials in an 




































Results and Discussion 
Analysis in an Air Atmosphere 
Residues of nitrogen containing samples and polycyclic aromatic hydrocarbon (PAH) 
samples were analyzed in air on a copper support.  The single shot spectra were 
averaged and the C2/CN ratio was calculated for each sample.  This ratio was plotted 
against the moles of carbon/cm2 to determine how the nitrogen in the sample affects 
the resulting spectra, refer to Figure 45.  Similar sample types are presented in the 
same color.   
 
 
Figure 45: Characterization of carbon-containing samples by C2/CN ratio obtained from LIBS 
analysis in an air atmosphere 
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There is significant grouping observed in the plot, which is based on the number of 
nitro functional group substituents and one group which is comprised of only PAHs.  
The C2 (0-0) band was the most intense band for the PAHs, this led to these samples 
having a C2/CN ratio greater than one.  These results suggest a connection between the 
emission ratios and the moles of carbon for each sample.  The oxygen atomic emission 
line, the nitrogen atomic emission line and the hydrogen α line were not used in this 
analysis because of the possibility of these emissions coming from molecules in the air 
atmosphere and not the sample.   
 
There are two different effects that are can be observed from this plot.  The first effect 
is that the C2/CN ratio decreases with the decreasing surface concentration of the moles 
of carbon in the residue.  The CN intensity observed was also affected by the nitrogen 
in the atmosphere.  As the number of carbons increased in the sample, the more 
carbons there were to scavenge for nitrogen ions within the plasma.  The amount of 
atmospheric nitrogen entering the plasma may be the same for each sample analyzed 
based on the high linearity of the points in Figure 45.  The second effect is that the 
C2/CN ratio increases as the number of NO2 moieties attached to the sample decreases.  
As the number of nitrogen atoms in the analyte increases, so does  the number of CN 
radicals that can be created, resulting in more intense CN bands and a decrease in the 
C2/CN ratio.  However, this emission generated from carbon and nitrogen atoms in the 
sample is affected by the nitrogen from the atmosphere. 
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Analysis in an Argon Atmosphere 
To remove atmospheric nitrogen and determine which effect is the basis of the plot in 
Figure 45, 1000 ppm solutions of the samples were analyzed in an argon atmosphere 
using the capped cuvette setup (Figure 38.c).  It will be shown that the air can be 
removed from the analysis with argon, refer to Figure 47.  This effect will be addressed 
further in the next chapter.  Unfortunately, CN and C2 emissions were not observed in 
this study.  
 
Analysis in an Atmosphere of Argon 
Spectra collected under an Ar atmosphere suggest that experimental conditions may be 
found wherein atmospheric nitrogen contributions to CN emissions can be eliminated.  
Under those conditions it may be possible to determine if CN emissions originate from C 
and N atoms from the analyte.  It is the objective of this study to determine information 
of the molecular structure without the influence of atmospheric elements. 
 
Sample Preparation 
Most of the samples used in this experiment were solids: either crystals or powders.  
Crystalline samples with single particle sizes exceeding the laser focal spot size were 
analyzed without pressing into a pellet form.  
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For the powdered samples, a method was developed for analysis that would minimize 
that amount of particles scattered.  Two methods were created to analyze these types 
of samples in a solid form.  The first method consisted of using a KBr pellet press to 
obtain samples.  The second method consisted of preparing explosive samples inspired 
from composition C-4, which is a composite of RDX and binders at a ratio of 9:1.  One 
hundred microliters (100 μL) of a highly concentrated polyisobutylene:hexane solution 
was weighed out and the hexane was allowed to evaporate in a fume hood.  The 
polyisobutylene that remained in the mold was used to determine the amount of 
sample necessary to form a 9:1 ratio by weight.  The samples were weighed out and 
covered with 100 μL solution of polyisobutylene:hexane.  When the hexane evaporates 
from the isobutylene mixture the final ratio of the sample to isobutylene was 
approximately 9:1 by weight.  Some samples had a low density and when these 
samples were weighted out in the mold, the polyisobutylene solution did not cover the 
entire sample volume and the resulting ratios for these samples was not 9:1.   
 
Isobutylene was chosen as the binder because it is not observed to produce a LIBS 
spectrum of that is representative of its chemical makeup, refer to Figure 46.  The only 
peaks present in the spectrum are calcium, sodium and the alpha hydrogen line.  All of 
which can be acquired from the surrounding air atmosphere or contaminants located on 
the surface of the polyisobutylene sample. 
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Figure 46: A representative spectrum of polyisobutylene analyzed in air.  Only Ca, Na and 
hydrogen (α) peaks are present in this spectra.   
 
LIBS Experimental Method 
The samples were removed from the mold and placed in a quartz 
absorption/fluorescence cell.  To ensure that the atmosphere surrounding the LIBS 
event was argon, a cap was placed over the cuvette to prevent argon from leaving the 
cuvette (Figure 38.c).  The laser was focused to analyze the sample’s surface.  The 
spectrometer delay was set to 2.5 μs and the laser was set to approximately 50 mJ.  




Results and Discussion 
Removal of Atmospheric Air 
Figure 47 illustrated the affect of an air atmosphere on the analysis of graphite.  Violet 
CN bands are present in spectrum of graphite analyzed in air.  Under an argon 
atmosphere these bands are not observed and the spectra are dominated by the atomic 
carbon peak and the Swan C2 bands.  This demonstrates the experimental removal of 
atmospheric N2 and therefore CN species formed in the plasma.  The spectra illustrated 
in Figure 47 and Figure 48 are normalized to the C2 peak. 
 
 
Figure 47: LIBS spectra of graphite analyzed in an air and an argon atmosphere 
 
Illustrated in Figure 48 is the analysis of polyacrylonitrile (refer to Table 27) in air and 
argon atmospheres.  This sample contains a cyano group ( NC ≡ ) and the violet CN 
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bands are present in both the air atmosphere and the argon atmosphere (Figure 48).  
The CN bands observed under the argon atmosphere are less intense than those in the 
air atmosphere, which may be due to the limiting amount of nitrogen in the sample 
compared to the excess amount of nitrogen from air. 
 
 
Figure 48: LIBS spectra of polyacrylonitrile (PAN) analyzed in an air and an argon 
atmosphere 
 
Atmospheric Effects on Characterizing Nitrogen Containing Samples 
To observe the effects of atmospheric oxygen on the resulting LIBS spectra, PCA 
analysis were performed to identify groupings of organic molecules with and without 
nitrogen atoms.  The samples analyzed in this study included: trinitrobenzene, 2,4-
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dinitrotoluene, 1,4-dinitrobenzene, p-nitrotoluene, nitrobenzene, anthracene, 
flouranthene and naphthalene (refer to Table 27).  These samples were analyzed in an 
air atmosphere and an argon atmosphere.     
 
Principal component analysis was performed on the emission intensities of C (I), CN, C2 
and O (I).  The intensities of these peaks were required to have a S:N greater than 3:1 
to be included in the analysis.  The data set containing the C (I), CN and C2 emission 
intensities were normalized such that each set of emissions comprised a unit vector.  
Unit vectors were calculated for the data set containing C (I), CN, C2 and O (I) emission 
intensities as well to determine the influence of oxygen on characterizing organic 
materials.  To calculate unit vectors, each emission intensity for a single analyte was 
divided by the square root of the sum of squares of all the included intensities, refer to 











Principal component analysis was performed on the unit vector values calculated for 
each sample.  The samples were assembled into four main groups: samples with three 
nitro groups, samples with two nitro groups, samples with one nitro group and 
polycyclic aromatic hydrocarbons (PAHs) with no nitrogen or oxygen atoms.  Principal 
components PC1, PC2 and PC3 were used for grouping based on the scree plot.  
Illustrated in Figure 49 are 3-D PC plots that demonstrate the effects of atmospheric 
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oxygen.  Plots A and B are based on the unit vectors calculated from the intensities of 
the C (I), CN and the C2 bands.  Whether analyzed in argon (A) or in air (B), groupings 
can be observed based on the number of nitro groups located in the sample.  When the 
intensity of the atomic oxygen peak (777 nm) is included in the unit vectors for analysis 
in the air atmosphere (refer to plot D), the groupings previously observed in plot B are 
not present in plot D.  This may be based on the influence of oxygen peak intensity, 
since the intensity is mostly acquired from the atomization of the atmosphere.  Under 
an argon atmosphere, when oxygen was incorporated groupings were still observed; 
refer to plot C in Figure 49.  Incorporating the oxygen intensity did not seem to 
adversely affect the groupings observed when analysis was performed in an argon 
atmosphere.  The oxygen emission intensity observed under an argon atmosphere is a 
result of only the oxygen atoms present in the sample itself.  Therefore, it should not 




Figure 49: Effects of atmospheric oxygen on characterizing organic samples from resulting LIBS spectra.  (a) PCA plot based 
on the intensities of C (I), CN and C2 in an argon atmosphere.  (b) PCA plot based on the intensities of C (I), CN and C2 in an 
air atmosphere.  (c) PCA plot based on the intensities of C (I), CN, C2 and O (I) in an argon atmosphere.  (d) PCA plot based 




Figure 49: Effects of atmospheric oxygen on characterizing organic samples from resulting LIBS spectra 
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Study of Explosive Materials in Argon Atmosphere 
This study included energetic materials, polymers and oxygen rich materials.  Samples 
analyzed in this study are listed in Table 27.  In the absence of atmospheric air, the 
presence of hydrogen, nitrogen and oxygen emissions can be included with atomic 
carbon and the diatomic species emissions in the overall analysis and characterization 
of these molecules.  The intensities of these peaks were required to have a S:N greater 
than 3:1 to be included in the analysis.  Samples containing oxygen atoms and nitro 
moieties (NO2) produced spectra with atomic oxygen (777 nm) emissions.  Atomic 
nitrogen peaks (746 nm) were not present in most of the spectra collected.  The only 
sample in this study that showed any atomic nitrogen in the resulting spectrum was 
2,4-DNT, which may be evidence of how the CN radicals are generated in the plasma.  
The data set containing the C (I), CN and C2 emission intensities was normalized such 
that each set of emission comprised a unit vector.  The unit vectors were also 
calculated for the data set comprised of the C (I), CN, C2 and O (I) emission intensities.  
 
Cyclotrimethylenetrinitramine (RDX) was included in this study to determine if N2 
diatomic vibrations are evident in emission spectra.  RDX is a nitramine which contains 
N-N bonds in its structure (Table 27).  The most intense N2 vibronic emissions are 
located at 635 – 655 nm for the B3Π  A3Σ where Δυ = +3 and at 372 nm – 382 nm 
for the C3Π  B3Π where Δυ = +2.112, 113  These emissions were not observed in the 
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spectra acquired for RDX.  This is possibly due to either poor intensity of these 
emissions or N2 was not generated in the plasma.   
 
Principal component analysis was performed on the set of unit vectors constructed from 
each sample.  The samples were assembled into three main groups: nitro (NO2) 
containing, cyano (CN) containing and carbon only compounds.  Principal components 
PC1, PC2 and PC3 were used for grouping based on the scree plot.  Illustrated in Figure 
50, are the groupings of the three types of organic materials based on all three PCs.   
 
There is some grouping of the samples in plot A of Figure 50; however, more distinct 
groupings are observed in plot B with the incorporation of the oxygen atomic peak.  
Samples with nitro groups in the structure cluster close to other nitro containing 
samples.  Carbon only samples cluster apart from the samples with nitrogen atoms.  
Samples with cyano groups cluster close to one another and as a group, closer to the 
nitro containing group.  In plot B, a few outliers are observed.  The first outlier is a 
carbon sample that grouped with the nitro samples.  This sample was poly(acrylic acid) 
(PAA) and contains carbon and oxygen (refer to Table 27).  In plot A, PAA was grouped 
with the carbon only samples, because characterization was based on only the C (I) and 
the C2 emission; the CN band was not used for characterization because there were no 
CN bands observed in the resulting spectra.  Referring to plot B, the intensity of the 
oxygen peak was able to separate this sample from the other carbon only samples.  
While using the C (I), CN and C2 peak provides some characterizing information about 
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the sample, it is evident from the plots in Figure 49 and Figure 50 that using the oxygen 
atomic peak is important in accurately characterizing the type of organic molecule as 
long as the oxygen emission occurs from oxygen atoms in the sample and not from the 
atmosphere.   
 
Similar studies incorporating the emission intensity of the nitrogen atomic peaks was 
examined.  However, LIBS analysis of these organic materials under an argon 
atmosphere produced little to no N (I) peaks (746 nm) at a S:N ratio greater than 3.  It 
is possible that if nitrogen was present in the sample, nitrogen ions would recombine 
with carbon ions at a greater probability producing CN bands rather than recombining 
with ions to produce atomic nitrogen bands.  Based on the little or no N (I) intensities 
observed in the resulting LIBS spectra, using the atomic nitrogen band did not affect 





Figure 50: 3-D PCA plot of organic materials containing cyano, nitro and carbon only moieties analyzed in an argon 
atmosphere.  (a) PCA plot based on the unit vectors of the C (I), CN, and C2 peaks.  (b) PCA plot based on the unit vectors of 
the C (I), CN, C2 and O (I) peaks.  
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Analysis of 2,4-DNT at Different Concentrations 
The intensities of the CN and the C2 vibronic bands from 2,4-DNT were examined on 
copper at three surface loadings, resulting from the deposition of 100 μL of 1000 ppm, 
16.7 ppm and 0.278 ppm solutions.  The 2,4-DNT surface loadings are given in Table 
28.  LIBS spectra were recorded in air with an argon flow directed over the sampling 
area.  The presence of air during this study allows for the incorporation of atmospheric 
nitrogen which alters the CN emission intensity from the sample itself; however, the 
amount of carbon remains the same.    
 
 
Figure 51: Spectra of 2,4-DNT at different concentrations analyzed in an air atmosphere 
 
The area around the C2 (0-0) peak is expanded in Figure 52 to show how this peak 
disappears as the surface loading decreases.  While, the CN peaks are still visible in the 
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spectra resulting from the analysis at a surface concentration of 18.1 ng/cm2, the C2 (0-
0) emission is not observed, refer to Figure 52. 
 
 
Figure 52: C2 (0-0) bands of 2,4-DNT at different concentrations analyzed in an air 
atmosphere 
 
A non-linear relationship between the surface concentration of 2,4-DNT and the 
intensity of the CN (0-0) peak was observed, Figure 53.  This curve shows a detection 
limit of 2,4-DNT at the surface concentration of 18.1 ng/cm3 in the presence of air.  A 






Figure 53: Calibration curve of the CN (0-0) peak of 2,4-DNT analyzed in air on a copper 
support 
 
Table 28: Surface concentrations of the 2,4-DNT on a copper substrate at different 






1000 56.6 552 
16.7 1.085 307 
0.278 0.018 56 
 
A similar study was conducted for samples under argon, using the apparatus in Figure 
38.c.  Samples of 2,4-DNT in ACN solutions were prepared at three concentrations: 
1000 ppm, 33.3 ppm and 1.1 ppm.  40 μL of 2,4-DNT in ACN at each concentration was 
deposited onto a copper support and the solvent was allowed to evaporate in the face 
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of a chemical fume hood.  CN and C2 diatomic emissions were recorded only from the 
analysis of a residue with a surface concentration of 56.6 μg/cm2; therefore, calibration 
curves could not be created.  With the removal of atmospheric nitrogen the CN bands 
are created solely from the nitrogen atoms present in the sample which will significantly 
decreased the intensity of the CN bands and thereby increase the detection limits.  A 
decrease in the intensity of the C2 bands is also observed under an argon atmosphere; 
however, it is unclear at this time why this occurs. 
 
Argon has been shown to increase the spectral emission intensity with respect to other 
gases, such as helium.  With the increase of the spectral intensity, argon also increases 
the background noise.  The density of argon and air, 1.78 g/L and 1.23 g/L, are similar; 
therefore, the “confinement effects” from the atmosphere should be approximately the 
same leading to similarly intense spectral emission of diatomic species.114  Confinement 
effects are defined as the effect that the surround gas has on the expanding plasma.  
Dense gases have more of an effect because it is more difficult for the plasma to 
expand in this atmosphere versus a less dense gas or in a vacuum.  It is not understood 
at this time why the intensities between the 2,4-DNT emission obtained in the two 




It is possible to identify explosive or energetic material based on LIBS spectra; 
however, appropriate parameters should be identified prior to analysis.  While it has 
been previously reported that explosives can be identified based on violet bands, swan 
bands, atomic carbon peaks, hydrogen α peak, atomic oxygen peaks and/or atomic 
nitrogen peaks, these studies were all done in an air atmosphere.108-111  However, to 
garner more information about the molecular structure of the explosive or organic 
material for identification purposes the atmosphere at the time of analysis should be 
that of an inert gas.  This would remove any interferences of the air atmosphere on the 
resulting spectrum.  In this study, it has been shown that sampling in an inert 
atmosphere may be important because this provides information on the molecular 
chemical structure by exciting only the atoms in the sample.  While this approach might 
not be practical for long distance sampling with LIBS, it is important for general 
identification of explosives and organic materials in addition to developing a relationship 




AUTOMOBILE PAINT DISCRIMINATION 
 
Automobile paints are a common physical evidence submitted in automobile 
accidents.115  Automobile paints are comprised of many layers.  Generally, sedan 
automobiles have three coats: a clear top coat, a color coat and a primer coat.  Some 
samples may contain more than one primer layer.116  Trucks, SUVs and bumpers usually 
have two layers: a clear top coat and a color coat.  Automobiles that have been 
repainted are more unique because there are more than four paint layers present.  
Repainted layers are generally thinner than the original factory paint layers.  In the 
sample set examined here, paint samples from repainted vehicles had a maximum of 12 
layers of paint.  Not only is the number of observed layers a comparison point, the 
thickness of each individual layer can be another point of comparison between known 
and unknown samples.  However, it is important to note that due to weathering or 
improper after-market painting, the layer thickness can be inconsistent from point to 
point on the same sample.  Therefore, other methods of analysis are necessary.  For 
this type of multi-layer sample, each layer of paint must be compared to the same layer 
from the other paint sample.   
 
The Royal Canadian Mounted Police (RCMP) and the Federal Bureau of Investigation 
(FBI) have developed an FTIR library of automobile paint samples for a wide range of 
manufactures, models, colors and years which is available to any forensic laboratory.  
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Each layer is analyzed by FTIR and the resulting spectra are run against this library for 
a match.  While the top clear coat may not provide much discriminatory information, 
the color coat does.  This is because the color used is specific to a particular 
manufacture and even make of car.  This can provide a source of the paint sample in 
cases were there is no automobile in question.  Ryland et al. studied using FTIR to 
discriminate the non discriminating clear and primer coats.117, 118 
 
One hundred and three samples were collected from local salvage yards (Orlando, FL 
and Columbia, SC).  This set of samples represents a range of automobile makers, 
models, colors and year manufactured (1987 - 2006).  One paint sample was analyzed 
twice and to give a total number of samples analyzed of 104 samples which allowed for 
5,356 unique pairwise comparisons.   
 
FTIR-ATR 
The Fourier transform infrared – attenuated total reflectance method is usually the 
instrumentation used to identify the type of polymeric based clear coat of an 
automobile paint sample.  There are eleven major types of clear coats: epoxy, alkyd, 
nitrocellulose, acrylic-alkyd, urethane modified acrylic-alkyd, acrylic lacquer, acrylic-
urethane, alkyd-melamine, epoxy-melamine, acrylic-melamine, and polyester-melamine.  
A standard flow chart, developed by Ryland, is employed to identify the type of clear 
coat finish.  Based on the presence and/or absence of vibrational peaks, the type of 
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clear coat can be identified and even separated into an original finish or a repainted 
finish.116   
 
FTIR-ATR Experimental Method 
Spectra were collected at three different locations of the clear coat for each automobile 
paint sample.  Without any further sample preparation, only the clear coat of the 
sample was analyzed by this method.  Paint samples still affixed to the original 
automotive substrate the sample was considered a “hard” sample.  This was true for 
repainted paint chips because the increased number of paint layers increased the 
rigidity of the sample itself.  Chips of original paint samples were considered a “soft” 
sample.  Each sample was placed on a pressure sensor plate and the 32Si crystal 
attachment was set on top of the sample until the contact registered between 2 – 4 mA 
for soft samples and 5 – 9 mA for harder samples.  The interferrogram had a really low 
intensity initially; therefore, the gain was set for automatic adjustment.  Thirty-two (32) 
scans were taken per sample acquisition and the resolution was set to 4 cm-1.  
Background samples of the air atmosphere were acquired after the sample spectra and 
subsequently subtracted to give the actual IR spectra of the sample.  Fifty-one (51) 
samples were analyzed on two different days, approximately one week apart. 
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Results and Discussion 
Typical FTIR-ATR spectra are illustrated in Figure 54, where there are many similarities 
such as the C-O stretch ~ 1200 cm-1.  The unique stretches in the fingerprint region are 
the significant differences that aid in differentiation of the clear coat.  The Ryland IR 
classification flowchart116 was used to identify the clear coat on each sample. 
 
 




Principal component analysis was performed on the FTIR spectra collected for each 
automobile clear coat sample.  Each FTIR spectra was normalized to the most intense 
peak prior to PCA analysis.  Cluster analysis based on single Euclidean linkage was used 
to identify samples that were similar based on the scores of the first three principal 
components, refer to Figure 55.  Based on the 3-D PC plots illustrated in Figure 56, the 
groupings obtained from the cluster analysis are not comparable to the grouping based 





Figure 55: Single Euclidean linkage cluster analysis of normalized FTIR spectra of 





Figure 56: Principal component analysis of normalized FTIR spectra of automobile clear coats.  The groups are identified 
based on cluster analysis and Ryland Classification. 
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Student’s t-Test/HQI Library Search 
The Euclidean distance was used to determine the potential of using a library search to 
correctly identify ATR spectra.  Three FTIR-ATR spectra were collected for each of the 
51 samples.  The first spectrum collected was placed into a library and the other two 
replicate spectra were run against the library to search.  The pairwise comparison 
between replicate spectrum and the library spectra with the lowest HQI value was 
deemed to be the most similar.  Based on this comparative method only 70 replicate 
spectra were identified correctly out of a total possible 102 (68.6%). 
 
Data Retrival based on the HQI Calculation 
To determine if the FTIR-ATR spectra would be useful for creating a searchable library 
the HQI values were calculated for each pairwise comparison.  Each spectrum 
discriminated was comprised of an average of three individual ATR spectra.  The HQI 
values calculated for all sample with a sample classification based on the Ryland IR 
classification flowchart were deemed a true correct value.  True incorrect values were 
HQI values between samples of different classifications.  Twenty-three (23) samples 
were used for this analysis, which leads to 253 pairwise comparisons. 
 
The ROC plot calculated for the ATR comparison of automobile clear coat samples is 
given Figure 57.  The area under the curve for this comparison is 0.70 which is not 
good value if an area = 0.5 depict randomness.  This area means that there is a 70% 
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probability of recovering the correct match at a lower HQI than an incorrect match.  
The dot histogram also illustrated in Figure 57, provides a histogram of the HQI values 




Figure 57: ROC plot and a dot histogram of the XRF comparison of the automobile paint clear 
coat samples based on HQI values 
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In comparison to the percentage correctly identified in the first library search, 
approximately 69%, the ROC plot seems to provide comparable information.  While 
most of the samples are correctly identified, it does not seem to be sensitive enough at 




Chapter eight discussed using diatomic species to determine the differences between 
organic samples.  This approach was used to examine the possible discrimination of 
automobile samples based on identifying the nature of the top clear coat.  The clear 
coat is polymer based and mostly comprised of carbon, oxygen and hydrogen.  Most 
instrumental methods do not focus on analyzing these elements and consequently, the 
clear coat is hardly used for sample comparison or discrimination.  In this study, the 
clear coat was interrogated with LIBS to use diatomic species to classify the type of 
polymer based clear coat used for the sampled automobile paints.  This method is 
compared to the FTIR-ATR method described above. 
 
LIBS Experimental Method 
Seventeen samples were collected and grouped based on their FTIR-ATR spectra and 
the Ryland classification scheme.116  To determine the structure of the clear coat, five 
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single-shot spectra were collected in a cuvette under an argon atmosphere (refer to 
Figure 38.c).  Argon was allowed to flow for approximately two minutes before the first 
analysis at a flow of 145 mL/min.  Most of the samples were analyzed on their original 
substrate and cut to fit into a 1 cm quartz absorption/fluorescence cell.  The samples 
that were collected as a paint chip, without a substrate, were affixed to a copper 
substrate by double sided tape and subsequently placed into the 
absorption/fluorescence cell.   
 
Results and Discussion 
Student’s t-test/HQI Discrimination 
Representative LIBS spectra of automobile paint clear coats are presented in Figure 58.  
Violet, swan and atomic carbon emissions are present in these spectra, but there are 





Figure 58: LIBS spectra of automobile paint clear coats 
 
The full spectrum of the clear coat LIBS spectra were analyzed by the Student’s t-
test/HQI analysis.  Even though the samples were collected under an argon 
atmosphere, the range of analysis was limited to 200 – 650 nm to prevent argon 
emission peaks from affecting the full spectral comparison.  At a 95% CL, of the 17 
samples (136 pairwise comparisons) 73.5 % of the samples were discriminated. 
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The Ryland IR classification flowchart116 was used to classify the top clear coat for each 
sample which was used as a standard to compare the results of this technique.  It was 
the purpose of this study to determine if two samples from the same Ryland 
classification group would be grouped similarly based on an analysis of their full LIBS 
emission spectrum.  Samples classified correctly were identified as: (1) those of the 
same Ryland classification group that were not discriminated by the LIBS full spectral 
analysis and (2) those of different Ryland classification groups that were discriminated 
by the LIBS full spectral analysis.  Samples classified incorrectly were identified as: (1) 
those of the same Ryland classification group that were discriminated (type I error) by 
the LIBS spectra and (2) those of different Ryland classification groups that was not 
discriminated (type II error) by the full LIBS spectral analysis.  While 73.5% of the 
samples were differentiated from the others based on the full spectra, 66.9% were 
deemed as correct matches.  Type I errors consisted of 13.2% of the comparisons 
made and type II errors consisted of 19.8% of the comparisons made.  The poor 
correlation between the LIBS spectra and the Ryland classification of the automobile 
clear coats illustrated in this analysis was observed in the following principal component 






Full Spectral Analysis 
Principal component analysis of the full LIBS emission spectrum of the paint clear coat 
was used to determine any groupings of similar clear coat samples.  The samples were 
initially classified based on the Ryland IR classification flowchart and where 
subsequently plotted based on PC1, PC2 and PC3 to identify any grouping of samples 
from the same classification.  An illustration of the 3-D PC plot is presented in Figure 59 
and based on this method of analysis, there is no grouping observed.  These samples 
were analyzed under an atmosphere of argon; therefore, the area of analysis ranged 





Figure 59: 3-D PC plot of automobile paint clear coat based on the full spectrum 
 
Isolated Peak Analysis 
There were no distinct groupings based on the full emission spectra, therefore, the 
intensities of isolated peaks was explored to determine if more distinct groupings could 
be observed based on the results of chapter eight.  The intensities of the C (I), CN, C2 
and O (I) emissions were used for structural classification of the automobile paint clear 
coats.  Peaks were only included in the analysis if the S:N was greater than 3:1.  The 
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intensities collected were normalized to a unit vector of one.  The five spectra collected 
per sample were averaged and the variance was calculated to determine the %RSD of 
each peak.  From the representative LIBS spectra of clear coats illustrated in Figure 58, 
the diatomic species, CN and C2, are clearly visible for two of the spectra.  These peaks 
are still present in the third spectra (Regency) but have been obscured by other 
emission peaks which may be emissions from the color coat in addition to the clear 
coat. 
 
PCA of isolated peaks was utilized to provide more distinct groupings of these LIBS 
emission spectra.  Cluster analysis of the PCA scores using centroid Euclidian linkage 
was used to identify groups of similar clear coat samples, refer to Figure 60.  From the 
cluster analysis, three groups could be identified and are illustrated in the 3-D PC plot in 
Figure 60.  In addition to this analysis, samples were previously classified by the Ryland 
classification flowchart and samples are separated based on classifications as illustrated 
in Figure 60.  A similar classification of the samples based on PCA of LIBS and Ryland 
classifications was not achieved.  This may be due to the different type of information 
garnered from each technique.  However, based on the grouping of similar samples that 
was observed in chapter eight, LIBS analysis of clear coat samples may be used to 




       
Figure 60: Cluster analysis of the PCA scores 1,2 and 3 based on the intensities of C (I), CN, C2 and O (I) to determine 
groupings of automobile paint clear coat samples based on LIBS spectra.  In the 3-D PCA plot, groupings from the cluster 
analysis are identified by the blue ellipses versus groupings based on the Ryland classification.  The ellipses illustrated are 




SEM-EDX Experimental Method 
For this analytical technique, each layer of the cross section of each sample was 
analyzed.  To obtain a viable cross-section, a thin layer of the cross section was 
removed with a scalpel, parallel to the direction of the layers.  In the event that this 
method created curled, thin cross-sections, the ends were cut off to give flat cross 
section samples.  Two to three cross-sections were cut per paint sample.  Each thin 
layer of the cross section was placed on a carbon SEM dot for analysis.  The samples 
were lightly coated in carbon to reduce electronic charging of the samples.  For this 
reason, elements carbon and oxygen were removed from the analysis.  Three 
measurements were collected per layer per sample. 
 
SEM images of three automobile paint cross sections are shown below.  The cross 
section depicted in Figure 61 shows a minimum of three layers: a clear coat, a color 
coat and the primer coat (from right to left).  This image was obtained with a 
backscatter detector; refer the SEM-EDX section in chapter four.  Based on the 
brightness and the contrast of the layers, three layers can easily be differentiated and 




Figure 61: SEM image of the cross-section of 2005 Ford Excursion (3 layers observed) 
 
The EDX spectra collected from this sample are illustrated in Figure 62.  There is a 
significant difference between the clear layer spectrum and the color layer spectrum 
and the primer layer spectrum.  The initial difference observed is the titanium peak at 
4.5 keV present in the color and the primer layer but not in the clear coat.  There are a 
few peaks that differentiate the color and the primer, i.e. sulfur (2.4 keV) and tin (3.7 
keV).  The first two peaks should be disregarded because these peaks represent the 
intensities of carbon and oxygen.  
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Figure 62: EDX spectra of 2005 Ford Expedition paint layers 
 
From the sample cross section imaged in Figure 63, five layers can be differentiated.  
The clear coat is shown to be on the left, followed by the color layer, two primer layers 
and a metallic layer.  The metallic layer is residual metal from the metallic substrate of 
the automobile.  The sample was imaged under a backscatter detector to provide to 




Figure 63: SEM image of the cross-section of 2005 Toyota Sienna (5 layers observed) 
 
Figure 64 illustrates the EDX spectra from the 2005 Toyota Sienna.  The clear coat 
shows for this sample is relatively flat in comparison to the ’05 Ford Expedition clear 
coat in Figure 62 which had a silicon peak around 1.7 keV.  The color and the first 
primer layer are similar except for the iron peak (6.4 keV) present in the primer layer.  
The first primer layer and the second primer layer are differentiated by the sulfur peak 




Figure 64: EDX spectra of 2005 Toyota Sienna paint layers 
 
The SEM image shown in Figure 65 shows an example of a repainted automobile 
sample.  The left-most layer is the original primer from the manufacture.  The first layer 
on the right is a repainted clear coat.  This sample was imaged under a backscatter 
detector and a minimum of 10 layers can be observed. 
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Figure 65: SEM image of the cross-section of 1987 Toyota Truck (10 layers observed) 
 
Results and Discussion 
ANOVA/Tukey HSD Data Analysis 
One hundred and four samples (104 samples, 5,356 unique pairwise comparisons) were 
analyzed by SEM-EDX.  Three measurements were obtained per layer per sample.  The 
discrimination ratios were analyzed by the ANOVA/Tukey test explained in chapter five.  
Analysis was performed at a 95% confidence level (Table 29). 
Table 29: SEM-EDX discrimination of automobile paint samples by ANOVA/Tukey HSD 
method 
Clear Layer Color Layer Primer Layer Sum of 3  Layers 
29.4 39.6 28.7 70.2 
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Student’s t-test/HQI Discrimination 
The full spectra (0 to 10 keV) of each layer were discriminated at a confidence level of 
95%.  The Bonferonni correction was employed for the full spectral comparison.  Each 
layer was analyzed at a 99% confidence level.  25.0% of the samples could be 
discriminated by the clear layer, the color layer discriminated 47.2% and 67.0% was 
discriminated based on the comparison of the primer layer.  The overall discrimination 
of the paint samples, utilizing all three layers, was 84.6% (Table 30). 
Table 30: Full spectral discrimination of SEM-EDX automobile paint spectra by Student’s t-
test/ HQI method 
Clear Layer Color Layer Primer Layer Sum of 3  Layers 
25.0 47.2 67.0 85.6 
 
XRF 
XRF Experimental Method 
To prepare the samples for the XRF measurement, the layers of each sample had to be 
exposed.  Analysis on the edge of a sample was not practical since the width of the 
sample’s edge was much smaller than the beam’s diameter of 300 μm.  To expose the 
layers, each layer was removed by hand with a diamond straight knife (Thermo Electron 
Corp.: Madison, WI).  Each layer was scraped off to expose the layer below until the 
last layer was uncovered.  If the bottom layer was too brittle to scrape off the 
preceding layers, then the back of the sample was measured instead.  Each layer was 
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analyzed in triplicate.  In the case of repainted automobile samples, it was difficult to 
expose every layer since some repainted layers tend to be much too thin to expose 
without destroying the layer itself.  In the case of repainted automobile sample, great 
care was taken to ensure that only the original layers of paint were used for 
discrimination (i.e. the layers closest to the automobile substrate) even though every 
layer of the paint sample was exposed and analyzed.  In the case that there was more 
than one original primer layer, the first primer layer deposited onto the substrate was 
used for sample discrimination. 
 
Results and Discussion 
ANOVA/Tukey HSD Data Analysis 
Each layer of the 104 automobile paint samples were analyzed individually, XRF spectra 
are for each layer analyzed is illustrated in Figure 66.  The most intense peak observed 
in each spectrum was titanium (Ti).  Discrimination of the paint samples based on the 
clear coat alone yielded 52.2% discrimination at a 95% CL.  The color layer 
differentiated 42.9% of the paint samples and 63.6% of the samples could be 
discriminated by the first primer layer at the 95% CL.  Overall, 83.4% of the samples 
were discriminated based on XRF elemental ratios.  There were no type I errors made 
during this analysis.  The discriminating ratios are present in Table 31, along with the 
percentage of samples discriminated at a 95% CL. 
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Figure 66:  XRF spectra of the clear, color and primer layer of a paint sample 
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Table 31: SEM-EDX discriminating ratios for automobile paint samples at a 95% CL (only K lines included) 
Clear Layer Color Layer Primer Layer Emission 
Ratios F-Statistic % Discrim F-Statistic % Discrim F-Statistic % Discrim 
Mg/Al  2.0 1.9 10.4 10.8   
Na/Mg     1.4 1.9 
Si/Mo 4.0 5.1 2.7 3.7 3.0 2.6 
S/P 10.8 9.5 2.2 1.7 3.8 5.6 
Cl/K 6.2 6.2 2.6 6.2 2.2 1.3 
Ti/Fe 11.6 11.7 19.7 31.7 16.12 28.0 
Cr/Mn 8.4 5.7 44.4 10.6   
Ni/Co 3.4 3.5 2.4 5.4 3.0 3.6 
Cu/Zn 2.1 3.3 10.3 6.9 62.1 9.3 
Rb/Zn 6.4 9.8   8.1 8.7 
Ti/Al 5.25 8.0 13.0 10.8 5.62 6.8 
Ca/V   6.8 5.6   
Total 
Discrimination 
 52.2  42.9  63.6 
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Student’s t-test/HQI Discrimination 
In the full spectral comparison, the Student’s t-test method described in chapter five, 
was used for calculating the discrimination percentage based on each paint layer.  The 
Bonferonni correction was used in order to minimize the type I error for the overall 
discrimination since each paint layer is considered to be a separate parameter.  
Therefore, the individual matrices for each paint layer had to be analyzed at a 
confidence level of 99% to obtain an overall confidence level α = 97%.  At 99% CL, 
87.4% could be discriminated based on the clear layer, 99.4% was discriminated by the 
color layer and the primer layer discriminated 80.6% of the 5,356 pair-wise 
comparisons (Table 32).  Therefore, based on all three layers at the overall confidence 
level of 97%, 100% of the samples could be discriminated.  Although 100% 
discrimination was obtained from this sample set, a type I error was made.  One 
sample that was analyzed two separate times was determined to be of different 
sources, which constitutes a type I error. 
 














As described above, a type I error was made during the full spectral analysis.  The 
objective of using the jackknife analysis was to investigate the probability of making a 
type I error when using the full XRF spectrum for analysis.  Jackknifing is a statistical 
method used to estimate the standard error of a random set of observations.119  This 
method is based on recalculating the comparison after omitting one observation at a 
time. 
 
Ten samples from different sources were chosen at random from the complete sample 
set.  Only the spectra from the color layer were used for this comparison.  Three 
spectra were obtained for each sample and one spectrum was omitted at a time.  The 
following spectra sets, which contain two of the three spectra, were analyzed using the 
Student’s t-test method described in chapter four.  The spectra were analyzed from 1 to 
15 keV at a 95% confidence level.   
 
Based on this comparative method, no type I errors were committed.  The replicate 
spectra could not be discriminated from one another when one spectrum was omitted.  
This was true for all of ten samples compared.  Of the comparisons made between 
samples, 82.2% of the pair-wise comparisons could be discriminated; therefore, 17.8% 




LA-ICP-MS Experimental Method 
The method used to sample the automobile paints is similar to the drill down method 
described for automobile glass samples in chapter six.  Instead of just examining the 
clear coat, as was done in the previous analysis, all layers were incorporated into this 
analysis.  Each sample was analyzed at eight positions.  To prevent carryover of each 
position’s analysis the first position was discarded.  The sampling at each position was 
comprised of seven acquisitions, in order to follow elemental trends through the 
sample.  The method described above was developed from previous literature where 
LA-ICP-MS was used in a drill down method through the paint layers.88, 89  A time-
resolved analytical method was selected for this procedure to identify paint layers based 
on elemental trends through the sample.  The time-resolved analytical method provides 
the instrumental responses to the elemental concentration in the sample without any 
further data processing.  Therefore, the elemental responses can be followed in time 
and can identify “pockets” of excess elements through the analysis.  Samples that were 
repainted, the analysis time had to be adjusted to account for the additional layers.  






Table 33: Instrumental parameters for LA-ICP-MS drill-down method – automobile paint 
analysis 
Parameter Value 
Laser Output Energy  6 mJ/pulse 
Laser Output Wavelength  213 nm 
Sampling Energy 0.13 mJ (75%) 
Raster Spacing 250 μm 
Spot Size 50 μm 
Ablation Depth 1 μm 
Frequency 10 Hz 
RF Power 1500 W 
RF Matching 1.84 V 
Carrier Gas  0.73 L/min 
Ablation Cell Vol. 22 mL 
Ablation Mode Spot Drill Down 
Sampling Time 10 minutes 
Pre-ablation No 
Integration Time 0.1 sec/isotope 
Dwell Time 61 sec 
 
Three elements (Li, Y, and Tl) were used to check background counts of the instrument 
and to check the system parameters for maximum intensity.  These elements were 
chosen to optimize the system for light, medium and heavy weighed samples.  NIST 
standard SRM 612 was used to optimize the parameters of the system.  Fifteen samples 
were analyzed by this method and all samples were analyzed in one day which reduces 
any system drifts. 
 
Results and Discussion 
The method of analysis chosen for this sample set was the ANOVA/Tukey HSD data 
analysis.  Seven acquisitions were collected per position to collect isotopic intensities 
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down through the sample.  The first five acquisitions per position were used in the 
comparison of the paint samples.  Paint layers could not be identified based on the 
repetitions alone.  Hence, the intensities from each repetition were summed for each 
acquisition.  It was the summed values that were used to create discriminating ratios 
per acquisition.  Isotopes exhibiting a large response (> 100,000 counts) were ratioed 
to other isotopes with a large response, while isotopes with a smaller response (< 
100,000 counts) were ratioed to other ratios with a smaller response.  The ratios used 
for analysis were chosen based on their F-statistic values and their Pearson correlation 
values.   
 
High discrimination, greater that 95%, is achieved for each acquisition and overall at 
each confidence level (Table 35).  This is due to the high precision of this instrument 
which yielded high F-statistic values for each discriminating ratio.  The F-statistic ranged 
from 2 – 2,256, refer to Table 34. 
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Table 34: LA-ICP-MS isotopic discrimination of automobile paint by ANOVA/Tukey HSD data analysis at the 90% CL 
Acquisition 1 Acquisition 2 Acquisition 3 Acquisition 4 Acquisition 5 
Total 
Discrimination Isotopic Ratio 
F-value 90% CL F-value 90% CL F-value 90% CL F-value 90% CL F-value 90% CL F-value 90% CL 
23Na / 24Mg 29.4 43.1 1.8 7.8 106.5 58.8 547.9 73.9 738.8 76.5 48.7 54.2 
27Al / 29Si 88.0 32.0 47.6 47.7 135.4 34.6 184.5 49.7 98.5 45.1 157.1 62.7 
208Pb / 137Ba 66.3 21.6 25.3 11.1     127.8 11.1 369.5 11.1 
51V / 53Cr 121.1 11.1 342.7 11.1   379.6 11.1   2,255.7 11.1 
90Zr / 79Br 16.8 23.5 124.6 45.8 58.6 11.1 270.7 49.7 205.3 50.3 146.6 27.5 
34S / 60Ni 22.4 11.1 6.3 11.1 13.4 38.6 40.8 58.2 66.9 58.8 114.7 56.9 
44Ca / 35Cl 13.1 34.0 17.2 42.5 180.4 74.5 394.3 36.6 426.0 53.6 430.2 61.4 
47Ti / 118Sn 35.7 59.5           
56Fe / 55Mn 24.1 43.8 6.0 17.6 33.2 37.9 59.0 68.0 139.1 71.2 25.22 45.8 
31P / 34S 68.9 47.7   1,547.8 38.6 223.9 30.1 172.9 45.8   
133Cs / 59Co   40.8 21.6 242.1 21.6 223.82 11.1     
90Zr / 79Br           146.7 27.5 
Overall 
Discrimination 
 98.4  97.4  96.1  100.0  100.0  100.0 
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Table 35: LA-ICP-MS discrimination of automobile paint samples 
 90% CL 95% CL 99% CL 
Acquisition 1 98.0 98.0 98.0 
Acquisition 2 97.4 97.4 97.4 
Acquisition 3 96.1 96.1 95.4 
Acquisition 4 100.0 100.0 100.0 
Acquisition 5 100.0 100.0 100.0 
Overall Discrimination 100.0 100.0 100.0 
 
The time resolved analytical method was employed to allow identification of the layers 
of the paint sample by following the intensities of specified elements through the 
sample.  This type of layer identification has previously reported with optimal results.88  
While this methodology worked for a few elements in a single paint sample, this 
method did not allow for layer identification. 
  
Conclusion 
FTIR-ATR spectral comparison has been the primary analytical method used in 
identifying the source of an automobile paint samples.  Microscopic examination is 
another higher utilized technique which can identify the number of paint layers and 
even the thickness of each layer.115  While these techniques are informative there are 
LIBS could provide elemental information about each paint layer in the sample that 
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could supplement information obtained from the FTIR.  Of the techniques used to 
analyze the clear coat of the paint samples, XRF analysis provided the most 
discrimination (Table 36).  Of the emission spectra examined in this study (i.e. XRF, 
EDX and LIBS) data analysis by full spectra HQI analysis provided the best 
discrimination.  Analysis by LIBS provided similar discrimination as XRF analysis. 
 
Correlation between the LIBS spectra and IR classification was poor.  This may be due 
to the differences in the type of information that each technique provides.  However, 
based on relationship of the molecular structure to the molecular emissions observed in 
the LIBS spectra that was observed in the previous chapter, classification of the 
automobile paint clear coats may be possible by LIBS analysis.  Identifying a direct 




Table 36: Overall discrimination of paint samples by various instrumental techniques 
 FTIR-ATR LIBS SEM-EDX XRF LA-ICP-MS 
Method Full Spectral Full Spectral ANOVA/Tukey Full Spectral ANOVA/Tukey Full Spectral ANOVA/Tukey
CL 95% 95% 95% 97% 95% 97% 95% 
Clear Layer 68.8 73.5 29.4 25.0 55.2 87.4  
Color Layer   39.6 47.2 42.9 99.4  
Primer Layer   28.7 67.0 63.6 80.6  
Overall 
Discrimination 
  70.2 85.6 83.4 100.0* 100.0 






The purpose of this study was to evaluate LIBS as an alternative elemental emission 
instrument of current instruments that allows for rapid analysis and is within the limited 
budget faced by many forensic laboratories.  While LIBS is desirable in terms of its cost, 
sample preparation time and analysis time, its major drawback is that the LIBS is not as 
precise as other instruments currently used.  The poor precision of LIBS is due to 
inconsistent and techniques plasmas generated for each analysis.  Day-to-day plasma 
inconsistencies have been shown to be a limitation for spectral analysis by LIBS; 
however, LIBS is not ruled out as a reliable instrument that can provide discriminatory 
information for back-to-back sample comparisons.  LIBS has demonstrated that it can 
provide discrimination results that are comparable to currently used instrumentations in 
forensic laboratories, i.e. LA-ICP-MS and SEM-EDX.  However, if a type II error occurs 
then other instrumentation is necessary for further discrimination.  This was observed 
by incorporating RI data for glass discrimination and was also observed in paint analysis 
by utilizing all layers observed in the sample. 
 
Automobile Glass Analysis 
Various statistical techniques were investigated for spectral analysis of LIBS.  Of these 
statistical techniques examined, ANOVA followed by the Tukey HSD post-test provided 
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the highest discrimination for the analysis of trace glass samples.  Using this analysis 
for refractive index in conjunction with the LIBS elemental ratios provided comparable 
results to those achieved by the LA-ICP-MS discrimination of the same sample set.  
However, discriminating using ANOVA/Tukey can be tedious in terms of identifying and 
creating ratios that have a high F-statistic and are not highly correlated with the other 
discriminating ratios.   
 
As an alternative, methods of full spectral analysis were examined.  These types of data 
analyses were more conducive to rapid analysis than the ANOVA/Tukey HSD analytical 
method.  Full spectral analysis (baseline included) provided less discrimination than 
using the isolated peaks method.  Analyzing isolated peaks with a S:N greater than 3 
that are present in both the known and unknown spectra, data analysis methods (i.e. 
Sorenson, Rank and Pearson) provides discriminating powers that are comparable to 
the ANOVA/Tukey HSD data analysis method.  Of the analysis methods explored for the 
comparison of isolated peaks, the Student’s t-test/rank correlation method provided the 
highest discrimination percentage of automobile float glass (float side) samples.   
 
Principal component analysis allowed classes of glasses (i.e. borosilicate vs. soda-lime 
silicate) to grouped accordingly with other samples of that class.  The float glasses were 
grouped together based on using full spectra; however, discriminating ratios were able 
to provide further separation of the different types (i.e. automobile float vs. automobile 
side mirror).  This type of analysis can be a screening process of sample class and 
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further individual discrimination can then be obtained by using other discrimination 
techniques and/or instrumentation.  
 
Organic Material Analysis 
Energetic and organic materials were analyzed in a crystalline form and as a residue.  
Residue samples were used to determine if it was possible to accurately detect these 
materials via atomic and diatomic bands in the resulting LIBS spectra.  Calibration 
curves were attempted, but due to the nature of some of the analytes, detection of 
these materials was not achieved at surface concentrations below 50 μg/cm2.  
Classification of solid explosive materials was attempted through principal component 
analysis of LIBS spectra collected under an argon atmosphere.  Groupings based on the 
atomic structure of the explosives were observed but there was some overlap of these 
groups.  Classifying explosive based on the intensity of atomic carbon, swan bands, 
violet bands, atomic nitrogen and atomic oxygen in the presence of an argon 
atmosphere may be possible.  However, more accurate groupings of the organic 
materials was observed under an inert atmosphere (argon), which was achieved by 
incorporating the oxygen bands into the overall analysis.  Based on the this study it 
may be possible to identify a correlation between the LIBS spectra to the molecular 
structure of an organic material. 
 
 210
Automobile Paint Analysis 
Currently, the top clear coat layer of automobile paint samples provides little 
discriminatory information.  Techniques used in forensic laboratories classify the type of 
clear coat layer based on the Ryland IR classification flowchart.116  It has been 
demonstrated in this research that more information may be available through other 
analytical methods (i.e. SEM-EDX, LIBS and XRF).  Of these techniques used for 
analysis, XRF provided the greatest discrimination.  LIBS provided a high discrimination 
of the samples based on full spectral analysis using the Student’s t-test/HQI method; 
however, nearly 20% of the comparisons made were a type II error which should be 
avoided in forensic science.  The grouping observed from the principal component 
analysis of the LIBS spectra does not seem to match the classifications offered by the 
Ryland IR flowchart.  SEM offered images of the paint cross sections which provided 
information regarding the number of different layers; however, the discriminating 
power of EDX was not has high as the other discriminating techniques explored.  It is 
possible that this low discrimination is due to the analytical procedure chosen.  Other 
techniques should be investigated to determine if there is an increase in the overall 
discrimination of these paint samples.  LIBS seems to provide comparable results to 
other techniques in regards to the clear coat analysis. 
 
LIBS has potential of being a useful technique for elemental analysis for trace evidence 
commonly encountered in forensic laboratories.  The interpretation and data processing 
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of required for LIBS spectra can be a potential concern.  In this study, many 
instrumental techniques and various types of data analysis were examined to determine 





Organic Materials  Analysis 
Two-dimensional correlation spectroscopy was used to identify relationships between 
the atomic carbon peak, the swan band set and the violet band set.  Due to the 
limitations of this LIBS spectrometer, the relationship between the growths of these 
species was not possible.  With a higher resolution spectrometer and a shorter 
spectrometer gate time, it may be possible to accurately identify the relationships that 
form these diatomic species with reference to the carbon atomic emission under an 
argon atmosphere.  This may also lead to information about how the CN bands are 
formed when the nitrogen comes from the sample in comparison to atmospheric 
nitrogen.  While it was demonstrated that classifications of organic materials can be 
achieved based on LIBS spectra; a method for accurate identification of organic 
materials for long range analysis using an inert atmosphere should be examined. 
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Automobile Paint Analysis 
Additional work needs to be done to identify an accurate relationship between the 
Ryland IR classification of automobile paint clear coats and the results obtained from 
other analytical methods.  The results presented in this study do not provide a clear 
relationship between the grouping of clear coat LIBS spectra and the Ryland groupings 
of the same samples.  If known samples of the clear coat can be obtained, then 
accurate determination of these layers would provide a clear relationship between the 
IR classification and LIBS spectra.   
 
Layer identification of paint samples should also be explored more thoroughly, 
especially in the case of repainted samples which would offer elemental information in 
addition to microscopic analyses.  Further examination of the color and the primer coat 
of automobile paint samples by LIBS is necessary for a complete comparison of this 
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