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Abstract—Intelligent reflecting surface (IRS) can effectively
control the wavefront of the impinging signals, and has emerged
as a promising way to improve the energy and spectrum efficiency
of wireless communication systems. Most existing studies were
conducted with an assumption that the hardware operations
are perfect without any impairment. However, both physical
transceiver and IRS suffer from non-negligible hardware im-
pairments in practice, which will bring some major challenges,
e.g., increasing the difficulty and complexity of the beamforming
designs, and degrading the system performance. In this paper,
by taking hardware impairments into consideration, we make
the transmit and reflect beamforming designs and evaluate the
system performance. First, we utilize the linear minimum mean
square error estimator to make the channel estimations, and
analyze the factors that affect estimation accuracy. Then, we
derive the optimal transmit beamforming vector, and propose a
gradient descent method-based algorithm to obtain a sub-optimal
reflect beamforming solution. Next, we analyze the asymptotic
channel capacities by considering two types of asymptotics with
respect to the transmit power and the numbers of antennas and
reflecting elements. Finally, we analyze the power scaling law
and the energy efficiency. By comparing the performance of our
proposed algorithm with the upper bound on the performance
of global optimal reflect beamforming solution, the simulation
results demonstrate that our proposed algorithm can offer an
outstanding performance with low computational complexity. The
simulation results also show that there is no need to cost a lot on
expensive antennas to achieve both high spectral efficiency and
energy efficiency when the communication system is assisted by
an IRS and suffer from hardware impairments.
Index Terms—Intelligent reflecting surface, transmit and re-
flect beamforming designs, phase shifts optimization, estimation
accuracy, capacity bounds, power scaling law, energy efficiency,
hardware impairments.
I. INTRODUCTION
THE March 2020 report, which was released by CiscoSystems, Inc., shows that the number of networked
devices and connections will reach up to 29.3 billions by the
year of 2023, and about half of them are mobile-ready devices
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and connections [1]. This inevitably leads to an explosive
growth of mobile data traffic, which requires to enhance the
performance of wireless communication systems in future. The
5th generation (5G) wireless network technology has been
standardized to solve these problems. However, there is no
single enabling technology that can support all 5G application
requirements during the standardization process [2]. Some new
use cases will bring more challenging communication engi-
neering problems, which necessitates radically new communi-
cation paradigms, especially at the physical layer. Intelligent
reflecting surface (IRS), a.k.a., large reflecting surface has
emerged as a new solution to improve the energy and spectrum
efficiency of wireless communication systems. Prior works
have revealed that IRS can effectively control the wavefront,
e.g., the phase, amplitude, frequency, and even polarization, of
the impinging signals without the need of complex decoding,
encoding, and radio frequency processing operations [2]–[6].
Basar, et al., elaborate on the fundamental differences of this
state-of-the-art solution with other technologies, and explain
why the use of IRS necessitates to rethink the communication-
theoretic models currently employed in wireless networks [2].
O¨zdogan, Bjo¨rnson and Larsson demonstrate that the IRS can
act as diffuse scatterers to jointly beamform the signals in
a desired direction in [4]. They also compare the IRS with
the decode-and-forward (DF) relay, and show that the IRS
can achieve higher energy efficiency by using many reflecting
elements [6]. Wu and Zhang theoretically verify that the IRS
is able to drastically enhance the link quality and/or coverage
over the conventional setup without the IRS [5], and analyt-
ically show that the IRS with discrete phase shifts achieve
the same power gain with that of the IRS with continuous
phase shifts [3]. They also propose the alternating optimization
algorithm and the two-stage algorithm to address the joint
transmit and reflect beamforming optimization problem, which
is difficult due to the non-convex signal-to-noise ratio (SNR)
constraints as well as the signal unit-modulus constraints
imposed by passive phase shifters [7]. Yan, Kuai and Yuan
use the semi-definite relaxation (SDR) technique to obtain
a sub-optimal reflect beamforming solution which maximizes
the average receive SNR [8]. Feng, Wang, Li and Wen point
out that the traditional methods, e.g., the SDR method, are
computational expensive, and they utilize deep reinforcement
learning (DRL) and propose a DRL-based framework to design
the reflect beamforming [9].
It should be noted that all the mentioned works study the
IRS-assisted communication system with an assumption that
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2the hardware operations are perfect without any impairment.
However, both physical transceiver and IRS suffer from hard-
ware impairments which are non-negligible, and the existence
of hardware impairments will bring some major challenges. In
the IRS-assisted communication system with ideal hardware,
the optimal transmit beamforming solution is the maximum-
ratio transmission (MRT), and the reflect beamforming design
problem can be addressed by solving a non-convex quadratic
constraint quadratic program (QCQP) problem [3], [5], [10].
Nevertheless, the consideration of hardware impairments in-
creases the difficulty and complexity of the beamforming
design problems, and we need to reformulate the optimization
problem and redesign the optimization algorithm. In addition,
the hardware impairments may greatly degrade the system per-
formance, e.g., it has been shown that hardware impairments
bound the channel capacity in massive multiple-input multiple-
output (MIMO) system [11]. Thus, the performance of the
IRS-assisted communication system, e.g., channel estimation
accuracy, channel capacity, power scaling law, and energy
efficiency, should be evaluated under hardware impairments.
In this paper, by taking hardware impairments into consider-
ation, we make the transmit and reflect beamforming designs
and evaluate the system performance. The contributions of this
paper can be summarized as follows:
• We use the linear minimum mean square error (LMMSE)
estimator to make the channel estimation, and derive the
estimator matrix and the error covariance matrix under
hardware impairments. Based on the derived results, we
theoretically analyze the factors that affect estimation
accuracy, e.g., impairment level, and illustrate the dif-
ference between the estimations of direct channel and
IRS channel. In particular, we reveal that perfect channel
estimation accuracy cannot be achieved under hardware
impairments, not even asymptotically.
• By transforming the transmit beamforming design prob-
lem into a generalized Rayleigh quotient problem, we
derive the optimal transmit beamforming vector which
maximizes the receive SNR in the IRS-assisted commu-
nication system with hardware impairments.
• Based on the optimal transmit beamforming solution,
a gradient descent method (GDM)-based algorithm is
proposed to obtain the sub-optimal reflect beamforming
solution. To ensure the objective function is holomorphic
and the gradient of it can be quickly obtained, we
introduce the conjugate coordinates and the intermediate
variables. By comparing the performance of the pro-
posed algorithm with the derived upper bound on the
performance of global optimal solution, we show that the
proposed algorithm is sufficient to offer an outstanding
performance with low computational complexity.
• By considering two types of asymptotics with respect
to the transmit power and the numbers of base station
(BS) antennas and the reflecting elements, we analyze the
asymptotic channel capacities, and derive the upper and
lower bounds. Our results reveal that there is no need to
cost a lot on expensive antennas to achieve high spectral
efficiency when the wireless communication system is
assisted by an IRS and suffer from hardware impairments.
• By using the law of large numbers, we analyze the
power scaling law at the user in the cases of perfect and
imperfect channel state information.
• Based on the derived asymptotic channel capacity and
the power consumption model, we analyze the energy
efficiency, and derive the upper and lower bounds of the
maximal energy efficiency. Our results also show that
an IRS-assisted communication system can achieve both
high spectral efficiency and high energy efficiency with
moderate number of BS antennas.
The rest of the paper is organized as follows. Section II
presents the system model, especially the hardware impair-
ments model, and the communication protocol we adopt in
this paper. The channel estimation performance is analyzed
in Section III. In Section IV, we derive the optimal transmit
beamforming vector, and propose the GDM-based algorithm
for reflecting beamforming design. The asymptotic channel
capacity is also discussed in Section IV. Section V presents
the power scaling law and the energy efficiency. Finally,
we conclude the paper in Section VI. The corresponding
simulation results are illustrated in each section.
Notations: Italic letters are used for scalars, x. We denote
column vectors as bold-face lower-case letters. To be clear,
we denote the column vectors associated with signals, noise,
and distortion as italic bold-face lower-case letters, x, and
denote the column vectors associated with channels as regular
bold-face lower-case letters, h. Bold-face upper-case letters
are used for matrices, H. Let HT, H∗, HH, H−1, and tr(H)
denote the transpose, conjugate, conjugate transpose, inverse,
and trace of H, respectively. We use Cx×y to denote the space
of x×y complex-valued matrices. For a complex-valued vector
x, ‖x‖ denotes its Euclidean norm (2-norm), and diag(x)
denotes a diagonal matrix with each diagonal element being
the corresponding elements in x. For a complex-valued matrix
H, diag(H) denotes a diagonal matrix with each diagonal
element being the corresponding diagonal elements in H.
I and 0 denote an identity matrix and an all-zero matrix,
respectively, with appropriate dimensions. E{·} denotes the
statistical expectation. Re{·} denotes the real part of a complex
number, vector or matrix. A circularly symmetric complex
Gaussian stochastic vector x is denoted as x ∼ CN (µ,Σ),
where µ is the mean vector and Σ is the covariance matrix.
∇θf denotes the gradient vector of the scalar function f with
respect to the vector variable θ.
II. COMMUNICATION SYSTEM MODEL
As illustrated in Fig. 1, we consider an IRS-assisted wireless
communication system where an IRS is deployed to assist
in the communication from a multi-antenna BS to a single-
antenna user over a given frequency band. The number of
antennas at the BS and that of reflecting elements at the
IRS are denoted by M and N , respectively. In this section,
we give the communication system model based on the
physically correct system models in prior works [3]–[6]. The
operations at the IRS is represented by the diagonal matrix
3Φ = diag
(
ejθ1 , · · · , ejθN ) 1, where θi ∈ [0, 2pi] represents
the phase shift 2 of the ith reflecting element and j represents
the imaginary unit. We assume that the channel realizations
are random and independent between blocks, which basically
covers all physical channel distributions. Denote the stochastic
block-fading channels of BS-user link, BS-IRS link, and IRS-
user link as hd ∈ CM×1, G ∈ CM×N , and hr ∈ CN×1,
respectively. They are modeled as ergodic processes with fixed
independent realizations in each coherence period, the direct
channel hd ∼ CN (0,Cd), and the cascaded channel HIRS =
G diag (hr) ∼ CN (0,CIRS). This is known as the Rayleigh
block fading channels, and the matrices Cd = E{hdhHd } and
CIRS = E{HIRSHHIRS} are the covariance matrices.
User
Single Antenna
Base Station 
M  Antennas
IRS
N  Reflecting Elements
Controller
Wireless Control Link Wired Control Link
Fig. 1. The IRS-assisted wireless communication system with a single-
antenna user, an M-antenna BS, and an IRS comprising N reflecting elements.
We adopt a time-division duplexing (TDD) communication
protocol for the IRS-assisted communication system in this
paper, which is based on the TDD protocol proposed in [12], as
illustrated in Fig. 2. The channel coherence period τ is divided
into three phases: an uplink training phase of τpilot, an uplink
transmission phase of τupdata, and a downlink transmission
phase of τdowndata . During the uplink training phase, the deter-
ministic pilot signal x is transmitted by the user to estimate
channels, where the average power of x is E{|x|2} = pUE.
Since the IRS has no radio resources to transmit pilot signals,
the BS has to estimate the cascaded channel of G and hr,
which is defined as HIRS = G diag (hr) = [h1, · · · ,hN ].
Each column vector hi ∼ CN (0,Ci) in HIRS represents the
channel between the BS and the user through IRS when only
the ith reflecting element is at ON-state. The uplink training
phase is divided into (N + 1) sub-phases. During the 1st
sub-phase, all reflecting elements are at OFF-state and the
BS estimates the direct channel hd; During the (i + 1)th
1 Since the IRS is a passive device, each reflecting element is usually
designed to maximize the signal reflection. Thus, we set the amplitude of
reflection coefficient equal to one for simplicity in this paper.
2 We assume that the phase shifts can be continuously varied in [0, 2pi],
while they are usually selected from a finite number of discrete values in
practice. Wu and Zhang address the beamforming design of IRS with discrete
phase shifts, and show that the IRS with discrete phase shifts achieve the
same power gain with that of the IRS with continuous phase shifts [3].
sub-phase, only the ith reflecting element is at ON-state and
the BS estimates the IRS channel hi. By exploiting channel
reciprocity, the BS will transmit data signal to the user during
the downlink transmission phase.
Uplink
Training Phase
Uplink  Data
Transmission Phase
Downlink  Data
Transmission Phase
Coherence Period  τ  
1 2 i N +1N
Uplink
Downlink
Sub-Phases
Fig. 2. The TDD communication protocol that we adopt for the IRS-assisted
wireless communication system.
A. Hardware Impairments Models
The hardware impairments we considered in this paper in-
clude transceiver hardware impairments and IRS hardware im-
pairments. Although the physical transceiver implementations
consist of many different hardware components and each one
distorts the signals in its own way [13], the aggregate residual
hardware impairments can be modeled as independent additive
distortion noise [14]–[17]. Since the IRS is a passive device
and high-precision configuration of the reflection phases is
unfeasible, the IRS hardware impairments can be modeled as
phase errors [18]. The detailed hardware impairments models
are as follows:
1) Transceiver Hardware Impairments: The hardware im-
pairments of transceiver cause the mismatch/distortion be-
tween the intended signal and the actual signal. The distor-
tion can be well-modeled as uncorrelated additive Gaussian
noise since it is the aggregate residual of many hardware
impairments, where some are Gaussian and some behave as
Gaussian when summed up [14], [15]. The additive distortion
noise terms ηUE ∈ C and ηBS ∈ CM×1 respectively describe
the residual impairments of the transceiver hardware at the
BS and the user. They obey the circularly symmetric com-
plex Gaussian distribution, ηUE ∼ CN (0, vUE) and ηBS ∼
CN (0,ΥBS), where vUE and ΥBS are the variance/covariance
matrix of the additive distortion noise. The distortion noise
power at an antenna 3 is proportional to the signal power at
this antenna [14], [15], thus we have:
• During the 1st sub-phase of uplink training phase, the
variance vUE of the additive distortion noise at the user
can be modeled as vUE = κUEpUE, and the covariance
matrix ΥBS of the additive distortion noise at the BS can
be modeled as ΥBS = κBS (pUE + κUEpUE) diag (Cd),
where κUE and κBS are respectively the proportionality
coefficients which characterize the levels of hardware
impairments at the user and the BS, and are related to the
error vector magnitude (EVM). The EVM is a common
3 For simplicity, we neglect any antenna cross-correlation and distortion
leakage in this paper. Bjo¨rnson, Zetterberg, Bengtsson and Ottersten model
the leakage as proportional to the average signal power per antenna in [19].
4measure of hardware quality for transceivers 4, e.g., when
the BS transmits the signal x, the EVM at the BS is
defined as
EVMBS =
√
tr
(
E
{
ηBSη
H
BS
})
tr (E {xxH}) =
√
κBS. (1)
• During the (i+ 1)th sub-phase of uplink training phase,
the variance vUE of the additive distortion noise at the
user still is vUE = κUEpUE, and the covariance matrix
ΥBS of the distortion noise at the BS can be modeled as
ΥBS = κBS (pUE + κUEpUE) diag (Cd + Ci).
• During the uplink data transmission phase, the variance
vUE of the additive distortion noise at the user still is
vUE = κUEpUE, and the covariance matrix ΥBS of the
additive distortion noise at the BS can be modeled as
ΥBS = κBS (pUE + κUEpUE) diag(Cd +
∑N
i=1 Ci).
• During the downlink data transmission phase, the co-
variance matrix ΥBS of the additive distortion noise
at the BS can be modeled as ΥBS = κBS diag (Q),
where the matrix Q = E{xxH} represents the covariance
matrix of the transmitted data signal x. The variance vUE
of the distortion noise at the user can be modeled as
vUE = κUE(1 +κBS) tr(diag(Q) diag(Cd +
∑N
i=1 Ci)).
2) IRS Hardware Impairments: The hardware impairments
of IRS can be modeled as phase noise since the IRS is a
passive device and high-precision configuration of the re-
flection phases is infeasible. The phase noise of the ith
reflecting element of IRS is denoted as ∆θi, which is ran-
domly distributed on [−pi, pi) according to a certain circular
distribution. Due to the reasonable assumption in [18], the
distribution of the phase noise ∆θi has mean direction zero,
i.e., arg(E{ej∆θi}) = 0, and its probability density function is
symmetric around zero. The actual matrix of IRS with phase
noise is Φ˜ = diag
(
ej(θ1+∆θ1), ej(θ2+∆θ2), · · · , ej(θN+∆θN ).
B. Uplink and Downlink System Models
The uplink channel is used for pilot-based channel estima-
tion and data transmission. It should be noted that there is no
phase shift at the IRS during the uplink training phase. Based
on the communication system model given above, the received
pilot signals yd,y1, · · · ,yN ∈ CM×1 at the BS in different
sub-phases of uplink training phase are
yd = hd (x+ ηUE) + ηBS + n (2)
yi = hd (x+ ηUE) + hi
[
ej∆θi (x+ ηUE)
]
+ ηBS + n (3)
where x ∈ C is the deterministic pilot signal and n ∈ CM×1
is an additive white Gaussian noise with the elements in-
dependently drawn from CN (0, σ2BS). The received signal
y ∈ CM×1 at the BS during the uplink data transmission
phase from the user is
y =
(
hd + GΦ˜hr
)
(x+ ηUE) + ηBS + n (4)
4 More precisely, the EVM is the difference between the actual transmit-
ted/received symbols and the ideal symbols. It can be degraded by various
imperfections, e.g., noise, distortion, spurious signals, and phase noise. Thus,
the EVM can provide a comprehensive measure of the quality of the radio
transceiver for use in digital communications. The 3GPP LTE standard
specifies total EVM requirements in the range [0.08, 0.175] [20].
where x ∈ C is the transmitted data signal and the transmit
power is pUE = E{|x|2} which is same with the pilot power.
The downlink channel is used for data transmission, and
the received signal y ∈ C at the user during the downlink
transmission phase from the BS is
y =
(
hHd + h
H
r Φ˜
HGH
)
(x+ ηBS) + ηUE + n (5)
where x ∈ CM×1 is the transmitted data signal and n ∈ C
is an additive white Gaussian noise drawn from CN (0, σ2UE).
The transmit power of the BS is pBS = E{xHx}.
III. CHANNEL ESTIMATION PERFORMANCE
In this section, we consider estimations of the current
direct channel realization hd and the current cascaded channel
realization HIRS by comparing the received signal with the
predefined pilot signal, respectively. Without loss of generality,
we use the LMMSE estimator to make the channel estimations,
and evaluate the estimation performance for the IRS-assisted
communication system with hardware impairments. When we
estimate the current direct channel realization hd in the 1st
sub-phase of uplink training phase, all reflecting elements of
IRS are at OFF-state. The IRS-assisted communication system
can be simplified as a multiple-input single-output (MISO)
communication system. The corresponding channel estimation
result was given in Theorem 1 of [11], which is shown in
Lemma 1 as follows.
Lemma 1. The estimated direct channel realization hˆd using
LMMSE estimator can be represented as
hˆd = x
∗CdY−1d yd (6)
where the covariance matrix of the received pilot signal yd is
denoted as Yd = E{ydyHd }. The LMMSE is the trace of the
error covariance matrix, and the error covariance matrix is
Md = Cd − pUECdY−1d Cd. (7)
When we estimate the cascaded channel realization HIRS,
each column vector hi of HIRS is respectively estimated in
the (i+1)th sub-phase of uplink training phase. One important
difference from the estimation of direct channel realization hd
is that there exist hardware impairments on IRS, and these
hardware impairments should be taken into consideration.
Another important difference is that the signal received at the
BS in the (i+ 1)th sub-phase consists of two parts: the signal
transmitted through direct channel and the signal transmitted
through IRS channel. The signal y˜i transmitted through IRS
channel can be obtained by subtracting the signal yd in Eq.
(2) from the signal yi in Eq. (3), as given by
y˜i = hi
[
ej∆θi (x+ ηUE)
]
+ ηIRSBS + n+ n. (8)
It should be noted that the additive Gaussian noise cannot be
eliminated by subtracting operation, and the noise term in y˜i
is the superposition of that in yd and yi, which still obeys a
Gaussian distribution. Similarly, the power of residual distor-
tion noise caused by hardware impairments is superposed. The
distortion noise at the BS in Eq. (8) is ηIRSBS ∼ CN
(
0,ΥIRSBS
)
where ΥIRSBS = κBS (pUE + κUEpUE) diag (2Cd + Ci). In
5addition, we omit the superposition of hdηUE in Eqs. (2) and
(3) since the value of it is very small in practice.
Theorem 1. The estimated IRS channel realization hˆi from
the separated signal y˜i using LMMSE estimator is
hˆi = x
∗CiY˜−1i y˜i (9)
where the covariance matrix of the separated signal y˜i is
denoted as Y˜i = E{y˜iy˜Hi }. The LMMSE is the trace of the
error covariance matrix, and the error covariance matrix is
Mi = Ci − pUECiY˜−1i Ci. (10)
Proof: The estimated IRS channel realization hˆi using
LMMSE estimator has a form of hˆi = Ay˜i, where the
estimator matrix is denoted as A which minimizes the mean
square error (MSE). According to the definition of MSE, we
obtain that the MSE is the trace of the error covariance matrix.
The error covariance matrix of the IRS channel estimation is
Mi = E{(Ay˜i − hi) (Ay˜i − hi)H}
= E{Ay˜iy˜Hi AH + hihHi − hiy˜Hi AH −Ayiy˜Hi }.
(11)
By substituting y˜i in Eq. (8) into Eq. (11), we obtain that
MSE = tr(AY˜iAH − xACi − x∗CiAH + Ci). (12)
Then, the detector matrix A which minimizes the MSE can
be obtained by equaling the derivative of Eq. (12) with respect
to A to zero, as given by
∇AMSE = A∗Y˜i − xCi = 0 ⇒ A = x∗CiY˜−1i . (13)
Finally, we obtain the estimated IRS channel realization hˆi in
Eq. (9). By substituting A into Eq. (11), we obtain the error
covariance matrix Mi in Eq. (10).
Remark 1. The phase errors of reflecting elements caused by
hardware impairments on IRS are random and unknown to the
BS in practice. We can only use the statistic characteristics of
phase errors to estimate the current IRS channel realization.
The result shows that the IRS hardware impairments have no
effect on the estimation accuracy statistically. Thus, a massive
MIMO system can be replaced by an IRS-assisted communi-
cation system with large number of low-quality reflecting ele-
ments and moderate number of high-quality antennas, which
causes tolerable decrease on estimation accuracy but can
reduce hardware cost substantially. In addition, the estimation
accuracy will decrease on account of the superposition of
noise/distortion power caused by the subtraction operation
on signals, and we need more accurate estimation method to
compensate this loss in future works.
Corollary 1. The average estimation error per antenna is
independent of the number of BS antennas, but is correlated
to the number of reflecting elements on IRS (the times of
estimation increases with the number of reflecting elements).
Contrary to the ideal hardware case that the error variance
converges to zero as pUE → ∞, the transceiver hardware
impairments limit the estimation performance.
Proof: Consider the special case of Cd = λI and
Ci = λI. The error covariance matrix of the direct channel
estimation is
Md = λI− λ
2
λκd +
σ2BS
pUE
I (14)
where the parameter κd = 1 + κUE + κBS (1 + κUE). The
error covariance matrix of the IRS channel estimation is
Mi = λI− λ
2
λκi + 2
σ2BS
pUE
I (15)
where the parameter κi = 1 + κUE + 3κBS (1 + κUE). In the
high pilot signal power regime, we have
lim
pUE→∞
Md = λI− λ
κd
I and lim
pUE→∞
Mi = λI− λ
κi
I. (16)
Thus, perfect channel estimation accuracy cannot be achieved
under hardware impairments, not even asymptotically.
We compare the estimation performance of direct channel
and IRS channel with different hardware impairment levels
to illustrate the difference between them as well as the
estimation accuracy limit caused by hardware impairments.
We assume that the number of BS antennas is M = 20, and
the hardware impairments coefficients are chosen from the
set of {0, 0.052, 0.102, 0.152}. The channel covariance matrix
is generated by the exponential correlation model from [21].
Fig. 3 shows the channel estimation error per antenna averaged
by the trace of Ci (in the case of direct channel, it is averaged
by the trace of Cd), and it is a decreasing function of the
average SNR which is defined as SNR = pUE
tr(Ci)
Mσ2BS
. We
notice that the estimation error increases with the transceiver
hardware impairment level, and hardware impairments create
non-zero error floors. In addition, the estimation error of
IRS channel is larger than that of direct channel due to the
subtraction operation on signals.
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Fig. 3. The channel estimation error per antenna of direct channel and IRS
channel with ideal and non-ideal hardware.
IV. BEAMFORMING DESIGN AND CHANNEL CAPACITY
In this section, we analyze the transmit and reflect beam-
forming designs, and derive the channel capacities of the
6uplink and downlink in Eqs. (4) and (5). In each coherence
period τ , the BS has the imperfect channel state information
HBS of the actual channel states H by using the channel
estimation method which has been proposed in Section III,
and the user has the imperfect channel state information HUE.
Based on the estimated channel state information HBS, the
BS select the conditional probability distribution f(x|HBS)
of the transmitted data signal x. Similarly, the user select the
conditional probability distribution f(x|HUE) of the trans-
mitted data signal x based on the channel state information
HUE. Then, the uplink and downlink channel capacities can
be respectively expressed as
Cup =
τupdata
τ
E {max I (x;y|H,HBS,HUE)} (17)
Cdown =
τdowndata
τ
E {max I (x; y|H,HBS,HUE)} (18)
where I (x;y|H,HBS,HUE) and I (x; y|H,HBS,HUE) are
the conditional mutual information. Note that the expectations
in Eqs. (17) and (18) are taken over the joint distribution
of H, HBS and HUE. The maximizations in Eqs. (17) and
(18) require a joint optimization of the active transmit/receive
beamforming/combining at the BS and the passive reflect
beamforming at the IRS.
The upper bounds on the uplink and downlink channel
capacities in Eqs. (17) and (18) can be obtained by adding
extra channel knowledge and removing all interference. Thus,
we assume that the BS and the user have perfect channel
state information, i.e. HBS = HUE = H. Since the receiver
noise and the distortion noise caused by hardware impairments
have been modeled as circularly symmetric complex Gaussian
distributed noise in Section II, Gaussian signaling is optimal in
the uplink and downlink [22], and single-stream transmission
with rank(xxH) = 1 is sufficient to achieve optimality [19].
We can set the transmitted data signal x = wdownBS xBS for
xBS ∼ CN (0, pBS) at the BS and the transmitted data signal
x ∼ CN (0, pUE) at the user, where wdownBS is the unit-form
beamforming vector [11].
In what follows, we focus on jointly optimizing the transmit
beamforming vector wdownBS and the phase-shifting vector θ =
[θ1, · · · , θN ]T to maximize the channel capacity. It is difficult
to solve this problem due to the non-convex objective function
as well as the unit-modulus constraints imposed by passive
phase shifters. Although the existing researches on constant-
envelope precoding [5], [6] and hybrid digital/analog process-
ing [7], [8] have studied the beamforming optimizations under
unit-modulus constraints, such designs are mainly restricted
to the transceivers. The joint active and passive beamforming
optimizations at both the BS and IRS have not been addressed.
Moreover, the existence of hardware impairments increases
the complexity and difficulty of beamforming optimizations,
and there are no existing works have analyzed the reflect
beamforming optimization under hardware impairments. To
solve this problem, we decoupling it into two beamforming
sub-problems, for optimizing the transmit beamforming vector
wdownBS and the phase-shifting vector θ, respectively. We first
design the transmit beamforming vector wdownBS to maximize
the receive SNR by assuming that the phase-shifting vector θ
is optimal, and then we optimize the phase-shifting vector θ
based on the optimal transmit beamforming vector wdownBS .
A. Transmit Beamforming Design
For any given phase shifts of IRS with ideal hardware, it
can be verified that the maximum-ratio transmission (MRT) is
the optimal transmit beamforming solution [3], [10]. Referring
to [11], this conclusion can be extended to the case with non-
negligible hardware impairments, which is shown as follows.
Theorem 2. For any given phase shifts of IRS, the receive
combining vector wupBS and the transmit beamforming vector
wdownBS , which maximize the receive SNR in the IRS-assisted
wireless communication system with hardware impairments,
are respectively given by
wupBS =
U−1h˜H∥∥∥U−1h˜H∥∥∥
2
(19)
wdownBS =
D−1h˜∥∥∥D−1h˜∥∥∥
2
(20)
and the matrices U and D in Eqs. (19) and (20) are given by
U = (1 + κUE)κBS diag(h˜h˜
H) + κUEh˜h˜
H +
σ2UE
pUE
I (21)
D = (1 + κUE)κBS diag(h˜h˜
H) + κUEh˜h˜
H +
σ2UE
pBS
I (22)
where h˜ represents the overall channel hd + GΦ˜hr.
Proof: Suppose that the phase-shifting vector θ of IRS
is optimal, and then the upper bound of downlink channel
capacity in Eq. (18) can be written as
Cdown ≤ τ
down
data
τ
E
{
max
‖wdownBS ‖2=1
log2(1 + SNR(w
down
BS ))
}
(23)
where
SNR(wdownBS ) =
|h˜Hx|2
h˜HΥBSh˜ + vUE + σ2UE
. (24)
According to the models of hardware impairments established
in Section II, the term of h˜HΥBSh˜ in the denominator of Eq.
(24) can be written as
h˜HΥBSh˜ = κBSh˜
H diag
(
xxH
)
h˜. (25)
Since the transmitted data signal at the BS has the form of
x = wdownBS xBS and the variance of xBS is pBS, Eq. (25) can
be rewritten as
h˜HΥBSh˜ = κBSpBSw
down
BS
H
diag
(
h˜h˜H
)
wdownBS . (26)
Similarly, the term of |h˜Hx|2 in the numerator of Eq. (24)
and the term of vUE in the denominator of Eq. (24) can be
respectively rewritten as
|h˜Hx|2 = pBSwdownBS
H
h˜h˜HwdownBS (27)
vUE = κUEpBSw
down
BS
H
h˜h˜HwdownBS + κUEh˜
HΥBSh˜. (28)
7Then, by substituting Eqs. (26), (27) and (28) into Eq. (24),
we obtain
SNR(wdownBS ) =
wdownBS
H
h˜h˜HwdownBS
wdownBS
H
DwdownBS
(29)
where D = (1 + κUE)κBS diag(h˜h˜H)+κUEh˜h˜H+
σ2UE
pBS
I. The
function log2(1+SNR(w
down
BS )) in Eq. (23) has a structure of
f(x) = log2(1 + x), and f(x) is a monotonically increasing
function. Thus, the maximum of Eq. (23) can be obtained by
maximizing SNR(wdownBS ) in Eq. (29) which is a generalized
Rayleigh quotient problem, and the optimal transmit beam-
forming vector can be derived as given in Eq. (20). The proof
of the optimal receive combining vector follows the similar
procedures and here we omit them due to space limitation.
Based on the optimal receive combining and transmit beam-
forming vectors given in Theorem 2, we obtain the new upper
bounds of the uplink and downlink channel capacities, which
are shown as follows,
Cup ≤ τ
up
data
τ
E
{
max
θ
log2(1 + h˜
HU−1h˜)
}
, (30)
Cdown ≤ τ
down
data
τ
E
{
max
θ
log2(1 + h˜
HD−1h˜)
}
. (31)
B. Reflect Beamforming Design
Based on the optimal transmit beamforming vector we
have derived above, the reflect beamforming design can be
analyzed in this sub-section. In order to illustrate the effect
of different phase shifts on the channel capacity visually,
we draw a pseudo-color diagram of the channel capacity
in the communication system assisted by an IRS with only
two reflecting elements, as shown in Fig. 6. The X-axial
and Y-axial respectively represent the phase shifts of two
reflecting elements in the range of [0, 2pi]. It can be noticed
that the maximal channel capacity can be obtained at a specific
point by adjusting the phase shifts of the reflecting elements.
Naturally, this result can be extended to N-dimensional case.
For an wireless communication system assisted by an IRS with
N reflecting elements, we can maximize the channel capacity
by optimizing the phase-shifting vector θ of IRS. Accordingly,
the reflect beamforming design problem can be formulated as
(P1) : max
θ
τdowndata
τ
log2
(
1 + h˜HD−1h˜
)
s. t. 0 ≤ θn ≤ 2pi, ∀n = 1, · · · , N,
(32)
where D = (1 + κUE)κBS diag(h˜h˜H)+κUEh˜h˜H+
σ2UE
pBS
I, and
the optimization variable θ is hidden in the overall channel
vector h˜. By using the Eq. (2.2) in [23] 5, problem (P1) can
be transformed to the following equivalent problem:
(P2) : max
θ
τdowndata
τ
log2
(
1 +
h˜HD˜−1h˜
1 + κUEh˜HD˜−1h˜
)
s. t. 0 ≤ θn ≤ 2pi, ∀n = 1, · · · , N,
(33)
5 For N×N matrices B, τ ∈ C and q ∈ CN for which B and B+τqqH
are invertible, it holds qH(B + τqqH)−1 = qHB−1/(1 + τqHB−1q).
0 pi 2pi
Refleting Element 1: Phase Shifts θ1 [Rad]
0
pi
2pi
R
ef
le
tin
g 
El
em
en
t 2
: P
ha
se
 S
hi
fts
 θ
2
 
[R
ad
]
7.1
7.2
7.3
7.4
7.5
7.6
7.7
7.8
7.9
Sp
ec
tra
l E
ffi
cie
nc
y 
[B
it/C
ha
nn
el 
Us
e]
Fig. 4. The downlink spectral efficiency [dB] in the IRS-assisted wireless
communication system with two reflecting elements.
where D˜ = (1 + κUE)κBS diag(h˜h˜H) +
σ2UE
pBS
I. Problem (P2)
has a structure of f(x) = log2(1 +
x
1+αx ), α > 0, and f(x)
is a monotonically increasing function. Thus, the maximum
of problem (P2) can be obtained by maximizing h˜HD˜−1h˜,
which yields the following equivalent problem:
(P3) : max
θ
h˜HD˜−1h˜
s. t. 0 ≤ θn ≤ 2pi, ∀n = 1, · · · , N,
(34)
According to the direct channel and IRS channel modeled in
Section II, the overall channel vector h˜ = hd + GΦ˜hr can
be equivalently expressed as h˜ = hd + HIRSv, where the
vector v = [ej(θ1+∆θ1), · · · , ej(θN+∆θN )]T. This formulation
enables the separation of the response of the IRS in v from the
cascaded channel in HIRS. Since the matrix D˜ is a diagonal
matrix, the inverse of it can be expressed as
D˜−1 = diag

1
(1+κUE)κBS|hd,1+row1v|2+σ
2
UE
pBS
,
· · ·,
1
(1+κUE)κBS|hd,M+rowMv|2+σ
2
BS
pBS
 (35)
where hd,i is the ith element of the direct channel vector hd,
and rowi is the ith row vector of the cascaded channel matrix
HIRS. It should be noted that the phase errors of the reflecting
elements are random and unknown to the BS, and the BS
can only use the statistic characteristics of the phase errors,
i.e., arg
(
E[ej∆θi ]
)
= 0, to design the reflect beamforming.
Thus, the vector v in the optimization problem is considered
as v = [ejθ1 , · · · , ejθN ]T. In addition, the objective function
is periodic with respect to θi owing to that ej(θi+2kpi) = ejθi ,
k is an integer, and the constraints in problem (P3) can
be omitted. Then, problem (P3) can be transformed to the
following unconstrained optimization problem:
(P4) : max
θ
M∑
i=1
|hd,i + rowiv|2
(1 + κUE)κBS |hd,i + rowiv|2 + σ
2
BS
pBS
.
(36)
Proposition 1. Based on the optimal transmit beamforming
design given in Theorem 2, the reflect beamforming design,
8which is aimed to maximize the channel capacity in IRS-
assisted wireless communication system, can be transformed
into a non-convex optimization problem (P1), and can be
simplified to a unconstrained optimization problem (P4).
Remark 2. Problem (P4) is a non-convex quadratic fraction
optimization problem with no constraints, while the reflect
beamforming design problems solved by prior works which
consider no hardware impairments can be formulated as a
non-convex quadratic constraint quadratic program (QCQP),
e.g., [3, Eq. (4)], [5, Eq. (4)], and [10, Eq. (8)]. The main
cause for the difference in forms of optimization problems is
that we consider hardware impairments and make them as
distortion terms in the SNR. These distortion terms are not only
related to hardware quality, but also depend on the overall
channel which contains the optimization variable θ. The con-
sideration of hardware impairments increases the complexity
and difficulty of the optimization problem. This also implies
that if we use cheaper and lower-quality hardware, i.e., the
hardware impairments are non-negligible in communication
systems, the better reflect beamforming design is needed to
improve the channel quality.
Due to the form of non-convexity, sum and fraction in
the objective function of problem (P4), it is difficult to
obtain the global optimal solution. To further analyze problem
(P4), we utilize the gradient decent method (GDM) to make
the reflect beamforming design 6. The gradient of objective
function is a natural choice for the search direction [25].
The objective function of problem (P4) is a real-valued scalar
function of the vector-variable. By introducing the conjugate
coordinates (v,v∗), the objective function of problem (P4) can
be guaranteed as a holomorphic function. The vector-variables
v and v∗ separately raise each element of [ej , · · · , ej ]T and
[e−j , · · · , e−j ]Tto the corresponding powers in θ, i.e., perform
an element-wise power operation, which is according with
the IEEE 754 Standard for floating-point arithmetic [26].
Thus, the objective function f (v(θ),v∗(θ)) is a composite
function with the intermediate variables of v and v∗, and the
dependent variable (optimization variable) of θ. According to
the Jacobian matrix identification and the rules of gradient
computation of a real-valued function with respect to its matrix
variable (vector is a special form of matrix) [24], [27], we
obtain the gradients of the objective function with respect to
v and v∗, which are respectively shown as follows,
∂f(v,v∗)
∂v
=
σ2BS
pBS
M∑
i=1
h∗d,irow
T
i + row
T
i row
∗
i v
∗(
κ |hd,i + rowiv|2 + σ
2
BS
pBS
)2 (37)
6 By using the GDM, we can only obtain the numerical local optimal
solution. Although the numerical solution is sufficient to offer an outstanding
performance, which can be seen in the simulation results later, we are still
interested in the closed-form solution of the problem. To ensure the objective
function is holomorphic (complex analytic), the conjugate coordinates (v,v∗)
should be introduced [24]. By using the first-order Taylor series approximation
of the objective function f (v,v∗) at a given point (c, c∗), we can obtain
the necessary condition for that c is a local extreme point: the gradient vector
equals to zero; By using the second-order Taylor series approximation of
the objective function f (v,v∗) at a given point (c, c∗), we can obtain the
necessary and sufficient condition for that c is a local maximum point: the
conjugate gradient vector equals to zero, and the full Hessian matrix, which
consists of four part complex Hessian matrices, is negative semi-definite.
∂f(v,v∗)
∂v∗
=
σ2BS
pBS
M∑
i=1
hd,irow
H
i + row
H
i rowiv(
κ |hd,i + rowiv|2 + σ
2
BS
pBS
)2 (38)
where κ = (1 + κUE)κBS. Similarly, the derivative of v with
respect to θ, which we denote as V, is given as follows,
∂v
∂θ
=
(
∂v∗
∂θ
)∗
= diag
(
jejθ1 , · · · , jejθN ) . (39)
By using the derivation rule for composite function, we obtain
the gradient of the objective function with respect to θ,
∇θf (v(θ),v∗(θ)) = ∂f(v,v
∗)
∂v
∂v
∂θ
+
∂f(v,v∗)
∂v∗
∂v∗
∂θ
=
2σ2BS
pBS
Re
V
M∑
i=1
h∗d,irow
T
i + row
T
i row
∗
i v
∗(
κ |hd,i + rowiv|2 + σ
2
BS
pBS
)2
 .
(40)
Based on the derived gradient, we can quickly obtain the
sub-optimal solution of the objective function by searching in
the gradient direction. The detailed step of GDM-based reflect
beamforming design is illustrated in Algorithm 1. It should be
noted that the step size t is chosen via exact or backtracking
line search, i.e., t = argmaxs>0 f(θ + s∇f(θ)).
Algorithm 1 GDM-Based Reflect Beamforming Design
Objective Function: f(θ) = h˜HD˜−1h˜
Input: The direct channel vector hd, the cascaded channel matrix
HIRS, and the impairment coefficients or EVMs of transceivers
κBS, κUE.
1. Set the number of iterations k = 0
2. Set the stop criterion for the loop: tolerance  > 0
3. Initialize θ = [pi, pi, · · · , pi]T ∈ domf (starting point)
4. Compute the objective function value under current θ, f(θ)
Repeat:
5. Update the number of iterations k = k + 1
6. Choose the gradient ∇f(θ) as the search direction
7. Choose the step size t via exact or backtracking line search
8. Update the optimization variable θ := θ + t∇f(θ)
9. Compute the difference of objective function ∆f(θ)
Until: Stop criterion ∆f(θ) <  is satisfied or reaches a certain k
Output: k, sub-optimal θ and sub-optimal spectral efficiency
Although we cannot obtain the global optimal result by
using the proposed algorithm, we can derive the upper bound
of global optimal result, which is useful to evaluate the
performance of the proposed algorithm. By making the term of
|hd,i + rowiv|2 in Eq. (36) approach infinity, we obtain that
the global optimal result is bounded by M(1+κUE)κBS . Before
analyzing the performance of the optimized reflect beamform-
ing design, we first show the the convergence behaviour of
the proposed algorithm in Fig. 5. It is observed that the
objective function value increase quickly with the number
of iterations. Fig. 6 demonstrates the optimized downlink
spectral efficiency using the proposed algorithm versus the
communication time [in coherence period]. The channel states
in each coherence period are different but obey the same
circularly symmetric complex Gaussian distribution. We notice
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Fig. 5. The convergence behaviour of the proposed GDM-based algorithm.
that compared with the case of no phase shift on IRS, there is
a significant improvement in downlink spectral efficiency by
using the proposed algorithm. Although the optimized results
are local optimal rather than global optimal, they are very
close to the upper bound of the global optimal solution. Due to
the existence of hardware impairments in the communication
system, the downlink spectral efficiency will increase with
the number of reflecting elements, and gradually reach the
limit, which will be discussed detailedly in the next sub-
section, and the impact of phase shifts on the downlink
spectral efficiency will degrade. Thus, the performance gap
between the GDM-based reflect beamforming design and the
global optimal reflect beamforming design will narrow with
the increase of number of reflecting elements. The GDM-based
reflect beamforming design is sufficient to offer an outstanding
performance with low computational complexity.
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Fig. 6. The downlink spectral efficiency versus the communication time with
the GDM-based optimized phase shifts and non-optimized phase shifts.
C. Asymptotic Channel Capacity
Next, we analyze the asymptotic channel capacity in the
IRS-assisted communication system with hardware impair-
ments. We consider two types of asymptotic channel capac-
ities: the capacity as the transmit power approaches infinity
( pBS, pUE →∞ ), and the capacity as the numbers of anten-
nas and reflecting elements approach infinity ( M,N →∞ ).
In what follows, we only provide the results for the downlink
channel due to space limitation.
Theorem 3. The asymptotic capacity limit CpBSdown(∞) =
limpBS→∞ Cdown is finite and bounded as
CpBSdown(∞) ≤
τdowndata
τ
log2
(
1 +
M
κBS + κUE(M + κBS)
)
CpBSdown(∞) ≥
τdowndata
τ
log2
(
1 +
1
κBS + κUE(1 + κBS)
)
.
(41)
Proof: Assume that the phase-shifting vector of IRS is
optimal. According to the Eq. (2.2) in [23], the upper bound
of downlink channel capacity in Eq. (31) can be rewritten as
Cdown ≤ τ
down
data
τ
E
{
log2
(
1 +
h˜HD˜−1h˜
1 + κUEh˜HD˜−1h˜
)}
(42)
where D˜ = (1 + κUE)κBS diag(h˜h˜H) +
σ2UE
pBS
I. Then, by
applying Jensen’s inequality to Eq. (42), we obtain the new
upper bound of downlink channel capacity as
Cdown ≤ τ
down
data
τ
log2
1 + E
{
h˜HD˜−1h˜
}
1 + κUEE
{
h˜HD˜−1h˜
}
 . (43)
Based on the form transformation from problem (P3) in Eq.
(34) to problem (P4) in Eq. (36), the term of h˜HD˜−1h˜ in Eq.
(43) can be rewritten as
h˜HD˜−1h˜ =
M∑
i=1
|hd,i + rowiv|2
(1 + κUE)κBS |hd,i + rowiv|2 + σ
2
BS
pBS
.
(44)
As the transmit power pBS at the BS approaches infinity, the
term of σ
2
BS
pBS
in the denominator of Eq. (44) approaches zero,
thus we have
lim
pBS→∞
E
{
h˜HD˜−1h˜
}
=
M
(1 + κUE)κBS
. (45)
Then, the upper bound in Eq. (41) is achieved by substituting
Eq. (45) into Eq. (43). The lower bound is asymptotically
obtained by using E
{
xxH
}
= pBSM I.
Theorem 4. The asymptotic capacity limit CM,Ndown(∞) =
limM,N→∞ Cdown is finite and bounded as
CM,Ndown(∞) ≤
τdowndata
τ
log2
(
1 +
1
κUE
)
CM,Ndown(∞) ≥
τdowndata
τ
log2
(
1 +
1
κBS + κUE(1 + κBS)
)
.
(46)
Proof: Based on the form of h˜HD˜−1h˜ in Eq. (44),
we observe that it will approach infinity as the numbers of
antennas and reflecting elements M,N approach infinity,
lim
M,N→∞
E
{
h˜HD˜−1h˜
}
→∞. (47)
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Then, by substituting Eq. (47) into Eq. (43), the upper bound
of channel capacity is obtained in Eq. (46). The lower bound
is asymptotically achieved by using E
{
xxH
}
= pBSM I.
Remark 3. When the number of BS antennas is finite and the
number of reflecting elements approaches infinity, we see that
the upper bound of asymptotic channel capacity is same as that
of the case where the transmit power approaches infinity. This
implies that the major function of IRS is to increase the power
of received signals, i.e., reach the channel capacity limit at low
transmit power. That is also the reason why IRS can improve
the energy and spectrum efficiency of wireless communication
systems without the need of complex processing on signals.
However, we cannot increase the asymptotic channel capacity
assisted by the IRS when the BS antennas number is fixed.
Fig. 7 shows the downlink spectral efficiency as a function
of the number of BS antennas M with different numbers of
reflecting elements N . From this figure, we observe that the
downlink spectral efficiency increases with the numbers of
BS antennas and reflecting elements, and converges to a finite
limit caused by hardware impairments. In particular, when the
number of BS antennas M reaches a certain value, the growth
of spectral efficiency that continues to increase M becomes
less noticeable. This observation is encouraging for that there
is no need to cost a lot on expensive high-quality antennas,
which corresponds to the requirements of new communication
paradigms.
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Fig. 7. The downlink spectral efficiency versus the number of BS antennas
with different numbers of reflecting elements.
In Fig. 8, we fix the number of BS antennas, and plot the
downlink spectral efficiency versus the number of reflecting
elements N and the downlink spectral efficiency versus the
SNR which is defined as pBS/σ2UE, respectively. From Fig. 8,
it is observed that the downlink spectral efficiency increases
with the SNR and the number of reflecting elements, and
two curves have the same converged value which caused
by hardware impairments. This observation confirms the fact
mentioned in Remark 3 that the major function of IRS is
to increase the received signal power, i.e., reach the channel
capacity limit at lower transmit power.
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Fig. 8. The downlink spectral efficiency versus the SNR, and versus the
number of reflecting elements, with the same number of BS antennas.
V. POWER SCALING LAW AND ENERGY EFFICIENCY
A. Power Scaling Law of User
Many related works [28]–[30] show that the emitted power
can be reduced with no reduction in performance by utilizing
the array gain in multi-antenna system. One can reduce the
transmit power as 1/Mα, 0 < α < 12 , and still achieve
non-zero spectral efficiency as M → ∞. In this section,
we quantify the power scaling law for IRS-assisted wireless
communication system. Theoretically, maximum-ratio com-
bining (MRC) detector achieves fairly well performance [29],
[31], thus we consider MRC detector in this sub-section. We
consider the cases of perfect channel state information and
estimated channel state information with error. By considering
the hardware impairments, the received signal at the BS from
the user is y = (hd +GΦ˜hr)(x+ηUE)+ηBS +n, where hd,
G and hr are mutually independent vectors/matrices whose
elements are independent and identically distributed (i.i.d.)
zero-mean random variables. According to the law of large
numbers 7, we have
1
M
hHd hd → σ2d, as M →∞ (48)
where σ2d = E{|hd,i|2}, and hd,i is the element of the channel
vector hd. According to the rule of matrix multiplication, we
obtain the cascaded channel as follows,
1
N
Ghr → [E {Gi,jhr,j} , · · · ,E {Gi,jhr,j}]T , as N →∞
(49)
where Gi,j is the element of channel matrix G, and hr,j is the
element of channel vector hr. As Ghr/N is a random vector
similar to hd, we reuse Eq. (48) to obtain that
1
MN2
(Ghr)
H
(Ghr)→ σ2IRS, as M,N →∞ (50)
where σ2IRS = E{|Gi,jhr,j |2}.
7 Law of Large Numbers: x1, x2, · · · , xn is an infinite sequence of i.i.d.
Lebesgue integrable random variables with expected value E(x1) = E(x2) =
· · · = E(xn) = µ, it holds that 1n
∑n
i=1 xi → µ, as n → ∞, where
Lebesgue integrability of xi means that the expected value E(xi) exists
according to Lebesgue integration and is finite.
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RPup = E
{
log2
(
1 +
pUE
∣∣hHh∣∣2
κUEpUE |hHh|2 + ‖h‖22 (σ2BS + pUEκBS (1 + κUE))
)}
(52)
RIPup = E
log2
1 + pUE ∣∣hHesthest∣∣2
(1 + κUE) pUE ‖hest‖22 βpUEβ+1 + κUEpUE
∣∣hHesthest∣∣2 + ‖hest‖22 (σ2BS + pUEκBS (1 + κUE))

(53)
1) BS with perfect channel state information: We first con-
sider the case where the BS can obtain the perfect channel state
information. The detector vector at the BS is A = hd+GΦhr
when using MRC. As illustrated in Section III, the phase noise
at the IRS is random and unknown to the BS, thus the detector
vector is hd +GΦhr rather than hd +GΦ˜hr. The transmitted
data signal can be detected by multiplying the received signal
y with AH, i.e., the detected signal is r = AHy. Thus, the
detected signal is given as
r = hHh˜ (x+ ηUE) + h
HηBS + h
Hn (51)
where h represents hd +GΦhr and h˜ represents hd +GΦ˜hr,
for simplicity. It should be noted that the expectation of ∆θi
is zero, and the phase noise at the IRS will not change the
reflected signal power. Then, the achievable rate RPup of the
uplink channel can be obtained in Eq. (52).
Proposition 2. Assume that the BS has perfect channel state
information and the transmit power of the user is scaled with
M and N according to pUE = EUE/(M + kMN2), where
EUE is fixed and k = σ2IRS/σ
2
d, we have
RPup → log2
(
1 +
EUEσ
2
d
κUEEUEσ2d + σ
2
BS
)
, as M,N →∞.
(54)
Proof: Substituting pUE = EUE/(M + kMN2) into Eq.
(52), and using the law of large numbers reviewed in Eqs. (48)
and (50), we obtain the convergence value of the achievable
rate RPup as M,N →∞ in Eq. (54).
2) BS with imperfect channel state information: In practice,
the BS has to estimate the channel, and there exists estimation
error as we discussed in Section III. For simplicity, we denote
estimation error as E = hest− h˜. Referring to the Eq. (33) in
[29], the elements of E are random variables with zero means
and variances βpUEβ+1 where β = (1 + kN
2)σ2d. The received
signal can be rewritten as
r = hHest (hest − E) (x+ ηUE) + hHestηBS + hHestn. (55)
Similar to the Eq. (38) in [29], the achievable rate RIPup of the
uplink channel is given in Eq. (53), where each element of hHest
is a random variable with zero mean and variance pUEβ
2
pUEβ+1
.
Proposition 3. Assume that the BS has imperfect channel state
information and the transmit power of the user is scaled with
M and N according to pUE = EUE/(
√
M(1 + kN2)), where
EUE is fixed and k = σ2IRS/σ
2
d, we have
RIPup → log2
(
1 +
E2UEσ
4
d
κUEE2UEσ
4
d + σ
2
BS
)
, as M,N →∞.
(56)
Proof: The proof follows the similar procedures with
Proposition 2. Substituting pUE = EUE/(
√
M(1 + kN2)) into
Eq. (53), and using the law of large number reviewed in
Eqs. (48) and (50) along with the variances of elements of
estimation error vector E and channel estimation vector hest,
we obtain the convergence value of the achievable rate RIPup
as M,N →∞ in Eq. (56).
Remark 4. Proposition 2 shows that if the BS has perfect
channel state information, and M and N are large enough, the
performance of an IRS-assisted communication system with
M -antenna BS, N -reflecting element IRS and the transmit
power EUE/(M(1 + kN2)) at the user is equal to the perfor-
mance of a single-input single-output (SISO) system with the
transmit power EUE at the user. Proposition 3 shows that if the
BS has estimated channel state information, and M and N are
large enough, the performance of an IRS-assisted communica-
tion system with M -antenna BS, N -reflecting element IRS and
the transmit power EUE/(
√
M(1 + kN2)) at the user is equal
to the performance of a SISO system with the transmit power
E2UEσ
2
d at the user. Proposition 3 also implies that the transmit
power can be cut proportionally to EUE/(Mα(1 + kN2)2α)
where the parameter α ≤ 12 . If the parameter α > 12 , the
achievable rate of the uplink channel will converge towards
zero as M →∞ and N →∞.
B. energy efficiency of Downlink
In this sub-section, we analyze the energy efficiency which
is measured in Bit/Joule, and a common definition is the ratio
of the spectral efficiency (in Bit/Channel Use) to the transmit
power (in Joule/Channel Use). The energy consumed at the
BS and the user (per coherence period) is
E = τdowndata pBS + (τpilot + τ
up
data) pUE. (57)
In addition, there exists a baseband circuit power consumption
which can be modeled as Mρ + ζ [32], [33]. The parameter
ρ ≥ 0 describes the circuit power which scales with the
number of BS antennas M . The parameter ζ > 0 describes
the circuit power which is static. Then, the average power (in
Joule/Channel Use) can be given as
E
τ
=
(
τdowndata
τupdata + τ
down
data
(τpilotpUE
τ
+Mρ+ ζ
)
+
τdowndata pBS
τ
)
+
(
τupdata
τupdata + τ
down
data
(τpilotpUE
τ
+Mρ+ ζ
)
+
τupdatapUE
τ
)
.
(58)
The first term of Eq. (58) refers to the average power of
the downlink transmission. Based on the power consumption
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modeled above, we give the definition of the overall energy
efficiency as follows.
Definition 1. The energy efficiency of downlink is
Ξdown =
Cdown
τdowndata
τupdata+τ
down
data
( τpilotpUE
τ +Mρ+ ζ
)
+
τdowndata pBS
τ
,
(59)
where Cdown is the channel capacity of downlink.
Theorem 5. Suppose we want to maximize the energy ef-
ficiency of downlink with respect to the transmit power
(pBS, pUE ≥ 0), the number of BS antennas (M ≥ 0), and
the number of reflecting elements (N ≥ 0). If the parameter
ρ = 0, the maximal energy efficiency Ξmaxdown is bounded as
log2
(
1 + 1κBS+κUE(1+κBS)
)
τζ
τupdata+τ
down
data
≤ Ξmaxdown ≤
log2
(
1 + 1κUE
)
τζ
τupdata+τ
down
data
,
(60)
If the parameter ρ > 0, the upper bound is still valid, but the
asymptotic energy efficiency is zero, i.e., the maximal energy
efficiency can be achieved at certain finite M .
Proof: Based on the definition of energy efficiency
given in Definition 1 and the asymptotic channel capacity
of downlink given in Theorem 4, we can prove Theorem
5. We maximize the energy efficiency with respect to the
transmit power, the number of BS antennas, and the number of
reflecting elements: 1) by neglecting the transmit power terms
in the denominator of Eq. (59); 2) and applying the bounds
of the asymptotic channel capacity limit in Theorem 4 to the
numerator of Eq. (59). Then, we obtain the upper bound and
the lower bound of the maximal energy efficiency of downlink
in Eq. (60).
Remark 5. If the number of BS antennas is fixed and the
circuit power have no correlation with the number of BS
antennas, i.e., the parameter ρ = 0, increasing the number of
reflecting elements on IRS can only make the energy efficiency
close to the upper bound given as follows,
Ξmaxdown ≤
log2
(
1 + MκBS+κUE(M+κBS)
)
τζ
τupdata+τ
down
data
. (61)
The upper bound of maximal energy efficiency only can be
increased from Eq. (61) to Eq. (60) by increasing the number
of BS antennas.
If the circuit power scales with the number of BS antennas,
i.e., the parameter ρ > 0, the maximal energy efficiency only
can be achieved at some finite M , which depends on the
parameters ρ and ζ. Meanwhile, the effect of increasing the
reflecting elements in this case is still to make the energy
efficiency close to the upper bound under the current M .
To evaluate the maximal energy efficiency of IRS-assisted
communication system, we consider the case where the num-
ber of reflecting elements N approaches infinity. In this case,
the upper bound of asymptotic channel capacity is same as that
of the case where the transmit power pBS approaches infinity,
which has been discussed detailedly in Section IV. Thus, we
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Fig. 9. The maximal energy efficiency of downlink versus the number of BS
antennas with different splitting between the parameters ρ and ζ. In this case,
we set the number of reflecting elements approach infinity, and neglect the
transmit power terms.
neglect the transmit power terms in the energy efficiency. It is
reasonable because the energy efficiency can be improved by
reducing the transmit power without the reduction of spectral
efficiency. To illustrate the difference between the static circuit
power and the circuit power which scales with the number of
BS antennas M , we consider four different splittings between
ρ and ζ: ρρ+ζ ∈ {0, 0.002, 0.01, 0.02}. Based on the power
consumption numbers reported in [34], we consider the power
consumption that ρ + ζ = 0.5µ Joule/Channel Use. Fig. 9
shows the maximal energy efficiency versus the number of
BS antennas with different splitting between ρ and ζ. It is
seen that when ρ = 0, i.e., the circuit power is static, the
maximal energy efficiency increases with the number of BS
antennas and converge to a finite value, which conforms to
the upper bound derived in Theorem 5. While ρ > 0, i.e.,
some part of power consumption scales with M , the maximal
energy efficiency can be achieved at some finite M . When
the part of power consumption which scales with M is non-
negligible, e.g., ρρ+ζ = 0.01, 0.02 in Fig. 9, the number of BS
antennas is not necessary to be very large. This conclusion
is similar to the result in Fig. 7, which implies that an IRS-
assisted communication system can achieve both high spectral
efficiency and high energy efficiency with small number of
BS antennas. As to the number of reflecting elements on
IRS, it should be as large as possible without degrading the
performance, e.g., channel estimation accuracy, bit error rate.
This conclusion is encouraging as there is no need to cost
a lot on expensive high-quality antennas when the system is
assisted by an IRS, which corresponds to the requirements of
new communication paradigms.
VI. CONCLUSION
In this paper, we study the IRS-assisted communication
system by considering hardware impairments. We use the
LMMSE estimator to make the channel estimation, and the-
oretically characterize the relationship between estimation
accuracy and impairment level, pilot power, and number of
reflecting elements. We also reveal that perfect channel estima-
tion accuracy cannot be achieved under hardware impairments,
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not even asymptotically. In addition, the estimation accuracy
of IRS channel is lower than that of direct channel, which is
caused by the subtraction operation on signals. Thus, we need
more accurate estimation method to compensate this loss in
future works. Next, by transforming the problem of transmit
beamforming design into a generalized Rayleigh quotient
problem, we derive the optimal transmit beamforming vector.
By applying the conjugate coordinates and the GDM, efficient
algorithm is proposed to obtain a sub-optimal reflect beam-
forming solution. The simulation compares the performance
of our proposed algorithm with the upper bound of the global
optimal solution, and shows that it is sufficient to offer an
outstanding performance with low computational complexity.
We prove analytically that hardware impairments create finite
capacity ceiling, and the growth of spectral efficiency becomes
less noticeable when the number of BS antennas reaches a
certain number and continues to increase. By considering dif-
ferent asymptotics with respect to the transmit power and the
numbers of BS antennas and reflecting elements, we reveal that
the major function of IRS is to reach the capacity limit at lower
transmit power. We also evaluate the system performance from
the view point of energy. We derive the power scaling law at
the user in the cases of perfect and imperfect channel state
information. Based on the derived asymptotic channel capacity
and the power consumption model, we analyze the energy
efficiency, and derive the upper and lower bounds of the max-
imal energy efficiency. The simulation results demonstrate that
an IRS-assisted communication system can achieve both high
spectral efficiency and high energy efficiency with moderate
number of BS antennas. This is encouraging for that using
IRS can reduce hardware cost substantially with no or minor
decrease of system performance.
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