Applications of resonant hard x-ray diffraction for characterization of structural modifications in crystals by Richter, Carsten
Applications of resonant hard x-ray
diﬀraction for characterization of structural
modiﬁcations in crystals
By the Faculty of Chemistry and Physics
of the Technische Universität Bergakademie Freiberg
approved
Thesis
to attain the academic degree of
Doktor der Naturwissenschaften
(Dr. rer. nat.)
submitted by Dipl.-Phys. Carsten Richter
born on the 14th of July, 1984 in Wurzen
Assessor: Prof. Dr. Dirk C. Meyer
Prof. Dr. Vladimir E. Dmitrienko
Date of the award: Freiberg, April 12th, 2017

Versicherung
Hiermit versichere ich, dass ich die vorliegende Arbeit ohne unzulässige Hilfe Dritter und ohne
Benutzung anderer als der angegebenen Hilfsmittel angefertigt habe; die aus fremden Quellen
direkt oder indirekt übernommenen Gedanken sind als solche kenntlich gemacht.
Die Hilfe eines Promotionsberaters habe ich nicht in Anspruch genommen. Weitere Personen
haben von mir keine geldwerten Leistungen für Arbeiten erhalten, die nicht als solche kenntlich
gemacht worden sind. Die Arbeit wurde bisher weder im Inland noch im Ausland in gleicher
oder ähnlicher Form einer anderen Prüfungsbehörde vorgelegt.
12. April 2017 Dipl.-Phys. Carsten Richter
Declaration
I hereby declare that I completed this work without any improper help from a third party
and without using any aids other than those cited. All ideas derived directly or indirectly
from other sources are identiﬁed as such.
I did not seek the help of a professional doctorate-consultant. Only those persons identiﬁed as
having done so received any ﬁnancial payment from me for any work done for me. This thesis
has not previously been published in the same or a similar form in Germany or abroad.
April 12th, 2017 Dipl.-Phys. Carsten Richter
5Contents
Abstract 7
Kurzfassung 9
1. Introduction 11
1.1. Development of resonant x-ray diﬀraction . . . . . . . . . . . . . . . . . . . . 12
1.2. Outline of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2. Basics of resonant x-ray diﬀraction 15
2.1. Interaction of photons and matter . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.1. Scattering of a photon by a bound electron . . . . . . . . . . . . . . . 15
2.1.2. Optical theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.1.3. Scattering by an atom  form factors . . . . . . . . . . . . . . . . . . . 20
2.1.4. Multipole expansion of the scattering amplitude . . . . . . . . . . . . . 22
2.1.5. The Kramers-Kronig relations . . . . . . . . . . . . . . . . . . . . . . . 23
2.1.6. Absorption of x-rays . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1.7. Scattering by many atoms  Born approximation . . . . . . . . . . . . 26
2.2. X-ray diﬀraction from crystals . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.2.1. Reciprocal lattice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2.2. Inﬂuence of absorption . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2.3. Inﬂuence of disorder . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2.4. Symmetry in crystallography . . . . . . . . . . . . . . . . . . . . . . . 34
2.3. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3. Methods 37
3.1. Generation of x-rays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.1.1. Synchrotron radiation sources . . . . . . . . . . . . . . . . . . . . . . . 38
3.1.2. Insertion devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2. Measurement and data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.1. The resonant x-ray diﬀraction setup . . . . . . . . . . . . . . . . . . . 42
3.2.2. The absorption correction . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3. Modeling and algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3.1. Calculation of scalar form factors and DAFS curves for the isolated atom 48
3.3.2. Bound atoms and ﬁne structure . . . . . . . . . . . . . . . . . . . . . . 49
6 Contents
4. Results and Discussion 59
4.1. Polycrystalline materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.1.1. Application of DAFS for powders for the example of a mixed-valence
compound EuPd3Bx . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.1.2. Titanium environments and heavy ion intercalation in layered hy-
drazinium titanate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.2. Singlecrystalline thin ﬁlms  atomic and domain structure . . . . . . . . . . . 79
4.2.1. Ferroelectric barium titanate ﬁlms . . . . . . . . . . . . . . . . . . . . 79
4.2.2. The structure of a new, polar phase of strontium titanate (SrTiO3) . . 87
4.3. Single crystals  forbidden reﬂections and point defects . . . . . . . . . . . . . 101
4.3.1. Additional anisotropies  expansion of displacement dependence . . . . 101
4.3.2. Hydrogen jumps in RbH2PO4 . . . . . . . . . . . . . . . . . . . . . . . 104
5. Conclusion and Outlook 115
Appendix A. Supplementary information 119
A.1. The EXAFS function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
A.1.1. Comparison with density functional theory calculations . . . . . . . . 120
A.2. Hydrogen jumps in RbH2PO4 . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
Abbreviations 124
Nomenclature 127
Acknowledgement 131
Bibliography 133
Publications as main or coauthor 149
7Statements of the thesis (Abstract)
Resonant x-ray diﬀraction provides a very diverse set of techniques that represent unique
keys for solving problems of crystal structure analysis in materials science. This is based on
a combination of the advantages of diﬀraction and spectroscopic methods.
The diﬀraction anomalous ﬁne structure (DAFS) method allows to characterize the local
structure of the selected element separately for diﬀerent crystallographic phases as well as
for ordered and disordered fractions in a material. The application of DAFS on polycrys-
talline samples has been developed further in the course of this work. The phase problem in
diﬀraction is solved for DAFS based on the knowledge of the asymptotic behavior of x-ray
scattering far from absorption edges and using the recently proposed logarithmic dispersion
relations (LDR). Although there are high demands on experimental setup and data quality,
DAFS represents a reliable procedure.
The technique has been applied to reﬁne the crystal structure of the recently synthesized
layered hydrazinium titanate (LHT)  a new advanced reductive adsorbent. It has been found
that the published structure model needs improvement: it does not explain the appearance
of 5-fold titanium coordination geometry as well as a short TiO titanyl bond which have
been determined using DAFS. This also may explain the titanium deﬁciency resulting from
previous structure reﬁnement.
The adsorption of foreign atoms into the structure of LHT has been studied with resonant
diﬀraction on the example of selenium. An analysis of the energy dependence of several
Bragg reﬂections at the selenium edge allowed the determination of the selenium position
after intercalation.
A new method of crystal structure analysis has been presented which is based on resonant
suppression of Bragg diﬀraction (RSD) through variation of the photon energy near an ab-
sorption edge. The obtained destructive interference is highly sensitive to slight variations
of the internal structural parameters. The method has been formulated within this work for
the ﬁrst time and goes beyond the analyses of energy proﬁles of Bragg intensity that were
presented in literature before.
The RSD technique can be used to precisely quantify thermal motion induced atomic displace-
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ment using few reﬂections. An application to a well understood test system  cubic strontium
titanate (SrTiO3)  yields anisotropic atomic displacement parameters that are very close to
literature values. This proves the suitability of the new method.
Certain regions in single crystals of cubic strontium titanate undergo a structural transition
under inﬂuence of an external electric ﬁeld. The new structure corresponds to the lead titanate
(PbTiO3) type and the atomic positions have been resolved with a precision of ≈ 1 pm using
the RSD method. These results explain the observation of new polar properties in the crystals
such as piezoelectricity and pyroelectricity.
The breaking of Friedel's law based on resonant dispersion provides access to the determination
the absolute polarization state of polar materials. An observation of the Friedel contrast as a
function of time allows characterization of dynamics of polarization switching or domain wall
propagation. An application of both techniques to ultra thin, epitaxial BaTiO3 layers has
been demonstrated in this work.
In anisotropy in anomalous scattering (AAS), the wavevector and polarization dependence in
resonant x-ray diﬀraction is considered. This may lead to the violation of crystallographic
selection rules and therefore to the appearance of forbidden reﬂections. These only exist in
a small energy range and, in certain cases, are especially sensitive to thermal vibrations and
point defects. This is based on an atomic displacement correlated with the defects and results
in an additional dependence on wavevectors and therefore in a reduction of symmetry.
The sensitivity of AAS to local distortions can been utilized to characterize the local geom-
etry of transient hydrogen conﬁgurations in hydrogen bonded crystals. The spectral shape
of forbidden reﬂections can be analyzed to assess the origin of the various contributions.
This allowed to conclude the occurence of nonpolar, Slater-type hydrogen conﬁgurations in
rubidium dihydrogen phosphate RbH2PO4.
9Thesen der Arbeit (Kurzfassung)
Resonante Röntgenbeugung ermöglicht eine sehr vielfältige Reihe von Messverfahren welche
einzigartige Lösungsansätze für Kristallstrukturanalyse in der Materialwissenschaft darstellen.
Diese beruhen auf einer Kombination der Vorteile aus Beugungs- und Spektroskopiemetho-
den.
Die Methode der diﬀraction anomalous ﬁne structure (DAFS) ermöglicht eine gesonderte
Untersuchung der lokalen Struktur eines gewählten Elements vorliegend in verschiedenen
kristallographischen Phasen oder aber in geordneten und ungeordneten Bereichen des Ma-
terials. Der Einsatz von DAFS für die Untersuchung polykristalliner Proben wurde im Rah-
men dieser Arbeit weiterentwickelt. Dabei wird das Phasenproblem der Beugung für DAFS
basierend auf der Kenntnis des asymptotischen Verhaltens der Röntgenstreuung fernab von
Absorptionskanten sowie unter Nutzung der jüngst vorgeschlagenen logarithmischen Disper-
sionsrelationen gelöst. Obwohl hohe Anforderungen an den experimentellen Aufbau sowie an
die Datenqualität bestehen, stellt DAFS ein verlässliches Methode dar.
Die Methode wurde eingesetzt um die Kristallstruktur eines vor Kurzem synthetisierten
Hydrazinium-Schichttitanats (LHT) zu verfeinern, ein neues Material mit ausgezeichneten
Reduktions- und Adsorptionseigenschaften. So wurde gezeigt, dass das veröﬀentlichte Struk-
turmodell einer Erweiterung bedarf, da es die fünﬀache TiO5 Koordinationen sowie Titanyl-
gruppen (TiO), welche mittels DAFS beobachtet wurde, nicht beschreibt. Dies ist auch eine
mögliche Erklärung für die geringe Belegung der Titanlage welche Resultat vorausgegangener
Strukturuntersuchungen war.
Ferner wurde die Einlagerung von Fremdatomen in die Struktur von LHT am Beispiel
von Selen mittels resonanter Röntgenbeugung untersucht. Anhand der Analyse der En-
ergieabhängigkeiten mehrerer Bragg-Reﬂexe nahe der Selen-Absorptionskante konnten die
bevorzugten Positionen des eingelagerten Selenatoms bezüglich des LHT Gitters bestimmt
werden.
Eine neue Methode der Kristallstrukturanalyse, basierend auf resonanter Unterdrückung von
Beugungsintensität (RSD) durch gezieltes Variieren der Energie der Röntgenstrahlung nahe
einer Absorptionskante, wurde vorgestellt. Die dadurch realisierte destruktive Interferenz
ist äußerst sensitiv auf kleinste Änderungen interner Strukturparameter, die so charakter-
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isiert werden können. Die Methode wurde in dieser Arbeit erstmalig ausgearbeitet und geht
über bisherige, in der Literatur dokumentierte, Untersuchungen energieabhängiger Bragg-
Intensitäten hinaus.
Das RSD Messverfahren kann, basierend auf der Vermessung weniger Reﬂexe, zur präzisen
Bestimmung thermischer Auslenkung von Atomen aus ihrer Ruhelage eingesetzt werden.
Die Anwendung auf ein gut verstandenes Testsystem  kubisches Strontiumtitanat  liefert
anisotrope atomare Auslenkungsparameter welche nahe an den Literaturwerten liegen. Dies
zeigt die Eignung der neuen Methode.
Gewisse Gebiete in Strontiumtitanat-Einkristallen erfahren eine strukturelle Umwandlung bei
dauerhafter Einwirkung eines externen, elektrischen Felds. Die sich dabei ergebende Kristall-
struktur ist vom Bleititanat-Typ und die neuen Atompositionen konnten mithilfe der RSD
Methode auf ≈ 1 pm genau bestimmt werden. Diese Ergebnisse erklären außerdem das
Auftreten neuer physikalischer Eigenschaften in den Einkristallen wie Piezoelektrizität und
Pyroelektrizität.
Die Verletzung des Friedelschen Gesetzes durch resonante Anregung gibt Zugang zur Bes-
timmung der absoluten (strukturellen) Polarisation polarer Materialien. Eine Messung des
Friedel-Kontrasts als Funktion der Zeit ermöglicht die Untersuchung von Umschaltdynamiken
oder der Ausbreitung von Domänengrenzen. Die Möglichkeit der Anwendung dieser Verfahren
auf ultradünne, epitaktische BaTiO3 Filme wurde in dieser Arbeit aufgezeigt.
Im Rahmen der anisotropy in anomalous scattering (AAS) muss die Abhängigkeit der resonan-
ten Röntgenbeugung von Wellenzahlvektor und Polarisation der Röntgenstrahlung beachtet
werden. Dies kann zur Verletzung kristallographischer Auslöschungsregeln und dem damit ver-
bundenen Auftreten von verbotenen Reﬂexen führen. Diese existieren nur in einem schmalen
Energiebereich und sind in manchen Fällen besonders empﬁndlich auf thermische Anregung
und Punktdefekte. Dies basiert auf einer korrelierten Auslenkung der Atome wodurch eine
zusätzliche Abhängigkeit des Streuvorgangs von den Wellenzahlvektoren entsteht und damit
zu einer verringerten Symmetrie führt.
Die Empﬁndlichkeit der AAS auf lokale Strukturabweichungen kann eingesetzt werden um
vorübergehende Wasserstoﬀkonﬁgurationen in wasserstoﬀverbrückten Molekülkristallen zu
untersuchen. Eine Analyse der Spektren verbotener Reﬂexe kann Aufschluss über den Ur-
sprung verschiedener Beiträge liefern. Auf diesem Wege konnten nichtpolare Wasserstoﬀkon-
ﬁgurationen vom Slater-Typ in Rubidiumdihydrogenphosphat (RbH2PO4) nachgewiesen
werden.
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1. Introduction
Most of the advances in technology of the past decades relied on the development of new,
functional materials. Some of these technologies had an enormous impact on our society.
Examples include modern electronic devices like computer chips and data storage but also
the progress in superconducting materials, alloys and polymers. Knowing the structure of
materials enables the understanding of their production and their processing. The structure
also deﬁnes the properties of materials. Therefore, a modiﬁcation of the structure may, in
turn, allow material engineering to optimize the performance of these properties. In many
cases, the average structure of a material cannot explain its characteristics. Obvious exam-
ples are resistance in doped semiconductors, light emitting diodes or mechanic properties of
alloys. Therefore studies of structural modiﬁcations or deviations are necessary to explain the
interesting phenomena. This can involve a local characterization using small probes but also
averaging methods that are solely sensitive to interesting fractions of the sample.
Many of the functional materials exist in a crystalline form, e. g. superconductors, magnets,
ceramics, alloys, etc. These show a high degree of order in the atomic arrangement on very
large length scales. The order can lead to a strong coupling of the material with external
ﬁelds (e. g. electric, magnetic, strain). The response to the external inﬂuences is deﬁned by
the symmetry of the arrangement or rather of the crystal structure. Often a strong response
is only observed for certain orientations of the crystal which is due to a low symmetry and
the consequential anisotropy. Therefore, even small structural changes can lead to a reduced
symmetry that gives rise to new or enhanced physical properties of a crystalline material.
The study of crystal structure is nowadays carried out by means of a large set of diﬀerent
techniques using diﬀerent probes. However, x-rays have been the ﬁrst probe that was used
for crystal structure analysis and x-ray diﬀraction is still amongst the most popular methods
today. This is due to the relatively easy generation of x-rays, their ability to penetrate through
matter, their typical wavelength matching atomic distances, etc.
This thesis will outline and extend the opportunities which are gained in the ﬁeld of x-ray
diﬀraction by adjusting the x-ray energy to excite electronic resonances. This resonant diﬀrac-
tion forms the basis for a variety of new techniques that shall be placed in historic and sci-
entiﬁc context here. Later, a description of own developments and examples of applications
will follow.
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1.1. Development of resonant x-ray diﬀraction
Without doubt, the diﬀraction of x-rays from ordered crystals, as it was discovered by Laue in
1913 [FKL13], formed the basis for crystal structure analysis in the last century and remains
one of the most important tools in materials science, chemistry and biology to date. X-rays are
unique for the characterization of atomic structure of matter not only because their wavelength
is in the range of typical interatomic distances. The fact that their energy range covers the
binding energies of core level electrons for almost all chemical elements makes x-rays very
attractive for spectroscopy and allows resonant x-ray diﬀraction (RXD) experiments where
the scattering characteristics of selected elements are modiﬁed due to electronic transitions.
This way the scattering process grows in complexity but also opens the door to new research
ﬁelds. However, a long time has passed before scientists started to explore these ﬁelds. The
reason can be found in the low intensity of x-rays as they were generated by an electron beam
hitting a target (Bremsstrahlung) after their discovery by Röntgen [Rön98]. The situation was
improved by using x-ray emission lines with an energy characteristic for each element in the
target (anode). This provided an order of magnitude higher intensities in the corresponding
energy intervals. The drawback of this approach was that the x-ray energy is ﬁxed to a certain
value depending on which target metal is used. Hence, resonant x-ray experiments were exotic
for a long time.
Nevertheless, already in 1920, a ﬁrst comprehensive x-ray spectroscopy of core electrons was
carried out by Fricke [Fri20] on a series of elements ranging from magnesium to chromium.
If the x-ray energy is close to the binding energy of an electron (i.e. at resonance), the
absorption spectra exhibit pronounced features which are referred to as ﬁne structure. They
are characteristic for the local structure  bond distances and coordination geometry  of
the atom which is resonantly excited. Moreover, the sudden increase of absorption, that can
typically be observed when the photon energy is increased over such resonance, is usually called
absorption edge. In the following years, diﬀraction experiments under resonant conditions were
merely limited to the study of x-rays [MS25] themselves. The ﬁrst application of resonant
x-ray diﬀraction for crystal structure analysis was the determination of the side or polarity
of the 111 faces of zincblende by Coster in 1930 [CKP30]. It was based on complex corrections
for the atomic scattering amplitude which are necessary due to absorption eﬀects and cause
a breaking of Friedel's law [Fri13]1. These corrections are never zero but are only very strong
near absorption edges. About 20 years later, Bijvoet pointed out how to use this eﬀect to
determine the absolute conﬁguration of molecules as well as to solve the phase problem of
crystallography [BPB51]. The latter result laid the foundation for direct crystal structure
determination from diﬀraction data even for large molecules  a method developed in the
1Friedels law states that the intensity of opposing reﬂections is equal and is based on the Fourier transform
of real quantities which does only change in phase after inversion.
1.1. Development of resonant x-ray diﬀraction 13
early 1980s [HT81; Arn+82] and later referred to as multi-wavelength anomalous dispersion
(MAD). It is probably the method among resonant x-ray diﬀraction techniques that has the
highest impact on modern society.
In parallel, another branch of resonant diﬀraction was formed on the basis of ﬁne structure
oscillations which were observed in the intensity of x-ray reﬂections for the ﬁrst time by
Cauchois [Cau56] on a mica crystal. As in the above mentioned absorption spectroscopy, these
oscillations occur in the vicinity of an absorption edge of a selected atom and depend on the
local structure. However, using the diﬀracted intensity for interpretation yields information
only of those resonant atoms which are present in a certain spatial periodicity that is deﬁned by
the reﬂection. Hence, it allows to separately study atoms occupying diﬀerent crystallographic
sites. This method will later be named diﬀraction anomalous ﬁne structure (DAFS). The
two ﬁelds of resonant x-ray diﬀraction that emerged last are resonant magnetic scattering
(RMS) and anisotropy in anomalous scattering (AAS). Both are based not only on the energy
dependence of the x-rays but on their full state including wavevector and polarization. The
major diﬀerence is that the former method describes the scattering by magnetic moments
(spin and orbital) while the latter is focused on scattering by charge. Brunel and de Bergevin
presented a thorough description and ﬁrst experimental data on RMS which was observed
through the appearance of additional, magnetic reﬂections [BB72; BB81] allowing to study
the magnetic structure. The wavevector and polarization dependence (i.e. anisotropy) of
charge scattering can only be observed in a very narrow energy region near the absorption edge.
It can lead to a violation of certain selection rules for x-ray reﬂections and, hence, also give rise
to additional, so called forbidden reﬂections. These provide an access to study exclusively the
anisotropic part of charge density (e. g. spherical harmonics). These reﬂections are, in contrast
to magnetic scattering, strictly related to the crystallographic lattice and fulﬁll all symmetry
restrictions of the space group when taking the anisotropy into account. Forbidden reﬂections
have been predicted by Dmitrienko in 1983 [Dmi83] and observed on sodium bromate at the
bromine K edge two years later by Templeton and Templeton [TT85].
Certainly, the development of all the described resonant x-ray methods would not have been
possible without the invention of new sources for x-rays. Laboratory sources based on charac-
teristic radiation from metal anodes where usually used at a ﬁxed wavelength. The ﬂux could
be increased an order of magnitude by using rotating anodes which tolerate a higher heat load
caused by the electrons. However, a signiﬁcant leap in the development of new sources was
only possible with the discovery of synchrotron radiation at the General Electric Research
Laboratory in 1947. It is emitted when highly energetic, charged particles are accelerated
perpendicular to the direction of movement. Therefore, it could be observed at synchrotrons
and later at storage rings. The parasitic use of synchrotron radiation started in the early
1960s (at DESY 1966). About ten years later, the ﬁrst storage rings dedicated and designed
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for the use of synchrotron radiation have been constructed. Already then, the brilliance  a
measure of ﬂux density per solid angle and energy interval  has been increased by over 7
orders of magnitude compared to conventional x-ray sources. A trend which has continued
ever since.
1.2. Outline of the thesis
The thesis will start with a detailed introduction into the theoretical foundations of RXD fo-
cused on the study of crystallographic charge density. This will contain the basic interactions
of photons and matter and proceed with the speciﬁc case of x-ray diﬀraction from crystals.
Diﬀerent approximations for the scattering behavior will be outlined. In Section 3, practical
aspects of x-ray diﬀraction measurements and data interpretation are discussed. This includes
the description of x-ray sources and experimental end stations as well as the algorithms for
data correction and modeling. Finally, applications on diﬀerent kinds of material classes 
polycrystals, thin ﬁlms and singlecrystals  will be presented in Section 4. There, method-
ological developments of this work as well as results of structure reﬁnement will be described.
This also includes practical details of the experiments and data interpretation speciﬁc for each
applied RXD method.
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2. Basics of resonant x-ray diﬀraction
2.1. Interaction of photons and matter
In order to understand the basic principles of RXD, one has to have a look into the two
diﬀerent ﬁelds which it is comprised of  x-ray spectroscopy and elastic x-ray scattering.
Diﬀraction is, in this sense, a branch of elastic scattering where interference of the scattered
waves becomes signiﬁcant. The underlying process for both cases is the scattering of photons
on charged particles. We will see in the following that the scattering probability is proportional
to the inverse square of the charged particle's mass. Therefore and because the electron is the
least massive charged particle, the calculations are focused on the scattering by electrons in
most cases and also within this work. A quite general and yet concise quantum mechanical
derivation of the cross section was published by Blume [Blu94; Blu85] for scattering of photons
on nonrelativistic charged particles taking into account magnetic eﬀects. The essence of this
formalism will be outlined in the following whereas a classical description of x-ray scattering
can be found in [Jac99; Ric10].
2.1.1. Scattering of a photon by a bound electron
Within the second quantization, the Hamiltonian for a system consisting of an electron and a
photon can be decomposed into a sum of three terms describing the energy of the electron (0),
the radiation (R) and their interaction (int):
H =H0 +HR +Hint. (2.1)
If one considersHint a small perturbation, the new eigenstates as well as transition amplitudes
can be developed in terms of orders of Hint. Therefore, we shall have a closer look at it. Let
A be the vector potential of the photon, s the spin and p the momentum of the electron.
Then the interaction part is locally (at position r) given as
Hint =
e2
2m
A2(r)︸ ︷︷ ︸
H1
− e
m
A(r) · p︸ ︷︷ ︸
H2
− e~
m
s · [∇×A(r)]︸ ︷︷ ︸
H3
− e
2~
2m2c2
s ·
[
A˙(r)×A(r)
]
︸ ︷︷ ︸
H4
. (2.2)
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We will see that the magnetic scattering contribution will be produces by the latter two terms
being proportional to the spin. The vector potential of the quantized ﬁeld of a photon conﬁned
to a volume V can be written as a Fourier series [Sch07]
A(r) =
∑
k,ζ=1,2
√
2pi~
ckV
(
ck,ζεk,ζe
ikr + c†k,ζε
∗
k,ζe
−ikr
)
, (2.3)
where c†k,ζ and ck,ζ are the creation and annihilation operator for the photon mode (k, ζ),
respectively and the polarization vectors ε are deﬁned according to the Jones formalism
[Jon41]: since they are perpendicular to the wavevector k and normalized the only degree of
freedom is the rotation around k. Therefore, they are usually parameterized into a component
perpendicular (ζ = σ) or parallel (ζ = pi) to the scattering plane which is spanned by both
wavevectors (see Fig. 2.2). If these components are weighted with a complex number, they
undergo a phaseshift resulting in elliptical or circular polarization. In quantization, the vector
ﬁeld described in Eq. (2.3) represents either the creation of a photon or the annihilation of
the corresponding, existing antiphoton. The scattering process, on the other hand, naturally
involves the annihilation as well as the creation of another photon. From Eq. 2.3, it is now
clear that only perturbation terms which are quadratic in the vector potential can give rise
to scattering. The transition rate according to second order perturbation theory from state
|i〉 to state |f〉 takes the form
Wi→f =
2pi
~
∣∣∣∣∣〈f |Hint |i〉+∑
n
〈f |Hint |n〉 〈n|Hint |i〉
Ei − En
∣∣∣∣∣
2
· δ(Ei − Ef ), (2.4)
where Eξ denotes the energy of state |ξ〉 and the sum only includes unoccupied states |n〉 due
to the Pauli exclusion principle. Here, we can see that only the interaction terms H1 and
H4 (quadratic in A) can give rise to scattering within the 1st order perturbation whereas the
terms H2 and H3 (linear in A) will only contribute to scattering within the 2nd order  the
part which is enhanced under resonant conditions. Also, we can already conclude with help
of Eq. (2.3) that there will be two diﬀerent resonant scattering processes. Depending on the
order of annihilation and creation operators, a photon will either ﬁrst be absorbed followed
by the emission of another photon or vice versa. Certainly, the scattering process is coherent
and the virtual intermediate state cannot be observed, but the participating energy levels will
be diﬀerent. The Feynman diagrams for the perturbations up to second order are shown in
Fig. 2.1 for those matrix elements which yield scattering. Before looking at the explicit forms
of matrix elements, let us consider the following special case of the above. The initial and
ﬁnal states are the many particle wave function including the electron as well as the photon.
Only interference of elastically scattered photons shall take part in diﬀraction which is why
we assume the initial and the ﬁnal state of the electron to be the same (the photon energy
will be unchanged as a result). This way we obtain
|i〉 = |a,kζ〉
|f〉 = ∣∣b,k′ζ ′〉 != ∣∣a,k′ζ ′〉 . (2.5)
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Fig. 2.1.: Feynman diagrams for photon scattering from charged particles obtained from perturbation
theory up to second order.
For the energies, we get that Ei = Ef = Ea+~ω where ω is the angular frequency of the x-rays
and |k| = |k′| = ω/c =: k. This way, the time dependent phase factor in the equations for
time dependent perturbation theory up to second order can be dropped [Sch07]. By insertion
of H1 +H4 into the ﬁrst order term and H2 +H3 into the second order term and neglecting
those parts which don't result in annihilation as well as creation of a photon (i.e. are not
proportional to c† and c), we obtain the scattering amplitude for the special case of resonant
elastic x-ray scattering (REXS) as
w1+2if (ε, ε
′,k,k′, ~ω) = − e
2
mc2
(
〈a| eiKr |a〉 ε′∗ · ε (2.6)
−i ~ω
mc2
〈a| s · eiKr |a〉 · ε′∗ × ε (2.7)
+
1
m
∑
n
{〈a| ε′∗ ·O†(k′) |n〉 〈n| ε ·O(k) |a〉
Ea − En + ~ω − iΓ/2 (2.8)
+
〈a| ε ·O(k) |n〉 〈n| ε′∗ ·O†(k′) |a〉
Ea − En − ~ω + iΓ/2
})
(2.9)
where K = k− k′ is the wavevector transfer and the perturbation operator was deﬁned as
O(k) = eikr [p− i~(k× s)] . (2.10)
Here the annihilation and creation operators have been replaced with their eigenvalues. The
equations (2.6...2.9) describe most x-ray scattering phenomena. To take into account inelastic
scattering, initial and ﬁnal electron states need to be distinguished including additional terms
for energy conservation. The ﬁrst two terms, (2.6) and (2.7), contain the nonresonant charge
(Thomson) and magnetic scattering, respectively, and are proportional to the corresponding
Fourier transform. One can see that the nonresonant magnetic contribution is weaker (in
amplitude) by a factor equal to the energy ratio of the x-ray probe to that of the electron.
The resonant scattering parts are found in the latter two terms (2.8) and (2.9). They are
enhanced when the photon energy ~ω is close to the transition energy of two states (|a〉 and
|n〉), since the denominator becomes very small. To avoid this fraction to diverge, the term
−iΓ/2 is added to ~ω which is taking into account the limited life time of the electron levels
and the corresponding core level width. It is on the order of 1 eV for hard x-rays. The essence
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Fig. 2.2.: The scattering geometry. Incident and scattered waves can carry σ and pi components of
polarization both being perpendicular to the corresponding wavevector. The σ component points by
deﬁnition in the same direction before and after scattering. Here the incident beam was chosen to be
linearly (σ) polarized. A pi component can be observed after scattering and ﬁltered out using an analyzer.
The incident and scattered waves are nearly out of phase in x-ray scattering. An analyzer can be realized
via additional scattering in the plane perpendicular to the polarization of interest by 90 ◦. This relies on
the dominant scattering term which is proportional to the scalar product of polarizations (∝ ε′∗· ε′).
of resonant scattering is deﬁned by the term (2.8), since it is large when the photon energy
approximates the energy diﬀerence between initial and an intermediate, unoccupied state |n〉
which is higher in energy. The last term (2.9), on the other hand, is only resonant in the
opposite case  if a considerable fraction of electrons is in the excited state (population inver-
sion). Since this is practically never satisﬁed, the last term is usually treated as an additional
nonresonant contribution, in particular for magnetic scattering. It's important to note that
resonant scattering depends on the wavevectors and polarization states of both incident and
scattered wave whereas nonresonant scattering is only scaled by the scalar product of polar-
ization vectors. Far from an absorption edge, however, the sum over n results in an average
over complete atomic subshells and, hence, is isotropic. Only the resonance like energy depen-
dence remains. This is why resonant contributions are taken account of by a scalar correction
in most cases of x-ray scattering. Fig. 2.2 illustrates the basic resonant scattering experiment
including the polarization dependence.
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2.1.2. Optical theorem
Considering only forward scattering (O(k) = O(k′) and ε′ = ε), the matrix elements for
creation and annihilation of the photon are the same and, hence, the third and fourth part
(Eqs. (2.8,2.9)) can be combined the following way:
1
m
∑
n
{〈a| ε∗ ·O†(k) |n〉 〈n| ε ·O(k) |a〉
Ea − En + ~ω − iΓ/2 +
〈a| ε ·O(k) |n〉 〈n| ε∗ ·O†(k) |a〉
Ea − En − ~ω + iΓ/2
}
=
1
m
∑
n
{
| 〈n| ε ·O(k) |a〉 |2 1
Ea − En + ~ω − iΓ/2 +
1
Ea − En − ~ω + iΓ/2
}
=
1
m
∑
n
| 〈n| ε ·O(k) |a〉 |2 2(Ea − En)
(Ea − En)2 − (~ω − iΓ/2)2
In forward scattering, this term alone contributes an imaginary part to the scattering ampli-
tude. For small Γ, this imaginary part converges to
Imw1+2if (ε = ε
′,k = k′, ~ω) Γ→0−−−→ pie
2
m2c2
∑
n
| 〈n| ε ·O(k) |a〉 |2δ(Ea + ~ω − En). (2.11)
One can see that the result is closely related to the transition rate of photoabsorption (cf.
Eq. 2.4) which can be obtained from the annihilation parts of H2 and H3 (which reduce |i〉
to |a〉):
W abs =
2pi
~
∑
n
|〈n|H2 +H3 |i〉|2 · δ(Ei − En)
=
4pi2e2
m2ckV
∑
n
∣∣∣〈n| eikr [ε · p+ i~s · (k× ε)] |a〉∣∣∣2 · δ(Ea + ~ω − En)
=
4pi2e2
m2ckV
∑
n
|〈n| ε ·O(k) |a〉|2 · δ(Ea + ~ω − En).
(2.12)
Therefore, with the incident ﬂux of photons Φ0 = c/V , we obtain
W abs =
4piΦ0
k
Imw1+2if (ε = ε
′,k = k′, ~ω). (2.13)
This is the well known optical theorem of scattering theory and represents an important
link between RXD and x-ray absorption ﬁne structure (XAFS) where it relates the imaginary
part of the form factors with the linear absorption coeﬃcient as we will see later.
In the following, we shall discuss the elastic scattering obtained by an atom. Before doing that,
let us restrict the derivations on the special case of neglecting the scattering by spin. It will be
suﬃcient for the applications in this work, since it aims for the characterization of structural
modiﬁcations that are accompanied with atomic rearrangement. Magnetic scattering can
usually be observed when the magnetic symmetry of the structure is lower than that of
the charge and, hence, additional reﬂections occur. Otherwise, electric (charge) scattering
dominates.
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2.1.3. Scattering by an atom  form factors
To obtain the elastic charge scattering of an atom, we need to sum the scattering amplitudes
in Eqs. (2.6,2.8,2.9) of all electrons. In the picture of electron density, we can instead perform
a selected sum over all occupied initial states and unoccupied intermediate states |a〉 and |n〉,
respectively. The resulting atomic scattering amplitude for charge scattering can be expressed
as1
w1+2atomic(ε, ε
′,k,k′, ~ω) =− e
2
mc2
ε′∗α εβ
(
f0δ
αβ + f ′αβ + if ′′αβ
)
= : − e
2
mc2
ε′∗α εβf
αβ(k,k′, ~ω)
(2.14)
where we deﬁned the conventional, nonresonant charge form factor (the Fourier transform of
the whole electron density)
f0 =
∑
a
Pa 〈a| eiKr |a〉 , (2.15)
and the anomalous dispersion correction
f ′αβ + if ′′αβ =
1
m
∑
a,n
Pa(1− Pn)
(
〈a| e−ik′r · pα |n〉 〈n| eikr · pβ |a〉
Ea − En + ~ω − iΓ/2
+
〈a| eikr · pβ |n〉 〈n| e−ik′r · pα |a〉
Ea − En − ~ω + iΓ/2
)
.
(2.16)
The factors Pξ denote the probability to ﬁnd the state |ξ〉 occupied. The equations (2.15)
and (2.16) are the central quantities to describe elastic x-ray scattering from charge. They
describe the amplitude of x-rays scattered by an atom when neglecting scattering by spin and
nuclei. The latter becomes signiﬁcant if nuclear resonances are excited. Then, the nuclear
scattering takes place on longer timescales and, therefore, can be observed after a certain
time delay when the electronically scattered photons have passed. Eq. (2.16) takes account of
resonant scattering. It carries the energy dependence and can be rewritten as an integral over
energy when introducing the density of unoccupied electron states as before. The dependence
on wavevector and polarization gives unique access to probe certain electronic transitions and
perform orbital-sensitive measurements. Also it can contain a magnetic contribution even
though we neglected the scattering by spins. This can be caused by a reduced symmetry in
the electronic wave function due to the Zeeman eﬀect or magnetic ordering. We will later (in
Section 3.3.2) discuss the symmetry restrictions on the scattering amplitude as they play a
central role when studying crystals.
The polarization and wavevector dependence of the form factors is usually only observed very
close to the absorption edge  where the denominator in Eq. (2.16) is small. In many cases
1The Einstein notation is generally used in this thesis.
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Fig. 2.3.: The real (negative curves) and imaginary (positive curves) parts of the dispersion corrections
f ′, f ′′ of titanium without chemical environment (dashed lines) and in SrTiO3 (solid lines) near the titanium
K -edge. Pronounced ﬁne structure oscillations can be seen in the latter case as well as an edge-shift which
can be explained with a lower energy state of the 1s electrons when the titanium atom is in a chemical
bond and has the corresponding formal valence state 4+. The values for the smooth parts (dashed) have
been taken from the Sasaki database [Sas89].
(e. g. in DAFS, XAFS) it is neglected and the form factors only carry an energy dependence
and are expressed as scalars according to
f ′αβ + if ′′αβ oﬀ-edge−−−−→ (f ′(E) + if ′′(E)) · δαβ. (2.17)
This complex quantity typically includes a step-like increase in its imaginary part at each
absorption edge, since the density of unoccupied states abruptly increases with energy and
the imaginary part is linked with absorption according to the optical theorem (Eq. (2.13)).
The real part, on the other hand, undergoes a gradual decrease before but an increase after
the edge. This general progression is modulated with oscillations which are due to an inhomo-
geneous density of unoccupied states caused by the chemical environment of the considered
atom. It is these oscillations which are referred to as ﬁne structure.
Further simpliﬁcations are done when the energy is far from the edge based on the following
reasons: i) the ﬁne structure oscillations are only observed beyond the edge and they decay
within a few 100 eV to a negligible magnitude (see Fig. 2.3), ii) the ﬁne structure is diﬀerent
for each compound and its calculation is time consuming, rarely accurate and needs ﬁtting of
several unknown parameters. The most simple resonant correction is therefore obtained by
neglecting the chemical environment of the resonant atom and to assume it to be isolated and
in vacuum. Then, the unoccupied density of states is simply the continuum of vacuum states
and is constant for energies above the absorption threshold. Hence, the correction terms f ′, f ′′
don't feature any ﬁne structure and only the so-called smooth part can be observed. This
can be easily calculated and is also deposited in databases for the majority of elements. Both
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cases, including and neglecting chemical environment, are shown for the example of titanium
in strontium titanate (SrTiO3) in Fig. 2.3 near the K -edge.
2.1.4. Multipole expansion of the scattering amplitude
For the application of symmetry restrictions, it is very helpful to express all spatial dependen-
cies of the atomic scattering amplitude as a tensor. In Eq. (2.16), a nonlinear dependence on
the position vector r is obvious. A Taylor expansion of the exponential function is performed
to obtain a sum of components linear to incremental powers of r
eikr ' 1 + ikr− 1
2
(kr)2 . . . , (2.18)
referred to as dipole, quadrupole, octupole term etc. Additionally, the momentum vector of
the electron can be replaced by its position vector with the help of the following commutator
relation obtained from Schrödingers equation:
i
~
[H0, r] =
1
m
p. (2.19)
Functions that are linear to the n-th power of r can be written as a tensor of rank n. Through
insertion into Eq. (2.16) we obtain the matrix elements
〈n| eikrpβ |a〉 ' im
~
(En − Ea) 〈n| (1 + ikr− 1
2
(kr)2 . . . )rβ |a〉 (2.20)
and, thus, the tensor series expansion for the atomic scattering amplitude (omitting octupole
terms)
w1+2atomic(ε, ε
′,k,k′, ~ω) =
− e
2
mc2
ε′∗α εβ
(
f0δ
αβ +Dαβ + i
(
kγI
αβγ − k′γI∗βαγ
)
+ kγk
′
δQ
αβγδ + . . .
)
.
(2.21)
Each tensor element in Eq. (2.21) represents certain excitation and relaxation processes (Dαβ
 dipole-dipole transitions, Qαβγδ  quadrupole-quadrupole transitions and Iαβγ  dipole-
quadrupole interference) and has a diﬀerent rank. The big advantage of such decomposition
is that each order of the transitions can be studied separately using the diﬀerent behavior
when applying symmetry operations: the components of a tensor of rank n undergo an n-
times transformation during a change of basis. Later we will see that, in crystallography, it
is possible to ﬁnd reﬂections which are only containing contributions of one or few of these
tensor components due to the space group symmetries.
2.1. Interaction of photons and matter 23
Fig. 2.4.: Path γ for integration in the complex plane which is used to apply Cauchy's integral theorem.
The simple poles are indicated by black dots.
2.1.5. The Kramers-Kronig relations
We will now derive relations between real and imaginary part of the dispersion correction
terms in Eq. (2.16). From the mathematical point of view, they are a superposition of complex
functions of the kind
η±(~ω) :=
1
±(~ω − iΓ/2)−∆E with ∆E = En − Ea. (2.22)
One can directly verify that these functions fulﬁll the Cauchy-Riemann equations on the
complete lower half of the complex plane of ω and, hence, are holomorphic there. They only
contain simple poles at ~ω = ±∆E + iΓ/2. This allows the application of Cauchy's integral
formula,
η±(~ω′) =
1
2pii
∮
∂U
η±(~ω)
ω − ω′ dω, (2.23)
where U is any closed disc inside which η± is holomorphic (does not contain the pole) and
ω′ ∈ U . This formula already gives a link between real and imaginary part of η±(~ω).
However, we have no access to it since we can only perform measurements on the real axis of
ω. The trick is to take the integral on a special contour including the real axis as it is sketched
in Fig. 2.4. Inside the domain encompassed by this contour, the integrand in Eq. (2.23) is
again holomorphic, since we excluded all poles. Therefore, we can make use of Cauchy's
integral theorem, which states that in such domains, closed curve line integrals give zero and
we obtain ∮
γ
η±(~ω)
ω − ω′ dω = 0. (2.24)
The integration contour γ can be decomposed into four characteristic parts: the mentioned
parts along the real axis, both below (γ1) and above (γ3) the point of evaluation ω′, a small
semicircle (γ2) around this point and a semicircle of radius R (γ4) in the negative half of the
complex plane. It is the straight sections of γ1 and γ3 which we can access experimentally.
Furthermore, we extend the integration over the complete real axis (R → ∞). Then, the
integral over the large semicircle γ4 can be found to be zero as well, since the integrand in
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Eq. (2.24) decays with |ω|−2 while the contour length of γ4 only increases with |ω|. For the
small circle, we can ﬁnally make use of Eq. (2.23). It tells us that the integral of the full circle
(completed by a dashed grey semicircle in Fig. 2.4) would yield 2piiη±(~ω′). This result does
not change as the radius of the small circle is decreased allowing us to let it approach zero.
In this case, the integrals along the real axis turn into the Cauchy principal value and the
integral along the semicircle γ2 will give half of that of the full circle:∫
γ1
η±(~ω)
ω − ω′ dω +
∫
γ2
η±(~ω)
ω − ω′ dω︸ ︷︷ ︸
→ 1
2
·2piiη±(~ω′)
+
∫
γ3
η±(~ω)
ω − ω′ dω +
∫
γ4
η±(~ω)
ω − ω′ dω︸ ︷︷ ︸
→0
= 0
⇒ P
∫ ∞
−∞
η±(~ω)
ω − ω′ dω = −ipiη
±(~ω′).
The factor i results in a relation between real and imaginary part, which we need to identify:
P
∫ ∞
−∞
Re η±(~ω) + i Im η±(~ω)
ω − ω′ dω = −ipi
(
Re η±(~ω′) + i Im η±(~ω′)
)
.
We obtain
Re η±(~ω′) = − 1
pi
P
∫ ∞
−∞
Im η±(~ω)
ω − ω′ dω
Im η±(~ω′) =
1
pi
P
∫ ∞
−∞
Re η±(~ω)
ω − ω′ dω.
(2.25)
The negative energy region ~ω < 0 cannot be accessed experimentally but we can make
use of symmetries in the calculation of the dispersion correction. On inversion ~ω → −~ω
the two additive terms in Eq. (2.16) exchange their denominator and, hence, the resonance
behavior. The same can be achieved by doing a time reversal: ε′∗ ↔ ε and k′ ↔ −k (see
also Eq. (2.8)+(2.9)). If we assume time reversal symmetry which corresponds to a neglect
of magnetic contributions [Blu94], Eq. 2.16 can be rewritten as
f ′αβ + if ′′αβ
non−
mag.
=
1
m
∑
a,n
Pa(1− Pn) 〈a| e−ik′r · pα |n〉 〈n| eikr · pβ |a〉 (η+an + η−an). (2.26)
It can easily be veriﬁed that the function η := η+ + η− is even in the real part and odd in the
imaginary part. We can use that to obtain the integral of the negative half of frequencies in
(2.25) by expanding the integrand with ω + ω′:
Re η(~ω′) = − 1
pi
P
∫ ∞
−∞
ω Im η(~ω)
ω2 − ω′2 dω −
ω′
pi
P
∫ ∞
−∞
Im η(~ω)
ω2 − ω′2 dω.
The second term gives zero since the imaginary part of η is odd as mentioned before. For the
same reason, the ﬁrst term can be reduced to twice the integral over the positive half and we
get
Re η(~ω′) = − 2
pi
P
∫ ∞
0
ω Im η(~ω)
ω2 − ω′2 dω. (2.27)
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The same reasoning for the second equation in (2.25) yields
Im η(~ω′) =
2ω′
pi
P
∫ ∞
0
Re η(~ω)
ω2 − ω′2 dω. (2.28)
Equations (2.27) and (2.28) are the well known Kramers-Kronig relations. They are valid
for the dispersion correction ∆f := f ′+ if ′′ if all coeﬃcients in the sum of Eq. (2.26) are real.
This is the case for example in forward scattering (k = k′) or in the dipole-dipole scattering
approximation (eikr ≈ 1). The equations (2.25) are certainly valid in the more general case.
An important fact for practice is the linearity of the integration. Therefore, the Kramers-
Kronig (KK) relations commute with other operations such as convolution (broadening) with
integrable functions and are valid also for superpositions of KK-consistent complex functions.
This allows to overcome the problem of limited range of the measurement. If one has found a
KK pair (real and imaginary part) which describes asymptotically the general progression of
the resonant function outside the resonance region, this pair can be simply subtracted leaving
some band-limited component allowing to perform the integral only within the interesting
region. There are other ways to overcome the band limitation for experimental data, e. g.,
using the convolution theorem [Bru+02], decomposition of the spectrum into Laurent polyno-
mials [Wat14] or into a Fourier series [Col77]. If certain points of the target spectrum (either
real or imaginary part) are known, one can introduce these as anchor points into the multiply
subtractive Kramers-Kronig (MSKK) algorithm [LSP03; PWB98]. The latter work describes
a form of KK-relations which relates phase and intensity of the scattered wave.
2.1.6. Absorption of x-rays
Let us consider here the attenuation of the x-ray beam by matter. A photon can be absorbed
by each atom on its path. Although it is diﬃcult in practice to understand how large the
photon amplitude is for each atom in the object, absorption can be described rather simply
by statistical process considering a homogeneous beam of a large set of photons and a cross
section much larger than the atoms. In this case, one just needs to sum up all atoms in
the volume of the beam path weighted with their atomic absorption characteristics which
have been obtained in Eq. (2.12). The attenuation of the beam is linked to the absorption
coeﬃcient µ via the LambertBeer law as
dΦ = −Φ(z)µ(z) dz, (2.29)
if the z coordinate describes the direction of propagation. From Eq. (2.12) we know, that the
amount of absorbed photons per time in the illuminated volume dV = S dz corresponds to
∑
i
niW
abs
i = −
dN˙
dV
= − dΦ
dz
= Φµ,
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where ni is the number density of the atom i. With deﬁnition of the total scattering cross
section σint, this can be written as
µ(z) =
∑
i
ni(z)σint,i =
∑
i
ni(z)W
abs
i
Φ(z)
. (2.30)
However, not only the photoabsorption contributes to the integral scattering cross section 
coherent, incoherent or Compton scattering and pair production losses to the beam intensity
are not taken into account in W abs [Car06]. Although photoabsorption is the dominant
process in the x-ray regime, Compton scattering becomes more and more important at higher
energies. To take account of the other processes attenuating the beam, the cross sections can
be summed up:
σtotint,i = σint,i + σ
coh
int,i + σ
compt
int,i + σ
pair
int,i + . . .
Pair production is possible for photon energies larger than ~ω ≥ 2mc2 = 1022 keV and was
therefore not relevant for this work.
2.1.7. Scattering by many atoms  Born approximation
In this work scattering objects are treated within the independent atom model which means
that their electron density can be described by a superposition of atomic (or ionic) electron
densities
ρel(r) =
∑
j
(ρatomj ∗ δ)(rj), (2.31)
where ∗ denotes a convolution. Here, the anisotropy of the electron density with respect to
polarization and wavevectors, which requires to take into account a reorientation of each atom
in the sum, was neglected. Also we did not include resonant dispersion yet. To correct for
this, it is possible to deﬁne an eﬀective electron density having the same dependencies as
the atomic scattering amplitude in (2.14). The electron density then represents the scattering
potential for photons. Since the electromagnetic wave-equation is linear, using the Green's
function method, one can describe the ﬁnal state as a sum of initial state and the integral
over all elementary scatterers (e. g. atoms) multiplied by the amplitude [Ric10]. The result is
the Lippmann-Schwinger equation2
A′α(r) = Aα(r)− e
2
mc2k2
∫
d3r′Gαβ(r, r′)ρel(r′)A′β(r
′)
which, according to Eq. (2.31) decomposes to the sum of integrals over all single atoms
A′α(r) = Aα(r)− e
2
mc2k2
∑
j
∫
V jatom
d3rjρ
atom
j (rj)G
αβ(r, rj)A
′
β(rj).
2Here, contravariant and covariant vectors have been introduced. This has no eﬀect in cartesian coordinates
but we will discuss it more thoroughly when introducing symmetry in crystallographic lattices in Ch. 2.2.4.
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Here we use that we already know the response of an atom to the radiation (Eq. (2.14)). This
is also where we reintroduce the anisotropy and resonance behavior. Using the deﬁnition of
the scattering amplitude from an elementary scatterer at r′
A′α(r) = δαβAβ(r) +
e2
mc2
fαβ(k,k′, ~ω)A′β(r′) ·
eik
′(r−r′)
|r− r′| , (2.32)
and assuming that the studied object is small with respect to the sample to detector distance
(|r− r′| ≈ r) we get
A′α(r) = Aα(r) +
e2
mc2
eikr
r
∑
j
fαβj (k,k
′, ~ω)A′β(rj)e−ik
′rj . (2.33)
One approach to solve this set of linear equations is by iteration [Blü12]: starting with insertion
of the unperturbed ﬁeld A = A0ε eikr for the ﬁeld A′ on the right hand side of the equation
yields the ﬁrst order approximation A(1); subsequent insertion of the n-th order result yields
A(n+1). A(n) is called the Born-expansion. Due to the rather weak interaction of x-rays and
atoms, it is very common to abort the expansion after the ﬁrst iteration, that is to say, to
neglect multiple scattering events and, hence, to approximate
A′≈ A(1). (2.34)
Eq. (2.34) is called the Born approximation. It also deﬁnes the kinematical theory of
diﬀraction which is the norm in crystallography. The Born approximation is not valid only in
rare cases like the diﬀraction from highly perfect crystals or stratiﬁed media. For these cases,
special theories, like the distorted wave Born approximation (DWBA) or dynamical theory of
diﬀraction, have been developed. The explicit form to calculate A(1) then reduces to
Aα(1)(r) = A0
(
εα eikr +
e2
mc2
eikr
r
∑
j
fαβj (k,k
′, ~ω)εβei(k−k
′)rj
︸ ︷︷ ︸
=:A
α(1)
sc
)
,
where A0 denotes a scaling factor for the incoming radiation. The second term in the sum is
the scattered wave we are interested in. Finally the amplitude ratio for scattered to incoming
x-rays takes the form
A
(1)
sc
A0
=
ε′∗αε′αA
(1)
sc
A0
=
ε′∗αA
α(1)
sc
A0
=:
e2
mc2
eikr
r
ε′∗αεβF
αβ(k,k′, ~ω) (2.35)
where the F was deﬁned as
Fαβ(k,k′, ~ω) =
∑
j
fαβj (k,k
′, ~ω)eiKrj . (2.36)
Since F describes the amplitude ratio which is caused by an arrangement of atoms, it is called
the structure amplitude. Another common name is structure factor but the word amplitude
points out more clearly that it carries a phase. It is the central quantity for the description
28 2. Basics of resonant x-ray diﬀraction
of scattering from extended objects within the Born approximation. Since it has the form
of a Fourier series, the convolution theorem can often be applied when the studied object
can be described by a convolution of particle distributions like, e. g., in case of crystals, as
will be shown in the next section. On the other hand, the atomic composition of the studied
object can be reconstructed with knowledge of the structure amplitude by means of inverse
Fourier transform. However, in most cases, not the amplitude of the scattered radiation itself
but only its intensity can be measured leading to the loss of phase information. This is also
called the phase problem in x-ray diﬀraction. The measured beam intensity will then be
proportional to the absolute square of the scattered amplitude and, therefore, also of the
structure amplitude
I
I0
∝
∣∣∣∣∣A(1)scA0
∣∣∣∣∣
2
∝
∣∣∣ε′∗αεβFαβ∣∣∣2 . (2.37)
2.2. X-ray diﬀraction from crystals
Most inorganic solids are found in form of crystals which exhibit a high degree of spatial order.
Except in the case of quasicrystals, this order means spatial periodicity of a certain set (unit
cell, molecule) of atoms, usually in three dimensions. This set is called basis of a crystal. For
each atom j of the basis, the positions of all associated atoms in an ideal 3D crystal are
r
(n1,...,nD)
j = x
i
jei + n
iei = rj +R
(n1,...,nD)
∣∣∣ 0 ≤ xij < 1;ni ∈ Z; i = 1, . . . , D (2.38)
where D = 3 is the number of dimensions and ei are the basis vectors deﬁning the lattice.
The ﬁrst term corresponds to the position in the unit cell while the second term adds all
positions equivalent due to spatial periodicity. The structure amplitude of such arrangement
contains the sum over all these positions:
Fαβ =
∑
j
∑
(n1,n2,n3)∈Z3
fαβj e
iKr
(n1,n2,n3)
j =
∑
j
fαβj e
iKrj
︸ ︷︷ ︸
basis
∑
(n1,n2,n3)∈Z3
eiKR
(n1,n2,n3)
︸ ︷︷ ︸
lattice→Nuc
. (2.39)
It can be seen that the structure amplitude can be separated in two parts  the ﬁrst factor
describes the contribution of the basis whereas the second factor is independent of the atomic
composition of the crystal and is just a result of the crystal periodicity. Let us consider
the more realistic case of a limited periodicity. The sum over all lattice points is then not
taken over the whole integer numbers Z but on a certain rectangular box. Each summand
is a complex number with absolute value of 1. Fig. 2.5 shows the K-dependent diﬀraction
intensity from a cubic lattice where K ‖ e3 for a diﬀerent number of lattice points in this
dimension (n3). It can be seen that lattice diﬀraction yields maxima when the projection of
K on the basis vectors yields a multiple of 2pi. The maximum intensity of the maxima is
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Fig. 2.5.: Calculated diﬀraction proﬁles of a monoatomic crystal slab with diﬀerent number of layers
for each line (black solid: 4, red dashed: 8, green dotted: 16). The scattering vector K is directed
perpendicular to the surface.
proportional to the square of the number of lattice points. The general condition for these
maxima to occur is
eiKR
(n1,n2,n3)
= 1 ∀n1, n2, n3. (2.40)
It is equivalent to both Laue and Bragg condition. As the number of crystalline layers ap-
proaches inﬁnity, the diﬀraction pattern takes the form of equidistant delta functions referred
to as Bragg reﬂections. If the Laue condition Eq. (2.42) is fulﬁlled, the lattice part of the
structure amplitude in Eq. (2.39) corresponds to the number of unit cells Nuc contained in
the coherently illuminated sample volume. It is therefore often replaced with the crystallite
volume.
2.2.1. Reciprocal lattice
The set of vectors K fulﬁlling the condition (2.42) is called the reciprocal lattice. It is spanned
by discrete multiples of the basis vectors of the dual lattice ei according to
{
K|K = 2pihiei;hi ∈ Z
}
. (2.41)
This is an alternative form of the Laue condition. To proof it, we make use of the deﬁnition
of the dual vector space:
e2piihin
jeiej
eiej=δ
i
j
= e2piihin
i
= 1. (2.42)
The dual basis vectors can be obtained with help of the metric tensor gij
ei = gijej where gij = eiej and gijg
jk = δki .
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Fig. 2.6.: Inﬂuence of an beam attenuation per layer taken into account for calculation of the diﬀraction
intensity for a system as in Fig. 2.5 and diﬀerent numbers of diﬀracting layers. Left: integrated intensity.
Right: maximum intensity of the ﬁrst, symmetric Bragg reﬂection. For small absorption, the beam is
simply attenuated according to the exponential decay in Lambert-Beer's law.
In other words, gij is the inverse of the metric tensor. The coeﬃcients hi deﬁne the Bragg
reﬂection and are commonly named Miller indices: hi = (h, k, l).
2.2.2. Inﬂuence of absorption
We can see from Eq. (2.29), that the beam intensity is decreasing exponentially when passing
through a homogeneous object. This is also true for crystals on typical absorption length scales
(≈ 1µm). In reﬂection geometry for x-ray diﬀraction, this means that each diﬀracting layer
contributes with a ﬁxed fraction smaller than 1 with respect to the previous one. The eﬀect on
the diﬀraction peaks is easily calculated and illustrated in Fig. 2.6 as a function of attenuation
per layer and for diﬀerent numbers of layers. It can be seen that for crystal thicknesses
much larger than the attenuation length the dependence of the diﬀracted intensity follows a
power law with exponents 1 for the integrated intensity and 2 for the peak intensity. This is
caused by a reduced amount of layers that contribute to diﬀraction and the resulting peak
broadening. For low absorption the intensity loss can be simply explained by the exponential
decay of the beam intensity passing through the crystal. We shall derive the equations that
describe the eﬀect of absorption on the diﬀracted intensity in the kinematical regime and for
reﬂection geometry. To do so, let us consider the elementary scattered wave coming from
a volume dV = dx dy dz at a depth z below the crystal surface (see Fig. 2.7). The beam
path of this partial scattered wave through the crystal is then ∆ = z(cscα+ cscβ), where α
and β are incidence angle and exit angle, respectively. Therefore, its intensity is attenuated
by a factor of exp(−µ∆). Consequently, the x-ray amplitude is attenuated by the factor
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Fig. 2.7.: Drawing of the diﬀraction scheme in reﬂection (Bragg) geometry. Elementary scattering in
the volume dV is illustrated.
√
exp(−µ∆) = exp(−µ∆/2). Integration over the whole scattering volume gives the full
attenuation of the peak amplitude of the Bragg reﬂection from a crystal slab of thickness d
A(1)sc (µ > 0) = A0ε
′∗
αεβF
αβ
d∫∫
0S
dV e−µ∆/2
= A0ε
′∗
αεβF
αβS cscα
d∫
0
dz e−µz(cscα+cscβ)/2.
Here, S is the beam cross section and dz is chosen such that exp{iKz dz} = 1 to ensure
that the structure factor is the same for each layer and can be moved outside the integral
(otherwise, an extra phase factor would occur). This is valid since the wavelength of x-rays
is by far smaller than the typical attenuation length and the exponential function would still
be linear within dz. One obtains the resulting absorption correction
A(1)sc (µ > 0) = A0ε
′∗
αεβF
αβ 2S cscα
µ(cscα+ cscβ)
(
1− e−µd(cscα+cscβ)/2
)
.
Therefore, disregarding constant factors, the measured peak intensity will be modiﬁed due to
absorption according to
I
I0
∝
∣∣∣∣∣A(1)scA0
∣∣∣∣∣
2
∝
∣∣∣ε′∗αεβFαβ∣∣∣2 [1− exp(−µd(cscα+ cscβ)/2)µ(cscα+ cscβ)
]2
. (2.43)
This quadratic behavior can be seen in the right plot in Fig. 2.6. The result relies on a
coherent sum of all waves scattered in the volume as well as on a nearly perfect crystal and
high instrumental resolution. In practice, it is much more common to have a mosaic crystal
which is composed out of many small single crystals that are slightly misaligned with respect to
each other (mosaic spread). Furthermore, a certain beam divergence will lead to an averaging
over many angles of incidence. As a result, there is no predictable phase relationship between
the partial scattered waves and the calculation should be based on an incoherent superposition
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of these. This is, in fact, what is most commonly observed. Therefore, the measured intensity
including absorption will in this case be obtained via
I =
∫
dI ∝
∣∣∣ε′∗αεβFαβ∣∣∣2 d∫∫
0S
dV e−µ∆
⇒ I
I0
∝
∣∣∣ε′∗αεβFαβ∣∣∣2 d∫
0
dz e−µz(cscα+cscβ)
=
∣∣∣ε′∗αεβFαβ∣∣∣2 [1− exp(−µd(cscα+ cscβ))µ(cscα+ cscβ)
]
︸ ︷︷ ︸
=:A
. (2.44)
In transmission (or Laue) geometry, diﬀerent results can be derived in a similar way, but
in most cases within this work, Eq. (2.44) will be used to estimate or correct for the eﬀects
of absorption. In cases where no ﬂat interface between crystal and environment is present,
the attenuation of the beam can often only be approximated. Moreover, in the case of nearly
perfect crystals, the interference of incident and scattered beam, which are comparable in
intensity, can lead to standing x-ray waves in the crystal which stands in contrast to the
exponential decay obtained before via the LamberBeer formula. In this case, the approxi-
mation of a homogeneous absorbing object fails to be applicable. Instead, it is crucial where
the nodes of the standing wave ﬁeld are. If they fall on the interatomic voids, for instance,
an anomalous increase of transmission of x-ray through the crystal can be observed (called
Borrmann-eﬀect).
2.2.3. Inﬂuence of disorder
The picture of a strictly periodic (ordered) crystalline lattice is an approximation and never
valid in reality. This is already due to the ﬁnite zero point energy in quantum mechanics: a
particle is never at rest. When speaking of atomic positions in a crystal, one always refers to
the average of those. Furthermore, real crystals contain defects where the regular arrangement
of atoms is interrupted. These defects can be of various kind and dimensionality and can have
a strong impact on the macroscopic properties of the crystal. In any case, the Eq. (2.37) still
describes correctly the scattered intensity within the kinematical approximation. However,
the decomposition into lattice and basis factors as in Eq. 2.39 is not correct anymore or
rather needs to be modiﬁed. The eﬀects of a random (Gaussian) displacement of atoms
on the diﬀraction intensity are illustrated in Fig. 2.8. A decreased peak intensity can be
observed which is stronger for higher reﬂection orders if the atoms are displaced from their
ideal positions. On the other hand, an enhanced diﬀraction intensity can be observed between
the peaks, often referred to as thermal diﬀuse scattering.
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Fig. 2.8.: Inﬂuence of a mean square atomic displacement of all atoms for the monoatomic crystal slab of
16 layers. Shown is the resulting diﬀracted intensity in case of perfect order (black, solid line) in comparison
to a case with normal random displacement with a mean square of 1/30 of the lattice spacing (red, dashed
line).
We will now aim to correct Eq. (2.39) so that it also describes the reﬂections from disordered
crystals (but not the diﬀuse scattering). In order to do that, we assume that the crystal
is large so that many lattice planes contribute to diﬀraction. This is true in most cases of
x-ray crystallography. We can then view the crystal as a large set of unit cells which each
have atoms at slightly diﬀerent positions. The structure amplitude of the crystal basis is thus
obtained by averaging over all of these unit cells:
Fαβ =
∑
j
〈fαβj eiKrj 〉 '
∑
j
ojf
αβ
j 〈eiKrj 〉 =:
∑
j
ojf
αβ
j Tj . (2.45)
The averaging can, in most cases, be limited to the phase factor, since the environment of the
atoms only slightly changes and therefore the atomic form factors remain almost unaﬀected.
Then, the occupancy oj describes the probability to ﬁnd an atom occupying the site j of a unit
cell. However, the changes in the form factors can be signiﬁcant in certain cases of near-edge
resonant diﬀraction when the reﬂection is suppressed or very weak for the ideal case.
Let uj be the small displacement of a selected atom from its ideal position (rj → r0j + uj).
Assuming that the distribution of uj in the crystal is Gaussian with mean zero, one can then
parameterize the eﬀect of averaging on the form factor as [AM11]
〈eiKrj 〉 = eiKr0j 〈eiKuj 〉 = eiKr0j e− 12 〈(Kuj)2〉 = eiKr0j e− 12KlKm〈uljumj 〉︸ ︷︷ ︸
=Tj
(2.46)
The real quantity Tj is the well known Debye-Waller factor. It reduces the scattering am-
plitude of the atom. The assumption of a Gaussian distribution is valid when the atomic
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vibrations are harmonic. Then the oscillation energy of an atom j with eigenfrequency ωj
and mass mj is
Ehoj =
1
2
mjω
2
j 〈u2j 〉
and the distribution of states in the canonical ensemble follows the Boltzmann distribution
P
(
Ehoj
)
∝ e−
Ehoj
kBT = e
−mjω
2
j 〈u2j 〉
2kBT .
where T is the absolute temperature and kB the Boltzmann constant. As shown in Eq. (2.46),
the Debye-Waller factor can be calculated from the anisotropic mean square displacement
which is commonly written as a tensor [Tru+96]
〈uljumj 〉 =: U lmj |el||em| =: βlmj /2pi2 (2.47)
and is a result of crystal structure determination. With Eq. (2.41) we get the alternative
form
Tj = e
−hlhmβlmj . (2.48)
2.2.4. Symmetry in crystallography
We have introduced x-ray crystallography in a way that both the crystal and the diﬀraction
is represented by a set of tensors. This is particularly beneﬁcial, as we can calculate their
behavior under change of basis. The description of crystals in terms of direct and dual space
is very desirable, since the lattices are in general not cartesian. Crystals are usually classiﬁed
according to symmetry operations under which they do not change [Won06; Aro+06]. These
symmetries have to be valid also on a microscopic scale and are therefore imposed on the
tensors described before. The crystal lattice is deﬁned by the metric tensor gij . Crystallog-
raphy describes which local symmetries are compatible with the translational symmetry of
this lattice. They are tabulated in form of groups (space groups) for each crystal class in
the International Tables for Crystallography [Hah06]. Each atom added to the unit cell of
the lattice can reduce the symmetry resulting in another space group. The group elements
are all (linear) symmetry operations found in the crystal. The generators are a subset, by
combination of which all (other) members of the set can be produced. A subsequent applica-
tion of these on the vector coordinates of an atom results in all other points of this site, thus
generating the crystallographic orbit. To describe a crystal, only one speciﬁc atomic position
per orbit is necessary (asymmetric unit) together with the set of generators and the metric
gij . The amount of atoms per orbit is called multiplicity. Each generator can be represented
by a matrix/vector pair (W , w) of rotation/translation part such that
x˜i = W ijx
j + wi, (2.49)
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where xi and x˜i are the components of unit cell vectors of direct space before and after trans-
formation, respectively. According to Eq. (2.38) 0 < xi < 1. Due to the crystal periodicity
0 < x˜i < 1 can be ensured (e. g. by x˜i → x˜i mod 1). The translation part w changes
only the position of the atoms whereas the rotation part W changes also their orientation.
The latter also aﬀects the tensors describing atomic properties like scattering or mean square
displacement. Instead of transforming the tensor, the same can be achieved by inversely
transforming their dual vectors. As an example, let us consider the case of polarization de-
pendence of the scattering amplitude (see Eq. (2.14)) given in direct space (as contravariant
vectors). Neglecting the wavevector dependence, we have after transformation
− mc
2
e2
w˜1+2atomic = ε
′∗αεβ f˜αβ = (W−1)γαε
′∗α(W−1)δβε
βfγδ
Therefore, a symmetry operation as in Eq. (2.50) results in an inverse transformation of the
covariant (dual) tensors on the new position according to
f˜αβ = (W
−1)γα(W
−1)δβfγδ.
Analogously the formula for the example of the twice contravariant tensor of thermal dis-
placement βij is obtained. To understand how the components of a contravariant tensor will
be transformed, let us consider a change of basis and the deﬁnition of the reciprocal lattice
δji = e˜ie˜
j != eie
j = ei(W
−1)ikW
k
j e
j . (2.50)
It can be seen that the covariant components transform using the inverse transposed of the
matrix representation:
x˜i = (W
−1)ki xk.
Hence, following the same reasoning as before, we get for the components of the contravariant
tensors the following transformation rule
β˜ij = W ilW
j
mβ
lm.
Although derived only for examples on tensors of rank 2, the transformation rules apply for all
proper tensors with an arbitrary number of contravariant or covariant axes (as necessary for
Iαβγ and Qαβγδ). To put the result in words: a new atom generated by (W ,w) on position x˜
will be described by diﬀerent tensors f˜ and β˜ whose components are obtained as described. A
more general introduction to the use of tensors in crystallography can be found in [Aut06].
2.3. Conclusion
It was seen in this chapter that atoms do not scatter isotropically. This can be due to
anisotropic thermal motion and described by the Debye-Waller factor or due to anisotropy
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in the local density of states which aﬀects the scattering amplitude. In the former case, only
anisotropy in the charge density is relevant. It can only be probed by comparing diﬀerent
Bragg reﬂections and is equal for all photon energies. In contrast, the anisotropy of the
scattering amplitude depends on the density of unoccupied electronic states and is therefore
strongly dependent on energy. It can typically only be observed for low energy excitations and
therefore near an absorption edge. Moreover, in the decomposition of the scattering amplitude
into a tensor series, each element (tensor rank) corresponds to a certain multipole transition.
Each tensor component has a diﬀerent inﬂuence on the polarization dependence which can
be studied, for instance, by rotating the sample around the K vector or using polarizer or
analyzer. For these reasons, the electron density can be studied not only spatially resolved
but also as a function of energy and orbital speciﬁc by using resonant diﬀraction. These can
be observed most clearly for reﬂections where the isotropic part of the structure amplitude
Fαβ is zero (forbidden) due to the crystal symmetry which is why such reﬂections are also
called forbidden reﬂections.
The approximation of isotropically scattering atoms, on the other hand, is acceptable when
analyzing the ﬁne structure oscillations of the extended part of the absorption edge and
particularly useful when studying powder samples where it is impossible to disentangle the
contributions from diﬀerent crystallite orientations with respect to polarization or wavevector.
This approximation is most common in the study of ﬁne structure oscillations as in (extended)
XAFS and DAFS. Their frequencies can be directly related to interatomic distances using the
extended XAFS (EXAFS) equation [New14] (see Appx. A.1).
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This chapter shall discuss the practical aspects of experiments which can be performed on
the theoretical basis provided previously. It will be comprised of some very fundamental
questions, such as how to obtain suitable x-ray radiation or how to acquire interpretable data.
But they also include details on the data analysis which are speciﬁc for resonant diﬀraction
experiments.
3.1. Generation of x-rays
Typical ways to produce x-ray radiation are either by the acceleration of charged particles or
by their transition from an excited to a lower-energy state. In the most widely used sources
based on vacuum tubes, both processes are contributing. An electron beam impinges on a
metal target and the electrons are decelerated giving rise to the so-called bremsstrahlung. On
the other hand, the electrons also can excite inner-shell electrons of the metal target. The
subsequent relaxation of another electron into the core-hole is accompanied by the emission of
x-ray photons with a characteristic wavelength. While the bremsstrahlung has a continuous
spectrum, there exist only few of such characteristic emission lines for each atom. Except
from a few white-beam experiments, it is favorable for the understanding of the observed
phenomena to only use x-rays with a well deﬁned wavelength. Therefore and since the intensity
per energy interval of characteristic emission lines is about an order of magnitude stronger,
bremsstrahlung of x-ray tubes is hardly used.
After their development in the late 19th century, x-ray tubes were the only strong sources
for laboratory experiments for more than 60 years. But this concept entailed a set of design
based limitations and the x-ray yield for experiments could only be increased slowly with
time. These limitations are comprised of:
• Undirected radiation of x-rays into the full solid angle allows only a small fraction of
them to be used for measurements.
• Relying on characteristic emission lines, the wavelength of the x-rays cannot be scanned
(it would result in very low intensities).
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• The generation of x-ray via collisions of electrons on metal targets is not very eﬃcient 
most of the generators power is transformed into heat. This also represents the limitation
for increasing the running performance. Despite cooling, the anode usually becomes too
hot when operated beyond a few kW.
Using rotating anodes allows to distribute the heat load and therefore to increase the ﬂux
by roughly an order of magnitude. The latest development in this direction are liquid jet
anodes, where the anode material is constantly cycled and refreshed, allowing an even higher
operating power. However, some limitations still remain.
3.1.1. Synchrotron radiation sources
A completely diﬀerent approach to the generation of x-rays is the deﬂection of highly rela-
tivistic charged particles using so-called bending magnets. It was ﬁrst observed in a particle
accelerator called synchrotron which is based on the synchronous increase of the deﬂecting
magnetic ﬁeld with the growing kinetic energy of the particle. While the radiation produced
this way is therefore called synchrotron radiation, it is, especially nowadays, not only observed
in synchrotrons.
Synchrotron radiation is not subject to the limitations listed above. Although the charged,
relativistic particles also emit bremsstrahlung when being deﬂected by the magnetic ﬁeld, the
radiation is highly directed due to the time dilatation in special relativity. In the system
moving with the particle, the spatial distribution of radiation corresponds to the one of an
accelerated charged particle (Hertzian dipole) as it is known from classical electrodynamics
[Jac99; Wil96]:
I(Ψ) =
e2
16pi20m2c3
1
r2
|p˙|2 sin2 Ψ
where p is the momentum of the charged particle (e. g. electron) and Ψ is the angle between
p˙ and the direction of observation. The intensity distribution in the laboratory system is
schematically shown in Fig. 3.1 in the form of isosurfaces for the relativistic (β = 0.95,
γ = Erel/mc
2 ≈ 4.47) and the non-relativistic (β = 0.01, γ ≈ 1.01) case. One can see the
deformation resulting from Lorentz transformation: the beam becomes directed into tangential
direction. The momentum distribution undergoes a similar transformation, resulting in much
higher values of photon wavevector (lower wavelength) in the direction of propagation of the
charged particle. In modern synchrotron radiation sources, the value γ can be on the order
of 104. The expansion of the photon momentum by the factor γ in direction of the particle
propagation also leads to the typical small opening angle
tan θmax =
1
γ
3.1. Generation of x-rays 39
e−
p˙
p
e−
p˙
p
Fig. 3.1.: The spatial distribution of radiation intensity from a deﬂected charged particle traveling at
relativistic speed (β = v/c = 0.95, left) and at non-relativistic speed (β = 0.01, right). The non-
relativistic case shows the classical distribution of a Hertzian dipole. However, for the observer stationary
in the laboratory system, the corresponding Lorentz transformation results in a deformation in the relativistic
case.
of synchrotron radiation. The spectrum of such radiation is continuous and goes up to a
critical energy of ~ωc = 3~cγ3/2R [Sch49] beyond which it rapidly declines. Here, R is the
local curvature radius of the deﬂection of the particles trajectory. Furthermore, the emitted
radiation is highly polarized in the plane of the particle's orbit and pulsed, since the deﬂected
charge is typically accumulated in short bunches.
Due to its advantageous properties, synchrotron radiation became a very popular tool in
all branches of natural science. Therefore, particle accelerators have been developed and
optimized to become dedicated sources. These are usually storage rings, where electrons or
positrons are maintained at a ﬁxed kinetic energy on an orbit with many deﬂection points
where synchrotron radiation is produced. Such particle current can have a lifetime of several
hours, depending on the vacuum conditions, resulting in a high radiation eﬃciency. To keep
the current at a high level (resulting in a proportionally high radiation intensity) new particle
bunches are regularly injected.
3.1.2. Insertion devices
Although the radiation from bending magnets is already much more intense than that of x-ray
tubes, there is in practice a rather sharp upper limit for the accessible ﬂux since storage rings
have a limited operation energy. This is deﬁned by the radiation losses which are proportional
to the fourth power of the particle energy [Wil96] and by the magnetic ﬁeld which is needed
to keep the particles on orbit. Furthermore, the bending magnet radiation is well collimated
only in the direction of the magnetic ﬁeld. In the other transverse direction, however, it is
emitted as a fan and only a small part of this radiation can be used.
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Fig. 3.2.: Schematic drawing of an undulator/wiggler  an alternating arrangement of permanent magnets
in a straight section of the storage ring. Synchrotron radiation is produced where the electrons or protons
are deﬂected corresponding of the positions of high ﬁeld and largest displacement. The maximum angle
under which radiation can be observed with respect to the optical axis is designated as Θu, the undulator
period as λu.
A straightforward way to obtain a multiple of radiation ﬂux is to stack several bending mag-
nets, with alternating sign of the magnetic ﬁeld, in a row (see Fig. 3.2). This way the total
ﬂux is enhanced proportional to the number of poles 2Nu where Nu is the number of magnetic
periods which corresponds to an incoherent sum of the radiation produced at each pole. This
is the concept of a wiggler. However, it may occur that the photons emitted at diﬀerent
positions interfere and therefore add up coherently. Under these circumstances, the device is
rather referred to as an undulators. A well formulated, introductory derivation of the features
of radiation from insertion devices can be found in the books [AM11; Wil96]. The key aspects
shall be reﬂected brieﬂy.
Undulators and wigglers can be described by three parameters: the number of periods Nu,
the period length λu, and the undulator parameter K. The latter relates the maximum
angle of the trajectory Θu (see Fig. 3.2) to the opening angle of the radiation cone in
ﬁeld direction (θmax):
K =
Θu
θmax
≈ Θuγ.
Assuming a sinusoidal shape of the magnetic ﬁeld with an amplitude B0, one can derive
K =
λueB0
2pimc
.
The larger K, the less coherent is the superposition of the photons. Typically, one
speaks of an undulator if K ≤ 1.
The spectrum of an undulator is not continuous. In this case, the coherent interaction
leads to a discontinuous spectrum of the radiation. The periodic emission of photons
in each undulator period leads to the constructive interference of photons of a certain
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energy (wavelength) and therefore a (fundamental) maximum in the spectrum. This
wavelength can be calculated via the so-called coherence condition
hc
~ω1
:= λ1 :=
λu
2γ2
(
1 +
K2
2
+ γ2Θ2u
)
. (3.1)
Even though the displacement of the electron due to the sinusoidal magnetic ﬁeld is
harmonic in the system moving with the particle, it is anharmonic in the laboratory-
ﬁxed system leading to the appearance of odd higher harmonics (maxima at multiples
of the fundamental resonance energy, see Fig. 3.3). Furthermore, when observing the
radiation oﬀ the optical axis, an additional phase-shifted component contributes to
the apparent displacement hence allowing also the even harmonic. As can be seen in
Eq. (3.1) and Fig. 3.3, the radiation emitted oﬀ-axis also exhibits asymmetric tails
towards the lower energies in fundamental line as well as its harmonics which is due to
relativistic Doppler eﬀect. Usually, the energy of the fundamental line can be shifted
by changing the distance of opposing poles (undulator gap) resulting in a change of
the magnetic ﬁeld amplitude B0.
The spectral and angular width of harmonics decreases with Nu. The interference eﬀect
on the undulator spectra grows with increased number of undulator periods. Moreover,
the constructive interference is based on subsequent emission of radiation pulses at the
points of maximum displacement in the trajectory of the charged particle (see Fig. 3.2).
The length of the aggregated undulator pulse train is then proportional to the length of
the undulator or the number of poles. Therefore, the spectral width of the pulse will be
proportional to 1/N similar to the dependence on crystalline layers in x-ray diﬀraction.
This way, one obtains for the nth harmonic:
∆~ω
~ωn
≈ 1
nNu
.
From this result, the angular width can be approximated using the coherence condition
Eq. (3.1) where the wavelength depends quadratically on the oﬀset angle. This results
in an angular width of
∆Θ ≈ 1
γ
√
1 +K2/2
nNu
,
which is independent of the azimuthal angle leading to similar beam sizes in horizontal
and vertical direction.
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Fig. 3.3.: Left: typical spectra of the diﬀerent x-ray sources calculated using the software package XOP
[DS96]. The ﬂux was calculated for a 1×1 mm2 acceptance slit at 30 m distance. The spectrum for the
tube is not drawn to scale and should be even a few orders of magnitude lower. Right: The range of what
brightness can typically be achieved using the diﬀerent sources for two diﬀerent electron energies in the
case of synchrotron radiation (taken from [Lin09]). The undulator gap is usually optimized to yield the
maximum ﬂux for each selected energy, resulting in a continuous spectrum on the right.
3.2. Measurement and data analysis
3.2.1. The resonant x-ray diﬀraction setup
An advantage of x-ray diﬀraction measurements is a high ﬂexibility which is based on the
rather easy generation of x-rays and their ability to penetrate through matter. This allows
complex setups and sample environments also for laboratory sources. On the other hand,
doing resonant x-ray experiments already requires the use of synchrotron sources to be able to
tune the x-ray wavelength. The least requirements for resonant x-ray diﬀraction are therefore
a tunable x-ray source, apparatus for beam shaping and a diﬀractometer which is used to
mount the sample in arbitrary orientation and position as well as to detect the diﬀracted
radiation. Fig. 3.4 shows a typical single-crystal x-ray diﬀraction endstation of a synchrotron
with description of the diﬀerent components:
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Fig. 3.4.: Drawing of a typical synchrotron setup for x-ray diﬀraction: (1) bending magnet or un-
dulator source; (2+9) collimating slits; 3+7) beam position monitors; (4+8) focussing mirrors; (5)
double crystal monochromator; (6) ionization chamber; (10) six circle diﬀractometer; (11) detec-
tor. Image taken from the webpage of the Kurchatov Synchrotron Radiation Source (KSRS) at
http://www.kcsni.nrcki.ru/dyn_images/img12151.jpg .
The heart of such setup is the diﬀractometer (10) having at least four circles  one deﬁn-
ing the scattering angle 2θB within a ﬁxed (usually vertical) scattering plane and three
for the rotation of the sample (here around Eulerian angles). Some diﬀractometers have
six circles also allowing the rotation of the scattering plane. Apart from that, diﬀrac-
tometers allow translation of the sample and often can accommodate heavy sample
environments. Additional equipment frequently used in RXD is a polarization analyzer
which is based on 90 ◦ diﬀraction by a crystal mounted before the detector such that
the ﬁeld component parallel to the scattered beam is suppressed (see Eq. (2.6)). A
ﬂuorescence detector is useful for online monitoring of the absorption in the sample.
The double crystal monochromator (5) is an essential device for RXD since it allows scan-
ning of the photon energy. Two crystals are necessary to keep the position of the
monochromatized beam ﬁxed which also involves a translation of one of the crystals.
Most commonly, silicon single crystals are used for monochromators due to their high
quality, availability and also a negative thermal expansion at low temperatures. The
latter is used under cryogenic conditions to avoid crystal lattice deformations due to a
high radiation heat load. Diﬀerent orientations of the single crystals are used (e. g. 111,
311, 511) to access diﬀerent energy ranges and change the energy bandwidth. They can
also help to avoid or shift monochromator glitches [BLW92] which are caused by an
excitation of multiple reﬂections at the same time. These glitches occur at certain en-
ergies depending on which main reﬂection is used. Typical values for energy bandwidth
are ∆E/E ≈ 10−4 or lower for reﬂections of higher order than 111.
An important issue about monochromators is that the Bragg condition is always fulﬁlled
for a set of discrete energies (wavelengths), called harmonics, which are related to the
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fundamental wavelength λf via λn = λf/n. Harmonics distort the measured diﬀraction
intensities since they are always part of the spectrum of the primary beam. In resonant
diﬀraction, they cause a nearly constant oﬀset which can be much larger than the
interesting signal. One way to weaken harmonics is their higher sensitivity to a slight
detuning of the two monochromator crystals. They can even be suppressed by the
combining diﬀerent monochromator crystals using the fact that the structure factor
of certain subsets of the harmonics can be zero. However, the most common way to
suppress the harmonics is the usage of mirrors.
(Focussing) mirrors (4,8): The most important purpose of mirrors is the suppression of
higher harmonics. They only reﬂect for very small angles of incidence (total exter-
nal reﬂection). Above a certain value αc, the reﬂectivity of mirrors dramatically drops.
As αc decreases with higher photon energy, the higher harmonics are hardly reﬂected
for targeted setting of the mirror [Lin09]. Furthermore, bending of the mirror allows
focussing of the beam and, this way, increasing of the ﬂux density.
Other equipment: A large set of further equipment is commonly used at a single crystal
diﬀraction beamline. It is not intended to give a detailed list at this point but to
mention some. Ionization chambers or other kinds of intensity monitors are used to
characterize the beam intensity. Usually, much of the beam path is evacuated to keep
air absorption as low as possible and to avoid diﬀuse scattering background. Beam
attenuators are necessary to be able to control the intensity on the sample but also
on the detector. Some scattering processes are many orders of magnitude weaker than
others but usually the detectors can only process properly a few million photons per
second. Typical attenuators are composed of a set of metallic foils of diﬀerent thickness
and can be inserted into the beam path on demand.
In a few cases, phase retarders can be used to change the polarization state of the
incoming photons  either to rotate linear polarization or to produce circular polariza-
tion which allows to study chirality of the sample (e. g. natural chirality or magnetic
moments). This is achieved through diﬀerent responses of the diﬀerent polarization
states during transmission through a crystal under simultaneous excitation of a Bragg
reﬂection.
Most of the experiments performed in this work relied on this kind of setup found at diﬀerent
synchrotron radiation sources.
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3.2.2. The absorption correction
It was shown in Section 2.2.2 that the energy dependence of the diﬀraction intensity is aﬀected
by absorption which is pronounced and carries ﬁne structure of the average sample. To allow
an interpretation of the measured spectra, they usually need to be absorption-corrected based
on the knowledge of the linear absorption coeﬃcient µ (Section 2.1.6). To perform this
correction, the absorption coeﬃcient of the sample can be obtained in diﬀerent ways:
Through measurement of ﬂuorescence: A certain part of the absorption is due to photoex-
citation which, again partially, results in emission of photons with characteristic (lower)
energies. These energies are known for all elements and can be identiﬁed as well as
isolated during the measurement. The advantage of using ﬂuorescence is that it can be
recorded in parallel to the measurement of RXD data and that it deﬁnitely corresponds
to the same sample volume that is probed by diﬀraction which is especially important
if the sample is inhomogeneous.
Considering a speciﬁc emission line at the photon energy Ef , the ﬂuorescence intensity
If from a sample of thickness d can be calculated for an angle of incidence α and an
angle of observation β with respect to the sample surface via [BB05]
If(E) ∝ µa(E)
ζ(E,Ef)
{
1− e−ζ(E,Ef)d
}
where ζ(E,Ef) =
µ(E)
sinα
+
µ(Ef)
sinβ
. (3.2)
Here µa is the share of absorption that is due to a speciﬁc core excitation (edge) selected
by the emission line (µ = µa + µnonresonant). In the so-called thin sample limit where
d is small, such that
ζ(E,Ef)d 1,
the taylor expansion of the exponential function can be terminated after the second ele-
ment (e−x ≈ 1−x). Therefore, the ﬂuorescence intensity is approximately proportional
to the resonant part of absorption µa. Another favorable case where proportionality
occurs is the thick dilute limit. In this case, the term in braces in Eq. (3.2) equals
to 1 and the amount of resonant atoms is small such that µ does not show any energy
dependence while scanning the photon energy through the edge. Once µa is obtained it
needs to be scaled and added on top of µnonresonant in order to obtain absolute values
for µ which can be done with help of the knowledge of the nonresonant progression of
µ.
If the linearity of If(µa) is not given, the measured ﬂuorescence needs to be corrected
for self-absorption. This means Eq. (3.2) has to be solved for µ. This is not possible
analytically but, since If(µa) is monotonous, there always exists a numerical solution.
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Solving this equation for known parameters (thickness, angles, etc.) and a conversion
to total absorption coeﬃcient µ supported by table data for its smooth progression
has been implemented in the software package rexs [Ric16b]. It further allows an
optimization of parameters if they are not well known.
From transmission measurements: Eq. (2.29) shows that the absorption coeﬃcient is read-
ily obtained from measurements of the transmitted intensity It when the sample is
homogeneous:
It
I0
= e−µd.
In practice, the thickness or the primary beam intensity is often not known very well
and a scaling as mentioned in the previous point can be necessary. The advantage of
transmission is a more simple dependence of measured data on absorption coeﬃcient but
this measurement usually probes a diﬀerent volume of the sample than the diﬀracted
beam.
From other reﬂections: It may happen that the resonant atom does not contribute to the
structure amplitude for certain reﬂections. In this case, µ can be obtained from the
corresponding equation for absorption correction (e. g. Eq. (2.44)). For Bragg reﬂection
from thick samples, another possibility is to divide the spectra of diﬀerent reﬂections
obtaining a quantity which is not aﬀected by absorption. Remarkably, this quantity can
then be analyzed in a similar manner as presented in Eq. (3.9) by measuring several
reﬂections and solving a linear systems for the obtained phases.
In the case of powder diﬀraction, a homogeneous mix of the interesting powder with a
reference can give another possibility for absorption corrections if the reference powder
provides Bragg reﬂections in a similar angular range and does not contain any resonant
atoms. However, the absorption measured using the reference does not contain the beam
path through the crystallite of the interesting structure. Therefore, slightly diﬀerent
spectra are obtained and only a coarse correction is feasible as shown in Section 4.1.
3.3. Modeling and algorithms
It is important to discuss practical aspects of the theory provided in Section 2 and its im-
plementation. The central quantity in this work are resonant parts of the atomic scattering
amplitudes (or form factors) f ′αβ and f ′′αβ . Based on these, all kinds of elastic interaction of
matter and x-rays (diﬀraction, refraction, reﬂectivity, etc.) can be calculated. As denoted by
the indices α, β and as seen in Eq. (2.21), the scattering amplitudes have tensorial character
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Fig. 3.5.: Illustration of the diﬀerent regimes of RXD using the example of lithium niobate (LNO).
Calculated resonant Bragg intensities are shown for two reﬂections of LNO, 003 and 006, near the niobium
K -edge. The 003 (black line) reﬂection does only appear when taking into account polarization as well
as wavevector dependence reﬂecting the anisotropic environment of the niobium atom. The anisotropy in
only observed where polarization and wavevector dependence is strong which corresponds the near-edge
region. The 006 reﬂection is shown for diﬀerent stages of approximation. The orange line shows the
smooth energy dependence that is a result of neglecting the chemical environment of the resonant atom
(niobium). Taking into account the local structure, ﬁne structure oscillations are observed (solid green
curve). In the extended region, these can be explained by interference of spherical waves emitted in form of
the excited photoelectron. Therefore, no anisotropy is observed in the extended region. This approximation
is not valid in the near-edge region: taking into account wavevector and polarization dependence again
leads to the blue dashed curve that essentially lies on top of the green curve shows a slight deviation at the
edge. Remarkably, the scattering characteristics are already well described when neglecting the chemical
environment, especially away from the edge. Therefore, the smooth variation is already basis for many
resonant x-ray techniques as explained in the introduction in Section 1.1.
describing the dependencies on x-ray polarization and wavevectors. These dependencies are
characterized by the density of unoccupied electron states at the absorbing atom. The density
of states can be calculated ab-initio from atomic structure and based on a quantum mechan-
ical solution of either Schrödinger or Dirac equation. There are, however, several stages of
simpliﬁcation of theoretical treatment in RXD which still allow its application and production
of results. As before (Section 2.3), the level of theoretical treatment depends on the kind of
measurement and also on the interesting energy region.
Figure 3.5 illustrates the diﬀerent typical approximations for the example of lithium niobate
LiNbO3 and shows that, depending on the kind of experiment, they can yield suﬃcient agree-
ment or not. In Equations (2.20,2.21) present an expansion which is treating the non-linear
wavevector dependence by a series of increasing powers of (linear) tensors.
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A very common approximation is the so-called dipole-dipole approximation where the taylor
series is terminated after the ﬁrst element (eikr ≈ 1) and therefore the wavevector dependence
is neglected. This is usually a good approximation. However, in cases where diﬀraction up
to second rank scattering tensors is forbidden by symmetry, the wavevector dependence can
still lift the symmetry and cause a substantial intensity when the energy is very close to the
absorption edge.
As soon as the reﬂections are allowed (strong) and the local symmetry around the absorbing
atom is high, anisotropic scattering can be neglected completely. As a result, the scatter-
ing amplitudes can be described by scalar values and the indices (α, β) are dropped (see
Eq. (2.17)). The ﬁngerprint of the local atomic structure is then only seen in the energy
(or wavelength) dependence of the scattering amplitude: starting shortly below the edge en-
ergy, oscillations appear and slowly decay within ≈ 1000 eV above the edge. These still carry
information about the local density of unoccupied states. But from energies several 10 eV
above the edge, the excited photoelectron carries suﬃcient energy to describe the observed
ﬁne structure oscillation in terms of photoelectron diﬀraction by the surrounding atoms as in
EXAFS [RA00; AD75]. Moreover, a good modeling of the EXAFS oscillations can often be
achieved by considering only single scattering events  especially at higher kinetic energies of
the electron.
Last but not least, there are several ﬁelds of x-ray crystallography that solely exploit the
change of scattering amplitude caused by the mere presence of an absorption edge without
considering any ﬁne structure [Hel00; HT81; Att90]. This usually does not consider the
chemical environment but corresponds to the case of an isolated atom for which the scattering
amplitudes are listed in tables [Cha95; Sas89; CHK97; HGD93] based on semi-empirical
calculations [BC92; CL70]. Remarkably, this already is a good approximation in the x-ray
regime  when their energy is below or far beyond (> 500 eV) the edge. A similar tabulation
exists for the scattering vector (K) dependence of the nonresonant scattering amplitude f0
for common ions [Bro+06; SC98; MC01].
3.3.1. Calculation of scalar form factors and DAFS curves for the isolated
atom
In this work, the diﬀerent databases have been tested and mostly the Sasaki database ([Sas89])
was used since it has a good sampling in the near edge regions. Furthermore, a FORTRAN
implementation of the Cromer-Liberman algorithm [CL70] has been used to calculate the
scattering amplitudes of the isolated atoms for arbitrary energies (see [New98; Cro+98]). The
software routine has been wrapped into python and is part of the software package rexs
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written within this work [Ric16b]. It also contains routines for interpolation of the diﬀerent
tabulated data of dispersion correction as well as the nonresonant term f0.
3.3.2. Bound atoms and ﬁne structure
When a good knowledge of the scattering characteristics of a resonant atom is required, the
ﬁne structure needs to be considered as soon as the photon energy is close or larger than the
resonance. This depends on the local arrangement of atoms around the absorber and can
therefore not be obtained from databases. The following section will discuss theoretical and
empirical ways to derive the ﬁne-structure of dispersion which either allows a modeling of the
measured diﬀraction spectra or can be interpreted in the course of (virtual) photoelectron
diﬀraction.
Phenomenological and numerical (ab-initio) calculation of form factor tensors
In the recent years, there was a strong progress in the development of software to calculate the
ﬁne structure from ﬁrst principles. This is based on given atomic coordinates either inside a
cluster around the absorbing atom or on a periodic lattice. It often includes the computation
of local density of electronic states (LDOS) for the given structure solving non-relativistic
(Schrödinger) or relativistic (Dirac) quantum mechanical wave equations (full potential). This
is then followed by the evaluation of matrix elements for the excitation of core electrons
according to Fermi's golden rule and Eq. (2.4) [Jol01; BJ09]. Other approaches are the
calculation of electron scattering amplitudes based on muﬃn-tin approximation which involves
a spherical averaging of the potential [Reh+10; BDN03]. The latter results in a loss of
sensitivity to polarization or wavevector and is mostly used for the description of the extended
energy region (EXAFS, > 30 eV above the edge). However, these approximate calculations
are much faster than full potential calculations.
Another kind of calculations that can be helpful is of phenomenological character meaning
that they do not envision a quantitative modeling of absorption or diﬀraction spectra. Instead,
scattering characteristics are discussed as a function of (unknown) tensor components of the
atomic scattering amplitude. This course of action is still informative and important since it
allows to estimate the occurence and strength of certain contributions. A symmetry analysis
can be done and access to diﬀerent scattering processes can be pointed out which allows the
design of strategies for experiments. For instance, space group symmetry will allow certain
reﬂections to occur only under consideration of wavevector dependence. These reﬂections can
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contain contributions due to point defects depending on the symmetry with respect to time
inversion. In Section 4.3.2 an example is presented.
In order to perform such phenomenological characterization of the diﬀraction process, the
scattering amplitude is developed into a series of cartesian tensors as shown in Eq. (2.21).
Each of the tensors exhibits symmetries that are either intrinsic (inherent in the scattering
process and not depending on the crystal structure) or deﬁned by the local symmetry of the
Wyckoﬀ site that is occupied by the resonant atom. The former can be due to approximations
(e. g. neglect of magnetic scattering) but are also due to a redundancy in the description via
cartesian tensors. Another possible and equivalent description uses spherical coordinates (ten-
sors) which have less components and therefore provide an irreducible presentation [Pao14;
Lov+05; Mat12]. It has the appeal that it allows a direct relation of each term with cer-
tain multipoles of charge or magnetic moment [DJN05]. In this work, the phenomenological
approach is limited to charge scattering up to linear wavevector contribution (quadrupolar
order) and only cartesian tensors have been used. Therefore, the following symmetries should
be mentioned (see Eq. (2.21)):
• Dαβ = Dβα if magnetic scattering is neglected
• Iαβγ = Iαγβ due to a commutativity in the perturbation operator (see e. g. [Blu94;
Kok+10]) and Section 2.1.4
Apart from that, Dαβ and Iαβγ are real in case that magnetic scattering can be neglected.
Consequently, the dipole-quadrupole interference term in Eq. (2.21) adds a purely imaginary
component to the scattering amplitude. Within this work, a software package has been devel-
oped [Ric16a] which is capable of phenomenological symmetry analysis by means of symbolic
calculations based on sympy [Joy+12]: all atomic attributes such as tensor components can be
left unknown and are described by speciﬁc symbols carrying information about the properties
of the physical quantity (e. g. real, complex, positive,. . . ). The following steps describe the
typical workﬂow/features of the software:
• deﬁnition of the structure: space group, asymmetric unit, lattice parameters
• assigning tensor properties for each atom and applying inherent symmetries from above
in cartesian space
• invoking the space group generators for several purposes:
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 application on each atomic position of the asymmetric unit to ﬁll the unit cell with
the orbit (all equivalent atoms, see Section 2.2.4)
 transformation of tensors (represented in direct crystal lattice basis) describing
atomic properties using the rotation part of the generator only
 determination of tensor symmetry: this is done by collecting a set of equations
when generated positions occur several times
• calculation of the structure amplitude tensor
• transformation of the structure amplitude into the cartesian laboratory system (follow-
ing [KPE91; KP92])
• contraction of the tensors for certain Bragg reﬂections and polarization channels
• substitution of symbols with values taken from databases or from numerical simulations
done with other codes (e. g. FDMNES [Jol01; Jol03])
To give an impression of the practical usage of the software, Fig. A.1 in Appx. A shows a piece
of Python script that goes through the steps of a similar workﬂow for the speciﬁc example
of a gallium nitride (GaN) crystal. Obtaining the actual expressions of structure amplitudes
for scattering by simple algebraic formulae allows a deeper understanding of the diﬀerent
contributions for a speciﬁc structure. There are several other functions implemented for
practical calculation of RXD that are not listed here in detail. Among them are: importing ﬁne
structure data from XAFS measurements, calculating powder diﬀraction patterns, Renninger
scans, absorption, etc.
Extraction from absorption measurements  application of Kramers-Kronig relations
Diﬀraction (DAFS) and absorption (XAFS) carry the same information about the ﬁne struc-
ture in cases where only one unique kind of resonant atoms exists in the structure, i. e. where
all resonant atoms have the same chemical environment. Still, the energy dependence of
diﬀraction carries more information about the crystal structure (see e. g. Section 4.2.2) and
an interpretation is facilitated by proper modeling based on a known ﬁne structure. That
is why the imaginary part of the ﬁne structure f ′′ is often extracted from absorption mea-
surements through the optical theorem (see Eq. (2.13)). As described in Section 2.1.5, the
real part f ′ is not independent from the imaginary part and can be calculated based on the
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knowledge of the latter using the Kramers-Kronig relations Eq. (2.27). In that section, it was
already mentioned that the KK transform entails certain practical problems like the integra-
tion over the complete energy axis and the calculation of the Cauchy principal value. Possible
solutions have also been discussed. The procedure, that has been used in this work, will be
explained more detailed in the following.
The x-ray regime oﬀers the unique advantage that the asymptotic behavior of the scattering
amplitude is known when moving the photon energy away from resonances: it corresponds
to the case of an isolated atom (neglecting chemical environment). Since the KK relations
are linear integrals, any KK pair (real and imaginary part) can be added or subtracted on
the corresponding side of the Eqs. (2.27,2.28) without aﬀecting their validity. Therefore,
the scattering amplitude or form factors are typically decomposed into the known, smooth
part fs of the isolated atom and the complex ﬁne structure part χ˜ that depends on the local
structure
f ′(E) + if ′′(E) =: f ′s(E) + if
′′
s (E) + χ˜(E). (3.3)
This way, the ﬁne structure function χ˜(E) = χ′(E) + iχ′′(E), (E = ~ω) is band-limited,
only non-zero near the absorption edge and takes account of the chemical environment. It
can interpreted in terms of spherical wave photoelectron diﬀraction from the surrounding
structure in the extended region beyond the edge (see Appx. A.1).
Having a band-limited kernel (ﬁne structure function) allows to compute convolution accord-
ing to Eqs. (2.27,2.28). The problem of calculating the Cauchy principal value was overcome
by using a regular grid of energies in which the integration is performed. In cases where the
measurement was not performed on a regular grid, the data needs to be rebinned or inter-
polated. By an absorption measurement, the imaginary part of the ﬁne structure function is
then sampled for the energies
Ei = E0 + i ·∆E, i = 0, . . . , N. (3.4)
To avoid divergence of the integrand in Eq. (2.27), the energy of evaluation E′ (or frequency ω′)
must not coincide with one of the given regular grid. Therefore, a shifted regular grid with
the same stepping ∆E was chosen for the evaluation energies:
E′i = E0 + i ·∆E −∆E/2, i = 0, . . . , N + 1. (3.5)
This way, a symmetric sampling of the pole is realized which is crucial for the correct output.
Then, the integration can be performed numerically using, e. g., the trapezoidal rule. It works
well if the spectra are sampled with a ﬁne stepping. The result can be improved easily, by using
another commensurate regular grid. For instance, taking an m-fold ﬁner energy stepping ∆E
as illustrated in Fig. 3.6 will lead to a multiple of the number of points (N+1→ m(N−1)+2)
for the evaluation of the integral. Subsequently, the result can be interpolated again to obtain
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Fig. 3.6.: Illustration of convenient regular grids (colored ticks) for evaluation of the integrand in KK
relations Eq. (2.27) providing a symmetric sampling of the pole (shown for E = E5) for integration. The
sampling rate can be arbitrarily increased. Black dots show exemplary measured data points for instance
of χ′′i measured for energies Ei.
the values on the original grid Ei. This way of KK transform has been implemented in this
work [Ric16b] with the additional opportunity to deﬁne known anchor points of the target
spectrum. However, it turned out that this option can result in strong overshoot oscillations
and was not used in most of the cases.
The method of iterative Kramers Kronig transform
In the previous part, the extraction of the ﬁne structure function based on absorption mea-
surements was described. This, however, is not possible when there is more than one unique
resonant atom in the sample, since absorption averages over all atoms of the same chemical
species. In this case, DAFS can be used to isolate the ﬁne structure of all resonant atoms. In
DAFS, the measured signal is not the average of all resonant atoms but corresponds to the
modulus of a weighted sum of their scattering amplitudes. The weighting can be varied by
choice of diﬀerent reﬂection according to the structure factor. It will be described here, how
to obtain the ﬁne structure function of the atoms from DAFS measurements.
It was mentioned before that the atomic scattering amplitudes can be decomposed into a sum
of a smooth, known part and the ﬁne structure. The same thing certainly applies for the
structure amplitude F , as it is a weighted sum of scattering amplitudes (see Eq. (2.45)):
F = Fs + ∆F. (3.6)
This situation is sketched in Fig. 3.7. While Fs is known, ∆F undergoes the characteristic ﬁne
structure oscillations. The measured intensity corresponds to the distance from the complex
origin and therefore describes a circle in the complex plane when the phase is unknown.
To retrieve the phase and ∆F , an iterative algorithm has been developed and presented in
literature [Pro+99; Pic+93]: while per each point of energy only one value is measured, there
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Fig. 3.7.: The resonant structure amplitude drawn in the
complex plane illustrating the decomposition into a smooth,
known part (Fs, black) and a ﬁne structure part (∆F , red)
which add up to F . A schematic ﬁne structure oscillation
in ∆F is sketched with the dotted line. The measurement
yields the modulus of the total structure factor |F | ∝ √I.
Fig. 3.8.: Projection of the unit cell of
ferroelectric barium titanate onto the a-c
plane. The non-centrosymmetric struc-
ture with was used as a model to test the
diﬀerent methods for phase retrieval.
are two unknowns which are the real and imaginary part of ∆F . However, we learned that
both parts are not independent. Real and imaginary part for each atom are linked by KK
relations, but if several atoms are resonant, the sum of ﬁne structure functions ∆F does only
fulﬁll the KK relations if imaginary and real parts are not mixed. This is the case when
the phase factors (see calculation of the structure amplitude in Eq. (2.45)) are real for a
certain reﬂection which is generally true for centrosymmetric crystal structures. Then, the
ﬁne structure of ∆F can be obtained by
(a) solution of Re(∆F ) for each energy to meet the measured intensity (
√
I = |F |),
(b) KK transform of the real part Re(∆F ) to obtain the imaginary part,
(c) re-iteration of (a) and (b) until convergence.
It should be noted that step (a) can have 0, 1 or 2 solutions which can potentially cause
problems in the algorithm (see Fig. 3.7). Therefore, two slightly diﬀerent approaches have
been tested for step (a) in this work which were
(a') scaling ∆F in radial direction to meet
√
I: ∆F =
(√
I/Is − 1
)
· Fs, where Is = |Fs|2
(a) randomized variation of ∆F proportional to the square root of local discrepancy between
measured and calculated intensity.
The latter variant (a) converges very slowly and requires a large amount of iterations. But
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Fig. 3.9.: Results of the retrieval of ﬁne structure via randomized variation of the initial guess (zeros) of
the imaginary part of the ﬁne structure function χ′′(E) and subsequent KK-transform to obtain the real
part χ′(E). The energy range was split into two parts where ﬁne structure was ascribed to either titanium or
barium (at ≈ 5190 eV). Top left: comparison of measurement and iterative ﬁt. A high relative deviation
at the minimum is visible. Bottom left: the development of the mean relative deviation with number
of iterations. Right: the resulting resonant scattering amplitudes f ′, f ′′ normalized to the nonresonant
(Thomson scattering).
since the typical computation time per RXD curves are rather short, this poses only a small
problem. Fig. 3.9 shows an application of this procedure on the RXD spectra of the 001
reﬂection of ferroelectric barium titanate BaTiO3 (BTO) layers. Only one atom has been
assumed to show a ﬁne structure for a certain energy circumventing the problem of a non-
centrosymmetric structure, although the edges of titanium and barium are close to each
other. In particular, the energy region was split at ≈ 5190 eV and each part ascribed to the
corresponding atoms. An accidental destructive interference is observed in the barium L3-
preedge: scattering amplitudes from diﬀerent kinds of atoms cancel each other out causing
a pronounced minimum. This is a case where step (a) is very likely to fail. In contrast,
following (a') and (a), a certainly more robust algorithm is obtained. Nevertheless, the
correct description of the minimum also fails in these cases (see also Fig. 3.10) due to high
sensitivity to small absolute deviations. If there is only one absorbing atom deﬁned, as in
the present case, ∆F can be directly converted into the atomic ﬁne structure function χ˜ by
dividing by the corresponding crystallographic weight (the phase factor).
New approaches  the logarithmic dispersion relations
Another, only recently presented, approach to solve the phase problem in DAFS and, this
way, to extract the ﬁne structure of atoms is by the use of logarithmic dispersion relations
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Fig. 3.10.: Visualization of the iterative algorithm to retrieve ﬁne structure of the atomic scattering
factors for barium and titanium in BaTiO3. Shown are the measured (plus signs) and simulated intensity
(solid lines) for the ﬁrst iterations (left). On the right, the results for the obtained ﬁne structure of the
Ti-K edge (top) and the Ba-L3 edge (bottom) are shown for the same iterations. The inset in the left
plot shows the evolution of the simulated structure amplitude for a selected energy (5250 eV, close to the
white line) in the complex plane starting from tabulated (smooth) values (open circle) until convergence.
The energy range was again split into two parts to separate ﬁne structure of titanium and barium.
(LDR) [Kaw+14]. It is based on the fact that the logarithm of the structure amplitude can
be written as
lnF = ln
(|F |eiϕ) = ln |F |+ iϕ, (3.7)
where ϕ is the unknown phase of the structure factor and |F | is suspect to measurements.
Both the structure amplitude and its logarithm fulﬁll the Cauchy-Riemann equations in the
same regions [Roe65; Tan15]. Therefore the KK relations are valid also for the logarithmic
expression. This means that the phase can be calculated from the intensity according to
ϕ(E′) = −2E
′
pi
P
∫ ∞
0
ln |F (E)|
E2 − E′2 dE, (3.8)
as long as the structure amplitude does not occur to be zero anywhere in the complete spectral
range. To avoid this problem and to take account for the limited spectral range that is
accessible by a measurement, the knowledge of the smooth asymptotic behavior of scattering
was used in this work. In particular, let Is be the known, smooth part of the diﬀracted intensity
which is calculated based on table data. If we introduce the quantity I/Is = (|F |/|Fs|)2, it will be
one everywhere but in a small energy range. Moreover, ln
√
I/Is will be band-limited similar
to the ﬁne structure function χ˜ which was introduced before. It can also be assumed that the
ratio I/Is is not zero far from the edge avoiding singularities. We can then rewrite Eq. (3.8)
using ln
√
I = ln
√
I/Is + ln
√
Is as
ϕ(E′) = −2E
′
pi
P
∫ ∞
0
ln
√
I/Is
E2 − E′2 dE︸ ︷︷ ︸
∆ϕ(E′)
−2E
′
pi
P
∫ ∞
0
ln Is
E2 − E′2 dE︸ ︷︷ ︸
ϕs(E′)
. (3.9)
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Fig. 3.11.: The result of using the LDR. The top left shows the measured vs. the smooth intensity for
reﬂections 001 and 002 of BTO. The logarithm of the ratios is then used in LDR to obtain the phase for
each reﬂection (bottom left). This way, the complex ﬁne structure amplitude of the structure factor ∆F
is obtained and distributed onto the diﬀerent atomic scattering amplitudes by solving Eq. (3.11).
Here, ϕs (the second integral on the right) is the smooth phase which is known for each
structure and whereas ∆ϕ contains only the phase shift due to ﬁne structure oscillations. If
now a good structural model was found, the calculated Is will asymptotically describe the
measured intensity as going away from the resonance. In this case, the integrand of the
ﬁrst term is band-limited and can be integrated on the measured energy grid using the same
algorithms as for the KK transform shown above. This way, the complex structure amplitude
can be derived and its ﬁne structure part is obtained via
∆F = F − Fs =
√
I · ei(ϕs+∆ϕ) − Fs.
The extracted phase of 001 and 002 reﬂection for the BaTiO3 example can be seen in Fig. 3.11
(bottom left) together with the measured and calculated smooth intensity (top left).
If there are several resonant atoms in the structure and, hence, contribute to ∆F , several (at
least as many) reﬂections need to be recorded to disentangle atomic ﬁne structure functions
for each atom [Cro+97; Hod+95]. For a certain atom j contributing to the structure factor, its
contribution on the structure amplitude (recalling the dependencies on energy and scattering
vector K) is calculated by
∆F (K, E) =
∂F (K, E)
∂fj(E)
∆fj(E)
e. g.
=
∂F
∂fj
χ˜j(E) =:W(K, E)jχ˜j(E). (3.10)
The quantity ∂F/∂fj is called the crystallographic weight of atom j for a certain reﬂection. It
depends on the structural model which is necessary to interpret DAFS spectra. Performing
the sum over j and including the measured data of a set of reﬂections Ki, we obtain the
following set of linear equations
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
∆F (K1, E)
...
∆F (Ki, E)
...
 =

∂F (K1,E)
∂f1(E)
· · · ∂F (K1,E)∂fj(E) · · ·
...
. . . · · ·
∂F (Ki,E)
∂f1(E)
∂F (Ki,E)
∂fj(E)
· · ·
...
...
...
. . .
 ·

χ˜1(E)
...
χ˜j(E)
...
 , (3.11)
for each energy value E. If the matrixW(Ki, E)j is quadratic, the ﬁne structure functions χ˜j
for each resonant atom can be obtained by inversion of the matrix. If there is data of more
reﬂections, linear regression can be used reducing the error on the result. Figure 3.11 shows the
spectra of titanium and barium for BTO obtained by this method. Two reﬂections, 001 and
002, have been used to disentangle the ﬁne structure of both atoms for the whole energy range.
This approach automatically describes the measured intensity correctly. The resulting energy
dependencies of the atomic scattering amplitudes in Fig. 3.11 show the expected behavior at
the corresponding edges (in comparison to Figs. 3.9 and 3.10). But, looking more closely, also
a remaining mixing of the spectra can be seen: small traces of the barium edge are visible
in the titanium spectrum and vice versa. This can be due to uncertainties in the structural
model. In particular, Debye-Waller factors are not known precisely and cannot be determined
unambiguously from two reﬂections.
It should be noted that this LDR approach can only be employed when the spectra are
corrected for absorption or do not exhibit any absorption eﬀects like in the present case of
thin ﬁlms. Also, it is worth mentioning that extracting ﬁne structure from these reﬂections
can give information on the absolute polarization of the ferroelectric ﬁlm. Above, we assumed
the measurement of 001 and 002 reﬂection which corresponds to the titanium atom as well as
the polarization pointing away from the surface. The calculations can be repeated based on
the opposing reﬂections (001¯ and 002¯). However, this yields much stronger mixing of the two
ﬁne structures (barium and titanium) spectrum indicating an inconsistent model.
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4. Results and Discussion
The purpose of this chapter will not only be to present results of crystal structure analyses
using RXD, but also to illuminate some of the diﬀerent strategies to attain these results. In
particular, the diﬀerences which occur for materials in the diﬀerent kinds of crystalline state
will be highlighted. Again, in doing so, this work does not aim to give a comprehensive guide
but to point out some of the possibilities which may be interesting for the material scientist.
4.1. Polycrystalline materials
Resonant x-ray diﬀraction measurements on polycrystalline samples certainly belong to
the most diﬃcult group of those performed in this work. This concerns, in par-
ticular, the interpretation of the data. Resonant eﬀects in x-ray diﬀraction are ad-
ditive and therefore most notable on the relative scale when the actual reﬂection is
weak (at least in the nonresonant case, see e. g. Fig. 4.1 on the right). On
the other hand, x-ray powder diﬀraction oﬀers a rather low signal to noise ratio.
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Fig. 4.1.: Resonant contrast calcu-
lated for all reﬂections of RbH2PO4
with |K| < 15.71Å−1 plotted vs.
the median intensity in an energy
range close to the Rb-K edge.
Furthermore, in powder diﬀraction peak, overlap often oc-
curs and the measured diﬀraction spectra are usually domi-
nated by absorption eﬀects, as will be shown later. For these
reasons a certain expertise on powder diﬀraction as well as
an powder diﬀraction optimized beamline are required for
successful extraction and interpretation of resonant diﬀrac-
tion data from polycrystals and there are limitations on the
opportunities for the measurement for example of weak (or
forbidden) reﬂections or of Friedel pairs.
Nevertheless, resonant diﬀraction has been used to get a
deeper insight into the structure of polycrystalline materi-
als since long. One of the ﬁrst papers that were published
on DAFS dealt with the investigation of powder [Pic+93]
and demonstrates the extraction of XAFS like information
from those measurements. In terms of signal intensity, DAFS
hardly can compete with XAFS, but the selection of certain
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spatial frequencies, as it is done via diﬀraction, allows to discriminate atoms of the same
species that exist in diﬀerent crystallographic phases or occupy diﬀerent crystallographic sites.
Little later, a book chapter was devoted to the topic [CW93], being focused more on contrast
enhancement of atoms with similar (or equal) number of protons. A review on the diﬀerent
aspects of resonant powder diﬀraction appeared only recently [Pal+12]. It emphasizes the
two strategies of the method in which also the two previously cited papers diﬀer: (i) analysis
of full diﬀraction patterns including many reﬂections for a small set of resonant energies and
(ii) analysis of full energy scans across an absorption edge of one or more atoms for a small
set of reﬂections. In this work, I performed all experiments in the frame of the latter strategy.
The following applications will be focused on pointing out the problems of powder RXD and
possible solutions to them as well as include results of structure reﬁnement based on DAFS.
4.1.1. Application of DAFS for powders for the example of a mixed-valence
compound EuPd3Bx
In this introductory example, the study is focussed on a valence shift of the rare earth metal
europium in the compound series EuPd3Bx . Valence shifts are often observed in rare earth
metals and are determined by various external es well as internal (structural) parameters.
The insertion of the light element boron into EuPd3, which crystallizes in the Auricupride
(AuCu3) structure type, is one example of such internal parameter and has recently been
studied in detail by Gumeniuk et al. experimentally as well as theoretically [Gum+10]. In
this work, an increasing lattice parameter of the cubic phase could be observed up to values
of x ≤ 0.53. Together with the assumption of a single phase, polycrystalline sample, which
was supported by powder diﬀraction measurements, it implies that this value is the maximum
occupancy of boron which is situated in the center of the cube deﬁned by europium atoms.
Therefore, the new structure type corresponds to CaTiO3 with boron formally occupying the
titanium position.
One of the main experimental results presented in the mentioned article is a valence shift
of europium from Eu3+ towards Eu2+ which sets in at a boron content of x > 0.22. It was
visible in an edge shift in XAFS which is a very convenient tool to assess the absolute valence
state of heavy ions. A second interesting ﬁnding in this work is the formation of a 2× 2× 2
superstructure at slightly higher boron contents (x > 0.35) which is shown in Fig. 4.2.
The questions stimulated by these results, are
(i) Why a valence shift is seen only for boron content above 0.22
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Fig. 4.2.: Cubic unit cell of EuPd3Bx for x > 0.35 where a 2 × 2 × 2 superstructure forms. Empty Pd
octahedra are shown in grey and Eu atoms in blue. The partially occupied boron positions are indicated
with partially ﬁlled green spheres. They are also surrounded by Pd octahedra (not shown) which are larger
than the empty ones. See [Gum+10] for details.
(ii) If a valence shift is strictly correlated with a super structure
(iii) Whether europium exists in diﬀerent (divalent and trivalent state) in the sample
(iv) If the powder is phase pure for x ≤ 0.53 (as indicated by x-ray diﬀraction (XRD) in
[Gum+10])
The latter two points are closely connected and could be addressed using DAFS as well as
point (ii): If it would be possible to measure DAFS at the europium edge for one of the
superlattice reﬂections and to extract the ﬁne structure, any diﬀerences in comparison with
(averaging) XAFS would aﬃrm (ii) and (iii) and negate the last point. However, the clear shift
in diﬀraction peaks with boron content x as published in that work nicely follows Vegard's
law [VD28] and therefore doesn't leave much space for the assumption of multiple phases.
What remains for a study with DAFS is to test for the presence of europium in an amorphous
matrix and checking point (iii) which corresponds to a cross-check of the provided structure
model. Since the europium sublattice does not exhibit the superstructure, there should be no
DAFS signal seen in the superlattice reﬂections.
To preempt the result of the DAFS investigation on EuPd3Bx , only a rather small statement
could be made that is about the veriﬁcation of the mixed-valent europium as part of the
crystal structure. Hence, there is no indication that contributions from amorphous regions to
XAFS need to be taken into account, as expected. The reasons for not having come closer to
answers of the points (i. . . iv) above were of practical nature and will be discussed here. The
presentation of the data at this point is nevertheless motivated due to their high data quality
and the good agreement with theory.
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The main issues that need to be considered for DAFS measurements on powders include the
following:
Orientational distribution and size distribution of crystallites: Similar to conventional pow-
der diﬀraction measurements, the intensity of each measured reﬂection depends on the
amount (volume) of crystallites (grains) that satisfy the Bragg condition (2.42) and scat-
ter in the direction of the detector. Therefore the relative intensities can be distorted
if the crystallites exhibit a preferred orientation (texture). Furthermore, if only a few
crystallites participate in diﬀraction, an additional variance of the measured intensity
can be expected similar to shot noise. It is important to note that for DAFS the in-
ﬂuence of preferred orientation, is actually only a minor problem because, usually, only
relative changes of one Bragg reﬂection are analyzed at a time. If the crystallites be-
come large, on the other hand, particular care needs to be taken to ensure an averaging
over a large number of grains. In principle, the number of scattering grains also follows
the Poisson distribution and it is highly unlikely, that the number of contributing grains
is maintained during an energy scan, where the angles have to be adjusted according
to Bragg's law and the beam path changes. Therefore, there is no sence in recording
(many) more photon counts than the number of contributing crystallites which is a
problem, since DAFS, similar to xafs, is based on the analysis of small relative changes
of relatively strong reﬂections with energy. The easiest way to obtain a good sampling
of scattering grains is certainly the rotation of the sample through diﬀerent axes pro-
viding most orientations and to the capture of a large (full) part of the Debye-Scherrer
rings (see Fig. 4.3). Also it turned out in this work that it is preferable to perform
the same kind of rotation for each energy step or to synchronize the rotation with the
measurement.
Sample homogeneity: Due to the changing pathway of the x-ray beam during energy scans,
small sample inhomogeneities can easily fake the small oscillations which are subject
of data interpretation in DAFS. This can be especially problematic when measuring in
transmission geometry and when the resonances of interest lie in the rather soft x-ray
region. Then, the sample thickness must be very small and might be hard to control.
Also less material in the beam again means a worse grain sampling.
Absorption and self-absorption: As it was introduced in Section 2.2.2, the measured in-
tensity suﬀers loss due to absorption which demands a thorough correction, since the
absorption shows a similar, non-trivial ﬁne structure as the DAFS spectra. Usually the
powder (or also singlecrystalline) sample needs to be considered as homogeneous with
a known shape to allow for the integration of partial scattering from all volume ele-
ments (voxels). In this work, several ways to perform an absorption correction, i.e. to
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Fig. 4.3.: Diﬀraction pattern from a mixture of EuPd3B0.44 and LiF at a Eu-resonant energy of 6950 eV
where LiF was admixed to serve as a reference for absorption correction. Left: raw intensity on a 2d-position
sensitive detector (PSD). A pair of weak rings can be seen in the inner halo and are cause by the third
harmonic of the monochromator. Right: result of calibration and azimuthal integration performed using
pyFAI [Ash+15] (black dots) and peak ﬁtting using pseudo-Voigt proﬁles (red lines) for the section of the
four main rings (from low to high |K|: EuPd3B0.44 111, LiF 111, EuPd3B0.44 002 and LiF 002 reﬂection).
obtain the absorption spectrum, have been tested (see Section 3.2.2): via measurement
of transmission, measurement of ﬂuorescence, admixture of a reference compound. An-
other way is to simulate absorption as part of the data evaluation or to measure spectra
from several reﬂections to gain data redundancy and, this way, to tell apart absorption
from diﬀraction ﬁne structure.
Geometry, Background: Especially during powder measurements, the geometry of the ex-
periment is crucial in order to obtain interpretable data. The Lorentz factor which
is well known from powder x-ray diﬀraction [Rey86; AM11] and takes account of K-
space integration and solid angle covered by the detector, results in a strong decline
of diﬀraction intensity with higher scattering angles. It is common to perform powder
XRD at higher x-ray energies to avoid this problem. However, this degree of freedom
does obviously not exist in resonant diﬀraction and it might be necessary to perform
the measurements at rather low energies. This also entails the problem of an increased
diﬀuse background scattering which is why an evacuated beam path is obligatory to
measure weak reﬂections.
In this example, we followed the concept of mixing a reference compound into the powder
sample in order to obtain the absorption spectrum. To obtain the full Debye-Scherrer rings
shown in Fig. 4.3, the measurements were performed in transmission geometry. They were
carried out at the beamline PHASE of the Kurchatov Center for Synchrotron Radiation in
Moscow using a customized transmission setup. The samples were a homogeneous mixture of
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Fig. 4.4.: Left: Scattering geometry of (resonant) powder diﬀraction experiments in transmission mode.
The sample is powder pressed into a pill and placed on a rotary positioner to maximize grain sampling
statistics. Right: the product of absorption coeﬃcient and thickness µd to maximize the diﬀraction intensity
in the geometry given on the left.
EuPd3Bx and LiF pressed into a tablet. LiF was selected for several reasons: a small unit cell
(few reﬂections), low absorption, easy to handle, small grain size (5µm). The tablet has been
mounted on a rotary positioner with large aperture with the rotation axis perpendicular to
the tablet face and parallel to the beam (see Fig. 4.4). The equation for absorption similar to
Eq. (2.44) can be obtained by integration as it was described in Section 2.2.2 but it turns out
to be more complicated in the case of asymmetric transmission geometry [LLH06]. However,
in our special case, we can ﬁx the angle of incidence to be α = 0. Therefore, the exit angle
equals the scattering angle β = 2θB The Absorption factor becomes
A(E, d, θB) =
1
µ(E)(1− cos 2θB)
[
exp(−µ(E)d)− exp
(
− µ(E)d
cos 2θB
)]
. (4.1)
To ﬁnd the ideal thickness d of the sample slab, one needs to consider that the scattered
intensity will also be proportional to the illuminated volume and therefore to the thickness:
I ∝ d ·A(E, d, θB). Hence, the ideal thickness is obtained by computing
∂
∂d
[d ·A(E, d, θB)] != 0,
resulting in
exp (µd(sec 2θB − 1)) (1− µd) + µd sec 2θB − 1 = 0.
This equation can easily be solved numerically and the non-trivial solutions of µd where the
intensity is maximized is shown on the right hand side in Fig. 4.4. One can see that the ideal
sample thickness varies between the one- and twofold of the attenuation length depending on
the scattering angle. In the present case, the targeted absorption edge was Eu-L3 with an
energy of 6977 eV which results in rather strong absorption and small optimal sample thickness
of about 5.6µm. The admixture of the light reference LiF also relaxed this situation: a mixing
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Fig. 4.5.: Illustration of the eﬀect of (additional) self-absorption within the crystallites. A reference
material (e. g. white crystallites) inside the same powder sample and transmission data will exhibit the
same kind of absorption according to the pathway through the sample. The crystallites under study (here
black), which are illuminated with resonan x-rays, involve an additional, intrinsic absorption path.
ratio LiF:EuPd3Bx of approximately 9:1 was chosen aiming to have an equal |structure factor|
to unit cell volume ratio in accordance to an equal peak intensity as in Eq. (2.39). This also
leads to a reduced absorption and 2/µ ≈ 51µm.
Both powders were small grained and an optically homogeneous mixture was obtained during
sample preparation. Since the scattering angles of the reﬂections from reference and EuPd3Bx
are close, the x-ray beams diﬀracted by the two substances should traverse very similar paths
and, hence, suﬀer approximately the same absorption. However, the corrected DAFS spectra
obtained by normalization onto the reference reﬂections could not be reproduced using ab-
sorption spectra and Kramers-Kronig relations (see Fig. 4.6). The diﬀerence is such that it
can not be explained by a diﬀerent chemical environment of those atoms probed by DAFS
on the one hand, and those probed by XAFS on the other hand. In this case, DAFS would
only contain information of atoms that have a periodicity according to the lattice spacing of
the reﬂection and therefore slight diﬀerences in the oscillations can be observed compared to
XAFS but the general progression should be the same.
It turned out that, for an adequate description of the measured data, it is necessary to take
into account self-absorption coming on top of the bare absorption by the sample as a whole.
The situation is visualized in Fig. 4.5: while the beam path through the absorbing sample
(blue) is the same for reference and crystallites of interest, the attenuation during diﬀraction
by a mosaic block of the crystallite can be much diﬀerent. In particular, LiF is hardly
absorbing and, besides, does not show any features near the europium edge. X-rays diﬀracted
by EuPd3Bx , on the other hand, undergo an additional self-absorption which is exclusively
due to the diﬀracting crystallite and can, in general, show a diﬀerent spectral shape than that
of the average sample.
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Fig. 4.6.: Left: peak intensity as obtained from ﬁtting the radial diﬀraction proﬁles for the four maxima
in Fig. 4.3. Middle: the illustration of KK transform of the imaginary part f ′′ of the europium scattering
amplitude, obtained from the reference (LiF) peaks, into the real part f ′. Smooth lines are the general
background progressions as they are calculated for isolated atoms in vacuum and tabulated (see Sec-
tion 3.3.1). These are subtracted during the KK transform. Right: absorption corrected peak intensity
(black dots) as well as the calculations based on the results of KK transform and ﬁtting the eﬀective
self-absorption depth. The best ﬁt result without taking into account self-absorption is seen as dashed
lines.
Even though it is not possible to tell in what kind of geometry the self-absorption process takes
place for each crystal, it was possible to describe the measurements correctly by multiplying
an additional absorption factor corresponding to Bragg geometry (Eq. (2.44)) and an eﬀective
thickness of the diﬀracting mosaic block of 0.8µm (see Fig. 4.6). The additional self-absorption
correction is also necessary when the absorption is extracted from transmission measurements,
as will be seen in the next example. One can conclude that the agreement of the corrected
intensity and the diﬀraction ﬁne structure calculated from the absorption spectra is excellent.
Similar results have been obtained for samples with x ∈ 0.15, 0.17. This essentially means
that the used structural model is consistent with the data and no extra information can be
gained from DAFS, except that europium mostly exists in this crystal structure, which was
expected. However we gained experience about proper absorption correction using a reference
powder. The advantage is that the reference beam, in contrast to transmission measurements,
probes a similar region of the material and that the obtained absorption is not distorted as in
the case of, e. g., ﬂuorescence. To gain more information on the questions mentioned before, a
similar study on the superlattice reﬂections would be necessary but these could not be accessed
in the present, non-optimized setup since they were too weak to be distinguished from the
background. Furthermore, if the structural model is correct, there would still no information
to be obtained on the europium edges since the europium sublattice does not exhibit any
superstructure. Since the boron-ﬁlled palladium octahedra show a diﬀerent volume than the
unﬁlled octahedra (grey in Fig. 4.2), only measurements on an palladium edge would allow
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to exclusively study the super structure and to discuss question (iv) which motivates further
measurements.
In summary, it was shown here that the measurements of Bragg intensity as a function of
energy are well understood and can be modeled to high detail. The challenges in powder
DAFS have been outlined together with possible solutions. The application of the method
has been described in detail. This can serve as a guide to such kind of measurements. It
was shown that additional self-absorption needs to be considered if the absorption correction
is performed by normalization to Bragg reﬂections of a reference substance. In the case of
EuPd3Bx , a reduction of background from air scattering will allow to perform measurements
on superlattice reﬂections. This is due to the absence of Bragg-Brentano or other focussing
which exists in laboratory diﬀractometers. Future measurements at the Pd-K edge would
allow both the reduction of air scattering and selected probe of the superstructure.
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Fig. 4.7.: The structure of LHT in a-b projection (left) and b-c projection (right). The unit cell is drawn
with thin lines. A large layer-spacing (≈ 9.2Å) in c-direction between sheets of connected TiO6 octahedra
can be seen which is half-ﬁlled with hydrazinium ions (N2H5
+, only N2
 ions drawn as blue spheres).
4.1.2. Titanium environments and heavy ion intercalation in layered
hydrazinium titanate
The second example of a polycrystalline substance which was studied in this work is Layered
Hydrazinium Titanate (LHT). It is was discovered in 2011 and showed a high adsorption
performance for a large part of the periodic table and is therefore interesting for application,
e. g., as a ﬁlter for heavy metal ions from their solution [Bri+11]. The adsorption abilities of
LHT origin from the redox properties of the hydrazinium molecule but also from the layered
structure of LHT ((N2H5)1/2Ti1.87O4) oﬀering large surface area and structural voids at the
same time (see Fig. 4.7). The hydrazinium molecules (blue, only nitrogen) are sandwiched
between double layers of distorted, edge-sharing [TiO6] octahedra having a large spacing of
≈ 9.2Å resulting in pseudochannels along the c axis that are half-occupied by the hydrazinium
molecules. The crystal structure shown in Fig. 4.7 was obtained via Rietveld reﬁnement
[Rie69] of x-ray powder diﬀraction data. It does only contain one type of titanium environment
 the distorted octahedron. However, several experimental data in [Bri+11] indicate the
existence of a short Ti=O titanyl bond in the powder sample which is not contained in the
crystal structure. Indications for titanyl bonds were found by x-ray spectroscopy as well as by
fourier transform infrared spectroscopy (FTIR). In particular, these are a characteristic peak
in the pre-edge region of x-ray absorption near edge spectroscopy (XANES) at 4970.5 eV and
a maximum in the Fourier-transformed EXAFS-function χ˜(R) (EXAFS) at a short distance
of 1.66Å. The titanyl bond was explained with 5-fold (square-pyramidal) coordination of
titanium (TiV) by oxygen and attributed to defects resulting from the truncation of the
4.1. Polycrystalline materials 69
titanate sheets in LHT which consequently would not share the periodicity of the lattice and
therefore explain the result of Rietveld reﬁnement.
An observation of the mentioned features in DAFS spectra would determine a TiV coordi-
nation geometry as intrinsic element of the crystal structure and therefore contradict with
the current structure model. Using DAFS, it is possible to gain the same information as
from XANES and EXAFS selectively for those atoms that show the periodicity probed by
the reﬂection. Therefore, if the titanyl bond does not occur in the crystal structure, as was
concluded before, the DAFS spectra should not contain the corresponding maxima which were
seen in XANES and EXAFS.
For this reason, DAFS measurements were performed on diﬀerent reﬂections of LHT in a
polycrystalline as well as a nanocrystalline form. The latter is expected to exhibit a higher
degree of defects due to truncation and therefore larger interface volume. However, due to
small crystal size its diﬀraction peaks are very weak.
Nanocrystalline LHT  amorphous vs. ordered volumes
DAFS measurements on nanocrystalline LHT (LHT-nano) were performed in the XANES
region of the Ti-K edge to compare the near edge spectra of periodic structure against the
average sample. The measurements have been performed at the beamline BW1 at the DORIS
synchrotron at DESY (Deutsches Elektronen-Synchrotron), Hamburg [Fra+95], using the
same transmission geometry as shown in Fig. 4.4. Only one reﬂection could be observed
during the experiment which vanished in ﬂuorescence background as soon the x-ray energy
was set to a value above the absorption threshold. For this reason, it was necessary to reduce
the background and therefore no pixel detector could be used. A soller slit [SS65] was placed
between sample and detector to reduce its acceptance angle and isolate the radiation that
comes from the sample. Furthermore, a silicon drift diode (SDD) energy-dispersive detector
was used to separate the ﬂuorescence photons from elastically scattered photons. Fig. 4.8
shows a typical energy distribution of photons which have been scattered from the LHT-nano
sample at an incident photon energy of 5400 eV. The intense peaks on the right correspond
to titanium Kα (4505 eV, 4511 eV), Kβ (4932 eV) emission lines as well as the elastically
scattered photons (5400 eV, containing Compton scattering). The maximum in the middle
stems from argon gas in the atmosphere and was not considered. The spectra were ﬁtted
using asymmetric proﬁle functions as described in [Egg04; Egg+06] (red line). During the
actual (resonant) measurements, the incident photon energy is close to the edge and therefore
the corresponding maximum in the detector response (Fig. 4.8) strongly overlaps with the one
of the Kβ emission line. This problem is inherent to RXD and can be solved by preliminary
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Fig. 4.8.: Typical spectrum measured during RXD with an energy dispersive detector: here corresponding
to LHT illuminated with 5400 eV photons. The data feature three intense peaks (f.l.t.r: Ti Kα, Ti Kβ ,
elastic scattering). The peak near 3000 eV is ﬂuorescence from argon in the air. The increase on the
low-energy limit is due to electronic noise in the detector.
characterization of the intensity ratio of Kα to Kβ line which should stay ﬁxed during the
measurement as they origin from the same excitation (of the K-1s shell). In the present
case, the ratio was IKβ/IKα = 21.8% and this fraction of Kα ﬂuorescence was subsequently
subtracted from the integral over the range containing Kβ and elastic photons resulting in the
elastic part only. This way, it was possible to monitor the 020 diﬀraction peak of LHT-nano
along across the Ti-K absorption edge (see Fig. 4.9 left) by ﬁtting a sum of Gaussian peak and
Lorentzian shaped background attributed to small angle (diﬀuse) scattering from the sample.
At the same time, absorption spectra have been obtained via titanium ﬂuorescence as well
as by using an additional silicon diode detector recording the transmission at zero scattering
angle. The resulting spectra are shown in the middle plot of Fig. 4.9. As expected, absorption
spectra extracted from transmission and ﬂuorescence coincide. The energy dependence of the
Bragg intensity is slightly diﬀerent exposing the contribution of DAFS. Interestingly, the
diﬀuse background follows nearly the same energy dependence. Its intensity is proportional
to the sum of scattering power of all atoms and is therefore also related to the titanium ﬁne
structure. The absorption was again calculated from Eq. (2.44) after extraction of µ. The
absorption-corrected spectrum is shown on the right in Fig. 4.9. Furthermore, using the linear
absorption coeﬃcient µ and Kramers-Kronig relations, the DAFS spectra, assuming that all
titanium atoms are part of the crystal structure, was calculated and drawn into the same plot
for comparison. It should be noted that, given the setup at BW1 which was not optimized
for this measurement, two days were consumed for data acquisition in order to achieve a data
quality as seen in these plots. A discussion of diﬀerences in spectra obtained via XAFS and
DAFS (seen on the right of Fig. 4.9) is limited by the eﬀect of photon counting statistics
on the corrected data. Still, within the error margins, no discrepancy between XAFS and
DAFS spectra can be seen. This means that no indication was found that the crystalline
part of LHT-nano shows a diﬀerent titanium XANES than the sample average. Hence, a TiV
coordination or at least the short (Ti=O) titanyl bond seem to belong to the crystal structure
of LHT. A stronger signal or longer exposure would further allow to study the extended
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Fig. 4.9.: Diﬀraction patterns of the 002 reﬂection from LHT-nano for selected energies (left); peak
height from ﬁtting diﬀraction patterns as function of energy next to absortpion data in the titanium pre-
edge region (middle); absorption corrected DAFS spectrum of the 002 reﬂection (right, black dots) against
the progression calculated from absorption data (red line).
DAFS region and to extract bond-distances as it was done in the following for the case of
LHT-bulk.
Polycrystalline LHT
A similar conclusion can be drawn by comparison of the XANES spectra of LHT-nano and
an LHT sample with moderate grain size (1 . . . 10µm) further referred to as LHT-bulk. Since
the periodic regions of LHT-bulk are much larger than those of LHT-nano (< 100 nm), a
much smaller fraction of surface volume can be expected. Therefore, in XANES spectra,
the titanyl peak which is attributed to compensation dangling Ti-O bonds at the surface
of the truncated nanocrystals should be weaker in the case of LHT-bulk. A comparison of
XANES spectra of both samples is shown in Fig. 4.10 (left) and reveals that this is not
the case: XANES spectra for bulk and nano samples practically coincide. Furthermore,
the purely crystallographic spectrum has been obtained via DAFS measurements on the 130
reﬂections on bulk LHT. The larger crystallite size and therefore higher reﬂection intensities
allowed measurements in a wider spectral range (see Fig. 4.10 middle) and the extraction of
dispersion ﬁne structure from this reﬂection. The near edge region is also shown on the left
in Fig. 4.10 (black dots) and agrees well with the sample-averaged XANES spectra. On the
right in Fig. 4.10, Fourier transforms of the extended XAFS oscillations (χ˜(kel)
FT−−→ χ˜(R)) are
shown: kel is the wavevector (momentum) of the photoelectron and can be calculated given the
ionization threshold (edge energy) E0 via ~ω−E0 = (~kel)2/2m and χ˜ is the diﬀerence between
the spectrum showing ﬁne structure oscillations and the smooth progression calculated for
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Fig. 4.10.: Left: XANES spectra of LHT-nano and LHT-bulk compared the one reconstructed from DAFS
(black dots) on the 130 reﬂection of LHT-bulk. Middle: Energy dependent integrated intensity of the 130
reﬂection along with extracted absorption and the absorption corrected spectrum. Right: Fourier transform
of the ﬁne structure function χ˜(k) into R-space obtained from DAFS (dashed line) and from XANES on
LHT-nano (back solid line).
an isolated atom. The extraction of the ﬁne structure function χ˜(k) from DAFS spectra is
explained in Section 3.3.2. Its Fourier transform (χ˜(R)) is related to the density of interatomic
distances involving the absorbing atom (herein titanium). The EXAFS spectrum of LHT-
nano features a double-peak which has been attributed to the diﬀerent Ti-O coordination
geometries [Bri+11]. One can clearly see the short titanyl bond at 1.66Å and the bond length
corresponding to octahedral coordination at 1.95Å marked with dashes lines in Fig. 4.10. The
spectrum obtained via DAFS shows much lower resolution in R-space which is a result in a low
counting statistics. Therefore, only one maximum could be resolved at the position formerly
taken by the double peak. However, looking at the center of mass of the less well resolved
maximum obtained by DAFS (R = 1.75Å), it becomes clear that it cannot be explained by
a set of bonds with a minimum length of 1.95Å which is the case in the crystal structure
model of LHT. For comparison, the EXAFS spectrum of LHT-nano has been smoothed with
a Gaussian kernel to imitate a measurement with lower resolution. It can be seen that
both peaks of the spectrum stemming from DAFS are reproduced by the smoothed spectrum
from EXAFS. In conclusion, one can state that the titanyl bond (Ti=O) with a length of
approximately 1.66Å is structural and that there is no indication that the purely crystalline
fraction of titanium atoms in LHT feature strongly diﬀering x-ray absorption spectra than
the bulk average. A possible reason is that the positively charged hydrazinium ion needs
negatively charged titanate sheets for charge compensation. It was stated in [Bri+11] that
this it most probably accomplished by titanium vacancies in agreement with the results of
Rietveld reﬁnement. Therefore, defects in the titanate sheets should correlated with the
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crystal structure and their compensation might involve titanyl bonds, even though this would
be more likely to occur for the case of oxygen deﬁciency.
Intercalation of selenium into LHT
It was mentioned before that LHT has strong potential for being used as an adsorbent for a
large variety of ions. The eﬀect of adsorption on the structure of LHT is not yet known. Since
there are fairly large voids in the half-ﬁlled pseudo-channels in the LHT structure, it should
allow accommodation of additional atoms. On the other hand, the due to reductive properties
hydrazinium reacts with foreign ions which results in its replacement/consumption. Therefore,
one part the investigation of LHT was focused on the process of heavy ion intercalation and
its impact on the crystal structure. Several samples with diﬀerent adsorbates have been
synthesized by S.N. Britvin and provided for RXD measurements. The most interesting
results have been obtained for the intercalation of selenium after mixing with diluted selenous
acid (H2SeO3). The incorporation of selenium from the acid into LHT will take place via two
diﬀerent ways which are due to the diﬀerent (chemical and structural) processes mentioned
above. A certain part of the selenite ion will be reduced by the hydrazinium ion:
H2SeO3 + N2H5
+ −→ Se0 + N2 + 2H2O + H3O+. (4.2)
Furthermore, part of the deprotonated selenite atom can be adsorbed into the interlayer
gaps of LHT. This would result in two diﬀerent oxidation states of selenium present in the
structure.
In order to analyze the structure of LHT after intercalation, DAFS measurements can give
speciﬁc answers. While EXAFS already yields typical bond lengths, it is not clear if the
results would be related to the crystal structure or to selenium in other environment (e. g.
remaining reactant). It is important to emphasize, that DAFS can give two separate answers
in such cases:
(i) whether the foreign ion has been accommodated into the structure and, if so, at which
crystallographic position it settled,
(ii) how does the local structure (neighborhood) of the incorporated ion look like.
The ﬁrst item can be answered base on the general progression of the atomic scattering
amplitude of the resonant atom (see Fig. 2.3). With increasing photon energy, the real part
undergoes ﬁrst a gradual decrease and an increase above the edge. The imaginary part, on
the other hand, exhibits a positive step. Both will contribute to the energy dependence of
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Fig. 4.11.: Left: Measurements of the integrated intensity of 020, 071, 200 and 220 reﬂections from
LHT-9 bulk as well as the intensity of the transmitted beam (000 reﬂection, solid line). It can be seen
that the signal is absorption dominated. Right: the absporption corrected spectra for each reﬂection. The
trace of a remaining energy dependent signal can be seen which is either explained by self-absorption or
an intercalation correlated with the LHT-9 crystal structure. The solid red lines indicate a ﬁt based on
variation of the atomic position of selenium as well as its occupancy and the eﬀective crystalline domain
thickness. The dispersion corrections f ′Se, f
′′
Se have again been obtained from the measured absorption and
subsequent KK transform.
the reﬂection intensity with a contribution (sign and proportion) deﬁned by the resonant
atoms position. This contribution will also depend on the chosen reﬂection. However, only an
average position of the foreign ion can be discussed this way and local distortions will not be
visible. The latter can, in contrast, be studied based on the in the ﬁne structure oscillations
in the energy dependence (item (ii)). In order to do so, one needs to extract the ﬁne structure
function χ˜ from DAFS oscillations which requires signiﬁcantly lower noise in the data.
To obtain the position of selenium, DAFS has been measured on several reﬂections in sym-
metric transmission geometry using the same sample mount as before: after preparation of
the sample substance, the powder was pressed into a pill and mounted on the rotary posi-
tioner with large aperture. The data was acquired at beamline E2 (RÖMO) of DORIS using a
PSD and an additional photo-diode for simultaneous monitoring of the transmission through
the sample. The energy dependence of transmission as well as integrated reﬂection intensity
can be seen in Fig. 4.11 (left). In symmetric geometry, the absorption factor A equals the
absorption suﬀered by the transmitted beam (000 reﬂection) [LLH06] multiplied with an en-
ergy independent factor. Therefore, the absorption is corrected for by normalization of the
measured intensities on the transmitted one. The resulting spectra are shown in Fig. 4.11 on
the right. Since µ is also related to transmission via Eq. (2.29), it was extracted and used via
KK transform to obtain the ﬁne structure of the dispersion corrections for selenium (f ′Se, f
′′
Se).
This way, a coarse modeling of the corrected spectra could be performed by variation of the
4.1. Polycrystalline materials 75
positional coordinates of selenium within the unit cell and under the assumption that the ﬁne
structure of sample average and intercalated selenium do not diﬀer much. This assumption
is not completely justiﬁed, but suﬃcient here, since we do not aim for the analysis of the
ﬁne structure. Hence, the investigation of the structure of selenium-adsorbed LHT has to
be restricted to point (i) mentioned above. The ﬁtted theoretical spectra, containing the
dependencies of DAFS, absorption and additional self-absorption (as introduced in Fig. 4.5),
are shown as solid lines in Fig. 4.11 (right). Already by looking at the corrected data, an
important observation can be made: a part of the spectral dependence can certainly be due
to absorption, however, an increase of intensity in the pre-edge region can, without doubt, be
attributed to a contribution from DAFS.
The interesting parameters for the ﬁt were the coordinates (x, y, z) of the selenium position
and its occupancy. Several solutions (minima) have been found during optimization, some
representing crystal symmetry, others due to ambiguity in the measurement. This has been
visualized in Fig. 4.12. There, the deviation of the χ2 distribution in terms of σ is calculated
according to [Avn76] and drawn for cuts of the parameter space exposig pairwise correlations
of the parameters. Symmetrically non-equivalent local minima have been numbered and
marked. At ﬁrst glance, it is already obvious that there are some regions around y = 0.25 and
y = 0.75 which can be excluded by this measurement. Interestingly these regions correspond
well to the positions of titanate sheets showing that the method gives reasonable results. On
the other hand, the resulting conﬁdence regions are strongly shaped by the (limited) choice
of reﬂection.
Higher order reﬂections result in a higher sensitivity to the atomic positions but also in an
ambiguity since the phase factor for a Miller index of n repeats n times within the unit cell
(see Eq. (2.39)). This can be seen, e. g., in the bottom left of Fig. 4.12. Since there was
only one reﬂection with a z component (l = 1), the resolution along z is very low and the
corresponding error margins are high, whereas in y-direction the resolution is high since one
of the measured reﬂections had an Miller index of k = 7. Hence, there should be a 7-fold
ambiguity in the y position of the solution but this is lifted by taking into account the 220
reﬂection  there is no common multiple of 1/2 and 1/7. However, for the x-direction, an
ambiguity remained due to the choice of reﬂections for the measurement: only 220 has an
h-component resulting in a two-fold ambiguity and, therefore, each solution (x, y, z) produces
a twin-solution at (x+ 1/2, y, z) which is actually not true.
The other interesting parameter  the occupancy of the selenium site  was highly correlated
with the crystallite thickness which is shown in the bottom left of Fig. 4.12. Therefore, the
conﬁdence interval of the occupancy is not well deﬁned. Nevertheless, a minimum value of
o = 0.001 can be given resulting in an average value of 0.016 selenium atoms per unit since
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Fig. 4.12.: Conﬁdence intervals for the interesting parameters that were varied during the ﬁt shown in
Fig. 4.11 (right). Pair-wise correlation is shown for the spatial coordinates of the selenium atom. The
color corresponds to the best value of χ2 in terms of deviation from the minimum in σ (approximating χ2
as normal distributed) which was obtained for certain ﬁxed parameters.
the general positions in LHT have a multiplicity of 16. Further, there is a reciprocal relation
between the crystallite thickness and the occupancy in the ﬁt-results. As the crystallite size
of LHT bulk was estimated to be between 1 . . . 10µm, the corresponding occupancy would
range from 0.05 . . . 0.005 meaning an abundance of 0.8 . . . 0.08 selenium atoms per unit cell.
Certainly, the large uncertainty in these values as well as the ambiguity of atomic positions
can be reduced by the measurement of additional reﬂections but we can already discuss the
diﬀerent types of solutions that are marked in Fig. 4.12. Table 4.1 lists these solutions together
with the nearest special position and a set of nearest having a maximum distance of 2.5Å.
We shall discuss all types of solutions brieﬂy. It is important to note that there is a considerable
error margin for each solution especially in the z-direction (seen in Fig. 4.12). Each pair of
odd and even numbered solution (e. g. [1,2], [3,4]) form a twin solution due to the two-fold
ambiguity in x-positions. Hence, only one of each is valid. For example, solution Se1 has
been discarded in favor of Se2 since the interatomic distances appear more reasonable for
the latter. The same way, solution Se3 has been discarded for its proximity to the titanate
sheet. It should be stressed that a missing analysis of the ﬁne structure functions results
in a lack of knowledge about the local order. In particular, a solution that is very close to
other crystallographic positions may still be valid since locally the crystallographic structure
is perturbed and could diﬀer from the average. Still, one of the twin solutions is artiﬁcial and
therefore the less consistent ones have been neglected. Moreover, the solutions Se5 and Se6
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Fig. 4.13.: Display of the most probable positions (2,4) of the selenium atom between the titanate sheets
as resulting from the ﬁt. Left: Projection on a-b plane. Right: Projection on b-c plane.
have both been neglected after having a look at the low occupancies which would, through the
correlation of parameters, only be possible under assumption of a large crystallite thickness
of LHT powder higher than 20µm (also for nearby solutions).
The selenium positions of the remaining solutions inside the LHT structure are shown in
Fig. 4.13 along with their crystallographic equivalents. Remarkably, the solutions fall into
plausible regions: solution Se4 corresponds to a free position of the interlayer gaps with a
large distance to all neighbors whereas solution Se2 is close to the hydrazinium ion. Based on
more detailed DAFS measurements, it would now be possible to characterize the local order
of the perturbed structure around these selenium positions.
In conclusion, a structural reﬁnement has been attained for a recently found substance, LHT,
that shows high adsorption performance of heavy elements and is therefore interesting for
environmental sustainability. Using resonant diﬀraction, a characterization beyond that of
conventional methods was possible. In particular, x-ray spectroscopy has been performed
exclusively on crystallographic atoms by means of DAFS. Spectral features that before were
ascribed to surface regions or disordered regions have been found also in the purely crystalline
part of the sample. For instance, pre-edge peaks that are, according to literature, related to 5-
fold coordinated titanium environments are reproduced in energy dependent Bragg diﬀraction.
Also the EXAFS information obtained in diﬀraction mode gives hints for short titanyl (TiO)
bonds that are constituents of the 5-fold coordination geometry. Furthermore, the deposition
of a foreign element inside the LHT structure has been investigated, as the process itself and
the preferred position are not known yet. This was done by evaluating of the energy proﬁles
of Bragg intensity near the edge of the intercalated atom, selenium. As a result, the possible
positions of selenium have been determined based on a measurement of few reﬂections. The
found positions show that selenium is strictly conﬁned between the titanate sheets and is
located near the original position of the hydrazinium ion.
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Tab. 4.1.: positions of the selenium atom in LHT. All fall on the general 16o Wyckoﬀ position. The
nearest neighbors for each solution up to a distance of 2.5Å are presented. The coordinates written in
light font indicate special (high-symmetry) Wyckoﬀ positions which are very close to the actual solution.
Label x/a y/a z/c Nearest Distance χ2 Occupancy Valid
(site) Neighbors Increase
Se1 0.6253 0.0750 0.4977 O 1.2577 0 0.35% ×
8n 0.6253 0.0750 0.5000 N 2.1383
N 2.1434
Se2 0.1253 0.9250 0.5021 N 1.6671 0 0.35% X
8n 0.1253 0.9250 0.5000 N 1.6730
O 1.8373
Se3 0.8757 0.6131 0.5304 O 1.5461 0.0016σ 1.4% ×
8n 0.8757 0.6131 0.5000 Ti 1.5904
O 1.7118
O 2.4481
Se4 0.8757 0.1130 0.0240 O 2.0456 0.0016σ 1.4% X
8n 0.8757 0.1130 0.0000 O 2.0622
Ti 2.0822
O 2.1630
N 2.2251
N 2.2687
Se5 0.3724 0.0000 0.9994 N 1.5689 0.1861σ 0.22% ×
4e 0.3724 0.0000 0.0000 N 1.5705
N 2.4762
N 2.4772
Se6 0.3719 0.5000 0.4980 N 0.8348 0.1861σ 0.22% ×
4e 0.3719 0.5000 0.5000 N 0.8444
N 2.3378
N 2.3492
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4.2. Singlecrystalline thin ﬁlms  atomic and domain structure
In this chapter, the presented results will be both of methodological as well as applied kind.
From now on, the samples under investigation will be single- (or `mono-') crystalline. There-
fore, the systems are more well deﬁned and there are less unknowns. It also allows the study
of anisotropic scattering in terms of polarization or wavevector dependencies. At ﬁrst, results
on atomic structure and domain propagation of singlecrystalline thin ﬁlms will be presented.
Thin ﬁlms may provide the situation where absorption can be neglected: while the absorption-
correction was one of the main challenges for the analysis of RXD data, it can be omitted in
the case of Bragg diﬀraction in the thin ﬁlm limit (see Eq. (2.44)). The study of thin ﬁlms
is in particular interesting since interface eﬀects (strain, ﬁelds, surface defects) can change
the structure of these ﬁlms and generate new properties in them [Zha+15; Tan+13; Lic+14].
Moreover, functional materials are often used in the form of thin ﬁlms to allow miniaturization
(e. g. for ferroelectric random access memories (FRAMs)), combination of properties of dif-
ferent materials (e. g. giant magnetoresistance) or to reduce material costs when only surface
properties are important. Here, thin ﬁlms of two well known oxide dielectrics were studied,
BaTiO3 and SrTiO3, which are closely related in their structure as well as their properties
since barium and strontium are neighbors in the same chemical group.
4.2.1. Ferroelectric barium titanate ﬁlms
Single-domain polarization state
For many years, ferroelectric materials have been in focus of scientiﬁc and technological inves-
tigations for their unique optoelectronic, photorefractive, piezoelectric and nonlinear optical
properties which are based on their spontaneous electric polarization and the possibility of
polarization reversal by an external electric ﬁeld. BTO and other polar perovskites are well
known model-ferroelectrics and remain subject of research and development due to their
unique combination of ferroelectric, pyroelectric and optical properties. These features lead
to versatile applications in electronic devices such as non-volatile memory cells (FRAMs)
[SP89] or tunable capacitors, as well as in sensors, optical beam modulators [Tan+04], higher
harmonic generators, etc.
Many envisioned applications rely on the ferroelectric properties of thin, single crystalline
barium titanate ﬁlms [Fei82]. While the behavior of bulk BTO is well known, an understanding
of the physical properties of nano-scale eﬀects is yet missing and stays in focus of research
[SP89; Pol+12; JG03]. As was shown recently, ultra thin ﬁlms allow tuning potential barriers
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by external bias [Zen+13; TG13] and therefore the tunnel current in layered heterostructures
or show photovoltaic eﬀects [Zen+14]. Especially, at ﬁlm thicknesses less than the typical
diameter of the ferroelectric domain nucleus the nucleation-limited mechanism [TCF10] is
reported to be replaced by homogeneous switching [Gay+11]. This eﬀect can be of a critical
importance both for understanding of the physics of ultra thin layers, but also for design and
operation of devices.
In this part, the polarization state and dynamics of ultra thin BTO ﬁlms was investigated
using resonant diﬀraction. The thin singlecrystalline BTO layers were heteroepitaxially grown
on platinum-coated magnesium oxide (MgO) substrates by pulsed laser deposition (PLD). The
sensitivity of the RXD signal to the polarization state of a polar material was mentioned in
the introduction and is well known and regularly used in materials science [Gor+16; Fab+15].
It is based on the breaking of Friedel's rule [Fri13] which occurs when taking into account
complex-valued scattering amplitudes as done in RXD. This means that resonant diﬀraction
can complement the existing methods for imaging of ferroelectric domains. Amongst these
are, most prominently, scanning probe techniques such as piezoresponse force microscopy
(PFM), atomic force microscopy (AFM) and scanning electron microscopy (SEM) as well as
optical methods: optical microscopy or confocal Raman microscopy [YZ14]. The advantage
of scanning probes is a very high spatial resolution down to a few nanometer whereas the
optical methods are diﬀraction limited to about 250 nm. On the other hand, optical methods
allow resolving the sample in depth and therefore provide 3D information. Next to resonant
diﬀraction, it has been shown that coherent diﬀraction can be used to gain a high-resolution
image of domain patterns by means of Bragg projection ptychography [Hru+13] yielding also
high contrast and entailing all beneﬁts of using an x-ray probe. The potential advantage
of resonant diﬀraction is to gain time-resolved images of domains when it is combined with
full-ﬁeld x-ray diﬀraction microscopy [Hil+14]: A domain imaging with spatial resolution
down to 100 nm together with a temporal resolution of (a single cycle) below 1 s would be
unprecedented and belongs to the future outlook suggested in this thesis.
The polar unit cell of the tetragonal phase of BTO was shown before in Fig. 3.8. Fig. 4.14
shows the expected contrast in the 001 reﬂection calculated for diﬀerent polarization states
of BTO in an energy region near the titanium K and barium L edges. While the ﬁne struc-
ture oscillations for all cases should be unchanged, the energy dependencies are shifted for
diﬀerent polarization states which is based on the fact that another reﬂection is measured (see
Fig. 4.14 on the right). These changes are based solely on changing crystallographic weights
and therefore on only sensitive on the average structure.
To conclude about the average (within the beam footprint) polarization state, an intensity
measurement at a set of energies is necessary to overcome the normalization problem of
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Fig. 4.14.: Calculations of expected RXD curves for diﬀerent polarization states of the thin BTO layers
for the 001 reﬂection and in the region of titanium K and barium L edges. The observed diﬀerences are
in the range of 10 % and due to changing crystallographic weights and already visible in the calculation of
the smooth parts (left). Taking into account ﬁne structure oscillations (obtained by means of logarithmic
dispersion relations, see Section 3.3.2) does not change the situation signiﬁcantly (middle). The unit cells
(right) illustrate the structures associated with these polarization states (up, in-plane, down) together with
the resulting polarization.
unknown absolute values. For a small set, the result would usually be inﬂuenced by the
energy dependent device function  a spectral drift due to diﬀerent energy dependencies in
the setup such as source spectrum, absorption in air and windows, detector eﬃciency, etc.
Therefore, it is desirable to perform the diﬀraction measurements not necessarily in an energy
range where the contrast is very large but rather where it shows a strong energy dependence.
As seen in Fig. 4.14 such regions are precisely the absorption edges where the contrast may
change its sign. In this case, the interesting signal changes faster than the device function.
This can be optimized by a clever choice of Bragg reﬂections, if accessible, as is shown in the
next section (4.2.2).
However, a remaining problem is that the calculated energy dependencies and consequently
also the interpretation is based on structural models  the knowledge of the positions and
atomic vibrations of all atoms as well as the occupancy of each crystallographic site. Espe-
cially for thin ﬁlms, this knowledge is usually not given. A conventional crystal structure
determination is not possible in the low-dimensional, restricted geometry system. The diﬀer-
ent technologies and parameters of epitaxial layer growth produce very diﬀerent qualities in
terms of crystallinity: defects such as vacancies, antisites or stacking faults render the simple
structure model used in the calculation in Fig. 4.14 invalid. It is possible to include these de-
fects in the model by considering a coherent mix of crystal structures and, hence, considering
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Fig. 4.15.: Energy dependence (left) and angular dependence (right) of the 001 reﬂection of BTO layers
grown on diﬀerent buﬀer layers. The energy dependence is solely sensitive to internal structural parameters
as atomic positions, their uncertainty and occupancy while the diﬀraction pattern on the right mainly
carries information about the lattice constant, layer thickness, roughness and orientation of the lattice.
The result of ﬁtting the energy dependence on the left is based on the extracted ﬁne structure from other
ﬁlms (see Section 3.3.2) and shown as solid lines. From both curves a lower ﬁlm quality for those grown
on Pt interlayers can be concluded.
occupancy values lower than one and adding atoms to the unit cell which expands the set of
unknown parameters.
The eﬀect of ﬁlm quality on the energy dependence of the 001 reﬂection of BTO can be seen in
Fig. 4.15. The ﬁlms were grown on diﬀerent buﬀer layers (platinum and lanthanum strontium
manganite (LSMO)) but also in diﬀerent environments. The diﬀraction patterns on the right
in Fig. 4.15 reveal that the thicknesses are diﬀerent and very low for both ﬁlms: ≈ 8 nm for
the ﬁlm grown on platinum and ≈ 18 nm for that on LSMO. It can also be seen that the
ﬁlm quality is diﬀerent: besides the expected higher reﬂectivity of the BTO 001 reﬂection (at
≈ 1.5Å−1) of the thicker ﬁlm on LSMO (see Section 2.2), its thickness oscillations  maxima
as well as minima  are much stronger pronounced. Fitting the energy dependence seen on the
left in Fig. 4.15 results in very low (stable) values for the occupancies of the resonant atoms:
≈ 15% for BTO on LSMO and ≈ 1% for BTO on Pt. These values are obtained by limiting the
occupancy to a maximum 1 while the ﬁlm thicknesses have no eﬀect on the energy dependence.
Therefore, one should conclude that the structure model (single crystalline BTO) is not a good
one here and that there is a large part of disorder in these ﬁlms. For instance, stacking faults
can result in a increase scattering power for oxygen or a very large statistical displacement
of the cations having a similar eﬀect as reduced occupancy. Without further investigation,
e. g. of other reﬂections or other energy regions, no detailed explanation for the low values
can be given. Important at this point is just to conclude that already the smooth energy
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dependence of certain Bragg reﬂections can strongly vary when internal structural parameters
change. Here, these variations are larger than those expected for an inversion of polarization
(see Fig. 4.14): it seems that one cannot readily read the polarization state from the energy
dependence. Nevertheless, when looking at the structure factor in Eq. (2.45), it becomes clear
that parameters like thermal mean square displacement or reduced occupancy have a diﬀerent
eﬀect (scaling of the atomic scattering amplitude) than a mean displacement (rotation of the
atomic scattering amplitude in the complex plane). Therefore, it was possible to determine
the polarization state for both samples as the ﬁtting procedure steadily converged toward one
of the boundaries when taking into account a (coherent) mix of two polarization states. As a
result, the state of downwards pointing polarization (away from the surface, see Fig. 4.14) was
concluded for both samples which is in accordance with local PFM measurements [Zen+14].
A polarization perpendicular to the surface is induced by biaxial compressive strain due to
the lattice mismatch of BTO and platinum [Cho04; Zen+12].
Kinetics of domain growth in ultra thin BTO ﬁlms
It was mentioned that the mechanism of polarization reversal is not well known for ultra thin
epitaxial ﬁlms. For bulk crystals and even thin layers, the polarization kinetics are dominated
by the process of domain nucleation and subsequent domain wall motion [IT71]. In the case
where the layer thickness is in the range of the size of typical domain nuclei, new models have
been proposed to describe the switching [Viz+03; Hig+10] and have shown to yield a good
description of measurements.
In this work, the kinetics of domain growth in ultra thin ﬁlms was investigated using resonant
x-ray diﬀraction. This method was used before to study the polarization state and switching
of ferroelectric ﬁlms [Ree+04; Wan+09]. The switching behavior of ultra thin, being matter
of current research, was the original aim of this work. Ultra thin layers often do not allow to
apply voltage through extensive electrodes which is due to defects such as conductive ﬁlaments
which result in a drop of resistance. In this situation, application of a voltage will locally result
in a high current density through this ﬁlament and cause local phase transitions due to heat.
It was found, however, that small areas of the BTO ﬁlms do not exhibit these defects. Patterns
of circular electrodes with diﬀerent diameters (10, 5, 2, 1µm) have been applied to the ﬁlm and
contacted through a conductive PFM tip (see Fig. 4.16). Some of the 5µm showed a resistance
and could be used for switching the ferroelectric layer. The experiments have been carried
out at the beamline ID01 at the European Synchrotron Radiation Facility (ESRF) where an
in-situ AFM was available in combination with a sub-µm sized x-ray beam. In principle, the
small beam and the AFM tip can both ﬁt on the electrode of 5µm which, however, in our case
did not turn out to be feasible. After landing the AFM tip on the electrode, we monitored
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Fig. 4.16.: Sketch of the sample with patterned electrodes and the in-situ AFM (left) which was used at
beamline ID01 for imaging of the electrodes as well as for voltage application. On the right the formation
of diﬀerent domain shapes as a result of alternating voltage is shown.
the Bragg intensity of the 001 reﬂection at an energy of 5000 eV where a relatively large
contrast of ≈ 8% for polarization reversal was expected. In parallel, a square wave-shaped,
periodic, alternating voltage was applied between AFM tip and platinum buﬀer layer with
diﬀerent voltages in the range of 1 . . . 4 V which corresponds to a ﬁeld of 33 . . . 133 MV/m for
the present ﬁlm thickness (30 nm). For thick bulk samples, much lower ﬁelds are needed for
polarization switching and a reciprocal dependence of switching ﬁeld to layer thickness has
been found [Mer56; MS60]. Therefore, the activation voltages are comparable for thin layers
and thick bulk crystals. The timescales we expected for a response of the polarization to the
external bias of a few volts were in the microsecond to millisecond regime [Gru+05; Gay+13].
However, what was observed is a slow, reversible change of intensity in the course of several
seconds. This intensity was accumulated over a large number of electric ﬁeld cycles and the
average is shown for diﬀerent voltages in Fig. 4.17. Furthermore, it can be seen that there is
a strong asymmetry in the speed of convergence of intensity with respect to the sign of the
voltage. This diﬀerence also changes between the measurements for diﬀerent absolute voltages.
Both observations led to the conclusion that the actual process which was observed here is the
lateral growth of polar domains. Firstly, it would explain the long time scales on which the
inversion of polarization takes plase. Secondly, the asymmetric behavior can be understood
since one polarization state is more stable depending on the initial (monodomain) state of
the layer (see Fig. 4.16, right). A ring domain, for example, can dissipate into a circular
monodomain after voltage withdrawal or domains can disappear due to backswitching to the
original (global) state [Iev+14]. The initial state can be diﬀerent since a constant voltage was
applied for rather long time between the measurements. Therefore, for each case, there is a
`fast' and a `slow' direction of switching. The overlap O of a circularly growing domain and
a elliptic beam footprint with normally distributed intensity has been modeled numerically
and, later, approximated with the function
O = 1−
(
t− t0
τ
+ 1
)
· e− (t−t0)τ , (4.3)
where t > t0 is the time t0 is the time of voltage reversal and τ is the characteristic switching
time. The intensity is then obtained via I(t) = I(0)+[I(∞)− I(0)] ·O(t) The switching times
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Fig. 4.17.: Results of averaging the intensities measured during a large number of alternating, square
wave-shaped electric ﬁeld cycles averaged for intervals of constant voltages. Top: positive voltage on the
tip. Bottom: negative voltage on the tip. The amplitudes are given in the top of each column. The red
solid lines indicate the obtained ﬁt using Eq. (4.3).
are shown as a function of absolute applied voltage and classiﬁed as slow and fast component
in Fig. 4.18. Since the beam size was ≈ 1.8µm, a rough estimate for the speed of domain
wall motion can be given as vdwm ≈ 1.8µm/4τ (the overlap Eq. (4.3) grows beyond 90% after
4τ).
In conclusion, the absolute polarization state of ferroelectric (polar) ﬁlms has been charac-
terized exploiting the violation of Friedel's law in resonant x-ray diﬀraction and based on
resonant measurements of solely one reﬂection. In contrast to the one presented here, most
similar studies rely on the switching of polarization to obtain the Friedel contrast [Gor+16;
Ree+04]. The dynamics of switching can be monitored at a ﬁxed energy near the resonance.
This has been used here to study the nucleation and growth of domains in ultra thin ferro-
electrics. An asymmetry in the domain wall motion with respect to voltage reversal has been
observed. Furthermore, the preferred direction of voltage changed between the measurements
indicating a stabilization of a formed domain due to pinning eﬀects which limit the domain
wall propagation [KG07]. This results in the formation of additional domains as shown in
Fig. 4.16 (right). Although the dependence of switching lifetime τ on voltage allows further
interpretation that can yield thermodynamic parameters, the further analysis was beyond the
scope of this work and needs further eﬀorts that should be presented in future reports.
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Fig. 4.18.: Characteristic decay times as obtained by ﬁtting the averaged time series shown in Fig. 4.17
sorted for fast and slow direction of switching.
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4.2.2. The structure of a new, polar phase of strontium titanate (SrTiO3)
Fig. 4.19.: The unit cell of bulk
SrTiO3: cubic, centrosymmetric,
ideal perovskite (Pm3¯m).
The second perovskite that was studied in this work, is stron-
tium titanate SrTiO3 (STO). Chemically it is very simi-
lar to the previous example, BTO. At high temperatures
(> 120 ◦C) BTO even exhibits the same crystal structure
as STO at room temperature: an ideal perovskite (CaTiO3-
type) with cubic, centrosymmetric unit cell corresponding
to space group Pm3¯m (see Fig. 4.19). Nevertheless, it is a
popular material for heterostructure interlayers [RS08] or as
a substrate and can acquire a variety of interesting physical
properties based on breaking of the symmetry. Among these
are: superconductivity [SHC64] and ferromagnetism near in-
terfaces [Cen+09] or due to doping [Moe+12] as well as ferroelectricity due to strain [Hae+04]
or isotope exchange [Ito+99].
In addition to that, single crystals of STO show a long term response to a static external
electric ﬁeld leading to a tetragonal distortion. This can be seen by broadening of Bragg peaks
after application of an electric ﬁeld on the order of 1 MV/m for several hours [Mey+04]. A
breaking of centrosymmetry in the surface region could be concluded based on the appearance
of additional Raman modes [FW68; Han+13].
This phase transition is quite unusual because it is triggered by a redistribution of oxygen
vacancies in the crystal which is visible as an increased leakage current (see right in Fig. 4.20).
The oxygen vacancy migration leads to local distortions of the unit cells and, eventually, to
the formation of a polar, strained layer at the anode side which is stabilized by the exter-
nal ﬁeld. Therefore the new phase is referred to as migration induced, ﬁeld-stabilized, polar
(MFP) phase. It demonstrated several additional physical properties, such as pyroelectricity
[Han+15] and piezoelectricity [Kha+15]. These observations led to the prediction of space
group P4mm for the new structure. However, no direct information about a polar atomic
structure could be obtained because conventional x-ray diﬀraction methods could not be ap-
plied in the restricted geometry system. Since the MFP layer only exists on top of a cubic,
singlecrystalline STO substrate, they are connected by a continuously strained transition re-
gion and the corresponding Bragg peaks from diﬀerent volumes are strongly convoluted (see
Fig. 4.20).
In this work, a new tool of x-ray structure analysis was developed which can be used to
characterize slight changes in atomic positions and, hence, to determine the crystal structure
even in such cases. It is based on the evaluation of energy dependencies of Bragg reﬂections
88 4. Results and Discussion
5
0
0
µ
m
≈
5
µ
m
Air
+500V
0V
1.0
0.5
0.0
st
ra
in
(%
)
X-rays
6.990 6.995 7.000 7.005
l
100
101
102
R
el
.
in
te
ns
it
y
0 1 2 3 4 5 6 7 8
Time (h)
0
200
400
600
C
ur
re
nt
(n
A
)
Fig. 4.20.: Schematic view of the formation process in a strontium titanate single crystal. The crystal is
sandwiched between two electrodes (left). During application of an external electric ﬁeld of ≈1 MV/m for
several hours, the leakage current starts to grow exposing the migration of oxygen vacancies (right). After
several hours (here: 5 h), the reﬂections in ﬁeld direction (shown here: hkl = 007) experience a broadening
towards lower momentum transfer (i. e. lower scattering angles). A thin layer of increased lattice constant
appearing near the anode can be concluded.
near a resonance (absorption edge). In contrast to the previous section, the Bragg reﬂections
are selected in a way that an accidental destructive interference can occur. It is common to
observe `systematic extinction' for certain reﬂections which is due to space group symmetry
and the destructive interference of scattered waves coming from the same elements. However,
here we make use of the situation where competing scattering contributions from diﬀerent
elements cancel each other out to a large extent. This can be controlled by tuning the
scattering amplitudes through the variation of photon energy and, therefore, can only be
observed in a small energy range. In particular, if two (or more) atoms contribute to the
structure amplitude with opposite sign, the real part of the scattering amplitude of the heavier
atom (stronger scatterer) can be reduced by approaching an absorption edge of this particular
atom (see, e. g., Fig. 2.3). Thus, when scanning the photon energy through the edge, the
structure amplitude runs through a loop in the complex plane which passes the origin (shown
in Fig. 4.21) and leads to a pronounced minimum in intensity.
Whether and to which extent this can be achieved strongly depends on all structural pa-
rameters that inﬂuence the structure amplitude (2.45). Small changes in atomic positions,
thermal vibrations or occupancies will shift the structure amplitude and also the conditions
for a destructive interference. This is shown as an example for STO and the variation of
either atomic position or mean square displacement (as in the Debye-Waller factor (2.46)) of
titanium in Fig. 4.21. Regarding the distribution of atoms in the crystal lattice, the position
always refers to the mean of all positions whereas the Debye-Waller factor takes account of the
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Fig. 4.21.: Complex plane and curves that are described by the structure amplitude for the example of
STO: strontium undergoes a ﬁne structure (black curve) and competes with the contributions of titanium
and oxygen (small). The sum of contributions corresponds to the colorful (blue to red) lines. Top: changes
in titanium position lead to rotation of its scattering amplitude. Bottom: variation of the mean square
displacement results in scaling of the titanium contribution. Right: zoom into the origin of the complex
plane, showing that the curves pass near zero resulting in an intensity minimum. Circles mark a position
of ﬁxed energy and values indicate the limits of variation.
mean square deviation or variance of this distribution. This means that each crystallographic
site is usually parameterized by ﬁrst and second moment of the statistical distribution of the
corresponding atom. If necessary, higher moments can be taken into account [Kuh13].
It can be seen that a variation of these parameters has a diﬀerent eﬀect on the loop which is
described by the structure factor: directed displacement rotates the scattering amplitude of
the atom while an increasing mean square deviation results in scaling. This can be seen in
Eq. (2.45) and is more clear when developing the phase factor near a position where destructive
interference occurs. Let u be a small displacement of atom j (rj = r0j + u) leading to the
expansion
F = F |u=0︸ ︷︷ ︸
→0
+
∂F
∂uk
∣∣∣∣
u=0
〈uk〉+ 1
2
∂2F
∂uk∂ul
∣∣∣∣
u=0
〈ukul〉+ · · ·
≈ ojfje−MjeiKr0j
(
iKk〈uk〉 − 1
2
KkKl〈ukul〉
)
,
where 〈ukul〉 denotes a mean square displacement from the average which is added on top
of the one contained in Mj . As a result, a change of the mean and the variance of a atomic
position shift the complex structure amplitude in orthogonal directions because the former
contribution is scaled with the imaginary unit. This will also aﬀect the measured intensity
(=distance from the origin) in diﬀerent ways. On the right in Fig. 4.21, points mark a ﬁxed
energy position in the curve near the minimum intensity. For a directed displacement of the
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considered atom, the position of the minimum will hardly change in terms of energy, but the
relative intensity will change dramatically. On the other hand, increasing the mean square
deviation will mostly inﬂuence the location of the minimum. Therefore, these parameters
can be disentangled by one measurement of energy dependence of such Bragg reﬂection in
the region of the minimum. It is worth noting that the described, strong qualitative changes
of the energy dependence for slight variations in these parameters are very easily accessed
experimentally and, this way, one has a very sensitive probe to small structural modiﬁcations.
However, the interpretation of the observed changes strongly depends on the knowledge of all
other structural parameters. In practice, a crystal structure never changes in just one internal
parameter (such as displacement)  it is reasonable to expect a relaxation of the surrounding
lattice. As there are several unknowns, an unambiguous reﬁnement of the one, interesting
parameter may turn out to be impossible or require measurements of additional reﬂections.
Characterization of the initial state of SrTiO3
Using the described experimental access to atomic displacements, this part of the work aims to
solve the structure for the strained MFP phase formed in STO. For a set of Bragg reﬂections
where exactly one of the Miller indices (hkl) is odd, the structure amplitude of ideal STO
(neglecting thermal motion) takes the form
F ≈ fSr − fO − fTi.
These reﬂections show considerable intensity, since strontium is the heaviest atom of this
structure and scatters stronger then the sum of the other two. Approaching energies near the
strontium absorption edge, however, results in a decrease of its scattering amplitude which
can lead to destructive interference. As mentioned before, a prediction of the spectral shape
of the reﬂection intensity in such situation is strongly inﬂuenced by the Debye-Waller factors
which are the only parameters that are not known precisely for STO single crystals.
To give an example, the energy dependence of the 007 reﬂection of STO is shown as a function
of temperature on the left in Fig. 4.22. It exposes the high sensitivity to thermal motion: the
minimum becomes more pronounced and shifts towards higher energies as the temperature
decreases. The measurements have been carried out in quasisymmetric geometry (i.e. α = β)
at the beam lines BM20 [Mat+99] and BM28 [Bro+01] of the ESRF. The cooling was done
using a continuous-ﬂow liquid nitrogen cryostat at BM20 down to a temperature just above
the cubic to tetragonal phase transition at 105 K [Tom92]. The single crystal samples with
electrodes have been prepared in the Institute of Experimental Physics of the University
Freiberg.
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Fig. 4.22.: Left: energy dependence of the 007 reﬂection of bulk STO in the vicinity of the Sr-K edge
and for diﬀerent temperatures. Right: additional reﬂections measured in the same energy region at room
temperature in quasisymmetric geometry. Open circles show measured data, solid lines show the best ﬁt
through variation of the Debye-Waller factors.
Calculations based on diﬀerent references from literature [YHK02; Abr+95] for the cubic
phase of STO already give diﬀerent results for the location of the minimum and only one
of the datasets shows a fair agreement with the measured data for room temperature (see
Fig. A.2 of Appx. A). Therefore, but also to test the present method, a characterization of
the initial state of the STO bulk single crystals was performed. For a proper modeling of
the data measured in the near and post edge region, the ﬁne structure oscillations need to be
taken into account. These have been acquired from EXAFS measurements on polycrystalline
STO (see Section 3.3.2 for details). Furthermore, absorption needs to be taken into account
for Bragg geometry according to Eq. (2.44).
Assuming a temperature dependence of the atomic displacement parameters (ADPs) (see
Eq. (2.47)) according to the Debye model [Kri96]
〈u2〉(T )= 9~
2T 2
mkBΘ3
Θ/T∫
0
x
ex−1 dx, (4.4)
a reﬁnement of the Debye temperatures Θj for each atom j in the unit cell is possible based
on the temperature dependent data of the 007 reﬂection. However, oxygen does not occupy a
site of cubic symmetry in STO and, hence, is an anisotropic scatterer. A symmetry analysis
(see Section 2.2.4) shows that there are two unique components in the tensor of ADPs corre-
sponding to thermal vibrations parallel and perpendicular to the TiO bond, respectively. For
this reason, a decomposition of the Debye temperature (into Θ‖O and Θ
⊥
O, see e. g. [Pot+84;
KGD02a]) and additional data was necessary to perform an unambiguous reﬁnement.
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Tab. 4.2.: Reﬁned atomic displacement parameters (ADP) for cubic SrTiO3 as a result of ﬁtting the
temperature dependent experimental RXD spectra to the Debye model. The given errors correspond to 1σ
uncertainties.
Debye temperature ADP at 298 K
Atom Θ (K) U (Å2)
Sr 198+31−43 0.0127
+0.0080
−0.0031
Ti 292+56−73 0.0109
+0.0084
−0.0032
O‖ 713+364−270 0.0061
+0.0085
−0.0030
O⊥ 499+92−121 0.0117
+0.0082
−0.0031
Measurements on further reﬂections at room temperature and in the same energy region are
shown on the right in Fig. 4.22. The calculated curves as a result from ﬁtting all components of
the Debye temperature and a linear device function to the data are shown as solid lines in both
plots of Fig. 4.22. All measured reﬂections are members of the mentioned set where exactly one
Miller index is odd. However, not all reﬂections of this set are necessarily suitable or exhibit
a large contrast with respect to variation of the unknown parameters. Moreover, whether
the reﬂection shows a strong response or not, again depends on the structural parameters.
That is why an iterative procedure would be necessary to ﬁnd the ideal set of such reﬂections,
consisting of
(a) identiﬁcation of the reﬂection showing, in average, the strongest response under variation
of all unknown parameters within the reasonable boundaries,
(b) measurement and ﬁt of this reﬂection which may lead to an inﬁnite number of solutions
that are part of a lower-dimensional submanifold of the parameter space (this was the
case here after only taking into account data from the 007 reﬂection),
(c) re-entry at (a) for all combinations of parameters from this subset or ﬁnish if only one
solution is found.
If only one solution has been found, it still makes sense to acquire more data, as it would allow
to reduce the error in the ﬁt result. Since such iterative procedure is not ideal for experiments
at beamlines (at large scale facilities), a set of interesting reﬂections larger than necessary
was identiﬁed beforehand and all spectra were taken into account. The results of the ﬁt are
shown in Table 4.2. The obtained results are close to the literature values [JP99; Abr+95]
and show the same trends: (i) titanium, despite being the lighter atom, exhibits smaller
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Fig. 4.23.: Maps of the sum of squares χ2 for ﬁxed values of pairs of the interesting parameters (the
Debye temperatures) and the simultaneous optimization of all other parameters. A strong correlation is
revealed, indicating that the relative values of the Debye temperatures are known more precisely. White
crosses mark the minimum position of the cost function and contour lines show the conﬁdence regions
corresponding to 1σ, 2σ and 3σ.
thermal vibrations than strontium which is explained by the strong bond inside the [TiO6]
octahedra; (ii) the oxygen vibrations along the TiO bond are smaller than perpendicular to
it. Apart from that, the results still show a quite large error which is unexpected considering
the high sensitivity of the used approach. An explanation for this is the remaining correlation
of parameters which is shown as a mapping of the response of the sum of squares χ2 towards
pairwise variations of the interesting parameters in Fig. 4.23. The other parameters (e. g.
linear device function) have been optimized to gain the lowest value of χ2 for each point in the
maps according to [Avn76]. They expose a very strong correlation of the ADPs corresponding
to a proportional variation causing the large errors. The relative errors, on the other hand,
should be small: assuming the knowledge of one of these parameters, a very precise value for
the others can be given. Thus, the ratios of the parameters are known very precisely from
this ﬁt. The strong correlation is based on the fact that both vibration components of (U‖O
and U⊥O ) are contributing to every reﬂection and the mixing only slightly diﬀers between the
reﬂections. Certainly, measuring spectra of additional reﬂections or at diﬀerent temperatures
would help to decrease the correlation further. On the other hand, the obtained results proved
to be suﬃcient to study the atomic displacements that occur upon application of the electric
ﬁeld with high detail.
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Polar atomic displacements in the MFP phase
It has been mentioned before that the strained MFP surface layer shows polar properties
which is why a displacement of the titanium atom away from the center of the [TiO6] octa-
hedron is expected. A secondary peak which develops towards lower scattering angles (see
Fig. 4.20) has been ascribed to a ≈ 1µm thick region of constant strain at the anode side
of the STO single crystals. The strain can reach values of up to 1% depending on the volt-
age, thickness and environmental conditions. Furthermore, there is a transition region with
a strain gradient connecting the MFP layer with the bulk crystal that has a thickness of a
few microns. Therefore, there is a variety of manifestations of the MFP phase, all likely to
exhibit diﬀerent atomic displacements.
If the MFP layer is homogeneous in the in-plane directions XAFS is an applicable tool to
investigate the local atomic structure: for x-rays under grazing incidence, the penetration
depth is small and only the MFP layer can be probed. In particular, XANES at the titanium K
edge has been used before to study the electronic structure of related, ferroelectric perovskites
(e. g. BaTiO3, PbTiO3). It has been shown that the intensity of the mixed dipole-quadrupole
transition from Ti 1s to Ti 3d eg states depends quadratically on the oﬀ-center displacement
of the Ti ion [Ved+98; Woi+07]. Figure A.3 in Appx. A shows XANES measurements of
the Ti-K pre-edge performed under gracing incidence and during forming of the MFP phase.
The observed changes are tiny: the characteristic peak A slightly grows and some additional
density occurs between the peaks B and C1. The peak B, corresponding to the eg states,
should increase upon displacement of the central atom but, instead, a slight decrease is visible
here. Due to the minor eﬀects that were observed, a rigorous modeling of the XANES patterns
was not pursued. On the other hand, this fact suggests that an adequate modeling of resonant
diﬀraction curves from the MFP phase is possible based on the ﬁne structure obtained before
on polycrystalline STO.
A crystallographic determination of all atomic positions was intended based on the developed
method of targeted suppression of reﬂections using resonant dispersion. One advantage of
this method is that it allows to select volumes of constant strain through the Bragg condition
and does not average of all atoms that are in the x-ray beam path, like XANES. Furthermore,
XANES is dependent on lattice parameters, while the resonant suppression is solely sensitive
to the structure factor which, in turn, does only depend on relative atomic positions of the
unit cell. In other words, the angular and the energy dependence of Bragg reﬂections allows a
study of lattice and basis in a distinct manner. The former was characterized before [Han+13;
Kha+15] and resulted in a Poisson's ratio of approximately ν = −∆a∆c = 0.2 for the tetragonal
model.
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From the crystallographic point of view, atomic displacement results in reduction of symmetry
in a kind that depends on its direction. A displacement of atoms perpendicular to the ﬁeld
direction would result (i) in an orthorhombic structure leading to crystal twinning and conse-
quently to peak splitting or (ii) in a two-fold superlattice in a-b direction [Gla75] resulting in
appearance of superlattice reﬂections. To exclude both cases, reciprocal space maps have been
recorded using a position sensitive detector showing no additional reﬂections. Furthermore,
it is reasonable to assume that the ADPs will not (at least not signiﬁcantly) change during
formation of the MFP phase. This way, only the atomic positions in ﬁeld-direction (along z)
are unknown. There are three oxygen atoms which were linked by symmetry in the initial,
cubic state. After application of an electric ﬁeld, these split up into two oxygen atoms having
the TiO bond perpendicular to the ﬁeld direction and one where it is parallel to the ﬁeld.
This leaves four atoms with unknown z position reducing to three as the origin of the unit
cells can be chosen arbitrarily and is deﬁned as the position of strontium here.
As mentioned before, diﬀerently strained regions in the layer are expected to result in diﬀerent
atomic displacements. As a prototype for this study, we selected a value of strain of ∆c/c =
0.15% which corresponded to the position of the distinct maximum after the forming process
(see Fig. 4.20) under the present conditions. This has been done by recording l-scans for each
included reﬂection hkl choosing an oﬀset according to ∆l/l = −0.15%. At these positions,
ﬁxed K energy scans have been performed for a similar energy range as before and a similar
set of reﬂections (see Fig. 4.24 (left)). During the measurements, the x-ray beam had to be
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Fig. 4.24.: Left: Energy dependence of diﬀerent reﬂections from the MFP phase near the Sr-K edge:
measurement (open circles) and ﬁt (solid lines) after optimization of the atomic positions in ﬁeld direction
(z). Right: maps of pairwise correlations of the interesting parameters showing the stability of the ﬁt. The
false color reﬂects the lowest sum of squares obtained for each position through optimization of all other
parameters. Values are given in multiples of the standard deviation σ. Contours mark 1σ, 2σ and 3σ.
attenuated to keep the photocurrent low (< 1µA) maintaining the electric ﬁeld and, thus,
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facilitating the forming process. Figure 4.24 shows that some of the reﬂections, especially the
007, have a very diﬀerent energy dependence than for the initial state (Fig. 4.22) giving a hint
of atomic displacement already. The maximum in the pre-edge region of the 007 reﬂection
is an artifact and can be attributed to multiple beam diﬀraction (Renninger eﬀect [Ren37]).
This can be ﬁltered out in most cases by recording several spectra for small rotations around
the K vector and subsequently processing their median or picking one which was not aﬀected.
For the analysis of these measurements, it is now necessary to take into account the ﬁnite
thickness of the diﬀracting MFP layer, since the penetration depth of the x-rays was in the
range of 5 . . . 43µm depending on reﬂection and energy. This can readily be done based on
Eq. (2.44) and setting α = β for the present geometry.
The best ﬁt obtained for each reﬂection is shown as solid lines in Fig. 4.24 (left) and the cor-
responding results are presented in Table 4.3. The errors are again the 1σ conﬁdence intervals
Tab. 4.3.: Reﬁned internal structure parameters for the MFP phase with ∆c/c = 0.15%
Atom Wyckoﬀ x/a y/a z/c ∆z (pm)
site
Sr 1a 0 0 0 
Ti 1b 1/2 1/2 0.4966(3) -1.34(16)
O1 1b 1/2 1/2 0.0096(11) 3.67(59)
O2 2c 1/2 0 0.5099(11) 3.80(63)
which are marked in the pairwise correlation maps of all parameters on the right in Fig. 4.24.
They have been determined based on iterating the ADPs through all combinations within
the 1σ conﬁdence regions shown in Fig. 4.23 and repeating the ﬁt to perform a proper error
propagation. Again, the relative values of displacement are better known than the absolute
values. Nevertheless, the uncertainties in the atomic positions are in the sub-picometer regime
and therefore very low.
The determined structure of the MFP phase is indeed polar and corresponds to that of the
well known ferroelectrics BaTiO3 and PbTiO3. This is remarkable, since, in contrast to these,
SrTiO3 does not show a ferroelectric phase when cooling to low temperatures: a paraelectric
to ferroelectric phase transition sets in at 40 K but remains incomplete down to 0 K [Li+06].
Still, the MFP phase is not a proper ferroelectric material because a polarization reversal is
not possible: as soon as the ﬁeld is removed (or reversed), the strain ﬁeld collapses and the
structure relaxes to the cubic, centrosymmetric state within seconds.
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Fig. 4.25.: RXD spectra of the 007 (left) and 205 (right) reﬂections of diﬀerently strained volumes in
the SrTiO3 crystal after formation of the MFP phase. Strain has been selected by measuring the energy
dependence of diﬀerent positions of the rocking curves as marked in Fig. 4.26 and indicated by the actual
value of the Miller-Index, l. The solid lines represent the best ﬁt with the resulting z-displacement of
titanium given in the legend.
Relation of strain and displacement
A remaining question is how the displacement develops throughout the transition region
between MFP and bulk STO where the strain is continuously decreasing and ﬁnally going
to zero. To answer it, several positions in the diﬀraction pattern can be selected for ﬁxed
K energy scans including the bulk peak to check for possible displacement also in the bulk
(see Fig. 4.26). For these positions, the energy dependence of two reﬂections  007 and 205 
has been measured. The results are shown in Fig. 4.25 together with the calculated curves.
A reﬁnement of all positions based on two reﬂections is less stable. Therefore, the atomic
displacements have been coupled corresponding to the results obtained above, for a strain of
0.15%. Assuming then a proportional movement of the atoms, only one structural parameter
needs to be determined. The resulting unit cells are drawn (with enhanced displacements)
for each measured position on the top left in Fig. 4.26 whereas the corresponding values of
z-displacement of titanium with respect to strain are presented on the right. One can see
already a signiﬁcant displacement for the smallest strain that could be selected. Therefore,
all of the strained volume is polar. Also the strain overproportionally grows with increasing
displacement. A closer look suggests a cubic dependence x33 = ∆c/c ∝ (∆z)3. A hypothetic
explanation is based on two assumptions:
i) In the case of electrostriction, which is a property of all insulators, the strain depends
quadratically on the polarization Pi that, again, is proportional to the displacement.
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Fig. 4.26.: Left: l (or Kz) scans of the 007 reﬂection before (crosses) and after (circles) the forming
process of the MFP phase and for two diﬀerent energies. The secondary maximum that is ascribed to the
MFP phase develops at lower l. Remarkably, the peak ratios are very diﬀerent at the two energies which
can only be explained by diﬀerent atomic positions for the both cases. Arrows mark the positions where
ﬁxed K energy scans have been recorded for the 007 as well as for the 205 reﬂection. The unit cells on top
show the results of ﬁtting these scans by enhancing the displacements by a factor of 10 for better visibility.
Right: The corresponding strain dependence of displacement (black dots) which reﬂects a cubic relation
(green broken line).
This gives in ﬁeld direction x33 = q3333P3P3 where qijkl is the tensor of electrostrictive
coeﬃcients.
ii) The elastic interaction with bulk STO allows larger strain with higher distance from the
bulk which correlates with higher displacement.
Both dependencies would multiply to the observed cubic behavior. However, it is necessary
to test these assumptions which motivates future investigations.
Resonant suppression of Bragg reﬂections as a potential tool for structure determination
The presented method analyzes the changes in energy dependence of Bragg intensity that is
deﬁned by an amplitude diﬀerence of partial waves scattered by diﬀerent atoms. As structure
modiﬁcations change the weighting in this diﬀerence, qualitative changes, such as a shift of
the minimum, can be observed. Here this allowed a structure reﬁnement with high detail.
The energy dependence of Bragg reﬂections has been used to extract structural information
before. In all cases substantial limitations exist in comparison to the present development.
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To avoid ambiguities in the reﬁnement, ﬁxed structural models were presupposed or only
one structural parameter was assumed to be unknown [MP00; Kol+10]. Often, the analysis
required inverting (switching) the structure [Ree+04; Azi+10] in order to measure the Friedel
pair contrast. Furthermore, in all cases the impact of Debye-Waller factors was neglected and
the obtained resolution was much lower than here, where destructive interference is exploited
for the ﬁrst time.
In principle, the employed resonant suppression of Bragg reﬂections can universally be com-
bined with all diﬀraction based x-ray techniques. Since it relies on rather weak reﬂections,
limitations are found where the intensity is generally not abundant. However, it may be the
only tool to get high-resolution crystallographic positions especially in a restricted geometry
where only few reﬂections can be accessed or their absolute intensities cannot be compared.
Furthermore, the method represents a uniquely sensitive probe for structural dynamics in-
situ, such as switching ferroelectric ﬁlms or polarization changes in pyro- and piezoelectrics.
Practical advantages are that the measurements can be performed in the pre-edge region al-
lowing straightforward, model-independent calculations and that the kinematic approximation
of diﬀraction, neglecting extinction eﬀects, is valid as the reﬂections are weak.
The question remains whether the method can be applied in many cases or if STO is a
specially suitable structure. So which prerequisites does it entail and how likely is it to
ﬁnd suitable reﬂections? The Ewald-sphere containing available reﬂections grows with higher
photon energies, larger unit cells and lower symmetry. Likewise grows the probability to ﬁnd
a suitable reﬂection. On the other hand, high energies require heavy atoms to allow resonant
measurements and large unit cells lead to a large number of independent atoms which could
render a full reﬁnement of all parameters exceedingly diﬃcult.
Still, a large set of structures fulﬁlls these conditions and are candidates for the application
of the method. Among this set, each material needs to be assessed individually using a brute
force calculation of all reﬂections in a certain range of momentum transfer. Here, the ﬁgure
of merit is the relative change of intensity ∆I/I with respect to the variation of an interesting
parameter. To estimate the proportion of substances that would allow a similar study, a large
random set of structures has been evaluated which was taken from the Crystallography Open
Database (COD) [Gra+11] and fulﬁlls the following characteristics:
• a unit cell smaller than 2000Å3,
• a limited number of four diﬀerent elements,
• at least one element heavier than potassium.
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Fig. 4.27.: Histogram of maximum observed relative intensity changes due to mean square displacement
calculated for a large set of 16,118 structures randomly selected from the COD. The dashed line marks the
present case of SrTiO3.
For this set, RXD spectra in the 5 . . . 100 keV range of all reﬂections having a momentum
transfer lower than |K| ≤ 18Å−1 and showing reasonable intensity have been calculated be-
fore and after imposing an isotropic mean square displacement of Uiso = 0.0001Å
2 onto the
heaviest atom. The resulting distribution of contrast in comparison to the present case of
STO is shown in Fig. 4.27. The obtained values extend over a wide range showing that the
method cannot routinely be applied to all selected structures. On the other hand, SrTiO3
is only an average representative in terms of contrast. Almost half of the processed samples
have reﬂections that show a larger response to the dynamic displacement. In conclusion, the
method is a promising way to answer remaining questions in x-ray structure analysis.
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4.3. Single crystals  forbidden reﬂections and point defects
The last example of application of resonant diﬀraction makes use of the anisotropy  the
wavevector and polarization dependence  of scattering which can be observed in the near
edge region and may result in additional reﬂections. For these forbidden reﬂections, the
non-resonant structure amplitude equals zero. They are purely resonant and can appear
only in crystals of non-symmorphic space groups, where glide planes or screw axes cause
extinctions that are removed due to diﬀerent anisotropies of the atomic scattering amplitude
at energies close to an absorption edge. The anisotropy has been introduced in the theory
part (see Section 2.1.3) and was developed into a series of tensors with increasing rank that
allow to impose crystallographic symmetry. It can be shown that structural defects and
the accompanying atomic displacements can add a degree of anisotropy by an additional
dependence on wavevector and, this way, raise the tensor rank of intrinsic scattering. For
example, it may lead to a dipole-dipole contribution to the third rank (dipole-quadrupole)
tensor. This can be caused by: i) dynamic displacement (thermal motion, phonons) [Ovc+10;
KGD02b] or ii) static displacement caused by point defects [DO02; DO00]. Since lower orders
of wavevector dependence (e. g. zero order: dipole-dipole scattering) are usually stronger,
they can result in a very strong, additional contribution to forbidden reﬂections that are
only allowed for higher orders. Hence, this represents another very sensitive access to atomic
displacement in crystals much diﬀerent in kind than the one presented in previous chapters.
In particular, the analysis of reduced scattering tensor symmetry very strongly depends on
the local structure and gives a distinct response to the spectra of Bragg intensity whereas the
former method is purely crystallographic meaning that it only carries average information.
This also means that in this approach, where the tensor rank is increased, it is possible to study
the response of the surrounding lattice to the displacement. On the other hand, forbidden
reﬂections are much weaker than those which are allowed for scalar scattering. Therefore,
they can only be measured on single crystals.
4.3.1. Additional anisotropies  expansion of displacement dependence
To expose the sensitivity to displacement, we need to recall expansion of the (nonlinear)
wavevector dependence of the scattering amplitude. It is followed by an expansion of the
(again nonlinear) dependence of the phase factor on the momentum transfer K for small
displacement. Since, wavevectors and the vector of momentum transfer are related (K =
k− k′), the tensors describing the corresponding dependencies are linked. Here, this concept
is outlined for the special case of a dipole-dipole (rank 2) contribution which is raised to
contribute to a rank 3 reﬂection.
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Combining Eq. (2.14) and Eq. (2.21), gives another form of the tensor series resulting from
the expansion of the wavevector dependence (2.20). The form factor of atom j can then be
written as
fαβj (k,k
′, ~ω) = f0,jδαβ +Dαβj + i
(
kγI
αβγ
j − k′γI∗βαγj
)
+ kγk
′
δQ
αβγδ
j + . . . , (4.5)
where the indices α and β correspond to the components of the two polarization vectors. Let
us consider now the small displacement uj from the ideal position as it was introduced in
Section 2.2.3: (rj → r0j + uj). The product of atomic scattering amplitude and phase factor
contributing to the structure amplitude (see Eq. (2.45)) then takes the form
fαβj e
iKrj = fαβj (uj) e
iKuj eiKr
0
j . (4.6)
The important diﬀerence between this equation and the derivation of the Debye-Waller fac-
tors in Section 2.2.3 is that the scattering amplitude is considered to change upon small
displacement uj . This is important if the local structure of the resonant atom changes due
to the displacement and therefore has an impact on the near-edge ﬁne structure. If there is
a collective movement, as in the case of acoustic phonons, this dependence can be neglected.
We will see in the following that it becomes especially important if it results in an increase of
tensor rank and therefore can be the only contribution leading to the observation of certain
Bragg reﬂections.
For a small displacement, the exponential function can be developed into a taylor series:
eiKuj ≈ 1 + iKuj − 1
2
(Kuj)
2 + . . . . (4.7)
This way, each order of K = k−k′ adds a rank to each of the tensors of the series in Eq. (4.5)
and thereby results in diﬀerent behavior under change of basis and, hence, diﬀerent symmetry.
Furthermore, the dependence of the scattering amplitude on the small displacement can be
developed into powers of uj [DO00]:
fαβj (uj) = f
αβ
j (0) + f
1,αβ
jl u
l
j + f
2,αβ
jlm u
l
ju
m
j + . . . , (4.8)
where the symmetry and the rank are not changed since there is no dependence on an external
vector, e. g. K. The product in Eq. (4.6) will now contain a large sum of terms proportional
to diﬀerent powers ofK, deﬁning the symmetry under change of basis, and powers of uj which
determine the behavior under averaging over all unit cells. From Eq. (2.45) follows
Fαβ =
∑
j
〈fαβj (uj) eiKuj 〉 eiKrj ,
where 〈 〉 denotes the average over all unit cells.
For clarity, let us now consider a speciﬁc example where the rank of the dipole-dipole tensor
Dαβj is increased by one due to the linear K dependence in Eq. (4.7), neglecting higher orders.
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This is an interesting case since there are forbidden reﬂections that can be observed only
when taking into account third rank scattering tensors or higher. In this case, the second
rank dipole-dipole contribution can still contribute due to displacement. As the dipole-dipole
term is much stronger, this contribution can even dominate the Bragg intensity. For this case,
we get
Dαβj → i〈Dαβj (uj)Kuj〉 = i
[
Dαβj (0)Kγ〈uγj 〉+D1,αβjl Kγ〈uγj ulj〉+D2,αβjlm Kγ〈uγj uljumj 〉+ . . .
]
.
(4.9)
Some terms of this sum vanish for averaging over all unit cells depending on the local symmetry
of displacement with respect to K. If the displacement is caused by thermal vibrations, it is
normal-distributed and (as shown in Section 2.2.3) only the term quadratic in uj , thus having
a linear dependence in D(uj), remains after averaging. This is the so-called thermal motion
induced (TMI) contribution of atom j forbidden reﬂections:
Dαβj,TMI = iD
1,αβ
jl Kγ〈uγj ulj〉 ' i
∂Dαβj
∂ulj
Kγ〈uγj ulj〉 =: iDαβγj,TMIKγ . (4.10)
If the displacement is due to defects, its symmetry corresponds to the site symmetry of
the resonant atom and has to be assessed for each speciﬁc case. It is, in general, also not
normal-distributed and, due to the relaxation of the surrounding structure, a nonlinearity
of the scattering amplitude with respect to displacement can be expected. Therefore, the
whole sum in Eq. (4.9) is collected for uγj and attributed to the point defect induced (PDI)
contribution
Dαβj,PDI = i〈Dαβj (uj)uγj 〉Kγ =: iDαβγj,PDIKγ . (4.11)
Computing Eq. (4.11) is diﬃcult and relies on the knowledge of the relaxed local structure
around the defect which can be obtained, e. g., via density functional theory (DFT). In prac-
tice, PDI contribution can be separated from the TMI by reducing the temperature.
Since Dαβγj,TMI and D
αβγ
j,PDI transform as third rank tensors, they mix with I
αβγ
j . Like the dipole-
dipole tensor Dαβ , they are symmetric with respect to permutation of the ﬁrst two indices
(α, β) in the case of non-magnetic materials. To point out the interference with Iαβγj , it is
developed into symmetric (+) and antisymmetric (−) part:
Iαβγj =
1
2
(Iαβγj + I
∗βαγ
j )︸ ︷︷ ︸
Iαβγj+
+
1
2
(Iαβγj − I∗βαγj )︸ ︷︷ ︸
Iαβγj−
.
Now, including TMI and PDI terms, Eq. (4.5) (up to third rank) takes the form
fαβj (k,k
′, ~ω) = f0,jδαβ +Dαβj + i
[
Kγ
(
Iαβγj+ +D
αβγ
j,PDI +D
αβγ
j,TMI
)
+K+γ I
αβγ
j−
]
. . . , (4.12)
where K+ = k+ k′ was deﬁned. It can be seen that the TMI and PDI terms only contribute
to the symmetric part of the third rank tensor. This represents a unique access to study
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atomic displacement due to thermal motion and point defects. They can cause an additional
contribution to third rank forbidden reﬂections that, in general, exhibits a diﬀerent energy
dependence than the intrinsic part (Iαβγj+ ). Together with the temperature dependence of the
TMI contribution, this allows a separate analysis of the diﬀerent origins of forbidden reﬂection
spectra. In the same way, the increase of rank of higher order contributions (I,Q, . . . ) can be
derived. Also, increasing the rank by more than 1, based on higher orders in the expansion
of the phase factor 4.7 is possible. However, the presented contribution of the dipole-dipole
scattering process to third rank forbidden reﬂections corresponds to the lowest order and
therefore is usually the strongest that can be accessed experimentally. Apart from that, there
are nonresonant forbidden reﬂections based on anisotropic charge density (or displacement)
[CM66]. This can also be derived from Eqs. (4.5,4.7) based on the scalar term of the scattering
amplitude and quadratic or higher terms of theK vector dependence. However, in the nonres-
onant case, there is negligible energy dependence and therefore no spectroscopic information
about the nature of the anisotropy (static/dynamic displacement, electron density, etc.) can
be obtained.
4.3.2. Hydrogen jumps in RbH2PO4
This technique has been used to study hydrogen jumps in the room temperature (paraelec-
tric) phase of rubidium dihydrogen phosphate RbH2PO4 (RDP). RDP is closely related to
KH2PO4 (KDP) as they are chemically very similar and they have isomorphous crystal struc-
tures both in the paraelectric as well as in the ferroelectric (low-temperature) phase [KN80].
KDP crystals are better studied since they are more known and popular in laser technology for
their electro-optical properties and second harmonic generation. However, there are still open
questions in regard to the mechanisms of hydrogen bonds [Las+05] and the para- to ferroelec-
tric phase transition which are present in both structures. A unique structural feature in the
paraelectric phase of KDP and RDP crystals are the hydrogen atoms which half-occupy two
minima of a double well potential between two oxygen atoms [AlK+78]. Crystallographically,
this is expressed by a Wyckoﬀ site with 2 very close points and an occupancy of 1/2. This is
shown in Fig. 4.28 (left). Between the two minima, hydrogen jumps are possible by tunneling
or thermal excitation [Nel88], where the tunneling frequency in RDP is lower due to larger
separation of the minima [Pee74]. This indetermination of the hydrogen atom position is lifted
during transition to the ferroelectric phase at (146 K) (see right in Fig. 4.28). Even above the
phase transition temperature, it is expected that instantaneous local conﬁgurations already
show lower symmetry caused by a rotation of the [PO4] tetrahedra [MHM04]. Although the
time- and volume average is symmetric, these defects should be accessible by x-ray scattering
since the hydrogen jumps take place on much longer timescale (≈ 10−12 s, [SI96]) than that
of x-ray interactions (≈ 10−15 s) [Muk+10a; Aki+14].
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Fig. 4.28.: Projection of the structure of a cut of the RbH2PO4 on the a-b plane for 0 < z < 0.25 c to
highlight hydrogen bonded chains of [PO4] tetrahedra. Left: tetragonal, paraelectric phase (T > 146 K)
with space group (I 4¯2d). Right: orthogonal, ferroelectric phase (T < 146 K), space group (Fdd2). Atoms
from small to large: H, O, P, Rb. Unit cells are drawn in solid, gray lines. In the paraelectric phase,
hydrogen is statistically delocalized on two points of the same Wyckoﬀ site resulting in half occupancy of
each of them. During the para- to ferroelectric phase transition, this symmetry is broken and the unit cell
is doubled in volume. Data taken from [MHM04].
There are several possibilities for the local geometry of the defects and most probable models
have been pointed out [Las+05]. Based on a determined position of hydrogen in one of the
equivalent minima of the double well potential, several scenarios of conﬁgurations for the
neighboring hydrogen atoms exist, some of which are shown in Fig. 4.29. Statistically, two
hydrogen atoms are attributed to each [PO4] tetrahedron. Hence, there are 6 conﬁgurations to
distribute the hydrogen around the tetrahedron which was ﬁrst formulated by Slater [Sla41].
Two of these conﬁgurations correspond to the polar situation where the [PO4] tetrahedra
are connected with the hydrogen atom on the same side with respect to the c axis resulting in
a net polarization with a local structure related to the low-temperature, ferroelectric phase.
The other 4 (Slater-) conﬁgurations result in a polarization which is parallel to the a-b plane.
A more complex model was proposed by Takagi [Tak48] where the possibility of asymmetric
distribution of hydrogen is taken into account, such that pairs of tetrahedra are deﬁned having
one and three hydrogen atoms attached. These have been shown to exhibit a higher formation
energy and, therefore, are less probable and not taken into account here.
The reduced symmetry for polar and Slater conﬁgurations is a good example on how defects
can be investigated using resonant forbidden Bragg reﬂections. For the paraelectric phase,
the set R = {hhl | 2h + l = 4n + 2} describes forbidden reﬂections where the two rubidium
atoms that are linked by the diagonal glide plane contribute with opposite sign [Muk+10b]
resulting in a set of extinctions. Due to the site 4¯ site symmetry, DαβRb has 2 whereas I
αβγ
Rb has
4 independent components (see Appx. A.2). For this reason, the extinctions rules for R can
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Fig. 4.29.: Defects that are usually considered in KDP and related, hydrogen bonded crystals. The
semitransparent gray plane indicates the z-position of phosphorus. Dashed ellipses highlight changes with
respect to the neighboring defect. Polar and Slater defect follow the ice-rule which states that hydrogen
in evenly distributed on each of the [PO4] tetrahedra whereas Takagi defects involve larger conﬁgurations
of two adjacent tetrahedra and uneven distribution of hydrogen. The polar conﬁgurations exhibit a net
moment in the c direction while for Slater conﬁgurations the in-plane symmetry is broken.
only be broken when taking into account linear wavevector dependence and therefore third
rank tensor contributions  in particular, the components IxxzRb , I
xzx
Rb and I
zxx
Rb . In terms of
symmetric and antisymmetric parts with respect to permutation of the ﬁrst two indices, the
structure amplitude of this set becomes
Fαβ{hkl∈R} = 8i

IxxzRb+Kz 0 I
xzx
Rb+Kx + I
xzx
Rb−K
+
x
0 IxxzRb+Kz −IxzxRb+Ky − IxzxRb−K+y
IxzxRb+Kx − IxzxRb−K+x −IxzxRb+Ky + IxzxRb−K+y 0
 ,
(4.13)
omitting the Debye-Waller factor for now. This representation corresponds to crystal lat-
tice units and has been obtained using the phenomenological code pyasf [Ric16a], while the
notation in the software is diﬀerent from the one used here. The local symmetry of the ru-
bidium site is reduced in polar or Slater defects such that also dipole-dipole (second rank)
components may contribute to the structure amplitude of the reﬂections in R. The same is
true for the ferroelectric phase at low temperatures which relates to domains of polar defects
and therefore the structure amplitude will contain dipole-dipole components. But since the
average symmetry of randomly distributed defects in the paraelectric phase stays unchanged,
the average dipole-dipole tensor is not aﬀected. However, from the correlation between the
defect and the displacement of the resonant atom, it follows an additional contribution to the
symmetric dipole-quadrupole tensor due to the K vector dependence in the phase factor as it
was outlined before (see Eq. (4.12) and [Muk+10a]).
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Measurement of forbidden reﬂection spectra
The experimental eﬀorts to study the diﬀerent contributions to forbidden reﬂections of the set
R have been focused on the 006 and the 550 Bragg reﬂections with respect to the tetragonal
lattice. This choice allows a separate study of both polar and Slater defects since they depend
on diﬀerent tensor components. In particular, we consider incoming polarization that is
polarized perpendicular to the plane of scattering (σ) since this is the norm at synchrotron
beamlines. The outgoing polarization can then be both parallel (pi) and σ polarized (see
Fig. 2.2 for illustration). For a ﬁxed reﬂection, the structure amplitude depends on the
rotation around the K vector which is denoted by the angle ψ and deﬁnes the orientation
of the crystal with respect to polarization and wavevectors. This way, we obtain for the 006
reﬂection
F σσ006 =− 8i|k|IxxzRb+ sin(θB) cos(2ψ)
F σpi006 = 8i|k| sin(2ψ)
(
IxxzRb+ sin
2(θB)− IzxxRb− cos(θB)2
)
.
(4.14)
where θB is the angle between wavevector and lattice planes and ψ = 0 corresponds to the
case where the lattice vector [100] is directed perpendicular to the scattering plane. Similarly
we get for the 550 reﬂection
F σσ550 =− 4i|k|IzxxRb+ sin(θB) sin(2ψ)
F σpi550 = 4i|k|(IzxxRb− cos2(θB) cos2(ψ)− IzxxRb+ sin2(θB) cos(2ψ)).
(4.15)
To verify the calculations of azimuthal dependence of the Bragg intensity, measurements have
been performed at a ﬁxed energy near the rubidium K-edge (see Fig. 4.30). It should be
reiterated that the symmetric components can carry additional TMI and PDI contributions
which involve a displacement of the resonant atom (rubidium) in the direction denoted by
the third index of the tensor (see Eqs. (4.10, 4.11, 4.12)). Therefore, the 006 reﬂection can
be utilized to study defects and thermal motion resulting in a displacement in the z direction
whereas the 550 reﬂection is sensitive to displacement in the x direction.
The study involves a characterization of the temperature dependence of the reﬂections. The
temperature dependence of the contributions to the forbidden reﬂections caused by intrinsic
dipole-dipole or dipole-quadrupole transitions is conventional, meaning that their intensity
decreases with temperature in accordance with the Debye-Waller factor. On the other hand,
the TMI part grows with temperature and therefore shows an an anomalous temperature
dependence. Also the PDI part can be expected to depend on temperature as the hydro-
gen conﬁgurations manifest themselves in form of a phase transition at low temperatures.
Fig. 4.31 shows the measured intensity spectra of both 006 and 550 reﬂections as a function
of temperature near the maximum of the azimuthal dependence in Fig. 4.30.
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Fig. 4.30.: Measured azimuthal dependencies of the 006 (left) and 550 (right) forbidden reﬂections from
the paraelectric phase at room temperature and a photon energy of 15196 eV (black dots). The curves
calculated according to Eqs. (4.14,4.15) for σ and pi polarized scattered beams are shown as broken lines.
The ψ=0 azimuthal position refers to the situation where the scattering plane is parallel to the (100) lattice
planes for the 006 reﬂection or rather to the (001) lattice planes for the 550 reﬂection. The measurement
is described by the incoherent sum of both polarizations (solid red line).
The measurements were carried out at the resonant scattering undulator beamline P09 at
PETRA III (Deutsches Elektronen-Synchrotron (DESY)) [Str+13] using the six-circle diﬀrac-
tometer, a Si-111 double crystal monochromator and a pair of mirrors for focusing and higher
harmonic rejection. Two RDP single crystals were grown in the Institute of Crystallography
(Russian Academy of Sciences) and cut along (001) and (110) planes to provide access to
the interesting reﬂections. The crystals were mounted into the closed-cycle helium cryostat
that was installed at the diﬀractometer. Temperature dependence of the lattice parameters
as well as the thermal expansion of the setup were characterized beforehand to correct the
positions of the Bragg reﬂections and the sample automatically. The incident photon beam
was σ-polarized to the (vertical) scattering plane.
There were two main diﬃculties complicating the experiment. Given the high photon energy
which was needed to perform resonant diﬀraction at the rubidium edge and the weak forbidden
reﬂections, the measurements were often dominated by multiple reﬂections (Renninger eﬀect).
The amount of multiple reﬂections grows with volume of the unit cell and the surface of
the Ewald sphere (∝ (~ω)2). As a result, it was practically impossible to ﬁnd an azimuthal
position to perform energy dependent diﬀraction free from Renninger eﬀect. Therefore, several
positions in a small range of azimuthal angle have been used to ﬁlter out this eﬀect. In contrast
to forbidden reﬂections, it is highly sensitive to the azimuthal position. The second problem
was the fast degradation of the crystals under the powerful synchrotron beam. Figure 4.32
(left) shows the time dependence of the 550 reﬂection intensity at two temperatures. One can
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Fig. 4.31.: The integrated intensity of the 006 reﬂection as a function of energy and temperature (top
left) showing a strong inﬂuence of multiple reﬂections (Renninger eﬀect) as revealed by calculations of
the latter (bottom left). The forbidden reﬂection is visible as maximum at constant energy (≈ 15196 eV),
whereas Renninger reﬂections occur at diﬀerent energy for each temperature, since their position depends
on the lattice parameters. Energy spectra of the resonant reﬂections 006 (middle) and 550 (right) ﬁltered
for Renninger eﬀect at various temperatures showing that there is a minimum in intensity at about 148 K.
Above the phase transition temperature, the 550 reﬂection exhibits a signiﬁcantly higher energy width than
the 006 reﬂection.
see that the reﬂection degradation is stronger at lower temperature. During the measurements
the samples have been cooled and heated several times. This way, healing of the crystals at
higher temperatures was observed indicating that two competing processes are taking place.
To minimize the eﬀect of radiation damage on the measured spectra, the beam has been
slightly defocused and attenuated. Furthermore, diﬀerent positions on the sample surface
were illuminated for data acquisition and the intensity has been corrected for radiation damage
according to the time of illumination and the bi-exponential time dependence which was shown
in Fig. 4.32.
The resulting temperature dependence obtained this way is shown on the right in Fig. 4.32.
To correct for the conventional temperature dependence in x-ray diﬀraction, the integrated
intensities have been divided by the Debye-Waller factor taken from literature [KN80]. It
can be seen that both reﬂections feature a decrease of integrated intensity with decreasing
temperature as long as remaining in the paraelectric phase. This gives evidence for the TMI
part of forbidden reﬂections. Furthermore, a step-like increase of the intensity can be observed
when cooling below the phase transition temperature. This enhancement can be understood
based on the reduced site symmetry of the rubidium atom in the ferroelectric phase.
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Fig. 4.32.: Left: Time dependence of Bragg intensity for diﬀerent temperatures: manifestation of radiation
damage to the crystal structure competing with healing processes at higher temperature. Solid lines indicate
the bi-exponential ﬁt which was used to correct for radiation damage. Right: Temperature dependence of
integrated intensity for the 006 and 550 Bragg reﬂections after correcting for radiation damage according
to the exposure time.
Analysis of forbidden reﬂections spectra  paraelectric phase
To identify the origins of anisotropy that lead to the observation of the forbidden reﬂections, an
interpretation of the energy dependence is necessary next to the study of thermal behavior. It
could be seen in Fig. 4.32 that the 550 reﬂection intensity grows much faster with temperature
than for the 006 reﬂection. The corresponding spectra in Fig. 4.30 also show qualitative
diﬀerences.
Referring to the structure amplitudes of 006 and 550 in Eqs. (4.14,4.15), there are two tensor
components which contain contribution due to defects:
IxxzRb+ → IxxzRb+ + a1DxxzRb,PDI + a2DxxzRb,TMI and
IzxxRb+ → IzxxRb+ + b1DzxxRb,PDI + b2DzxxRb,TMI,
respectively. The former is sensitive to displacement in z and the latter to displacement
in x/y-direction. The unknown coeﬃcients, a1, a2, b1 and b2, have been introduced which
describe the occurrence of the defects and will be subject to ﬁtting. We discussed before the
symmetry of polar and Slater defects (see Fig. 4.29). Based on this it can already be concluded
that the polar defects cause a displacement in the z-direction whereas Slater defects are those
which mainly cause a deformation of the environment in the x/y plane. For both polar and
Slater defects, there are several manifestations which all result the same third rank PDI tensor
component after weighting with the corresponding displacement uj . The computation of the
tensor components for both PDI and TMI components has been performed at the Moscow
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Fig. 4.33.: The modulus of the dipole-quadrupole, TMI and PDI (including polar and Slater) contributions
to the third rank structure amplitude of the 006 (left) and 550 (right) reﬂections. The data is shown as
a function of energy corresponding to the diﬀerence of photon energy to edge position (15196 eV). The
contributions are scaled aiming to see their shape and the position in energy.
State University (MSU) and a detailed description has been published [Aki+14; Ric+14].
Nevertheless, the essence shall be discussed here.
For the calculation of the TMI contributions, only the linear approximation, Eq. (4.10), has
been taken into account which relates to an exclusive movement of the resonant atom while
the surrounding atoms are ﬁxed. Although a detailed study of the TMI eﬀect has shown that
it is provided by thermal displacements of atoms in several coordination spheres, the main
contribution arises from the displacement of the resonant atom itself. To calculate the linear
response of the dipole-dipole tensor Dαβ in Eq. (4.10) the partial derivatives are obtained by
calculating the change of the dipole-dipole tensor components upon small, ﬁnite displacement
(≈ 0.001 of the unit cell dimension) of the resonant atom while the other atoms remain
ﬁxed.
To model the PDI contributions due to polar and Slater defects, the relaxed local structure,
which forms after speciﬁcation of the hydrogen positions, is needed. This has been done
at the MSU using the DFT code VASP [KF96] and results in a displacement of rubidium
uRb. Based on the new local structure, the dipole-dipole tensor D
αβ
Rb(uRb) can be calculated
using, e. g., FDMNES [Jol01]. Multiplied with the displacement uRb and averaged over all
realizations of the defect that are allowed by symmetry, the PDI contribution to the third
rank tensor DαβγRb,PDI (see Eq. (4.11)) is obtained. This way, it could be veriﬁed that polar
defects contribute to the IxxzRb+ and Slater defects to the I
zxx
Rb+ tensor. The calculated spectra
are shown in Fig. 4.33.
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Fig. 4.34.: Analysis of the energy dependencies of the diﬀerent Bragg reﬂections with respect to a changing
temperature. Columns 1 to 3: 006 reﬂection. Columns 4,5: 550 reﬂection. The proﬁles have been ﬁtted
with a coherent sum of the various contributions to the third rank tensor (dipole-quadrupole scattering,
TMI and PDI terms) to the measurement through variation of the coeﬃcients a1, a2, b1 and b2. A Slater
type PDI contribution was observed in the spectra of the 550 reﬂection.
It can be seen that the peaks corresponding to thermal motion or to intrinsic dipole-quadrupole
scattering are found roughly at the same energy whereas the PDI contributions produce
additional intensity at higher energies. This allows to conclude about the presence of defects
already, since the spectra of 006 and 550 reﬂection have diﬀerent widths (see Fig. 4.31). As the
measured spectra of the 006 reﬂection have a narrow distribution on energy, one can conclude
that they can be described based on TMI and intrinsic dipole-quadrupole contributions only.
No evidence of polar defects is obvious. For the 550 reﬂection, the width of the simulated
spectra for temperatures between 160 K and 180 K is much lower than that in the experimental
curves. This discrepancy can be explained by the inﬂuence of the Slater term. However, the
measured intensity depends on the coherent sum of all contributions which is why a conclusion
based on the plotted modulus cannot be drawn yet. The result of ﬁtting the coherent sum of
the calculated contributions to the measured spectra based on the variation of the coeﬃcients
(a1, a2, b1, b2) is shown in Fig. 4.34. A temperature dependence of the PDI contribution to
the form factor of the forbidden reﬂections may exist because the number of defects changes
with temperature. It is obvious that the measurements of the 006 reﬂection can be explained
considering only dipole-quadrupole scattering together with the TMI part. In contrast, the
spectra of the 550 reﬂection are broadened, indicating the contribution of Slater-type defects
that show only a weak temperature dependence. The resulting coeﬃcients are presented
in Fig. 4.35 on relative scale. Absolute values could not be given here, since the intrinsic
dipole-quadrupole is overlapped be the thermal motion induced (TMI) part. Therefore, a
reference is missing, but it can be stated that the defect induced (PDI) contribution has an
eﬀect on a similar scale as the TMI part. The occurrence of Slater defects next to polar ones
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Fig. 4.35.: Coeﬃcients weighting the diﬀerent contributions to the third rank tensor as they were obtained
by ﬁtting the measurements (see Fig. 4.34) as a function of temperature. As expected, the TMI part grows
with temperature whereas the Slater type contributions hardly depend on temperature in the given range.
has been observed recently in KDP using the same method [Beu+15]. The absence of polar
conﬁgurations in the present work merits further investigations. A more detailed measurement
of the spectra would be possible by using a higher order monochromator (Si-311 or 511) to
increase the energy resolution and by using a parallel, unfocused beam to keep the radiation
damage low. Also a characterization of the PDI contribution from Slater conﬁgurations over
a larger temperature range would allow to give estimates on the activation energies as it was
done in [Beu+15].
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5. Conclusion and Outlook
The present thesis outlines and expands the opportunities for crystal structure analysis that
are gained in materials science with the consideration of resonant x-ray diﬀraction (RXD)
techniques. Thereby, the eﬀorts were focused on studies of the crystallographic charge density.
The beneﬁts of RXD result from a combination of two established branches of x-ray structure
analysis methods  diﬀraction and spectroscopy. Therefore, there are essentially two ways of
convergence of the two methods, both of which have been followed in this work. On the one
hand, the possibilities of diﬀraction can be enhanced by the variation of atomic scattering
amplitudes providing additional of information. On the other hand, spectroscopy can be
performed in diﬀraction mode which, instead of averaging, yields a weighted sum of atomic
absorption spectra allowing to isolate spectra of atoms on speciﬁc crystallographic positions.
The set of RXD methods was extended in this work both by establishing a new technique,
based on the targeted suppression of reﬂections, and by further development of existing tech-
niques. These have been employed to answer recent questions of crystallography in several
examples. The applications were concentrated on the study of structural modiﬁcations of
crystals where an approximate model already existed. For instance, diﬀerent ways were pre-
sented to determine slight atomic displacement from higher-symmetry positions using RXD.
Other applications are the localization of foreign atoms or characterization of defects. The
results therefore can be categorized into methodological developments and crystal structure
reﬁnement.
In particular, it has been shown that diﬀraction anomalous ﬁne structure (DAFS) can be
applied to study the local environment of only those resonant atoms which are contained in
the crystalline fraction of a polycrystalline sample. This was done for titanium environments
in a complex layered material, hydrazinium titanate (LHT, see Section 4.1.2), that exhibits a
high degree of disorder. X-ray spectroscopy showed evidence of unusual titanium coordination
geometries that have been ascribed to disordered, non-crystalline regions in the substance
[Bri+11]. An abundance of 5-fold coordinated titanium [TiO5] including short titanyl bonds
(TiO) at the interface regions between crystallites has been assumed to explain the observed
spectral features. In contrast to that, the presented DAFS measurements clearly show that
the same features are expressed in absorption spectra of the purely crystalline parts of LHT.
This contradicts with the existing structural model and should be examined in more detail.
Using DAFS spectra of several reﬂections and better counting statistics, it will be possible to
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conclude about the number of inequivalent titanium sites as well as the coordination geometry
for each of them.
In addition to that, the intercalation of a foreign atom into LHT was investigated for the
example of selenium. DAFS measurements on the absorption edge of the impurity can yield
two answers in such situation. Firstly, the location of the foreign atom with respect to
the crystal lattice can be determined from the coarse energy dependence of a set of Bragg
reﬂections (at least 3). Secondly, the bond lengths can be extracted from ﬁne structure
oscillations. In the present case, several possible solutions for the selenium positions were
found, while two of them stand out. In all cases, the position was found between the titanate
sheets in proximity of the hydrazinium ion.
As a second material class, polar thin ﬁlms have been analyzed for their atomic and domain
structure. For the latter, the violation of Friedels law in resonant diﬀraction was used. It
allows to distinguish opposing reﬂections and therefore to resolve inversion domains of polar
materials. This way, the absolute polarization of ultra thin, epitaxial BaTiO3 ﬁlms has been
determined. Secondly, the dynamics of domain wall motion in dependence of applied DC
voltage has been characterized. This showed a strong asymmetry with respect to changing
sign of the voltage indicating an inﬂuence of pinning of domain walls.
Closely related, the atomic structure of polar SrTiO3 ﬁlms has been studied. In particular,
these were strained, singlecrystalline layers that are forming on cubic SrTiO3 substrates under
inﬂuence of an external electric ﬁeld after several hours (see Section 4.2.2). Using a new reso-
nant x-ray diﬀraction technique based on targeted, resonant suppression of diﬀraction (RSD),
it was possible to show that these strained layers have a polar atomic structure correspond-
ing to that of BaTiO3. This ﬁnding explains piezoelectric and pyroelectric properties that
have been observed in the new structure. Moreover, the polar atomic displacements could be
determined with a precision of approximately 1 pm. Since it does only rely on the relative
intensity variations of a few reﬂections with changing wavelength, the new method has the
potential to give atomic positions with unprecedented resolutions for crystalline materials in a
restricted geometry. These comprise thin ﬁlms, nanorods and other low-dimensional systems.
The general applicability of the method for other materials has been discussed. Currently, a
reﬁnement of several unknown structural parameters requires the measurement of the energy
dependence of diﬀerent reﬂections. This complication may be overcome in the future by an
analysis of intensity variations due to Renninger eﬀect which occur upon rotation around the
scattering vector in a small region.
Another very sensitive approach to study atomic displacements is based on the violation of
crystallographic selection rules as it can occur in anisotropy in anomalous scattering (AAS).
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This results in appearance of `forbidden' reﬂections that can only be observed in a small
energy range near the absorption edge. Nowadays, there are several software packages that
allow to compute these very pronounced spectra ab-initio, e. g. based on the atomic struc-
ture. However, the spectra can be dominated by contributions from local deviations from
the average (ideal) crystal structure. These exist due to both dynamic displacement (thermal
motion) as well as static displacement (defects). The mechanism of thermal motion and point
defect induced forbidden reﬂections has been described in Section 4.3. The two contributions
can be disentangled by characterization of their energy and temperature dependence. The
technique was applied to study transient hydrogen conﬁgurations in single crystals of the
hydrogen bonded material rubidium dihydrogen phosphate RbH2PO4 (RDP). The transient
conﬁgurations occur locally since hydrogen is statistically occupying two minima of a symmet-
ric double well potential between two oxygen atoms. It was found that thermal motion is the
largest contribution to the considered forbidden reﬂections but that a complete description of
their spectra is only possible when including defects. The kind of defect which has been de-
tected this way involves a deformation of the [PO4] tetrahedra in the a-b plane therefore being
nonpolar in average. The absence of polar defects stands in contrast to recent observations
made in the isomorphous material KH2PO4 (KDP) and motivates further studies.
Two of the presented methods are still new  AAS and RSD. Their application is rather time
consuming and they deserve further development to become accessible for the broad commu-
nity of material scientists. On the other hand, the method DAFS is nowadays well understood
and recent algorithms allow a data analysis that does not require manual adjustment of pa-
rameters. Therefore, an automated implementation of the measurement and the reduction of
data is now feasible for powder samples. As a result, the ﬁne structure function for each res-
onant atom is obtained. The basis for that has been compiled in Section 3.3.2. Remarkably,
a review article on this topic has been published during completion of this thesis [KFM16].
While there are no dedicated end stations to powder DAFS, an adaptation of extended XAFS
(EXAFS) beam lines require only little modiﬁcations.
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A. Supplementary information
A.1. The EXAFS function
In the extended energy region and normalized to the jump height of the smooth imaginary part
of the scattering amplitude, the ﬁne structure function (see Section 3.3.2) can be interpreted
in terms of spherical wave photoelectron diﬀraction from the surrounding structure [Sor+94;
FWC98] through the so-called EXAFS-equation (for single scattering):
χ˜
f ′′s
(ke) =
N∑
j
S20
ker2j
∣∣f ej (ke)∣∣ ei(2kerj+φej(ke)+2δc(ke))e−2σ2j k2e e−2rj/Λ(k2e ). (A.1)
Here, j denotes a certain scattering path each described by an eﬀective length rj , an eﬀective
Debye-Waller factor σj and the photoelectron scattering amplitude described by (|f ej |, φej).
The additional phase shift δc stems from the absorbing atom and is equal for all paths.
Furthermore, Λ takes account of limited mean free path and core hole lifetime, and S0 is a
scaling factor. The wavenumber of the photoelectron is calculated based on the de Broglie
wavelength from the energy surplus with respect to the edge energy E0 as
ke =
√
2m (E − E0). (A.2)
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A.1.1. Comparison with density functional theory calculations
In Section 4.2.2, the atomic structure of migration induced, ﬁeld-stabilized, polar (MFP)
(MFP) phase, that forms under incluence of an electric ﬁeld, has been determined. The
results were obained for a ﬁxed value of strain ∆c/c = 0.15 %. To compare the obtained
atomic displacements for the MFP phase with theory, electronic structure calculations using
density functional theory (DFT) have been performed. The eﬀects caused by the external
electric ﬁeld have been emulated by imposing relative atomic displacements ∆z/c of titanium
and oxygen in ﬁeld direction as they were experimentally found for the MFP phase according
to Table 4.3. This was followed by geometrical relaxation of the MFP unit cell size yielding
its strain as well as its polarization. The results are given in Table A.1. The technical details
of the DFT simulations include
• software package: VASP [KF96],
• projector-augmented wave (PAW) technique for electronic structure calculations [KJ99],
• PBE parameterization [PBE96],
• total energies have converged better than 10−10 eV,
• maximum kinetic energy of 450 eV for the plane-wave basis set,
• Γ-centered 12× 12× 12 Monkhorst-Pack k-point meshes with spacings less than 0.02×
2piÅ−1
For the evaluation of strain, relative atomic positions were kept ﬁxed and the cell geometry
was relaxed within the space group to forces less than 10−5 eV/Å. The change in polarization
has been assessed within the framework of Berry-phase treatment [KV93]. The strain obtained
Tab. A.1.: Changes in lattice parameters for the MFP phase obtained by means of DFT after imposing
relative atomic displacements as found in the experiment (see Table 4.3). Strain parameters including
Poisson's ratio ν, as well as electronic (∆pelec) and ionic (∆pion) dipole moment per unit cell caused by
the atomic displacements are presented.
a (Å) c (Å) ∆a/a ∆c/c ν ∆pion (eÅ) ∆pelec (eÅ) ∆ptot (eÅ)
STO 3.947261 3.947261 - - - - - -
MFP 3.945461 3.955710 -0.0456% 0.2136% 0.214 -0.508 0.940 0.432
by energy minimization is slightly larger but still close to the measured value of 0.15 %. This
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can be explained, e. g., with the elastic interaction of the MFP phase with the bulk. The
Poisson's ratio is not aﬀected by this interaction and even better matches the values that
were observed before in [Han+13].
A.2. Hydrogen jumps in RbH2PO4
In RDP, rubidium occupies a Wyckoﬀ site with symmetry 4¯. As a consequence, the second(
DαβRb
)
and third
(
IαβγRb
)
rank tensors take the form:
DαβRb =

DxxRb 0 0
0 DxxRb 0
0 0 DzzRb
 ,
IαβγRb =

0 0 IxzxRb
0 0 IyzxRb
IzxxRb I
zyx
Rb 0

︸ ︷︷ ︸
γ=x
,

0 0 IyzxRb
0 0 −IxzxRb
IzyxRb −IzxxRb 0

︸ ︷︷ ︸
γ=y
,

IzxxRb I
yzx
Rb 0
IyzxRb −IzxxRb 0
0 0 0

︸ ︷︷ ︸
γ=z
,
where γ denotes the wavevector component and α, β correspond to polarization vector com-
ponents of incoming and scattered x-ray beam, respectively.
%pylab inline
import pyasf
import sympy as sp
struct = pyasf.unit_cell(186) # corresponds to P63 m c
Setting up space group 186...
Hexagonal
z_N = sp.Symbol("z_N", real=True, positive=True) # variable for z position of nitrogen
struct.metric_tensor # shows hexagonal metric of GaN
Matrix([
[ a**2, -a**2/2, 0],
[-a**2/2, a**2, 0],
[ 0, 0, c**2]])
struct.add_atom("Ga1", ["1/3","2/3",0], isotropic=False, charge=3)
struct.add_atom("N1", ["1/3","2/3",z_N])
struct.subs[z_N] = 0.337 # provide numeric values in .subs
struct.subs[struct.a] = 3.181
struct.subs[struct.c] = 5.184
struct.AU_positions # asymmetric unit
{’Ga1’: array([1/3, 2/3, 0], dtype=object),
’N1’: array([1/3, 2/3, z_N], dtype=object)}
struct.U["Ga1"] # atomic displacement parameters
Matrix([
[U_Ga1_11, U_Ga1_12, U_Ga1_13],
[U_Ga1_12, U_Ga1_22, U_Ga1_23],
[U_Ga1_13, U_Ga1_23, U_Ga1_33]])
struct.get_tensor_symmetry() # based on space group generators
struct.build_unit_cell() # produce all equivalent atoms of the orbit
struct.U["Ga1"] # after application of symmetry
Matrix([
[ U_Ga1_22, U_Ga1_22/2, 0],
[U_Ga1_22/2, U_Ga1_22, 0],
[ 0, 0, U_Ga1_33]])
struct.positions["N1"] # Orbit of nitrogen
[array([1/3, 2/3, z_N], dtype=object),
array([2/3, 1/3, z_N + 1/2], dtype=object)]
struct.calc_structure_factor((2,2,2)) # calculates up to rank 3 but only returns scalar
2*f_Ga1_0*exp(-32*pi**2*U_Ga1_22/a**2 - 8*pi**2*U_Ga1_33/c**2)
+ f_N*exp(2*I*pi*(2*z_N + 2))*exp(-32*pi**2*U_N1_22/a**2 - 8*pi**2*U_N1_33/c**2)
+ f_N*exp(2*I*pi*(2*z_N + 3))*exp(-32*pi**2*U_N1_22/a**2 - 8*pi**2*U_N1_33/c**2)
print struct.F_DD.shape, struct.F_DQin.shape # shapes of higher orders (long expressions)
(3, 3) (3, 3, 3)
"""
doing numeric evaluation using table values from rexs package
(neglecting debye waller factor)
"""
# define energy range in eV
Energy = np.linspace(10000,11000,1001)
F1 = struct.DAFS(Energy, (2,2,2), Temp=False, table="Sasaki")
F2 = struct.DAFS(Energy, (4,4,4), Temp=False, table="Sasaki")
plt.semilogy(Energy, abs(F1)**2)
plt.semilogy(Energy, abs(F2)**2)
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Fig. A.2.: (See Section 4.2.2) Calculated energy dependencies near resonant suppression of diﬀraction
(RSD) for the 007 reﬂection of diﬀerent structure entries of the Inorganic Crystal Structure Database
(ICSD) [M H04] that correspond to SrTiO3 at room temperature. One can see diﬀerent predictions one
of them lying near the measured curve. The strong diﬀerences motivated a reﬁnement of the anisotropic
Debye-Waller Factors that are diﬀerent for each entry.
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Fig. A.3.: (See Section 4.2.2) Grazing incidence x-ray absorption near edge spectroscopy (XANES)
measurements on the anode side of the SrTiO3 single crystal in the titanium pre-edge region during
forming of the MFP phase (changing voltage from −1000 V to 1000 V). Slight changes can be seen: a
small edge shift of ≈ 1 eV and additional density between peaks B and C1.
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Abbreviations
AAS anisotropy in anomalous scattering . 8, 10, 13, 116, 117
ADP atomic displacement parameter. 91, 93, 95, 96
AFM atomic force microscopy . 80, 83, 84
BTO barium titanate BaTiO3. 55, 57, 58, 7983, 87
COD Crystallography Open Database. 99, 100
DAFS diﬀraction anomalous ﬁne structure. 7, 9, 13, 21, 36, 51, 53, 55, 57, 5962, 6567,
6975, 77, 115117
DESY Deutsches Elektronen-Synchrotron. 69, 108
DFT density functional theory . 103, 111, 120
DWBA distorted wave Born approximation. 27
ESRF European Synchrotron Radiation Facility. 83, 90
EXAFS extended XAFS . 36, 48, 49, 68, 69, 72, 73, 77, 91, 117, 119
FTIR fourier transform infrared spectroscopy . 68
ICSD Inorganic Crystal Structure Database. 123
KDP KH2PO4. 104, 106, 113
KK Kramers-Kronig. 25, 5257, 66, 74
126 Abbreviations
LDR logarithmic dispersion relations. 7, 55, 57, 58
LHT Layered Hydrazinium Titanate. 6871, 73, 76, 77
LSMO lanthanum strontium manganite. 82
MAD multi-wavelength anomalous dispersion. 13
MFP migration induced, ﬁeld-stabilized, polar . 87, 90, 9498, 120
MSKK multiply subtractive Kramers-Kronig . 25
MSU Moscow State University . 110, 111
PDI point defect induced . 103, 107, 110113
PFM piezoresponse force microscopy . 80, 83
PLD pulsed laser deposition. 80
PSD position sensitive detector. 63, 74
RDP rubidium dihydrogen phosphate RbH2PO4. 104, 117, 121
REXS resonant elastic x-ray scattering . 17
RMS resonant magnetic scattering . 13
RXD resonant x-ray diﬀraction. 12, 14, 15, 19, 43, 45, 47, 51, 55, 59, 60, 69, 70, 73, 7981,
97, 100, 115
SEM scanning electron microscopy . 80
STO strontium titanate SrTiO3. 8791, 94, 97100
TMI thermal motion induced . 103, 104, 107, 110113
Abbreviations 127
XAFS x-ray absorption ﬁne structure. 19, 21, 36, 51, 5961, 65, 70, 71, 94
XANES x-ray absorption near edge spectroscopy . 68, 69, 71, 72, 94, 123
XRD x-ray diﬀraction. 61, 63
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Nomenclature
A vector potential of the x-ray radiation.
A0 ﬁeld amplitude of the incoming photon.
α angle between incoming beam and sample surface (if not index).
β angle between scattered beam and sample surface (if not index).
c vacuum speed of light.
χ˜ ﬁne structure function.
d thickness of the sample.
e elementary charge.
Eξ energy of state |ξ〉.
ε polarization vector of the photon.
f scattering factor or scattering amplitude of an atom.
f ′, f ′′ real and imaginary part of the resonant dispersion correction to the scattering factor.
F complex structure amplitude.
Γ level width of the core electron.
~ reduced Planck constant.
I intensity of the scattered x-ray beam.
I0 intensity of the incoming x-ray beam.
k wave-vector of the photon.
k magnitude of the wave-vector k = |k|.
K wavevector transfer or scattering vector: K = k− k′.
m electron mass.
hi = (h, k, l) Miller indices.
µ linear absorption coeﬃcient.
ω angular frequency of the photon.
p momentum of the electron.
r position vector (e. g. of an atom).
σint integral scattering cross section.
130 Nomenclature
θB Bragg angle: angle between lattice planes and x-ray beams.
u atomic displacement vector, r = r0 + u.
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