ABSTRACT Existing belief space motion planning methods are not efficient for underwater robots that are subject to spatially varying motion and sensing uncertainties arising from the non-uniform current disturbances and landmark populations, respectively. Based on a closed-loop stochastic control framework, we propose a fast Gaussian belief space planning approach for coupled optimization of trajectory, localization and control, resulting in a non-linear programming problem (NLP). In particular, as opposed to advancing the covariance by a Kalman filter in the existing literature, we utilize an upper bound of the trace propagation of the covariance, thereby avoiding to solve Riccati equations and thus, reducing the computational complexity. The NLP is then efficiently solved by sequential quadratic programming based on the initial solutions obtained from RRT-connect. These initials lie in multiple homotopy classes guaranteed by H-signature discrimination, leading to global optimality with probability one as the number of samples in RRT-connect goes to infinity. Numerical simulations on holonomic and non-holonomic autonomous underwater vehicles (AUVs) and an Intervention-AUV with a manipulator in cluttered underwater environments demonstrate that optimal and collision-free trajectories with low localization uncertainty are obtained efficiently.
I. INTRODUCTION
Unmanned underwater vehicles (UUVs) include autonomous underwater vehicles (AUVs) and non-autonomous remotely operated underwater vehicles (ROVs) -controlled and powered from the surface by an operator/pilot via an umbilical or using remote control [1] . These vehicles are a crucial part of oceanic exploration and exploitation. With applications in underwater environment mapping, surveillance, and oceanographic data collection (e.g., biological and chemical) [2] - [4] , underwater robots are required to autonomously execute increasingly complicated tasks in uncertain underwater environments. In recent years, the development of underwater perception and navigation technologies, such as sonar, cameras, and USBL (underwater ultra-short baseline), also made it possible to develop more intelligent and autonomous
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ROVs [5] , [6] . In addition to autonomously moving in various underwater environments, Intervention-AUVs (I-AUVs) equipped with multi-degree of freedom (DOF) manipulators can perform complex intervention tasks such as construction, rescue and salvage [7] , [8] .
For a given task of AUVs, other than perception and control, path/motion planning, which solves an optimal trajectory that connects the start and goal configuration while satisfying problem-specific requirements such as the shortest path or time and low-energy consumption, is a critical part of task execution [9] , [10] . In the past decades, as a fundamental research topic in robotics, many crucial breakthroughs in feasibility and optimality have made the solutions of motion planning algorithms largely practical for various tasks. Most motion planners assume that a robot's motion and observation are perfectly predictable and deterministic, without considering uncertainties resulting from noisy actuators, sensors, and other unmodeled noise. Solutions based on these assumptions in real-world environments may result in collisions and task execution failures.
For underwater robots, uncertainties typically originate from three sources: (i) motion uncertainty arising from imprecise system modeling, noisy actuators and disturbance of water flow; (ii) sensing uncertainty arising from noisy sensor measurements; (iii) map uncertainty arising from uncertain or dynamic obstacles in the work space. In this study, we mainly handle the first two uncertainties. Considering the temporal-spatial variability of water flow, the motion uncertainty in this work is simplified as a spatially varying process noise. The sensing noise of underwater positioning sensors, such as USBL and cameras, also processes features that vary with spatial distribution, which depends on the deployment and distribution of transceivers and responders or the landmark populations. Therefore, in this work, we solve the problem of AUV motion planning with spatially varying motion and observation uncertainties in cluttered underwater environments.
In the presence of uncertainty, the state of the robot is indeterminant, as opposed to using a determinant value for decision making, and the state can be described by a probability distribution known as belief [11] . Planning under uncertainty generally can be formulated as partially observable Markov decision processes (POMDPs) [12] . The solution of planning problem is in a belief space rather than a configuration (or state) space. However, due to the computational complexity (the curse of history and dimensionality), stateof-the-art POMDP solvers can solve only small-scale discrete state problems and are intractable for continuous state-space problems. In recent years, to make the planning problem tractable, many studies have explored transforming deterministic space planning methods into belief space [13] - [15] .
In this work, Based on the Linear Quadratic Gaussian (LQG) control framework, we propose a fast Gaussian belief space planning approach for AUVs under spatially varying motion and observation noise. As opposed to the decoupled design of trajectory and controller, to solve an optimal trajectory (with low localization uncertainty, being collisionfree, etc.), we adopt a coupled optimization of the trajectory, localization and control based on the separation principle of LQG. Then the motion planning problem in belief space is formulated as a non-linear programming (NLP) problem, as shown in section IV-B. However, to obtain an optimal solution in a short time, there can be two issues.
The first issue is how to solve an optimal solution with NLP solvers such as sequential quadratic programming (SQP). The solution is sensitive to the initial value of the solver. To obtain an optimal solution of the NLP problem, we use RRTconnect [16] and the H-signature classification method [17] to find multiple initial trajectories from different homotopy classes and then select a near-optimal solution among all solutions based on different initials as the nominal trajectory of the feedback controller.
The second issue is how to reduce the computational complexity of the NLP problem produced by matrix multiplication and inversion in Kalman filter (KF)-based belief propagation process. For uncertainty minimization in the NLP problem, general state estimation in LQG and its variants is based on the KF or extended Kalman filter (EKF), and beliefs are parameterized in terms of mean states and covariances [18] . However, discrete covariance or belief propagation accounts for a large amount of the computational cost for nominal trajectory optimization [18] , [19] . In our method, to reduce this cost, we use the upper bound of the trace of the covariance matrix as the metric of state uncertainty, which is a continuous scalar function, as shown in section IV-A.
We evaluate our approaches on three types of underwater robots: a holonomic AUV [20] , a torpedo-shaped nonholonomic Sparus II AUV shown in [21] , and an I-AUV with 3-DOF manipulator [22] . Computational complexity analysis and numerical simulation results show that in cluttered environments with various spatially varying motion or observation noise, our method requires less computation than other approaches.
Outline: In the next section, we discuss the most relevant prior works on belief motion planning and its applications in AUVs. Section III provides the problem of belief space motion planning based on stochastic optimal control. Section IV describes the framework of our solution. Section V shows results and comparisons of numerical simulations. Finally, Section VI gives the conclusions of this paper and presents future work.
II. RELATED WORK
In the research field of AUV task execution under uncertainties, many studies focus on robust control [23] - [25] , while only a few works consider uncertainties in the motion planning phase [26] - [28] . However, a substantial body of work has addressed uncertainty in motion planning, which can be applied to AUV trajectory planning.
The first class includes general POMDP solvers, which provide a principled mathematical framework for planning under uncertainty. The advantages of these solvers are that they are model-free and distribution-free. They do not limit the forms of dynamics and sensing model and probability distributions of the robot states. However, they are known to be of extreme complexity, and can only be directly applied to problems with small and low-dimensional state spaces [12] . Point-based POMDP solvers, such as [29] - [31] , have increased the size of problems that can be solved by POMDPs. However, they do not handle continuous state, control, and observation spaces. Based on the Gaussian distribution assumption, the approaches in [19] , [32] provide locally optimal solution for continuous POMDPs in a Gaussian belief space. As presented in the authors' analyses in those works, those methods still have high computational complexity for complex systems or issues with high-dimensional state spaces.
The second class includes sampling-based methods. In systems without uncertainty, sampling-based motion planning methods, such as graph-based probabilistic roadmap methods (PRMs), tree-based planners rapidly-exploring randomized trees (RRTs), and their variants, are the most popular planners. The most intuitive method for planning under uncertainty is directly changing the sampling space into a belief space. However, there are two main challenges arising from uncertainty. The first challenge is how to ensure the reachability between the nodes in a graph. The second challenge is that the cost of each edge is not independent, which violates the independence assumption in sampling-based methods. Although the feedback-based information roadmap (FIRM) proposed in [13] provides a solution framework for belief space sampling, that method requires time-consuming offline graph construction and a large number of sample nodes to obtain an optimal solution.
A third class formulates the belief planning problem as an optimal control or a stochastic control problem. To simplify the POMDP problem, as used in this work, most approaches constrain the problem in the LQG framework. One intuitive approach is decoupling the trajectory optimization and control. As shown in [14] , the trajectory search is in a deterministic space with an RRT-like planner and then selects an optimal trajectory with the best LQG control performance. Rather than generating random paths, the belief trees proposed in [33] solves for a globally optimal solution by utilizing an RRT*-like pruning strategy and constructing a belief tree. Belief space iLQR [18] and B-LQR [34] solve a locally optimal solution based on the gradient descent optimization method by using the decoupled process in an iterative manner. As in our work, they also take state-dependent motion and observation noise into consideration. However, the computational complexity is higher because the optimization dimension (n + n 2 ) includes the state and covariance, and the solution is locally optimal.
A fourth class is based on the coupled design of trajectory and control such as MLO [15] and T-LQG [35] . MLO solves for the optimal trajectory in the belief space with the maximum likelihood observation assumption and then tracks the trajectory with LQR control. T-LQG optimizes the trajectory in state space and solves for a locally optimal trajectory, which reduces the computational complexity compared with methods in a covariance augmented space. In these works, the cost of uncertainty is generally denoted by a function of the covariance, and Ricatti equations are solved at every step. Our approach reduces this computational complexity by utilizing an upper bound function of the covariance.
III. PROBLEM DEFINITION A. CONTINUOUS-TIME SYSTEM MODEL
In this work, the general POMDP problem is formulated as a stochastic optimal control problem. Consider the following stochastic dynamic model:
where x t denotes the system state, initialized from x 0 ∼ N (x 0 , P 0 ), and ω t and ν t are stochastic disturbances (isotropic noise). For white-noise processes,
The matrices Q and R represent the power spectral density (PSD matrices) and δ denotes the Dirac delta function. We also assume that the noise vectors are mutually independent E[ω t ν T τ ] = 0. The noise G(x t ) · ω t and F(x t ) · ν t denote the spatially varying motion and observation noise distributions as in [18] . We assume that the motion disturbance G(x t ) · ω t stands for a lumped uncertainty arising from model parameters uncertainty and external disturbance.
In our work, the state of the motion model depends on the specific AUV, which may include the position, attitude and configuration of the manipulators of the I-AUV. Detailed definitions of an AUV models are presented in section V. For the observation model, we assume that visual sensors, underwater-GPS (USBL), IMU, pressure sensors and angle encoders are mounted at the appropriate positions of the robot, which provide the measurement of the base position, attitude and manipulator configuration [5] , [6] .
B. PLANNING BASED ON MULTIPLE RESOLUTION PROCESSES
The continuous-time system in Eq. (1) can be discretized into a discrete system with discrete time interval dT . The task of motion planning is to obtain a sequence of control actions u 0:K −1 . To solve the belief space planning problem efficiently, as shown in Fig. 1 , there are four resolutions for different processes: trajectory and control are parameterized at the same resolution ( t τ = t u = dT ), and KF and collision checking are performed at a denser resolution ( t KF = ω · dT , t obst = ω 1 · dT , and ω, ω 1 < 1). For a fixed planning time T , the discrete planning horizon is K = T /dT . Smaller dT will increase the optimization dimension of the planning problem. Generally, an AUV is a slow dynamic system; therefore, the trajectory planning can be processed at a slow rate.
To estimate the belief of the state on a trajectory, discretetime covariance update and continuous-time solvers (such as the Runge-Kutta-Merson algorithm) iteratively calculate the trace of covariance at each sampling time k t KF (0 ≤ k ≤
T t KF
). Considering the equivalence between continuousand discrete-time KFs, the state and covariance propagation should proceed in a small time interval. The measurement VOLUME 7, 2019 frequency of the sensors (such as cameras) can be 10 Hz, 100 Hz or higher, which guarantees that the filtering process works at high-resolution. The equivalence transformation functions are given in Appendix -C, and in section V-A, we provide detailed simulations about the equivalence.
Trajectory optimization is based on the gradient descent method. A small sample time for KF makes the cost function and optimized trajectory smoother.
To guarantee that the trajectory is collision free, a collision check should also be performed in a small discrete time t obst .
C. DISCRETIZATION OF CONTINUOUS MODEL
We first linearize the AUV system and then formulate a linear quadratic Gaussian system. Let an nominal control sequence be denoted by {u
Linearization of the nonlinear motion models in Eq. (1) in discrete time with respect to the nominal control and state sequence yields
t are the state, control and observation error, respectively.The matrices in the model are the corresponding Jacobian matrices around the nominal trajectory {u
D. STOCHASTIC OPTIMAL CONTROL
As shown in Eq. (1), due to the partial or noisy observations and lack of an accurate motion model, it might be difficult to obtain an accurate AUV state, resulting in localization uncertainty. Therefore, the trajectory planning problem is built in a belief space. The Belief b[x t ] ∈ B is the conditional distribution of x t and is represented by a Gaussian in a belief space B [11] :
where
is a belief propagation function. In this work, given the assumption of Gaussian noise, the belief can be denoted by the mean and covariance, and the propagation of belief can be based on the filtering method (such as the KF). In the remainder of this paper, let
The purpose of this work is to solve the following stochastic control problem:
Given the initial belief b 0 , the goal belief b K , and constraints on b t and u t , find the optimal control policy π t : B → U for all 0 ≤ t ≤ K that minimizes the objective function J π :
where c π t is the instant cost at timestep t, which could be a measure of the state uncertainty, control effort and/or obstacle cost; c π K denotes the terminal belief state cost; g i (b f , u t ) denotes constraints on the belief and control such as workspace and actuator force limits; and the index K is the terminal timestep and is fixed, but it could also be a variable to be optimized [36] , [37] .
IV. GAUSSIAN BELIEF SPACE PLANNING AND CONTROL
As shown in Fig. 2 , our framework includes mainly nominal trajectory planning, feedback control and replanning. We restrict the optimal control policy of Problem 1 in the LQG framework, which provides an optimal control policy for linearized systems with Gaussian disturbance. For a partial observation system, LQG consists of a state estimator and LQR controller based on the separation principle. Therefore, the cost of the stochastic control problem is divided into estimation and control costs. In the estimation stage, to reduce the estimator error and control effort, we define the quadratic form of the estimation cost:
wherex = x −x is the estimator error, and W x t and W u t are positive-definite weight matrices. The estimated state x t can be obtained by filtering methods. As shown in [35] , the estimation cost can also be approximated by the nominal belief, which depends on the underlying nominal trajectory
Define P
as the covariance of the nominal belief along the nominal trajectory. Then the first part of the cost in Eq. (6) can be rewritten as
In [35] , the evolution of P + b p t is given by recursive Riccati equations independent of the observations but as a function of the trajectory itself. Instead of using the trace of covariance matrix as the uncertainty metric, to reduce the computational complexity, we propose replacing it with its upper bound, and we reformulate the optimal state estimation problem as an NLP problem in section IV-B.
In the next subsections, section IV-A gives the covariance upper bound that we applied. Corresponding to the nominal trajectory cost in Eq. (6), section IV-B describes the new trajectory planning problem based on upper bound and multiple resolution processes. Section IV-C shows our NLP solver for the planning problem based on a homotopy class constrained initial search and SQP. Section IV-D defines the LQR-based feedback controller for the nominal trajectory following. Section IV-E describes how to guarantee the stability of closed-loop system. Section IV-F defines the replanning criterion. Finally, we provide a simple computational complexity analysis of our solution framework.
A. UPPER BOUND OF THE COVARIANCE MATRIX
For the continuous model in Eq. (1), the linearized notation is:ẋ
where superscript c is used to distinguish the matrices of the discrete model in Eq. (2), and the matrices in this model are obtained by expanding the model of Eq. (1) 
Based on the theory of logarithmic norms (for matrix A, µ(A) = 1 2 λ max (A + A T ))), eigenvalue inequalities (for matrices A, B, λ min (A)tr(B) ≤ tr(AB) ≤ λ max (A)tr(B)), and Jensen's inequality, we obtained the following inequation:
where M is the largest eigenvalue of system matrix A t . The proofs in [38] show that the inequalities of solutions of differential equations can be deduced from differential inequalities (∂ t x t ≤ ∂ t y t implies x t ≤ y t ). Therefore, the solution of the right-hand side of Eq. (9) will be the upper bound of tr(P t ), denoted as tr(P t ) UB , where the subscript UB stands for upper bound. We use the maximum values of G t and F t as invariant spatially varying noises in t u time in Fig. 1 , which are denoted by G and F. According to the scalar Riccati differential equations as shown in Appendix -A, the upper bound is
The upper bound of the trace of the covariance defined in Eq. (10) is a continuous function. It can be easily discretized into any resolution and avoids recursively solving Riccati equations.
B. PLANNING PROBLEM BASED ON UPPER BOUND
Suppose that the time for a robot moving from the start position to the goal position is T . Based on the resolution settings in Fig. 1 , the underlying optimal trajectory is parameterized by K = T dT segments. In each segment, the belief propagation rate is δ = 1 t KF . We assume that the control in one segment is a constant value and that the trajectory in this period will be a straight line. Another form of the trajectory (spline curve and polynomial trajectory) can also be adapted to this problem formulation. Therefore, based on the upper bound and multiresolution assumptions, we reformulate the cost in Eq. (6) and define the following planning problem:
Given an initial belief b 0 , goal state x g , its tolerance r g , and obstacle definition O obstacle , we obtained the following NLP problem:
where w 1 , W u t and w 2 are positive-definite weight values. The first constraint in Eq. (12) is the upper bound of the trace of covariance matrix as defined in Eq. (10); the second and third equations are the initial condition and motion constraint; and the last two constraints are for confining the state and control to within their limits.
As opposed to using hard constraint on the collision avoidance, we apply a soft strategy by using an obstacle cost term C obs as shown in the objective function in equation (12) . To define this cost, we use a sphere bounding strategy for the AUVs geometry description [39] , [40] . Let S j (j = 1, . . . M ) stand for the spheres we defined, the center and radius of the sphere are (x j , y j , z j ) and R j , respectively. For each trajectory and state, we have the following definition of the collision cost functional C obs and cost function c(d):
where ε is the safety threshold and d is the distance from the center of S j to the nearest obstacle surface. In this work, the state of the robot has Gaussian uncertainty. To guarantee the safety of motion and avoid collision at the 99% confidence level, the distance d is amplified to d = d + 2 × 3.3682 × λ 1 ( ), where λ 1 is the major axis of the 99% confidence ellipsoid [41] .
C. PLANNING NOMINAL TRAJECTORIES 1) HOMOTOPY CONSTRAINED INITIAL TRAJECTORY SEARCH
The solution of the NLP problem is sensitive to the initial values. To obtain an optimal solution, we propose to generate multiple initial trajectories belonging to different homotopy classes and then select the optimal trajectory with respect to the cost function defined in Eq. (12) . For real-time system deployment, this process can be performed in a parallel manner using a multicore processor. The computational cost of separating the configuration space and solving one trajectory in every homotopy class is very high. Therefore, we use the fast random search method and then select multiple paths belonging to different classes. To find multiple initial trajectories, two steps are performed: 1. find a collision-free trajectory and 2. check whether it belongs to a new homotopy class.
For the first step, we use RRT-connect as the collision-free path planner. By running multiple times, a number of random paths are generated. RRT-connect generates one path in a very short time without considering the optimality. We reconnected the RRT-connect path by reducing the length of the path. A path is then represented by the set of waypoints composing a rewired path.
For homotopy class checking, we use H(τ ) proposed in [17] as the H -signature of a trajectory τ .
. . .
where S i denotes the skeletons of the i − th obstacle, x is the point on S i and r denotes a position on the path. As an example in Fig. 3 , paths τ 1 and τ 3 belong to the same homotopy class, where H(τ 1 ) = H(τ 3 ) = H(τ 2 ). For real-time system deployment, trajectory planning can be processed in a parallel manner with respect to the sampled initials.
2) SQP FOR NLP PROBLEM
In this paper, we use SQP as the solver, which is one of the most effective approaches for constrained NLP problems [42] and provides a locally optimal solution. Homotopy class constrained initial trajectory search generate a set of trajectories {τ 1 , τ 2 , · · · , τ N }. Then, we solve the NLP problem defined in Eq. (12) with those initials. Finally, a near-optimal solution {u * 0:K −1 , x * 0:K } is obtained by comparing the cost function values of the locally optimal solutions.
In our parameter settings, to guarantee safety, the weight of the collision cost must be higher than that of other costs. For faster and more optimal optimization, a dynamic weight scheduling process also can be applied in practical applications [39] .
D. LQR FEEDBACK CONTROLLER
Solution of Problem 2 is a nominal trajectory with the consideration of estimation performance, control effort and collision avoidance. The feedback controller is designed for the trajectory tracking control. In this stage, based on the separation principle, we use LQG as the feedback controller, which has a control law similar to LQR. First, the system will be linearized around the optimized nominal trajectory {u * 0:K −1 , x * 0:K } based on Eq. (2). Then we define the following control cost:
where W u t and W x t are the weight matrices andx t is the estimated state obtained with the KF.
Then we obtain the optimal linear feedback control policỹ
The feedback gain L t is defined by:
where A * t and B * t are linearized system matrices, and P f t is solved via backward iteration with the terminal condition P f K = W x t = w 1 · I:
E. CLOSED LOOP SYSTEM STABILITY ANALYSIS
Although the limitation of nominal control u * t is considered in planning stage (the last constraint in Eq. (12)), the feedback control u t in Eq. (17) may moves in and out of control saturation. Therefore, the stability of the closed-loop system must be guaranteed under control saturation. When control saturation happens, we use
as the feedback control, which means that the control will equal to saturation value when u t in Eq. (17) moves in or out of saturation. For linear time-invariant closed-loop LQG control system with system parameters A, B, G, H, F (Eq. (7)), state estimation gain K (Eq. (29)) and feedback control gain L (Eq. (17)), the closed-loop system model can be rewrote as:
Taking Laplace transformation, we obtain
= −C(s)Z(s) + W(s)(U (s) − U(s)).
This equation can be denoted by the block diagram in Fig. 4 .
Based on the the small-gain theorem [43] , if the H ∞ norm M ∞ < 1, the stability of the close-loop system can be ensured, where M = W − GC, and G is the system transfer function of linear system (Eq. (7)) in frequency domain. This criteria is a guidance of the controller parameters setting in Eq. (16). 
F. REPLANNING PROCESS
In this work, we assume a linear stochastic system with Gaussian disturbance. We first obtain an trajectory with optimal estimation performance, and then use an optimal controller for the trajectory tracking. However, the trajectory tracking result based on this controller may deviate from the nominal trajectory during real-time trajectory tracking due to the linearization error and un-modeled noise (nonGaussian diturbance, system model parameters error, unpredicted or unknown external disturbances or forces). There are many robust trajectory tracking control methods for underwater robots to guarantee the robustness of the trajectory tracking control under unknown disturbance, such as disturbance-observer-based methods [44] - [46] . In our future work, we will consider how to integrate those robust controllers into the nominal trajectory planning to improve the performance of control.
In our approach, replanning will be performed when the distance between the current belief (b t = N (x t , P t )) and the nominal belief (b * t = N (x * t , P * t )) exceeds the defined threshold (d th ) as shown in Fig. 8(b) . There are many methods for measuring the distance of two probability distributions such as the Bhattacharyya distance, the Kullback-Leibler divergence and the Hellinger distance. In this work, we select the symmetric Bhattacharyya distance as the deviation measurement [47] 
The complete solution framework is shown in Algorithm 1. The first part solves the optimal nominal trajectory and feedback control gains. During task execution, if the deviation exceeds threshold (D b * t ,b t > d th ) or time has run out, replanning will be performed.
G. COMPUTATIONAL COMPLEXITY ANALYSIS
In the motion planning process, the obstacle cost calculation has higher computational complexity than other parts. Therefore, we consider only the computational complexity of the obstacle-free case. Based on the complexity analysis in [18] , [19] , the cost mainly results from the non-linear covariance matrix update. There is a detailed comparison of computational complexity of state-of-the-art belief space motion planners in [35] . The approach proposed in [35] has less computational complexity (O(Kn 3 )) than others. 
Compared with this method, our current formulation reduces the updating process by retrieving the upper bound of the trace of the covariance from the continuous-time function, and we also reduce the optimization dimension of the NLP problem via multiple resolution framework. Therefore our method has lower computational complexity (less than O(Kn 3 )). The convergence rate of the non-linear programming problem defined in (12) is equal to the convergence rate of the optimization method applied. For Newton's method, the converge rate is second-order.
V. SIMULATIONS AND RESULTS
In this section, we test our approach on three types of AUVs, including holonomic AUVs with linear dynamics, torpedoshaped non-holonomic AUVs with non-linear dynamics, and high-dimensional I-AUV navigation. The motion planning scenarios involve motion and observation with state-dependent noise and spatially varying sensing capabilities. The goal of the motion planning task is to obtain a collision-free trajectory with low localization uncertainty in cluttered underwater environments. 
Noimial trajectory planning (problem 1):
Comparison of the trace of covariance matrix solved from the discrete KF and upper bound of the trace of covariance matrix. Parameters: In Eq. (7), the noise weight matrix G t = F t = I. To discretize the system, t τ = t u = t KF = T , T = {1, 0.1, 0.01}. The noise covariance Q t = R t = diag([0.1; 0.1; 0.1]).
FIGURE 6.
Comparison of the trace of covariance matrix solved using the discrete KF and the upper bound of the trace of the covariance matrix. Parameters: In Eq. (7), noise weight matrix F t = I. To discretize the system, t = T , T = {1, 0.1, 0.01}. The noise covariance
In the next subsections, we first show the simulation of the relationship between the covariance and the upper bound. Then we demonstrate and analyze the planning and task execution results (trajectories and computational cost) of three categories of underwater robots in different scenarios. All simulations are conducted in MATLAB2016b on a computer with a 2.8 GHz Intel Core i7-7700HQ CPU.
A. COMPARISON BETWEEN THE COVARIANCE AND UPPER BOUND
We first show the equivalence between trace from discrete covariance updating and the continuous-time upper bound. Consider the following simple three-dimensional linear velocity process model and full state observation model: x t = v t + G t ω t , z t = x t + F t ν t , the system can be discretized with timestep t. As shown in Fig. 5 , we compared the value of the trace of covariance obtained by discrete updating and upper bound updating and showed that the difference is smaller with a small discrete timestep. In this case, the noise is isotropic Gaussian noise, and the solution of the upper bound function is the same as the solution of the differential Riccati equation.
The result in Fig. 6 shows that for non-isotropic noise, the upper bound of the trace covariance is always greater than that of the normal trace; however, they have the same variation trend. To obtain a smooth uncertainty cost, the discrete timestep should be small. However, this will introduce a high of computational cost due to the updating of the Riccati equations.
B. PLANNING UNDER VARIOUS SPATIALLY VARYING NOISE 1) HOLONOMIC AUVS
For general holonomic AUV robots, the kinematics equations can be written asẋ t = v t + G t ω t , z t = x t + F t ν t . The state can be described by the configuration of the vehicle, x = [x, y, z] T , which denotes the position of the robot. For the multiple resolution setting in Fig. 1 , we set t τ = t u = 1, t KF = 0.01, and t obst = 0.5. In underwater environments, the process noise distribution is related to the water flow, and the observation noise is related to the localization sensors. As shown in Fig. 7 and Fig. 8 , the proposed planning method is tested in an obstacle populated environment under various spatially varying processes or observation noise (cases 1, 2, and 3). The noise weights are a function of one (y) or two dimensions (x, y) of the pose of the robot. For all scenarios, the task and parameter settings are shown in the caption of the figures. As clearly shown, the robot always attempts to spend more time in a low-noise area to obtain a better control accuracy or sensor measurement and reduce the state uncertainty.
The approach proposed in this work is based on the separation principle of LQG. However, when we consider the uncertainty of model parameters, the separation principle will be invalid [48] . Therefore, there is no theoretical analysis of the effect of model parameters uncertainty and this uncertainty is not considered in the planning stage. To test the robustness of our approach, in trajectory tracking control stage, we use 10% nominal values of the system model parameters A, B, H in Eq. (2) as the added model parameters uncertainty. As an example shown in Fig. 7(b) , although the tracking result (Execution-Trj-with-model-uncertainty) is not perfect compared with the result without considering model uncertainties (Execution-Trj), the nominal optimal trajectory still can be tracked.
In Fig. 8(a) , the two initial trajectories (Initi-Trj-1 and Initi-Trj-2) solved by RRT-connect belong to two homotopy classes. The optimized trajectories (Trj-UB-1 and Trj-UB-2) are local minimum solutions based on the initials. In task execution, we will select one solution with the minimum cost (Trj-UB-1).
In Fig. 8(b) , Trj-UB illustrates the nominal optimal trajectory. When t = 2s, the Bhattacharyya distance between the current and nominal state exceeds the threshold due to the effect of unmodeled external disturbance. The green dashed curve (Replanned-Trj-UB) denotes the replanned trajectory, and the red dotted curve is the execution trajectory obtained by tracking the replanned trajectory with the feedback control defined in section IV-D.
The average computational time for one nominal trajectory optimization (not including initial trajectories search) and the change in the objective function value are reported in Table 1 . We compared the computational time with the method proposed in [35] , which use a KF to propagate the state belief in the planning stage. In this table, UB denotes the method that we proposed; G t and F t denote whether the system has spatially varying process noise or observation noise. The noise distribution functions are below the figures. Test results show that SQP solver can converge after 30 iterations in most cases. Moreover, the number of iterations of the upper bound-based optimization is less than 30 in most cases. Therefore, for a fair comparison, we restrict the maximum SQP iteration times to 30. As reported in Table 1 , the filtering-based optimization is approximately five times faster than the upper bound-based optimization.
As shown in Fig. 6 , the uncertainty value denoted by the upper bound is higher than the trace of covariance. To compare the performance of optimized trajectory, the uncertainty costs of initial and optimized trajectory in Table 1 are transform into the trace of covariance. The initial cost is the objective function value of a straight-line initial (like the ''Initi-Trj-2'' in Fig. 8(a) ). In all cases, the optimized cost function values are very close, which is consistent with the results shown in Fig. 7 and Fig. 8 (Trj-UB and Trj-KF are very close in each figure) . Therefore, we clearly see that the framework proposed in this work is more efficient. 
2) NON-HOLONOMIC AUVS
The simplified kinematics model of the non-holonomic torpedo-shaped AUV is defined by Under the same uncertainty distribution cases shown in Fig. 7 and 8, Fig. 9 shows the result of one case. The robot spends a substantial amount of time at a location with low noise to reduce the state uncertainty before moving to the goal position. The two trajectories obtained from the KF (yellow curve) and the upper bound-based (green curve) optimization have similar uncertainties. However, as reported in Table 1 , the computational time for planning method based on the KF is almost five times greater than our method for all cases, and the cost function value change shows that the performance of the results is similar.
3) I-AUV
We consider the case of high-dimensional I-AUV systems moving in cluttered underwater environment. As described in our earlier work [22] , the simulated I-AUV is illustrated in Fig. 10 . It has a 3-link manipulator at the top of the base. The I-AUV generalized coordinates are defined as input is the desired velocities u =ẋ. Specifically, the kinematic equations of motion are: Compared with the framework that we proposed in [22] and according to the multiple resolution setting, we reduced the dimensions of the optimization problem with a low control resolution ( t u = 1s). The upper bound function also avoids the Riccati equation updating in t u time. Figs. 10 and 11 show an optimal trajectory of one case. The initial trajectories of the I-AUV are obtained by the methods described in our earlier work [22] . The computational time in Table 1 shows that optimization based on upper bound achieves a lower computational time. Under the same problem settings, method in [22] takes approximately 600s to solve the NLP problem in Fig. 10 . To guarantee a collision-free trajectory for the manipulator of an I-AUV, we set t obst = 0.01s in Fig. 1 ; then, the collision check accounts for most of the computational cost [49] . Therefore, the difference in the computational time for the I-AUV is not obvious; however, it is still 50% faster on average when the upper bound-based optimization is employed. As described in Table 1 , we also simulated other cases, and the advantages of the upper bound-based planning remain.
VI. CONCLUSION AND FUTURE WORK
This paper presented a fast motion planning approach in belief space for underwater robots in cluttered environments. Based on multiple resolution processes and the upper bound of trace of the covariance matrix, we proposed a trajectory planning approach under the LQG framework, which solves a low uncertainty and collision-free trajectory in environments with motion and observation noises. Numerical simulations on three types of underwater robots showed that in various noise scenarios the proposed trajectory optimization approach has lower computational complexity than general LQG-based belief space planning approaches.
In our simulations, we considered only spatially varying Gaussian noise. However, in some cases, it is difficult to directly determine the noise distribution. A more complex process or observation model, such as the feature-based observation model in active simultaneous localization and mapping [50] , will be analyzed in our future work.
Although the nonlinear programming problem defined in our approach can be solved by general solvers, this approach is time consuming compared with convex optimization. In future work, we will attempt to transform the planning problem into a convex problem, which can produce a globally optimal solution.
Our solution speeds up the belief planning in static environments. However, there are many dynamic obstacles in some actual application environments [51] . Extending our approach to dynamic environments will be a future work.
APPENDIX

A. SOLUTION OF SCALAR RICCATI DIFFERENTIAL EQUATIONS
For scaler Riccati equations, we given the following solution [52] : 
Consider the scalar Riccati differential equation
with initial condition x 0 .
Proof: Two solutions for the quadratic equation −ax 2 t + 2bx t + c = 0. 
Suppose that ε t = x t − x + and z t = 1 ε t lead to the (affine) differential equation
the solution to which is
and then
B. DISCRETE TIME RICCATI EQUATION
For the discrete system:
The covariance evolution is
C. EQUIVALENCE OF CONTINUOUS AND DISCRETE KALMAN FILTER 1) THEORETICAL DERIVATIONS OF THE EQUIVALENCE
The continuous model iṡ
For white noise processes, E[ω t ] = 0, E[ω t ω T (τ )] = Q t δ(t − τ ), and E[ν t ] = 0, E[ν t ν T (τ )] = R t δ(t − τ ). The matrices Q t and R t represent the power spectral density (PSD matrices) of the two white noise terms ω t and ν t , respectively. We also assume that the noise vectors are mutually independent E[ω t ν T τ ] = 0. The discrete model is
where W k and V k are white noise sequences.
