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Abstract. Testbeds are a key element in the evaluation of wireless
multi-hop networks. In order to relieve researchers from the hassle of
deploying their own testbeds, remotely controllable testbeds, such as the
FIT/IoT-LAB, are built. However, while the IoT-LAB has a high num-
ber of nodes, they are deployed in constraint areas. This, together with
the complex nature of radio propagation, makes an ad-hoc construction
of multi-hop topologies with a high number of hops difficult. This work
presents a strategic approach to solve this problem and proposes algo-
rithms to generate topologies with desired properties. The implementa-
tion is evaluated for the IoT-LAB testbeds and is provided as open-source
software. The results show that preset topologies of various types can be
built even in dense wireless testbeds.
1 Introduction
The use of testbeds consisting of actual wireless hardware is of major impor-
tance for development and evaluation of algorithms and protocols for wireless
networks. While analytical considerations and simulations come with less initial
investment, they can only partly reproduce the real world. The main reason is
that propagation of radio waves is highly complex and even the most complex
models can only cover parts of the actual mechanisms and are computation-
ally expensive. However, the deployment of wireless hardware comes with a high
effort, especially when targeting large-scale multi-hop networks to be used in ap-
plications such as industrial plants [19,22]. Instead of setting up a new testbed
it is therefore often advisable to resort to existing testbeds that provide conve-
nient remote control interfaces. One popular example is the FIT/IoT-LAB [1]
that consists of multiple wireless network deployments ranging from 41 to 928
nodes of different types. These numbers are sufficient for many experiments.
However, most deployments of the IoT-LAB span a comparatively small area
where every transceiver can reach every other node in one hop, which does not
allow evaluating complex routing algorithms, such as RPL [2], or data link lay-
ers such as IEEE 802.15.4 DSME [13]. The evaluation of such protocols requires
dedicated topologies with specific properties. Furthermore, during debugging,
very specific topologies can be very helpful. One obvious solution is to reduce
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transmission power and receiver sensitivity of the transceivers or to select a sub-
set of nodes to generate more sparsely connected networks. By this approach it
is also possible to setup specific conditions to induce certain phenomena. This
is especially interesting to provoke and debug weaknesses of protocols. Relevant
topology properties include density – to regulate channel utilization and spatial
reuse –, a high number of hops or the (non-)existence of weak or asymmetric
links. Building long chains is interesting to model tunnels [6], grids for potato
fields [14] or tree-like structures for large-scale data collection [17]. The main
contribution of this paper is an approach to construct topologies in existing
sensor network deployments satisfying given conditions for evaluating multi-hop
protocols based on link quality measurements. The focus is on the construction
of subgraphs with uniform density as illustrated in Fig. 1 as well as on tree-like
topologies with specified depth and breadth. The implementation is published as
open-source software [12] to enable other researchers to generate suitable topolo-
gies for their experiments in the testbed of their choice. We present applications
of our method for deployments in the FIT/IoT-LAB.
→
Fig. 1. Construction of an induced subgraph with uniform density.
1.1 Related Work
Building large-scale wireless sensor networks, especially outdoors, is a challeng-
ing task. Successful examples include the Trio Testbed with 557 nodes in an
area of 50000m2 [9] and CitySee [17] with 1196 nodes that build a multi-hop
topology with up to 20 hops. Valuable overviews over the numerous problems
that have to be solved are given in [4] and [14]. Therefore, multiple initiatives
are made to build generic testbeds that can be controlled remotely by researches
all around the world. These includes WISEBED [7], the MoteLab [27] and the
FIT/IoT-LAB [1], providing convenient remote interfaces for software updates
and debugging. Several publications cover channel characterization in the IoT-
LAB [5,26], including work on the applicability of RSSI measurements for local-
ization [11] and with the focus on the repeatability of experiments [21,20]. The
latter covers many aspects relevant for this paper, including transmission power
selection for controlling the density and the selection of quality radio links. For
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this, a strategic approach is important, because the topology has a large impact
on the performance, for example on delivery ratio and energy consumption, as
discussed in [8]. Outside the IoT-LAB, channel characterizations were conducted
for example in complex factory environments [25] and by evaluating the influ-
ence of antenna, mutual alignment and distance on the transmission between
wireless sensor nodes [18]. In the same publication, the influence of transmission
power adjustment is discussed to minimize interferences. The adjustment of the
transmission power for topology control is a broadly studied topic [23,15,24].
The latter also covers homogeneous transmission power adjustment for topol-
ogy control and is therefore similar to the approach in this paper, though the
objective is different.
2 Emulating Channel Conditions
One cornerstone of the proposed approach is the possibility to emulate different
channel conditions by manipulating the transmission power and sensitivity of
the transceivers. The primary node type in the IoT-LAB is the M3 Open Node.
It consists of an ARM Cortex M3, an Atmel AT86RF231 [3], a 2.4GHz chip
antenna and several other peripherals. The transceiver can be configured with an
output power from −17 dBm to 3 dBm and a reception sensitivity from −48 dBm
to −101 dBm. The overall reduction of signal power between two nodes a and
b is denoted as Λa,b in the following. It depends on various losses and gains,
including potential losses between the transceivers and the antennas, the gain of
the antennas, which highly depends on the mutual alignment of the transceivers,
and the path loss, which might also include fading effects, such as multi-path
propagation. For example, given a link with Λa,b = 63 dB, a communication
will be possible for a sensitivity setting of −66 dBm if the transmission power
is chosen to be larger than −3dBm. If the sensitivity is not reduced, reliable
communication is even possible for the lowest transmission power of −17 dBm.
3 Topology Generation Procedure
In this section, the proposed procedure for generating multi-hop topologies is
explained and exemplarily conducted for the Saclay testbed, more specifically
the 12 M3 Open Nodes aligned in a 3x4 grid in the so called Digiteo 2 room.
Compared to the other testbeds of the IoT-LAB it is relatively small and com-
pact, so it allows for better traceability of the results in the following. Full results
for the other testbeds are given in Sect. 4. The general procedure is as follows:
1. Measure Λa,b between every pair of nodes.
2. Estimate the neighborhood graphs depending on the transmission power and
sensitivity setting.
3. By means of these graphs, construct a topology by selecting a subset of the
nodes and appropriate settings.
4. Verify this selection in the real testbed.
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Fig. 2. The distribution of the pairwise RSSI measurements for three nodes. The right
part shows the associated graph of the nodes together with the resulting mean and
standard deviation of the measurements.
3.1 Pairwise Λa,b Measurements
The RSSI is used in the following to estimate Λa,b between each pair of nodes
in the deployments of the IoT-LAB. Please be advised that wireless condi-
tions change rapidly and are hardly reproducible, especially when the conditions
change, such as a window or a door that is opened. Therefore, recent measure-
ments will get better results, but still the topology generation algorithm itself
has to take these fluctuations into account. The measurement is conducted as fol-
lows. Every node repeatedly sends out packets with full transmission power. To
reduce the probability of collisions, random intervals between the transmissions
are chosen and CSMA/CA is used according to the IEEE 802.15.4 standard. Ev-
ery node in the neighborhood where the signal is strong enough to be received,
measures the RSSI of the packet. By subtracting the RSSI from the constant and
known transmission power, we get an estimate for Λa,b between the respective
nodes. This is repeated so that finally every node has sent at least 250 packets.
It is important to measure on the same frequency channel as the one used in the
final experiment. When multiple channels will be used such as in DSME [13],
all relevant channels have to be taken into account. Fig. 2 exemplarily shows
the results for three nodes in the Saclay deployment. The left part of the figure
depicts the distribution of the measured value for every pair of nodes, while the
right part shows the mean and standard deviation of these measurements on the
graph. Fig. 3 shows a histogram over all links between the 12 M3OpenNodes and
in Fig. 4 the losses over the distance between the respective nodes are plotted,
showing only a slight correlation with a correlation coefficient of 0.38. This is
also the reason why generating a topology by picking seemingly fitting nodes in
the map of physical locations rarely works well.
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showing only a slight correlation (cor-
relation coefficient 0.38).
3.2 Neighborhood Graphs
Based on the data from the last section, the existence of usable bidirectional links
for various link budgets can be estimated. An edge is added to the neighborhood
graph if the measured path loss between two nodes for both directions is smaller
than the given link budget. This gives a family G of graphs Gλˆ =
(
V,Eλˆ
)
, with
λˆmin ≤ λˆ ≤ λˆmax and Eλˆ =
{
(a, b) |Λa,b ≤ λˆ ∧ Λb,a ≤ λˆ
}
. Here, λˆmin = 31dB
is the smallest and λˆmax = 104 dB the largest bound that is possible with the
AT86RF231. Fig. 5 shows the resulting graphs G42, G46, G50 and G104 for the
Saclay testbed. Obviously, the number of edges increases with λˆ. G104 is fully
meshed, every node can reach every other node in a single hop. It is also apparent
that there exist good links of long euclidean distance (e.g. 5↔ 12), but also bad
links with small euclidean distance (e.g. 11 ↔ 12). Reasons for this include
nonuniform antenna patterns, obstacles and reflections.
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Fig. 5. Selected graphs from G for the Saclay testbed.
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Fig. 6. The distribution of the node degree over the bound λˆ.
The analysis of these graphs will finally help to decide which transmission
power and which sensitivity should be chosen for a suitable topology for evalu-
ation of multi-hop topologies. One approach to this task is the analysis of the
degrees d(v) of the nodes in the network. In Fig. 6, the distribution of the node
degrees is shown for each λˆ for the Saclay testbed. Beyond λˆ = 56, all nodes
have at least 9 neighbors, while below λˆ = 39, no edges exist. The intermediate
section is the most interesting for our application. For example, in G46, that is
also shown in Fig. 5, one node has only one neighbor, five have 2 neighbors, four
have degree 3 or 4, and for two it is between 5 and 8.
3.3 Construct a Topology with Given Density
The task of this step is to decide for a subset of the nodes that form a topology
suitable for the respective requirements at hand and a bound λˆ, corresponding
to the respective transmission power and sensitivity settings. While different set-
tings per node may be feasible for some scenarios, we choose a homogeneous λˆ to
simplify the final realization and to avoid unexpected effects from heterogeneous
transmission powers. As written in the introduction, the requirements for this
selection can be very diverse. While very dense graphs with few hops can be re-
alized easily by selecting as many nodes as possible and using high transmission
power and sensitivity, the construction of the longest chain of nodes requires
solving a well known NP-complete problem, referred to as induced path [10].
At first we consider topologies with constant node degree c, i.e., every node
has c neighbors. This problem can be formulated and solved by integer linear
programming (ILP). Let x ∈ {0, 1}|V | such that x(u) = 1 if node u is selected
and x(u) = 0 if not. The set of neighbors of node u with a loss at most λˆ is
given by Nu,λˆ =
{
v
∣∣ (u, v) ∈ Eλˆ} . For a given λˆ, the ILP can be formulated as:
maximize
x
∑
u∈V
x(u)
subject to c · x(u) ≤
∑
v ∈Nu,λˆ
x(v) ≤ c+m · (1− x(u)) ,∀u ∈ V.
Here, m = maxw∈V
(∣∣∣Nw,λˆ∣∣∣), so for x(v) = 0 the condition reduces to
0 ≤ ∑v ∈Nu,λˆ x(v) ≤ c + m and therefore always holds, while for x(u) = 1,
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Algorithm 1 Algorithm to construct a leveled subgraph for a given function κ
1: procedure MonitoredBFS(V,E, v0, λˆ,∆)
2: Vsub (0)← {v0}, δ ← 0
3: do
4: Vsub(δ + 1)← {}
5: for all u ∈ Vsub(δ) do
6: for all v ∈ Nu,λˆ do
7: if v /∈ ⋃δ+1i=0 Vsub(i) then
8: if Nv,λˆ+∆ ∩
⋃δ−1
i=0 Vsub(i) = ∅ then
9: Vsub(δ + 1)← Vsub(δ + 1) ∪ {v}
10: δ ← δ + 1
11: while |Vsub(δ)| ≥ κ(δ)
12: Vsub(δ)← {} . remove partially filled layer
13: return (δ − 1, Vsub)
it is equivalent to
∑
v ∈Nu,λˆ = c. This can for example be solved by using the
COIN-OR Cbc [16] solver that is interfaced with the Python PuLP frontend in
our implementation. By iterating over the λˆ, we get a set of (not necessarily
connected) subgraphs and can then select, for example, the largest connected
component from these. Fig. 7 shows a topology for the Saclay testbed that is
generated by this procedure. Also Fig. 1 is the result of applying this technique
to the largest connected component for λˆ = 47dB and c = 3 in the Lille testbed.
3.4 Construct a Tree Topology
For many evaluations, especially for analyzing tree routing techniques such as
RPL, a tree topology with a large depth is useful. The following properties allow
for a versatile, yet easy to compute, construction of such tree topologies.
1. The graph is connected.
2. A node v0 is designated as root, e.g., to serve as a RPL DODAG root.
3. The number of nodes that are reachable from v0 over exactly δ hops, referred
to as breadth in this paper, is at least κ(δ), being a predefined function. For
example, with κ(δ) = δ + 1, the number of nodes per level increases, while
κ(δ) = 1 also allows for linear topologies.
4. There exist no links with a Λa,b ≤ λˆ+∆ that would change the topology if
the conditions change slightly; ∆ is a margin to account for fluctuations.
Algorithm 1 generates a subsets of nodes for given λˆ and v0 that lead to the
largest number δbest of hops towards v0. In the algorithm, Vsub : N0 → P(V )
associates a depth value with the selected nodes of this depth.
Procedure MonitoredBFS is basically a breadth-first search starting from
v0 and thus guarantees requirement 1 and 2. The condition in line 11 monitors
the number of nodes per level and aborts the search when it can not be continued
without violating requirement 3. Finally, line 8 ensures requirement 4 by exclud-
ing nodes that would have been visited earlier when λˆ would have been selected
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Fig. 7. Topology generated by the first
technique with λˆ = 49 dB and c = 3. The
positions do not represent the physical lo-
cations (cf. Fig. 5).
Fig. 8. RPL routing tree for a transmis-
sion power of −17dBm and a sensitivity
of −66dBm. Topology generated by the
second technique.
slightly larger. It has to be noted that this algorithm does not necessarily find
the best possible topology, because it might be possible to generate subgraphs
with a larger depth by removing nodes a priori. Though, this again would lead
to the longest induced path problem. MonitoredBFS is called for all values of
λˆ and all nodes v0 to get a set of subgraphs where we can select, for example,
one of the subgraphs with the largest depth.
Node Reduction Some applications require a large number of nodes, but usu-
ally it is advisable to reduce the size of the network to ease the analysis of a
particular phenomenon as long as the behavior is unchanged. It should also not
be forgotten that the FIT/IoT-LAB is shared with other researchers, so less
nodes means less hindrance for others. Therefore, this section presents an op-
tional procedure to reduce the number of nodes of the previously found subgraph,
while still maintaining the requirements. It basically strips away all nodes that
are not on a path to a higher depth with the additional constraint of maintaining
κ (δ) nodes for depth δ. For a given generated layered subset of nodes Vsub with
associated δ and λˆ, this can again be specified as ILP where we want to
minimize
x
∑
u∈V
x(u)
subject to
∑
u∈Vsub(i)
x(u) ≥ κ(i) ∀1 ≤ i ≤ δ
∀1 ≤ i ≤ δ, ∀u ∈ Vsub(i) :
x(u) ≤
∑
v ∈Vsub(i−1)∩Nu,λˆ
x(v).
3.5 Verification
The output of the algorithm is based on measurements of the pairwise RSSI val-
ues which are fluctuating due to changes in the environment. Therefore, current
measurements are necessary if a high accuracy is required and it is important
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to verify that the found topology in fact fulfills the given requirements before
starting the actual experiment.
For this, we use the RPL TSCH example for the IoT-LAB that is included in
the IoT-LAB Contiki fork. A topology found for the given measurements of the
Saclay testbed and κ(δ) = δ+1 consists of the nodes {4, 5, 7, 8, 10, 12} with root
v0 = 8 for the bound λˆ = 46dB. Due to the constraint size of the testbed, it has
depth δbest = 2. It can for example be achieved by choosing a transmission power
of −17 dBm and a sensitivity of −63 dBm, since−17 dBm− (−63 dBm) = 46dB.
It is, however, important to consider the transition region between perfect
and no reception. Thus, it may be necessary to increase the transmission power
slightly or to improve the sensitivity. For this evaluation, the sensitivity was
improved to −66 dBm. Finally, we get the routing tree by requesting the RPL
parent for each node. This results in the tree shown in Fig. 8 fulfilling the given
requirements.
4 Testbed Comparison
After focusing on the Saclay testbed we consider other testbeds in this section.
Fig. 9 shows the result for applying the second approach to all testbeds. The
larger testbeds, Grenoble and Lille are in fact the only that are not fully meshed
at full transmission power and sensitivity. With the previously stated require-
ments and ∆ = 15, the maximum achievable depth for κ(δ) = δ + 1 according
to the measurements is δbest = 8 when setting λˆ to 74 dB in Grenoble. With a
reduced ∆ = 5, the depth increases to 15, but the topology is less robust. Also,
with κ(δ) = 1 more hops can be achieved. Finally, Fig. 10 shows a resulting RPL
routing tree in the Lille testbed and Fig. 11 depicts the physical positions of the
nodes in this experiment with some links that would not be obvious based on
the locations, demonstrating the benefit of the presented approach.
5 Conclusion
The paper proposes an approach to generate multi-hop topologies in dense wire-
less network testbeds. The well-known fact that in common wireless sensor net-
work settings, the received signal strength only correlates slightly with the dis-
tance can be verified for the FIT/IoT-LAB testbed. This makes it difficult to
handpick reasonable nodes and settings for executing experiments. Therefore,
channel condition measurements are conducted to estimate neighborhood graphs
depending on the transmission power and sensitivity settings. As expected, the
density of the resulting graph decreases with lower transmission power and re-
duced sensitivity.
These measurements form the starting point for a constructive algorithm to
generate tree topologies with a custom minimum number of nodes per depth as
well as an ILP for reducing the number of nodes afterwards. Finally, it is shown
that by the proposed approach the number of hops can be increased significantly
.10 Florian Kauer and Volker Turau
Nodes κ(δ) = δ + 1 κ(δ) = 1
Testbed
(available) ∆ = 15 ∆ = 10 ∆ = 5 ∆ = 15 ∆ = 10 ∆ = 5
δbest 8 13 15 15 37 38Grenoble 364
λˆ 73-74 70 69-73 71 69 61
δbest 5 7 8 8 10 12Lille 229
λˆ 70-74 73-74 64-70 64-74 64-66 67-69
δbest 2 3 4 3 5 9Paris 69
λˆ 46-66 49-53 48-51 46-49 49 48
δbest 2 3 4 3 4 7Strasbourg 63
λˆ 48-74 50-57 49-56 50-53 46-52 51-52
δbest - 2 2 2 2 4Lyon 17
λˆ 54-58 49-63 45-60 45-65 51
δbest - 2 2 2 3 4Saclay 12
λˆ 46 46-51 45-51 46 46
Fig. 9. Maximal achievable depth δ and the associated λˆ range in dB for the different
testbeds of the FIT/IoT-LAB. In Lyon and Saclay, no topologies with at least two hops
are possible for ∆ = 15 and κ (δ) = δ + 1.
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Fig. 11. The tree of Fig. 10 with the physical positions
of the nodes.
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in contrast to the default settings, where - except for Grenoble and Lille - only
single-hop topologies are possible.
The published toolset [12] is a convenient alternative for the conventional map
based node selection in the FIT/IoT-LAB to be used by other researchers. Future
work includes the development of alternative approaches for selecting nodes, for
example to generate topologies appropriate for peer-to-peer experiments. Using
a strategic approach for experiment setup as proposed in this paper helps to get
more significant and meaningful results and to identify weaknesses before the
deployment in real world applications.
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