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Resumen
En este trabajo se muestra la existencia de una cantidad conser-
vada y definida positiva para las perturbaciones lineales con simetr´ıa
axial en el exterior del agujero negro de Schwarzschild con dato inicial
en la regio´n exterior y para tiempos para los cuales la perturbacio´n
gravitacional no haya alcanzado el horizonte de eventos. Utilizando
esta cantidad y otras definidas a partir de ella, se dan cotas para
los para´metros de la perturbacio´n en la regio´n exterior al horizonte
de eventos mediante me´todos de ana´lisis funcional y desigualdades
geome´tricas.
Abstract
We study the existence of conserved quantities for axially symmetric
linear perturbations of the exterior region of the Schwarzschild black
hole, focusing on perturbations that have not reached the event ho-
rizon. Using this conserved quantities, we build bounds for the linear
perturbations with the help of functional analysis and geometrical
inequalities technics.
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1. Introduccio´n
Uno de los problemas abiertos ma´s importantes en Relatividad Ge-
neral es el de demostrar la estabilidad de los agujeros negros. Como
todo problema complejo, es necesario conocerlo con detalle y estudiar
primero sus formas ma´s simples. En este caso, mucho trabajo se invier-
te en comprender y estudiar las perturbaciones lineales de este sistema
f´ısico, las cuales nos permiten atacar el problema con menor dificultad
y ganar intuicio´n en el a´rea. En este trabajo final de licenciatura se co-
menzara´ un estudio acerca de las perturbaciones lineales con simetr´ıa
axial del agujero negro de Schwarzschild, siguiendo en parte el esp´ıritu
de los art´ıculos [1] y [2] en los cuales se realiza una labor similar para
el agujero negro de Kerr extremo. Es importante remarcar que estos
trabajos han servido de gu´ıa y nos hallaremos realizando constantes
comparaciones y comentarios de su contenido.
Para comenzar esta introduccio´n, ser´ıa u´til hacer una aclaracio´n
acerca de a que nos estamos refiriendo con una perturbacio´n lineal de
un espacio-tiempo. Dada una solucio´n particular de las ecuaciones de
Einstein de vac´ıo, por ejemplo la del agujero negro de Schwarzschild,
estudiar una perturbacio´n lineal de dicho espacio-tiempo ser´ıa consi-
derar la evolucio´n y comportamiento de otra solucio´n que se encuentre
“cerca”de la que tenemos como referencia. Ahora, ¿co´mo uno puede
generar alguna correspondencia matema´tica con este concepto de cer-
can´ıa?
Consideremos lo siguiente: dado que las ecuaciones de Einstein de vac´ıo
tienen muchas soluciones, uno podr´ıa construir con ellas una familia
monoparame´trica ψ(λ), de modo que recorriendo distintos valores de
λ uno puede moverse de una solucio´n a otra de forma continua. En
particular, vamos a pensar que ψ(0) es una solucio´n estacionaria de
las ecuaciones de Einstein de vac´ıo. El concepto de perturbacio´n li-
neal surge entonces de considerar un desarrollo de Taylor alrededor de
λ = 0, en el cual las u´nicas cantidades relevantes son:
ψ0 = ψ(λ)
∣∣∣∣
λ=0
, ψ1 =
dψ
dλ
(λ)
∣∣∣∣
λ=0
(1)
lo cual significar´ıa que los te´rminos ψn =
dnψ
dλn
∣∣
λ=0
con n > 1 son tan
chicos que pueden ser despreciados en el ana´lisis. En palabras ma´s
simples, el espacio-tiempo perturbado que estamos considerando es
tan parecido a la solucio´n de fondo que solo necesitamos hasta orden
lineal en λ para describir dicha perturbacio´n.
Con esto en mente, podemos decir que tratar el problema de estabili-
dad lineal es estudiar la evolucio´n de los te´rminos lineales asociados a
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cada una de las variables o inco´gnitas involucradas en las ecuaciones
de Einstein. Ma´s au´n, podemos hacer uso solamente de la parte de las
ecuaciones que gobierne el comportamiento de los te´rminos lineales de
ψ(λ) (ecuaciones linearizadas), y cualquier cantidad que querramos
calcular debera´ ser computada solo utilizando ψ0 y ψ1.
Como fue mencionado en el primer pa´rrafo, para realizar este tra-
bajo nos hemos guiado por los art´ıculos [1] y [2]. En ellos, se utiliza
una te´cnica que se basa en cantidades conservadas y desigualdades
geome´tricas para lograr acotar las perturbaciones lineales axialmente
sime´tricas del agujero negro de Kerr extremo. La pieza central del pri-
mero de estos trabajos es la utilizacio´n de un gauge en simetr´ıa axial
conocido por el nombre de gauge maximal isote´rmico, el cual se
obtiene tras realizar una reduccio´n por simetr´ıa de la me´trica, y que
especificaremos ma´s adelante en el trabajo. Una pregunta va´lida que
surge es: ¿Por que´ utilizar este particular gauge? La respuesta esta´ en
una propiedad muy interesante del mismo. En Relatividad General,
uno puede calcular una cantidad llamada masa ADM para un da-
do espacio-tiempo, que resulta ser una cantidad conservada para las
ecuaciones de Einstein “completas”(no linearizadas). La novedad es
que trabajando en el gauge maximal isote´rmico, esta cantidad puede
ser escrita como una integral definida positiva sobre hipersuperficies
espaciales:
m =
1
16
∫
Ω
ǫ dV (2)
donde nos referiremos a ǫ como una “densidad de energ´ıa”. ¿Y
co´mo puede ayudarnos esto a estudiar las perturbaciones en el re´gimen
lineal? Lo que se ve en [1] es que si uno calcula la masa ADM utilizando
los campos solo hasta orden lineal
m(ψ0 + λψ1) =
1
16
∫
Ω
ǫ(ψ0 + λψ1) dV, (3)
se obtiene que el te´rmino resultante de orden cuadra´tico en λ, que
llamaremos m2, sirve como cantidad definida positiva y conservada
para la perturbacio´n lineal. Valie´ndose de esta cantidad conservada,
en [2] se construyen cotas para este tipo de perturbaciones mediante
te´cnicas de ana´lisis funcional y de desigualdades geome´tricas.
En este trabajo final de licenciatura nos proponemos estudiar las
perturbaciones lineales con simetr´ıa axial para la regio´n exterior del
agujero negro de Schwarzschild, siguiendo el esp´ıritu de los trabajos
[1] y [2]. ¿A que´ se debe nuestra eleccio´n de trabajar con este espacio-
tiempo particular? Para responder esto, hay que hacer un comentario
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acerca de lo hecho en [1]. Cuando uno estudia estas perturbaciones
para el agujero de Kerr extremo, es posible utilizar un sistema de
coordenadas dentro del gauge maximal isote´rmico para el cual el hori-
zonte de eventos sea un l´ımite asinto´tico. ¿Que´ quiere decir esto? Que
si uno considera un dato inicial en el exterior del agujero negro, la
perturbacio´n no alcanzara´ el horizonte para un tiempo finito, evitan-
do incluir en el ana´lisis el complicado comportamiento de los campos
en el horizonte. Esto significa una gran simplificacio´n para el estudio
de perturbaciones del exterior de este agujero negro, pero es una pro-
piedad provista por su cara´cter extremo. Cuando uno considera casos
ma´s complicados como el del agujero negro de Kerr, este truco no es
posible y hay que tener en cuenta la posibilidad de que la perturbacio´n
alcance el horizonte.
Es por esta razo´n que estudiamos el caso de Schwarzschild, mucho ma´s
simple que el de Kerr, pero au´n con la complicacio´n arriba menciona-
da. Sin embargo, no enfocaremos por el momento nuestros esfuerzos
en investigar que sucede con una perturbacio´n que llega al horizonte,
sino que ma´s bien seguiremos el ejemplo de [1] y [2] para determinar
si existe alguna cantidad conservada para esta perturbacio´n lineal con
simetr´ıa axial ( por lo menos para aquellos tiempos para los cuales no
haya alcanzado el horizonte) y construiremos cotas para la misma en
alguna regio´n del exterior del agujero negro.
Parte I
Cantidades conservadas
2. Presentacio´n de las ecuaciones y ob-
jetos de estudio
2.1. Variables y gauge maximal isote´rmico
Para introducir los objetos con los cuales se escribira´n las ecuacio-
nes, vale la pena dar una explicacio´n acerca de su significado. Como
punto de partida, consideremos una solucio´n de las ecuaciones de Eins-
tein de vac´ıo, es decir, una variedad 4 dimensional M junto con una
me´trica gAB ( con signatura (− + ++)) tal que el correspondiente
tensor de Ricci sea nulo
(4)RAB = 0. (4)
Ahora, si estamos considerando un espacio-tiempo axialmente sime´tri-
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co, sabemos que el mismo admite un campo vectorial de Killing ηA
tal que el mismo satisface la ecuacio´n:
∇(AηB) = 0 (5)
donde ∇A es la conexio´n correspondiente a la me´trica gAB, y los in-
dice A, B, · · · denotan ı´ndices 4-dimensionales. A partir de este campo
vectorial definimos su norma cuadrado η y su “twist”ωA mediante:
η = ηAηBgAB , ωA = ǫABCDη
B∇CηD. (6)
Usando la ecuacio´n (5), se puede ver que el twist satisface:
∇[AωB] = 0 (7)
lo cual nos dice que podemos escribir a ωA como el gradiente de un
campo escalar ω
ωA = ∇Aω. (8)
Ahora, para realizar la reduccio´n por simetr´ıa de esta 4-me´trica
consideremos lo siguiente: sea N la coleccio´n de las trayectorias de
ηA y asumamos que N es una 3-variedad diferenciable. Definimos la
“me´trica reducida” hAB con signatura (-++) sobre N mediante:
ηgAB = hAB + ηAηB. (9)
Lo que uno obtiene al expresar las ecuaciones (5) sobre N es que
los campos η y ω cumplen la funcio´n de fuente de materia efectiva
para las ecuaciones de Einstein de la me´trica hAB, con tensor de Ric-
ci asociado (3)RAB. Esto nos dice que la dina´mica del problema esta
codificada en estos escalares geome´tricos η y ω.
Para continuar nuestra descripcio´n de la 3-me´trica, consideremos
una foliacio´n de hAB con superficies espaciales St 2-dimensionales,
donde t es una funcio´n de tiempo global que parametriza dichas su-
perficies. Sea nA un vector unitario normal y ortogonal a las superficies
St respecto a la me´trica hAB, con lo cual podemos escribir:
hAB = −nAnB + qAB, (10)
siendo entonces qAB la me´trica de signatura (++) inducida en cada
superficie St. Para introducir la funcio´n de tiempo t en nuestra des-
cripcio´n consideremos un campo tA tal que tA∇˜At = 1, donde ∇˜A es
la conexio´n asociada a hAB. Este campo tiene la interpretacio´n de dar
el “flujo de tiempo” a trave´s del espacio-tiempo. Uno puede entonces
reescribir la me´trica hAB para incluir la coordenada t descomponiendo
tA en su proyeccio´n sobre nA y sobre las superficies St:
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hAB = −α2dtAdtB + q˜AB (11)
donde α (funcio´n de lapso) es justamente la componente de tA so-
bre nA y q˜AB es el resultado de agregarle a qAB el te´rmino asociado a
la proyeccio´n de tA sobre St, conocida como el vector de shift β
A.
Estamos ahora en condiciones de especificar co´mo es que se alcanza
el gauge maximal isote´rmico para la me´trica hAB. Las condiciones que
fijan el gauge son: que la eleccio´n de coordenadas (ρ, z) sobre St sea
tal que la me´trica adquiera la forma:
hAB = −α2dtAdtB + e2u(dρAdρB + dzAdzB) = −α2dtAdtB + e2uδAB , (12)
(con u una dada funcio´n de (ρ, z)) y que la curvatura extr´ınse-
ca o segunda forma fundamental χAB (curvatura de la me´trica
inducida q˜AB) sea igual a cero.
Para cerrar estar seccio´n, comentamos que debido al compor-
tamiento de η sobre el eje de simetr´ıa (se anula), resulta ma´s
adecuado para escribir las ecuaciones la utilizacio´n de una varia-
ble auxiliar σ definida mediante:
η = ρ2eσ. (13)
De modo que ahora los grados de libertad dina´micos estara´n
codificados en (σ, ω). Tamb´ıen, para escribir las ecuaciones hace-
mos uso de las variables auxiliares α¯ y q definidas a trave´s de:
α = α¯ρ, u = ln(ρ) + σ + q. (14)
Por u´ltimo, mencionamos condiciones de paridad que deben
satisfacer los campos para que la me´trica sea regular en el eje:
η, ω, α¯, u, q, σ, χρρ, β
z deben ser pares como funciones de ρ,
(15)
y
α, χρz, β
ρ deben ser impares como funciones de ρ. (16)
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2.2. Operadores y notacio´n
Para escribir las ecuaciones haremos uso de los siguientes ope-
radores diferenciales. El 2-Laplaciano △ definido por
△f = ∂2ρf + ∂2zf, (17)
los operadores (3)△ y (7)△ definidos por
(3)△f = △f + ∂ρf
ρ
, (18)
(7)△f = △f + 5∂ρf
ρ
, (19)
los cuales corresponden al Laplaciano en 3 y 7 dimensiones ac-
tuando sobre funciones axialmente sime´tricas escrito en coordena-
das cilindricas. Tamb´ıen usaremos el operador de Killing conforme
£ definido como
(£β)AB = ∂AβB + ∂BβA − δAB∂CβC . (20)
El s´ımbolo ∂ denota a las derivadas parciales respecto a las
coordenadas (ρ, z) y las ecuaciones han sido escritas de modo tal
que todos los ı´ndices se mueven usando la me´trica plana δAB, con
el objetivo de eliminar posibles confusiones. Los sub´ındices 0 y
1 denotan de que orden en la expansio´n de la perturbacio´n es la
cantidad considerada. Eso significa que los objetos con sub´ındi-
ce 0 corresponden a aquellos que se calculan con la me´trica no
perturbada.
2.3. Ecuaciones linearizadas
Al igual que en [1], las ecuaciones de Einstein presentadas en
la seccio´n (2.1) de dicho trabajo se linearizan, da´ndonos como
resultado el conjunto que se presenta a continuacio´n. Un comen-
tario importante a realizar es aquel acerca de los distintos tipos
de ecuaciones que tenemos. Las mismas se dividen en tres tipos:
ecuaciones de evolucio´n, ecuaciones de v´ınculo y ecuaciones de
gauge. En particular, las ecuaciones de evolucio´n se dividen en
ecuaciones para (σ1, ω1) y ecuaciones para la me´trica y la cur-
vatura extr´ınseca, pero estas ecuaciones no son independientes y
eso se debe a las simetr´ıas del problema. Es por ello que en este
trabajo utilizaremos u´nicamente las ecuaciones de evolucio´n para
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(σ1, ω1) y cuando necesitemos saber de la evolucio´n de la me´trica
o de la curvatura extr´ınseca, se tomara´n derivadas temporales de
las ecuaciones de v´ınculo. A pesar de esto, por completitud, pre-
sentamos el set de ecuaciones en su totalidad.
Ecuaciones de evolucio´n: Las ecuaciones de evolucio´n para
σ1 y ω1 esta´n dadas por
− e
2u0
α20
p˙+ (3)△σ1 + ∂Aσ1∂
Aα¯0
α¯0
= 0, (21)
− e
2u0
α20
d˙+ (3)△ω1 + ∂Aω1∂
Aα¯0
α¯0
= 4
∂ρω1
ρ
+ 2∂Aω1∂
Aσ0, (22)
donde hemos definido las siguientes variables auxiliares
p = σ˙1 − βA1 ∂Aσ0 − 2
β
ρ
1
ρ
, (23)
d = ω˙1. (24)
Las ecuaciones de evolucio´n para la me´trica y la segunda forma
fundamental se escriben como
2u˙1 = ∂Aβ
A
1 + 2β
A
1 ∂Au0, (25)
χ˙1AB = −(F1AB + α0G1AB), (26)
donde
F1AB = −2∂(Aα0∂B)u1 + δAB∂Cα0∂Cu1, (27)
y
G1AB =
1
2η20
(∂Aη1∂Bη0 + ∂Aη0∂Bη1)− σ1
η20
∂Aη0∂Bη0,
− δAB
2
[
1
η20
∂Cη0∂
Cη1 − σ1
η20
∂|η0|2
]
. (28)
Ecuaciones de v´ınculo: Los v´ınculos de momento y los
v´ınculos Hamiltonianos esta´n dados por
∂Bχ1AB = −e
2u0
2α0
p
(
∂Aσ0 + 2
∂Aρ
ρ
)
, (29)
(3)△σ1 +△q1 = − ǫ1
4ρ
, (30)
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donde ǫ1 es el te´rmino de primer orden de la densidad de energ´ıa
exacta.
ǫ1 = 2∂Aσ0∂
Aσ1ρ =
dǫ
dλ
(λ)
∣∣∣∣
λ=0
. (31)
Cabe destacar que la relacio´n (30) vale tambie´n cuando se reem-
plaza por las cantidades con sub´ındice 0.
Ecuaciones de gauge: Uno puede ver que el te´rmino de
primer orden del lapso es cero, y para el shift tenemos
(£β1)
AB = 2e−2u0α0χ
AB
1 . (32)
2.4. Densidades de energ´ıa y masas asociadas
A continuacio´n vamos a introducir los objetos mas importan-
tes de este trabajo: los distintos o´rdenes de la densidad de energ´ıa
y sus masas asociadas. Si recordamos la introduccio´n, estas can-
tidades son los remanentes de la masa ADM luego de realizada la
linearizacio´n, y nuestra intencio´n es investigar si a partir de estos
objetos podemos conseguir alguna cantidad conservada para la
perturbacio´n lineal. El te´rmino de orden lineal ǫ1 de la densidad
exacta ǫ ya ha sido introducido cuando de presentaron las ecua-
ciones de v´ınculo. Los te´rminos restantes son el de orden cero:
ǫ0 = |∂σ0|2ρ = ǫ(λ)
∣∣∣∣
λ=0
, (33)
y un te´rmino O(λ2):
ǫ2 =
(
2e2u0
α20
(
p2 +
ω˙21
η20
)
+ 2|∂σ1|2 + 4e−2u0χAB1 χ1AB + 2
|∂ω1|2
η20
)
ρ (34)
= ǫ(ψ0 + λψ1).
Notemos que esta cantidad ǫ2 no es exactamente el te´rmino
O(λ2) de ǫ(λ), pues le falta la parte asociada a ψ2, la cual no
podemos usar debido a que nos restringimos a trabajar con los
campos hasta orden lineal.
Las masas asociadas con los distintos ordenes de la energ´ıa
son
m0 =
1
16
∫
Ω
ǫ0 dρdz, (35)
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m1 =
1
16
∫
Ω
ǫ1 dρdz, (36)
m2 =
1
16
∫
Ω
ǫ2 dρdz, (37)
donde Ω se corresponde con la regio´n exterior al horizonte de
eventos. Ya tenemos entonces todo el material necesario para co-
menzar a trabajar, a excepcio´n de la herramienta ma´s importante
de todas, que es una idea clara y directa de lo que se pretende en
este trabajo, y que se desarrolla en la siguiente seccio´n.
3. Idea
¿Cuales sera´n nuestras intenciones respecto al ana´lisis de las
masas presentadas en la seccio´n anterior? Tenemos una serie de
puntos que guiara´n dicho trabajo. En primer lugar, existe un
resultado proveniente de la formulacio´n Hamiltoniana de la Re-
latividad General el cual establece que la primera variacio´n de la
masa ADM , m1, debe ser nula cuando el espacio-tiempo de fon-
do es uno estacionario, como lo es para el caso de Schwarzschild.
Esta propiedad es algo que deberemos corroborar en nuestro tra-
bajo. En segundo lugar, nuestra intencio´n es demostrar que m2
sirve como una cantidad conservada para la perturbacio´n lineal,
lo cual se traducir´ıa a que su derivada temporal m˙2 sea nula.
La pregunta que surge entonces es, ¿Co´mo podemos ver que
m1 y m˙2 son iguales a 0? La propuesta que hemos explorado es
la siguiente: Si fuese posible escribir a ǫ1 y a ǫ˙2 como divergencias
de campos tA1 y t
A
2
ǫ1 = ∂At
A
1 ǫ˙2 = ∂At
A
2 , (38)
entonces podr´ıamos expresar a m1 y m˙2 no como integrales vo-
lume´tricas, sino como integrales sobre el borde de Ω
m1 =
1
16
∫
Ω
ǫ1 dρdz =
1
16
∫
∂Ω
tA1 nAdL, (39)
m˙2 =
1
16
∫
Ω
ǫ˙2 dρdz =
1
16
∫
∂Ω
tA2 nAdL, (40)
Ahora, esto nos da una forma ma´s simple de analizar las ma-
sas. Dentro del volumen Ω, los campos podr´ıan cambiar durante
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su evolucio´n de formas en las cuales no se vea claramente si las
integrales se anulan o no, pero pasando a integrales en el borde
∂Ω, uno puede estudiar las condiciones de contorno para las cua-
les lo que buscamos se cumpla, sin hacer referencia a como este´n
cambiando los campos dentro de Ω.
Nuestros objetivos quedan claros ahora: Investigar la existencia
de un sistema de coordenadas dentro del gauge maximal isote´rmi-
co para el cual se cumple que ǫ1 y a ǫ˙2 son divergencias de campos
tA1 y t
A
2 (lo cual nos asegura la expresio´n de m1 y m˙2 como in-
tegrales de borde) y seguido de esto estudiar las condiciones de
contorno en ∂Ω que aseguran la nulidad de las masas, y por lo
tanto la existencia de una cantidad conservada para la perturba-
cio´n.
En la siguiente seccio´n, realizaremos algunos ca´lculos preeli-
minares que nos ayudara´n a comenzar esta labor.
4. Ca´lculos preeliminares
4.1. Energ´ıas desacopladas
Si se le da un buen vistazo a las expresiones de las ecuaciones
de evolucio´n (21) y (22), y la expresio´n (34) para la energ´ıa ǫ2,
puede verse que las variables σ1 y β
A
1 esta´n desacopladas de ω1.
Esto nos introduce una importante simplificacio´n, y es que pode-
mos analizar la conservacio´n de m2 por separado, estudiando las
siguientes densidades de energ´ıa:
ǫσ =
(
2e2u0
α20
p2 + 2|∂σ1|2 + 4e−2u0χAB1 χ1AB
)
ρ, (41)
y
ǫω =
(
2e2u0
α20
ω˙21
η20
+ 2
|∂ω1|2
η20
)
ρ. (42)
De forma similar, separamos la masa m2 en sus dos te´rminos para
un mejor manejo:
mσ =
1
16
∫
Ω
ǫσ dρdz, (43)
mω =
1
16
∫
Ω
ǫω dρdz. (44)
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4.2. Ana´lisis para las densidades de energ´ıa y
para m1
Lo que realizaremos a continuacio´n es uno de los puntos dis-
cutidos en la idea de este trabajo: tomar la derivada temporal de
ǫσ y ǫω en busca de ver si existe alguna condicio´n general para
que las mismas puedan ser escritas como la derivada ∂At
A de un
campo tA sobre la regio´n de integracio´n.
Empecemos con ǫσ
ǫ˙σ =
(
4e2u0
α20
pp˙+ 4δAB∂
Aσ˙1∂
Bσ1 + 8e
−2u0χ˙AB1 χ1AB
)
ρ, (45)
Para trabajar esta expresio´n, utilizamos las ecuaciones de evo-
lucio´n y de gauge:
4e2u0
α20
p˙p =
(
(3)△σ1 + ∂Aσ1∂
Aα¯0
α¯0
)
4p,
=
(
(3)△σ1 + ∂Aσ1∂
Aα¯0
α¯0
)(
4σ˙1 − 4βA1 ∂Aσ0 −
8βρ1
ρ
)
,
(46)
donde hemos utilizado en la primera l´ınea la ecuacio´n de evo-
lucio´n (21) y en la segunda l´ınea la definicion de p dada por (23).
8e−2u0χ˙AB1 χ1AB =
4(£β)ABχ˙1AB
α0
,
=
8∂AβB1 χ˙1AB
α0
,
=
8∂A(βB1 χ˙1AB)− 8βAB1 ∂Aχ˙1AB
α0
, (47)
donde hemos usado en la primera l´ınea la ecuacio´n de gauge
(32), y hemos escrito la segunda l´ınea utilizando que χ1AB po-
see traza nula. La tercer l´ınea se obtiene simplemente sumando y
restando te´rminos para que emerga la derivda ∂A(βB1 χ˙1AB). Con-
tinuamos usando la derivada temporal de la ecuacio´n de v´ınculo
(29) e insertando todas estas expresiones en (45), tenemos:
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∂Aχ˙1AB = −e
2u0
2α0
p˙
(
∂Bσ0 +
2δBρ
ρ
)
,
= −α0
2
(
(3)△σ1 + ∂Aσ1∂
Aα¯0
α¯0
)(
∂Bσ0 +
2δBρ
ρ
)
, (48)
y
ǫ˙σ
ρ
=
(
(3)△σ1 + ∂Aσ1∂
Aα¯0
α¯0
)(
4σ˙1 − 4βA1 ∂Aσ0 −
8βρ1
ρ
)
+ 4δAB∂
Aσ˙1∂
Bσ1 +
8∂A(βB1 χ˙1AB)
α0
+ 4βB1
(
(3)△σ1 + ∂Aσ1∂
Aα¯0
α¯0
)(
∂Bσ0 +
2δBρ
ρ
)
, (49)
Realizando cancelaciones, se obtiene
ǫ˙σ
ρ
= (3)△σ14σ˙1 + ∂Aσ1∂
Aα¯0
α¯0
4σ˙1
+ 4δAB∂
Aσ˙1∂
Bσ1 +
∂A(8βB1 ˙χ1AB)
α0
, (50)
Ahora, recordando la defiicio´n de α¯0 y pasando derivadas de
un lado a otro tenemos que
∂Aσ1∂
Aα¯0
α¯0
4σ˙1 =
1
α0
∂Aσ1∂
Aα¯0ρ4σ˙1,
=
1
α0
∂A(4∂Aσ1α¯0ρσ˙1)− 1
α0
4∂ρ(σ1)σ˙1α¯0 − 4△σ1σ˙1 − 4∂Aσ1∂Aσ˙1,
=
1
α0
∂A(4∂Aσ1α0σ˙1)− 1
ρ
4∂ρ(σ1)σ˙1 − 4△σ1σ˙1 − 4δAB∂Aσ1∂Bσ˙1,
=
1
α0
∂A(4∂Aσ1α0σ˙1)−
(
1
ρ
∂ρ(σ1) +△σ1
)
4σ˙1 − 4δAB∂Aσ1∂Bσ˙1,
=
1
α0
∂A(4∂Aσ1α0σ˙1)−(3) △σ14σ˙1 − 4δAB∂Aσ1∂Bσ˙1, (51)
y finalmente conseguimos
ǫ˙σ = ∂
A(4∂Aσ1α0σ˙1 + 8β
B
1 ˙χ1AB)
ρ
α0
. (52)
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El resultado de esta cuenta es realmente interesante. El mismo
nos esta´ diciendo que ǫ˙σ podra´ ser escrito como una derivada de
un campo tA ( y por lo tanto m˙σ como una integral de borde)
si se cumple que en el sistema de coordenadas elegido dentro del
gauge maximal isote´rmico, el lapso α0 sea igual a la coordenada
cil´ındrica ρ. Consistentemente, en [1] se tratan los casos de los
espacio-tiempos de Minkowski y Kerr extremo y en ambos dos se
cumple la propiedad indicada. Nos preguntamos ahora si dicha
condicio´n sobre α0 nos ayudara´ tamb´ıen a que ǫ˙ω se escriba como
la derivada de un campo.
Calculo para ǫω
ǫ˙ω =
(
4e2u0
α20
ω˙1ω¨1
η20
+
4∂Aω1∂
Aω˙1
η20
)
ρ. (53)
Usando la ecuacio´n de evolucio´n (22) tenemos:
e2u0
α20
ω¨1 =
(3)△ω1 − 4∂ρω1
ρ
− 2∂Aω1∂Aσ0 + ∂Aω1∂
Aα¯0
¯alpha0
,
= ∂A∂
Aω1 − 3∂ρω1
ρ
− 2∂Aω1∂Aσ0 + ∂Aω1∂
Aα¯0
α¯0
, (54)
Teniendo en cuenta ahora la expresio´n que tenemos η0 =
ρ2eσ0 = L+M
L−M
ρ2, se obtiene:
ǫ˙ω =
4ω˙1ρ
η20
(
∂A∂
Aω1 − 3∂ρω1
ρ
− 2∂Aω1∂Aσ0
)
+
4∂Aω1∂
Aω˙1ρ
η20
+
4 ˙ω1ρ
η20
∂Aω1∂
Aα¯0
α¯0
=
4ω˙1ρ
η20
(
∂A∂
Aω1 − 3∂ρω1
ρ
− 2∂Aω1∂Aσ0
)
+ ∂A
(
4∂Aω1ω˙1ρ
η20
)
+
4 ˙ω1ρ
η20
∂Aω1∂
Aα¯0
α¯0
− 4ω˙1ρ∂
A∂Aω1
η20
+
4ω˙1ρ
η20
(
3∂ρω1
ρ
)
− 4∂Aω1ω˙1ρ
ρ4
∂A
(
(L−M)2
(L+M)2
)
= ∂A
(
4∂Aω1ω˙1ρ
η20
)
+
4 ˙ω1ρ
η20
∂Aω1∂
Aα¯0
α¯0
− 8ω˙1ρ
η20
∂Aω1∂
Aσ0 − 4ω˙1ρ
η20
∂Aω1(−2∂Aσ0)
= ∂A
(
4∂Aω1ω˙1ρ
η20
)
+
4 ˙ω1ρ
η20
∂Aω1∂
Aα¯0
α¯0
(55)
Vemos que, de cumplirse que α0 = ρ en el sistema de coor-
denadas que usemos, entonces ǫ˙ω tamb´ıen se escribira´ como la
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derivada de un campo, y esto es gracias a que ∂Aα¯0 = 0. Por lo
tanto hemos dado nuestro primer paso: en nuestra bu´squeda de un
sistema de coordenadas adecuado al problema, el criterio genera-
do arriba nos ayudara´ a descartar o no las opciones que tengamos.
Seguimos ahora con el ana´lisis de la masa m1, intentando de-
terminar bajo que condicio´n general la misma puede escribirse
como una integral de borde.
m1 =
1
16
∫
Ω
2∂Aσ0∂
Aσ1ρdρdz
=
1
8
∫
Ω
∂A(∂Aσ0σ1ρ)− σ1∂A(∂Aσ0ρ)
=
1
8
∫
∂Ω
∂Aσ0σ1ρn
AdS − 1
8
∫
Ω
(△σ0ρ+ ∂Aσ0∂Aρ)σ1dρdz
=
1
8
∫
∂Ω
∂Aσ0σ1ρn
AdS − 1
8
∫
Ω
(
△σ0 + ∂Aσ0δ
Aρ
ρ
)
σ1ρdρdz
=
1
8
∫
∂Ω
∂Aσ0σ1ρn
AdS − 1
8
∫
Ω
(3)△σ0σ1ρdρdz (56)
Vemos entonces que, para que tengamos solo un te´rmino de borde,
la integral volume´trica debe anularse. Debido a la prescencia de
σ1 en dicha integral, la u´nica forma segura que tenemos para
asegurar que sera´ nula es eligiendo un sistema de coordenadas en
el cual (3)△σ0 = 0.
Podr´ıamos preguntarnos ahora si existe siquiera un sistema de
coordenadas para el cual ambas condiciones que hemos hallado
en esta seccio´n se cumplan simulta´neamente. Sorpendentemente
(por lo menos para el autor), la respuesta es que s´ı.
5. Sistema de coordenadas de Weyl
Dicho sistema de coordenadas queda definido por la eleccio´n:
ρWeyl = r
′sen(θ)
(
1− M
2
4r′2
)
(57)
zWeyl = r
′cos(θ)
(
1 +
M2
4r′2
)
(58)
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con
r′ =
r −M +√r2 − 2Mr
2
(59)
donde r y θ son las coordenadas tridimensionales usuales que se
usan para escribir la me´trica de Schwarzschild en coordenadas
esfe´ricas. Por una cuestio´n de comodidad, a partir de este punto
usaremos ρ en vez de ρWeyl y z en vez de zWeyl. En estas coor-
denadas, la me´trica hAB0 del espacio-tiempo de Schwarzschild se
expresa mediante:
dh2 = −ρ2dt2 + (L+M)
3
l+l−(L−M)ρ
2(dρ2 + dz2). (60)
donde hemos definidos las siguientes cantidades u´tiles:
l± =
√
ρ2 + (z±M)2 (61)
L =
l+ + l−
2
(62)
Calculando las cantidades relevantes que aparecen en las ecua-
ciones, se obtiene:
α0 = ρ
η0 =
L+M
L−Mρ
2
σ0 = ln
(
l+ + l− + 2M
l+ + l− − 2M
)
u0 = ln(ρ) +
σ0
2
+
1
2
ln
(
(L+M)2
l+l−
)
q0 =
1
2
ln
(
(l+ + l−)
2 − 4M2
4l+l−
)
Podemos ver ahora la primera de las conveniencias de elegir
este sistema de coordenadas para tratar nuestro problema. Re-
sulta ser que el lapso α0 coincide con la coordenada cil´ındrica de
Weyl ρ, y volviendo a (52) y (55), esto nos asegura que m˙σ y m˙ω
adquieren la forma:
m˙σ =
1
16
∫
Ω
∂AtσAdρdz =
1
16
∫
∂Ω
tσAn
AdS, (63)
m˙ω =
1
16
∫
Ω
∂AtωAdρdz =
1
16
∫
∂Ω
tωAn
AdS, (64)
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con
tσA = 4∂Aσ1ρσ˙1 + 8β
B
1 ˙χ1AB, (65)
tωA =
4∂Aω1ω˙1ρ
η20
. (66)
La segunda ventaja viene dada por el hecho de que en este
sistema de coordenadas, se cumple que (3)△σ0 = 0. Verificar este
ca´lculo a mano es algo tedioso, pero tenemos un par de formas de
mostrarlo que resultara´n mas simples. Una de ellas es consideran-
do la ecuacio´n de evolucio´n no linearizada (9) para σ presentada
en [1]:
−e2uσ′′+(3)△σ+∂Aσ∂
Aα¯
α¯
−2e2u(logρ)′′+2∂ρα¯
α¯ρ
=
(e2uω
′2 − |∂ω|2)
η2
,
(67)
donde recordamos la definicio´n f ′ = 1
α
(f˙ − βA∂Af). Si uno parti-
culariza e´sta ecuacio´n para la me´trica de Schwarzschild en coor-
denadas de Weyl, y usa que α¯0 = 1, β
A
0 = 0, ω0 = 0 y que
ninguna cantidad depende del tiempo, entonces es fa´cil ver que
esta ecuacio´n nos implica que (3)△σ0 = 0 para este sistema de
coordenadas.
Otra forma interesante de mostrar que (3)△σ0 = 0 es darnos cuen-
ta que σ0 posee la misma forma que el potencial electroesta´tico
producido por una l´ınea finita de carga centrada en el origen y
que se extiende con longitud 2L a lo largo del eje z:
ϕ ∝ log
(
l+ + l− + 2L
l+ + l− − 2L
)
, (68)
con l± =
√
ρ2 + (z ± L)2. Si bien nuestro problema no es de
electroesta´tica, la propiedad de que el Laplaciano de una funcio´n
con simetr´ıa axial de esta forma es cero queda garantizada porque
en efecto es una solucio´n de la ecuacio´n de Laplace en la regio´n
externa a la l´ınea de carga. En nuestro caso, lo que se cumple es
que (3)△σ0 = 0 en la regio´n externa al horizonte de eventos.
Hay un aspecto ma´s acerca de esta equivalencia entre σ0 y el
potencial electroesta´tico de la l´ınea finita de carga que nos resul-
tara´ muy u´til en este trabajo. Es fa´cil ver que las equipotenciales
de (68) quedan dadas por
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l+ + l− = cte =⇒
√
ρ2 + (z +M)2 +
√
ρ2 + (z −M)2 = cte,
(69)
ecuacio´n que describe elipses cuyos focos se encuentran en (0,±M),
siendo l+ y l− las distancias de un punto (ρ, z) a dichos focos. El
valor mı´nimo que puede adquirir esa constante es 2M, y solo se
alcanza cuando estamos considerando puntos sobre el horizonte.
Esto nos da un artilugio muy interesante, y es que podemos foliar
R
2
+ con elipses que encierran cada vez ma´s cerca al horizonte, sin
tocarlo.
M
−M
z
ρ
Figura 1: Equipotenciales.
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Cuando tengamos que analizar el comportamiento de las dis-
tintas masas en los bordes del dominio de integracio´n, utilizare-
mos esta estructura de foliacio´n para construir un contorno que
encierre cuan cerca queramos al horizonte.
Volviendo a la cuestio´n de (3)△σ0 = 0, lo beneficioso de que
se cumpla e´sta relacio´n se ve en la ecuacio´n (56), la cual fue
obtenida de forma general a partir de las ecuaciones de Einstein
linearizadas. Como el 3-laplaciano de σ0 se anula para el sistema
de coordenadas de Weyl, la masa m1 se escribe como:
m1 =
1
8
∫
∂Ω
∂Aσ0σ1ρn
AdS, (70)
la cual es una integral sobre el borde de nuestro volumen Ω,
y cuyo valor s´ı puede ser controlado dando las condiciones de
contorno adecuadas. Hemos logrado as´ı alcanzar los primeros ob-
jetivos de este trabajo, y nuestra mirada pasa ahora a estudiar
con atencio´n los siguientes puntos:
1. Identificar cuales son las condiciones de contorno sobre σ1
que deben ser pedidas para que m1 sea igual a cero.
2. Determinar si mσ y mω son en efecto cantidades finitas y
definidas positivas. Estudiar las condiciones de contorno que
me aseguran su conservacio´n y verificar que sean compatibles
con las condiciones que anulan a m1.
Para cerrar esta seccio´n, realizamos un comentario acerca de
la regio´n de integracio´n par las masas. En el sistema de coorde-
nadas de Wyel nuestra regio´n de integracio´n, que es el exterior
del agujero negro, se corresponde con todo el semiplano ρ > 0,
siendo los bordes el infinito, el horizonte y el resto del eje z.
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M−M
z
ρ
Horizonte
Figura 2: Dominio de integracio´n en coordenadas de Weyl.
6. Masas m0 y m1
Nos resultara´ u´til para los ca´lculos de la siguiente seccio´n pre-
sentar la estructura y comportamientos relevantes al momento
de estudiar las condiciones de contorno mencionadas. En primer
lugar, debemos especificar co´mo es que analizaremos las integra-
les en el borde de Ω. La forma que hemos elegido consiste en
construir la siguiente regio´n sobre R2+:
Utilizando la estructura de elipses “equipotenciales”determinadas
por la ecuacio´n l+ + l− = 2s, generamos un trozo del borde de
Ω, CE, el cual se cierra u´nicamente sobre el horizonte en el l´ımite
lim s → M . El resto del contorno es construido con intevalos
Ce del eje de simetr´ıa z y un semic´ırculo Cr de radio r que nos
servira´ para analizar el comportamiento en el infinito.
Cuando estudiemos el te´rmino de borde CE, va a resultar ma´s
que conveniente expresar la integral de borde y todas las canti-
dades involucradas en te´rminos de variables ma´s adaptadas a la
geometr´ıa el´ıptica, cuya relacio´n con ρ y z viene dada por:
ρ =
√
s2 −M2sen(u) (71)
z = s cos(u) (72)
Donde M ≤ s ≤ ∞ y 0 ≤ u ≤ π. Ra´pidamente, se introducen
a continuacio´n los elementos ba´sicos de la geome´tria que fueron
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M−M
z
ρ
s
−s
r
Ω
Ce
CE
Ce
Cr
Figura 3: Dominio de integracio´n.
utilizados en el ca´lculo. En principio, la forma de la me´trica en
estas coordenadas:
dE =
s2 −M2cos2(u)
s2 −M2 ds
2 + (s2 −M2cos2(u))du2, (73)
el diferencial de volumen y los direrenciales de l´ınea:
dV =
s2 −M2cos2(u)√
s2 −M2 ds du, (74)
dLs =
√
s2 −M2cos2(u)√
s2 −M2 ds, (75)
dLu =
√
s2 −M2cos2(u)du, (76)
el vector normal a la elipse (y apuntando hacia fuera de Ω):
nAs = −
(
∂
∂s
)A √
s2 −M2√
s2 −M2cos2(u) , (77)
y la forma del gradiente de una funcio´n f(s, u) :
∇fA = s
2 −M2
s2 −M2cos2(u)
∂f
∂s
(
∂
∂s
)A
+
1
s2 −M2cos2(u)
∂f
∂u
(
∂
∂u
)A
.
(78)
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Adema´s, para el ca´lculo de ese te´rmino de borde, se utilizaron
las siguientes expresiones para σ0 y ∂sσ0:
σ0 = ln
(
s+M
s−M
)
, (79)
∂sσ0 = − 2M
s2 −M2 . (80)
Para la integral de l´ınea en Ce usaremos las expresiones en
coordenadas (ρ, z) de σ0 y ∂ρσ0:
σ0 = ln
(
l+ + l− + 2M
l+ + l− − 2M
)
, (81)
∂ρσ0 = − 4Mρ
(l+ + l−)2 − 4M2
l+ + l−
l+l−
, (82)
y usaremos que sobre el eje z (fuera del horizonte) se tiene:
l+ + l− = ±2z, (83)
l+l− = z
2 −M2. (84)
Vale la pena destacar que, por simetr´ıa, los dos trozos de Ce
aportan lo mismo a la integral de borde, y por lo tanto solo cal-
cularemos uno de ellos.
Finalmente, para la integral en el semic´ırculo Cr usaremos que:
l± → r para r →∞, (85)
σ0 → ln
(
r +M
r −M
)
para r →∞, (86)
∂rσ0 → − 2M
r2 −M2 para r →∞. (87)
6.1. Estudiando m0
Utilizando que en las coordenadas de Weyl (3)△σ0 = 0, vemos
que m0 se escribe como el te´rmino de borde:
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m0 =
1
16
∫
Ω
∂Aσ0∂
Aσ0 ρ dρdz
=
1
16
∫
Ω
[
∂A(σ0∂
Aσ0 ρ)− σ0∂A(∂Aσ0 ρ)
]
dρdz
=
1
16
∫
∂Ω
σ0∂
Aσ0 ρ nA dL−
∫
Ω
σ0ρ
(3)△σ0 dρdz
=
1
16
∫
∂Ω
σ0∂
Aσ0 ρ nA dL (88)
y dividimos a continuacio´n en los distintos contornos introduci-
dos en la seccio´n anterior:
Integral sobre Cr
limr→∞
1
16
∫ pi
0
σ0∂
rσ0 ρr dθ,
=⇒ limr→∞ − 1
16
∫ pi
0
(
ln
(
r +M
r −M
))(
2M
r2 −M2
)
r2sen(θ)dθ
(89)
La integral en θ no simboliza ningu´n problema y resulta claro
que en el limite r → ∞, la parte del integrando que depende de
r se anula y por lo tanto este te´rmino de borde es nulo.
Integral sobre Ce con s→M
limr→∞, lims→M
1
16
−
∫ r
s
σ0∂
ρσ0 ρ
∣∣∣
ρ=0
dz,
=⇒ 1
16
∫
∞
M
ln
(
l+ + l− + 2M
l+ + l− − 2M
)
4Mρ
(l+ + l−)2 − 4M2
l+ + l−
l+l−
ρ
∣∣∣
ρ=0
dz,
=⇒ 1
16
∫
∞
M
ln
(
z +M
z −M
)
4Mρ
(2z)2 − 4M2
2z
z2 −M2 ρ
∣∣∣
ρ=0
dz. (90)
Puede verse a simple vista que evaluando el integrando en el
borde Ce, este te´rmino tampoco aporta a m0.
Integral sobre CE con s→M
lim→M − 1
16
∫ pi
0
ln
(
s+M
s−M
)
∂sσ0
√
s2 −M2√
s2 −M2cos2(u)ρ(s, u)dLu,
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=⇒ lims→M − 1
16
∫ pi
0
ln
(
s+M
s−M
)
∂sσ0(s
2 −M2)sen(u)du,
=⇒ lims→M − 1
8
ln
(
s+M
s−M
)
∂sσ0(s
2 −M2),
=⇒ lims→M M
4
ln
(
s+M
s−M
)
=⇒ ∞. (91)
Uno podr´ıa alarmarse al ver que la masa de primer orden en
una cantidad que diverge, pero en nuestro caso esto no es algo
que nos vaya a simbolizar un problema dado que en nuestro tra-
bajo no necesitamos hacer uso de la cantidad m0 para dar cotas
para la perturbacio´n, no nos molestara´ que esta cantidad diverga.
Una forma de comprender porque sucede dicha divergencia es
recordando que en las coordenadas de Weyl, σ0 posee la misma
forma que el potencial ele´ctrico para una l´ınea de carga de largo
2M centrada en el eje z. Teniendo esto en cuenta, uno reconoce
que la cantidad ǫ0 usada en este trabajo coincide con la densidad
de energ´ıa del campo ele´ctrico generado por la l´ınea,y es sabido
que la energ´ıa necesaria para formar una distribucio´n de carga
puntual o lineal es infinita, que es justamente lo que nosotros ob-
tenemos.
6.2. Estudiando m1
Repetimos el ana´lisis de arriba, ahora para la masa m1, pero
teniendo en cuenta que obtendremos expresiones que dependera´n
de σ1 y justamente eso es lo que nos dara´ la pauta de que condi-
ciones de contorno debemos pedirle en los distintos bordes.
Integral sobre Cr
limr→∞
1
16
∫ pi
0
σ1∂
rσ0 ρr dθ,
=⇒ limr→∞ − 1
16
∫ pi
0
σ1
(
2M
r2 −M2
)
r2sen(θ)dθ,
=⇒ limr→∞ − 1
16
∫ pi
0
2Mσ1sen(θ)dθ. (92)
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Vemos entonces que basta con pedir que σ1 tienda a cero cuan-
do r tiende a infinito. La forma o comportamiento segu´n el cual
decaiga sera´ determinada ma´s adelante, dado que hay que asegu-
rar compatibilidad con las condiciones que se extraigan de sec-
ciones posteriores.
Integral sobre Ce
limr→∞ − 1
16
∫ r
s
σ1∂
ρσ0 ρ
∣∣∣
ρ=0
dz,
=⇒ − 1
16
∫
∞
s
σ1
4Mρ
(2z)2 − 4M2
2z
z2 −M2 ρ
∣∣∣
ρ=0
dz. (93)
Una vez ma´s, vemos al evaluar en ρ = 0 que el integrando es nulo
y por lo tanto este te´rmino no aporta a m1.
Integral sobre CE
− 1
16
∫ pi
0
σ1∂sσ0
√
s2 −M2√
s2 −M2cos2(u)ρ(s, u)dLu,
=⇒ − 1
16
∫ pi
0
σ1∂sσ0(s
2 −M2)sen(u)du,
=⇒ 1
8
∫ pi
0
Mσ1sen(u)du, (94)
y en el l´ımite en el cual CE tiende al horizonte, se tiene:
=⇒ −1
8
∫ pi
0
σ1
∣∣∣
ρ=0
dz. (95)
Vemos entonces que para que el te´rmino de borde de m1 sobre
el horizonte se anule, la integral (95) debe ser igual a cero. Pero
bajo nuestra suposicio´n de que estamos estudiando una pertur-
bacio´n para tiempos en los cuales no ha alcanzado el horizonte,
es claro que σ1 es cero all´ı y por lo tanto el te´rmino de borde no
aporta.
En resumen:Para lograr que la masa m1 sea igual a cero solo
necesitamos pedir:
1. Que σ1 −→ 0 en el infinito.
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7. Masa mσ
De esta masa ya tenemos cierta informacio´n que ha resultado
importante en nuestra eleccio´n de sistema de coordenadas. Sa-
bemos que si utilizamos las coordenadas de Weyl, entonces m˙σ
resulta ser un integral de borde cuyo valor podemos controlar me-
diante condiciones de contorno. Sin embargo, esta no es la u´nica
propiedad que necesitaremos que cumpla mσ. Debemos asegu-
rarnos tambie´n que se trata de una cantidad definida positiva y
finita. A continuacio´n, investigamos dichos puntos.
7.1. Positividad
Demosle un vistazo al integrando de mσ
ǫσ =
(
2e2u0
α20
p2 + 2|∂σ1|2 + 4e−2u0χAB1 χ1AB
)
ρ (96)
Resulta claro ver que los primeros dos te´rminos dentro del
pare´ntesis son positivos, ya que son cantidades elevadas al cua-
drado. El tercer te´rmino tamb´ıen es positivo, pues si recordamos
que los ı´ndices se suben y se bajan con la me´trica plana definida
positiva, entonces χAB1 χ1AB es tan solo una suma de te´rminos al
cuadrado. Por u´ltimo, dado que ρ solo recorre valores en la semi-
plano positivo, no cabe duda de que ǫσ es una cantidad definida
postiva, y por lo tanto mσ tambie´n lo sera´.
7.2. Finitud
Para estudiar la finitud demσ, analizaremos el comportamien-
do de su integrando cuando se aproxima a la regio´n donde podr´ıa
mostrar alguna divergencia: el infinito. ¿Por que´ no tendremos
en cuenta ni al eje ni al horizonte en nuestro ana´lisis? En primer
lugar, en [1] ya se ha estudiado la masa mσ sobre la me´trica de
Minkowski, y en ese caso el eje de simetr´ıa no mostraba ameneza
alguna de atentar contra la finitud de dicha masa. En nuestro
caso la geometr´ıa es distinta, pero sobre el eje de simetr´ıa la di-
ferencia con el caso en Minkowski es un factor multiplicativo que
no diverge sobre este contorno ( y que en el limite de z → ∞
recupera Minkowski), y por lo tanto tampoco atentara´ contra la
finitud demσ. En segundo lugar, no debemos preocuparnos por la
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integrabilidad cuando nos acercamos al horizonte, pues estamos
considerando una perturbacio´n que aun no ha alcanzado dicha re-
gio´n, y dentro de todo el volumen Ω ninguna de las cantidades de
background muestra divergencias. Asumiendo entonces que bus-
camos soluciones suaves de las ecuaciones linearizadas, solo nos
basta investigar cuales son las condiciones asinto´ticas en el infi-
nito para que la integral mσ sea finita.
Comportamiento en el infinito
Primer te´rmino
Usando la expresio´n para u0 y los l´ımites que tenemos para l+
y l−, veamos como se comporta el te´rmino
(
2
e2u0
ρ2
p2
)
ρ.
2
e2u0
ρ2
=
1
2
(l+ + l− + 2M)
3
(l+ + l− − 2M)l+l− −→ 2 para r →∞
(97)
y usando los limites para ∂ρσ0 y ∂zσ0
∂ρσ0 −→ −2Mρ
r3
(98)
∂zσ0 −→ −2Mz
r3
(99)
tenemos
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2p2ρdρdz = 2
(
σ˙1 − βρ1∂ρσ0 − βz1∂zσ0 − 2
β
ρ
1
ρ
)2
ρdρdz
= 2
(
σ˙1 +
β
ρ
12Mρ
r3
+
βz12Mz
r3
− 2β
ρ
1
ρ
)2
ρdρdz
= 2
(
σ˙1 +
β
ρ
12Msen(θ)
r2
+
βz12Mcos(θ)
r2
− 2β
ρ
1
ρ
)2
ρdρdz
= 2
(
σ˙21r
2sen(θ) + 4Mσ˙1β
ρ
1sen
2(θ) +
4M2(βρ1)
2sen3(θ)
r2
+ 4Mσ˙1β
z
1cos(θ)sen(θ)− 4σ˙1βρ1r +
8M2βρ1β
z
1sen
2(θ)cos(θ)
r2
− 8M(β
ρ
1)
2sen(θ)
r
+
4M2(βz1)
2cos2(θ)sen(θ)
r2
− 8Mβ
ρ
1β
z
1cos(θ)
r
+
4(βρ1)
2
sen(θ)
)
drdθ. (100)
Hagamos algunas observaciones de esta expresio´n. La primera
es que el u´ltimo te´rmino posee un factor sen−1(θ) que diverge
cuando nos acercamos el eje z en la integral sobre θ. Esta apa-
rente divergencia enrealidad no nos molesta por un par de razo-
nes: estamos analizando el comportamiento en el infinito, y si las
cantidades que tenemos decrecen a cero en este l´ımite, no impor-
ta cuan cerca estemos del eje z, ese te´rmino no molestara´ pues
sera´ nulo. La otra razo´n es que βρ1 debe cumplir la condicio´n de
regularidad de ser impar como funcio´n de ρ en el eje, anula´ndose
y compensando as´ı la divergencia de sen−1(θ). La segunda obser-
vacio´n que debemos hacer es que para estudiar la integrabilidad
en el infinito podemos no distinguir entre βρ1 y β
z
1 y ver solo la
relacio´n de los β y σ˙1 respecto a las potencias de r.
Bajo ese lente, los te´rminos que aparecen en el integrando son
de la forma σ˙21r
2 , σ˙1β , σ˙1βr ,
β2
r2
,
β2
r
y β2. Para lograr que
estos sean integrables en el infinito, debemos pedir las siguientes
condiciones asinto´ticas:
σ˙1 −→ 1
rn
con n >
3
2
(101)
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βA1 −→
1
rn
con n >
1
2
(102)
Segundo te´rmino
2|∂σ1|2ρdρdz −→ 2((∂rσ1)2r2sen(θ) + (∂θσ1)2sen(θ))dθdr
(103)
Con lo cual vemos que pidiendo que σ1 → 1rn con n > 12
entonces este te´rmino se vuelve integrable.
Tercer te´rmino
4e−2u0χAB1 χ1ABρdρdz −→ 4χAB1 χ1AB
1
sen(θ)
dθdr (104)
A pesar de tener el factor multiplicativo sen−1(θ), si pedimos
que χAB1 vaya como
1
rn
con n > 1
2
, entonces la integral en r con-
verge, sin importar cuan cerca estemos del eje z. El factor que
diverge crece a medida que nos acercamos all´ı, pero dadas las
condiciones de paridad para χAB sobre el eje, uno puede ver que
la divergencia se compensa en la integral.
Resumiendo entonces las condiciones que garantizan finitud
de la energ´ıa mσ, tenemos:
1. Para el infinito espacial necesitamos pedir que σ˙1 vaya como
1
rn
con n > 3
2
, y que σ1, β
A
1 , χ
AB
1 , β˙
A
1 y χ˙
AB
1 vayan como
1
rn
con n > 1
2
.
7.3. Conservacio´n
Extraigamos ahora las condiciones de contorno para garantizar
la conservacio´n de mσ.
m˙σ =
1
16
∫
∂Ω
(4∂Aσ1ρσ˙1 + 8β
B
1 ˙χ1AB)n
AdS (105)
Te´rmino sobre Cr
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Con las condiciones asinto´ticas que ya hemos pedido para la
finitud de mσ nos basta para que el integrando tienda a cero para
r →∞.
Te´rmino sobre Ce
Aqui tenemos
4∂ρσ1ρσ˙1 + 8β
ρ
1 ˙χ1ρρ + 8β
z
1 ˙χ1ρz (106)
El primer te´rmino es claramente cero por la precencia de ρ .
Usando las condiciones que tenemos para la paridad de βρ1 y χ
ρz
1 ,
es fa´cil ver que los u´ltimos dos te´rminos se anulan sobre todo el
eje z.
Te´rmino sobre CE
Cuando CE se cierra sobre el horizonte, podemos escribir en
coordenadas de Weyl el integrando como:
− 4∂ρσ1ρσ˙1 − 8βz1 χ˙1ρz − 8βρ1 χ˙1ρρ (107)
Ahora, como estamos considerando una perturbacio´n que no
ha alcanzado el horizonte, estos te´rminos son claramente nulos.
Con esto, hemos demostrado que todos los te´rminos de borde en
la integral de m˙σ son cero, y por lo tanto esta es una cantidad
conservada para la perturbacio´n.
8. Masa mω
En esta seccio´n realizamos los mismos ca´lculos que se hicieron
para mσ.
8.1. Positividad
Tan solo viendo la expresio´n (42) para ǫω, uno puede recono-
cer que todos sus te´rminos son cantidades positivas y por lo tanto
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esto implica que mω lo sera´.
8.2. Finitud
Comportamiento en el infinito
ǫω dρdz =
(
2e2u0
ρ2
ω˙21(L−M)2
ρ4(L+M)2
+
2|∂ω1|2(L−M)2
ρ4(L+M)2
)
ρ dρ dz,
−→
(
2ω˙21
ρ3
+
2|∂ω1|2
ρ3
)
dρ dz,
=
(
2ω˙21
r2sen3(θ)
+
2|∂ω1|2
r2sen3(θ)
)
dr dθ. (108)
Pidiendo que ω1 como vaya como r
n con n < 3
2
y que ω˙1 vaya
como rn con n < 1
2
, tendremos que ǫω es integrable en el infinito.
8.3. Conservacio´n
Tenemos que:
m˙ω =
∫
∂Ω
tAnAdS con t
A =
4∂Aω1ω˙1
ρ3
(L−M)2
(L+M)2
. (109)
Te´rmino sobre Cr
Usando las condiciones de decaimiento obtenidas previamente,
y usando el comportamiento asisto´tico de L, es claro que la in-
tegral en el infinito tiene integrando cero y por lo tanto no aporta.
Te´rmino sobre Ce
tρ −→ 4∂
ρω1ω˙1
ρ3
z −M
z +M
(110)
Para mostrar que este te´rmino de borde se anula, necesitamos
pedir que ω1, la cual debe ser una funcio´n par de ρ cuando nos
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acercamos al eje de simetr´ıa, vaya como ρ4 ⋆1. Esta condicio´n no
es una sacada de la nada, sino que puede verse su correspondecia
con la conservacio´n del momento angular del espacio-tiempo de
fondo que esta siendo perturbado (el cual es cero en el caso de
Schwarzschild).
Te´rmino sobre CE
Cuando CE se cierra sobre el horizonte, podemos escribir en
coordenadas de Weyl el integrando como:
4∂Aω1ω˙1
ρ3
(L−M)2
(L+M)2
−→ ρ∂
ρω1ω˙1
4(M2 − z2)2 , (111)
y de nuevo, sabemos que estos te´rminos sera´n nulos debido a
que la perturbacio´n que conideramos no ha alcanzado al horizon-
te de eventos.
9. Primeros resultados
En esta seccio´n, como primer accio´n, presentamos las condi-
ciones de contorno condensadas que nos aseguran que la masa
de primer orden m1 es ide´nticamente nula y que determinan el
comportamiento de las masas mσ y mω, asegurando para ambos
casos su finitud a lo largo de la evolucio´n. Seguido a esto, presen-
taremos el primer teorema de este trabajo, el cual nos sera´ u´til
para determinar las cotas a la perturbacio´n lineal.
9.1. Condiciones de contorno condensadas
Para conseguir la demostracio´n del teorema, necesitamos el
siguiente conjunto de condiciones de borde:
1. σ1, β
A
1 y χ1AB −→
1
rn
con n > 1
2
, para r →∞.
2. σ˙1 −→ 1
rn
con n > 3
2
, para r →∞.
3. ω1 −→ rn con n < 32 , para r →∞.
4. ω˙1 −→rn con n < 12 , para r →∞.
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5. En el eje, deben cumplirse las condiciones de regularidad
(15) y (16), y la condicio´n ⋆1 asociada a la conservacio´n del
momento angular.
9.2. Teorema I.1
Theorem I.1. Considere una solucio´n suave de las ecuaciones
linearizadas presentadas en la seccio´n 2.3, tal que satisfagan to-
das las condiciones de decaimiento en el infinito y las condiciones
en el eje presentadas en 9.1. Entonces, para una perturbacio´n con
dato inicial en el exterior del agujero negro y para tiempos en los
cuales dicha perturbacio´n au´n no haya alcanzado el horizonte, se
tiene:
La masa de primer orden m1 definida por (36) con ǫ1 defi-
nida por (31), cumple m1 = 0.
La masa de segundo orden mσ, dada por (43) con ǫσ definida
por (41), es una cantidad definida positiva y finita.
La masa de segundo orden mσ se conserva a lo largo de la
evolucio´n.
La masa de segundo orden mω, dada por (44) con ǫω definida
por (42), es una cantidad definida positiva y finita.
La masa de segundo orden mω se conserva a lo largo de la
evolucio´n.
Prueba: La prueba consiste en la unio´n de los resultados que
hemos ido obteniendo. El primer ı´tem se obtiene a partir de lo
encontrado en la seccio´n 6.2 . El segundo y el tercer ı´tem son los
resultados a los que se llego´ en la seccio´n 7, y los u´ltimos dos son
los resultados de la seccio´n 8.
Este resultado es bastante satisfactorio. En principio, nos ha-
bla de la existencia de una energ´ıa conservada para la perturba-
cio´n gravitacional, la cual posiblemente podr´ıa llegar a variar una
vez que se alcanza el horizonte, pero aun as´ı no quita su caracter
de relevancia al momento de caracterizar y monitorear la pertur-
bacio´n.
En la siguiente parte del trabajo, usaremos desigualdades geome´tri-
cas y te´cnicas de ana´lisis funcional para mostrar como uno puede
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dar cotas a los para´metros de la perturbacio´n en la regio´n ex-
terior al horizonte de eventos, siendo estas cotas expresadas en
te´rminos de las energ´ıas conservadas. Llegado este punto del tra-
bajo, se decidio´ realizar un enfoque en el para´metro ω1 frente al
resto, por el hecho de que es el u´nico de ellos que se mantiene
independiente del resto en su evolucio´n.
Parte II
Acotando la perturbacio´n
10. Desigualdades geome´tricas
En esta segunda parte del trabajo lo que haremos sera´ seguir
el camino utilizado en [2] para dar cotas para la perturbacio´n
gravitacional. Por una cuestio´n de conveniencia y ma´s simplicidad
al escribir las ecuaciones de evolucio´n, en vez de usar la funcio´n
ω1, utilizaremos la funcio´n ω¯1 definida por:
ω¯1 =
ω1
η2
, (112)
y reescribiremos la densidad de energ´ıa y la masa asociada en
te´rminos de esta nueva variable → (ǫω¯,mω¯).
Una pregunta que podr´ıa surgir a partir de lo hecho en la parte
I del trabajo es la siguiente: ¿Tenemos solo una cantidad conser-
vada? La respuesta es no y se debe a una propiedad interesante:
una vez obtenida la cantidad conservada ǫω¯, podemos definir otra
( y muchas ma´s), reemplazando en la expresio´n de la primera
todos los para´metros de la perturbacio´n por sus derivadas tem-
porales. Para ver esto, consideremos por ejemplo la ecuacio´n de
evolucio´n que tenemos para ω¯1
e2(q0+σ0) ¨¯ω1 =
(7)△ω¯1 + 2∂Aω¯1∂Aσ0. (113)
Uno puede percatarse que tomando la derivada temporal de e´sta
ecuacio´n, se revela que la funcio´n ˙¯ω1 obedece la misma evolucio´n
que ω¯1. Por lo tanto, la cantidad ǫ¯ω¯ definida por
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ǫ¯ω¯ =
(
2e2(q0+σ0) ¨¯ω21η
2
0 + 2
|∂( ˙¯ω1η20)|2
η20
)
ρ. (114)
sirve para definir una nueva masa asociada
m¯ω¯ =
1
16
∫
Ω
ǫ¯ω¯ dρdz. (115)
la cual tamb´ıen sera´ una cantidad conservada si le pedimos
que las derivadas temporales del para´metro de la perturbacio´n
cumpla las mismas condiciones de contorno que el original. Estas
nuevas cantidades que se construyen as´ı, como se vera´ ma´s ade-
lante, nos servira´n para acotar el te´rmino de derivada de orden 2
de la funcion ω¯1. Esto mismo puede hacerse para le densidad de
energ´ıa ǫσ.
A continuacio´n, se presenta el primero de los resultados que
sera´n demostrados en esta parte.
10.1. Teorema II.1
Theorem II.1. Las perturbaciones lineales axialmente sime´tri-
cas ω1 que cumplen las hipo´tesis del Teorema I.1 satisfacen las
siguientes cotas:∫
R
2
+
(
1
2
η20|∂ω¯1|2 + |∂η0|2ω¯21
)
ρ dρ dz ≤ C1mω¯, (116)
∫
R
2
+
η20(
(7)△ω¯1)2 e−2(q0+σ0) ρ dρ dz ≤ C2(m¯ω¯ +mω¯), (117)
donde C1/2 es una constante positiva que solo depende de la masa
M del agujero negro de Scwarzschild.
La importancia de este teorema en la tarea de acotar la pertur-
bacio´n se debe a que estas integrales involucran hasta derivadas
segundas de ω¯1 multiplicadas por factores y gracias a ello pue-
den ser utilizadas variaciones de las desigualdades Sovolev para
acotar los supremos de dichas funciones en nuestro dominio de
intere´s. Ahora, si uno presta atencio´n a la cota (117), se puede
ver que en el integrando hay presente un factor e−2(q0+σ0). Dicho
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factor se anula en el horizonte y por lo tanto la estimacio´n (117)
degenerara´ en esa regio´n. Cualquier cota que demos para ω¯1 de-
bera´ ser en la regio´n exterior al horizonte y sin incluirlo.
Para dar la prueba del Teorema II vamos a necesitar hacer
uso de la desigualdad de Cauchy para numeros reales a1 · · · an
arbitrarios dada por:
a21 + a
2
2 + ...+ a
2
n ≥
1
n
(a1 + a2 + ...+ an)
2. (118)
Tamb´ıen, vamos a necesitar el resultado del siguiente lema:
Lemma 10.1. En el sistema de coordenadas de Weyl, las fun-
ciones (ω¯1, η0) satisfacen la siguiente propiedad∫
R
2
+
4η0ω¯1∂
Aη0∂Aω¯1ρ dρdz = −
∫
R
2
+
4ω¯21|∂η0|2ρ dρdz. (119)
Demostracio´n. Para la demostracio´n, necesitamos usar la siguien-
te propiedad de de η0 que se satisface en las coordenadas de Weyl:
(3)△η0 = |∂η0|
2
η0
. (120)
La ecuacio´n de arriba se obtiene de utilizando que (3)△σ0 y (3)△(log(ρ)) son
ambos igual a cero:
(3)△(log(η0)) = (3)△(log(ρ2eσ0)) = 2(3)△(log(ρ)) + (3)△σ0,
= 0,
=⇒ ∂A∂A(log(η0)) + ∂ρlog(η0)
ρ
= 0,
=⇒ ∂A
(
∂Aη0
η0
)
+
∂ρη0
ρη0
= 0,
=⇒
(
∂A∂
Aη0
η0
− ∂Aη0∂
Aη0
η20
)
+
∂ρη0
ρη0
= 0,
=⇒ 1
η0
(
∂A∂
Aη0 +
∂ρη0
ρ
)
− |∂η0|
2
η20
= 0,
=⇒
(3)△η0
η0
=
|∂η0|2
η20
,
=⇒ (3)△η0 = |∂η0|
2
η0
. (121)
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Continuamos con la prueba trabajando con la integral del lado
derecho de (113),
∫
R
2
+
4η0ω¯1∂
Aη0∂Aω¯1ρdρdz =
∫
R
2
+
∂A(ω¯
2
1)∂
A(η20)ρdρdz,
=
∫
R
2
+
∂A(ω¯
2
1∂
A(η20)ρ) dρdz −
∫
R
2
+
ω¯21∂A(∂
A(η20)ρ) dρdz,
=
∫
∂R2
+
ω¯21∂
A(η20)ρnA dS −
∫
R
2
+
2ω¯21∂A(η0∂
Aη0ρ) dρdz,
(122)
y usando las condiciones de contorno sobre ω¯1 expuestas en la
seccio´n (9.1), el primer te´rmino resulta nulo y por lo tanto:
∫
R
2
+
4η0ω¯1∂
Aη0∂Aω¯1ρdρdz = −
∫
R
2
+
2ω¯21∂A(η0∂
Aη0ρ) dρdz,
= −
∫
R
2
+
(2ω¯21 |∂η0|2ρ+ 2ω¯21η0∂A(∂Aη0ρ)) dρdz,
= −
∫
R
2
+
(2ω¯21 |∂η0|2 + 2ω¯21η0(3)△η0)ρdρdz,
= −
∫
R
2
+
4ω¯21 |∂η0|2ρdρdz. (123)
10.1.1. Prueba del Teorema II.1
Comenzaremos probando la desigualdad (116).
Te´rmino 1
2
η20|∂ω¯1|2
Utilizando la expresio´n de ǫω¯ se tiene
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∫
R
2
+
ǫω¯dρdz =
∫
R
2
+
(
2e2(q0+σ0)
ω˙21
η20
+ 2
|∂ω1|2
η20
)
ρdρdz,
≥
∫
R
2
+
2
|∂ω1|2
η20
ρdρdz =
∫
R
2
+
2
|∂(ω¯1η20)|2
η20
ρdρdz,
>
∫
R
2
+
1
η20
∂A(ω¯1η
2
0)∂
A(ω¯1η
2
0)ρdρdz,
=
∫
R
2
+
1
η20
(∂Aω¯1η
2
0 + 2η0ω¯1∂Aη0)(∂
Aω¯1η
2
0 + 2η0ω¯1∂
Aη0)ρdρdz,
=
∫
R
2
+
1
η20
(η40 |∂ω¯1|2 + 4η30ω¯1∂Aη0∂Aω¯1 + 4η20ω¯21 |∂η0|2)ρdρdz,
=
∫
R
2
+
(η20 |∂ω¯1|2ρ+ 4η0ω¯1∂Aη0∂Aω¯1ρ+ 4ω¯21 |∂η0|2)ρdρdz,
(124)
Usando el resultado del lema (9.1) podemos reemplazar el se-
gundo te´rmino, obteniendo
=
∫
R
2
+
(η20 |∂ω¯1|2ρ− 4ω¯21 |∂η0|2ρ+ 4ω¯21 |∂η0|2ρ)dρdz =
∫
R
2
+
η20 |∂ω¯1|2ρdρdz
>
∫
R
2
+
1
2
η20 |∂ω¯1|2ρdρdz.
(125)
Te´rmino 1
2
ω¯21|∂η0|2
Probaremos la desigualdad comenzando esta vez del lado con-
trario, utilizando que ya hemos acotado la integral de η20|∂ω¯1|2ρ,
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y haciendo uso de la desigualdad de Cauchy().∫
R
2
+
ω¯21 |∂η0|2ρdρdz =
∫
R
2
+
(ω¯1∂η0)
2ρdρdz,
<
∫
R
2
+
1
2
(2ω¯1∂η0 + η0∂ω¯1 − η0∂ω¯1)2ρdρdz,
≤
∫
R
2
+
((2ω¯1∂η0 + η0∂ω¯1)
2ρ+ (η0∂ω¯1)
2ρ)dρdz,
=
∫
R
2
+
(
1
η20
(2ω¯1η0∂η0 + η
2
0∂ω¯1)
2ρ+ η20 |∂ω¯1|2ρ
)
dρdz,
≤
∫
R
2
+
2
(ω¯1∂η
2
0 + η
2
0∂ω¯1)
2
η20
ρdρdz + C
∫
R
2
+
ǫω¯dρdz,
=
∫
R
2
+
2
|∂(ω¯1η20)|2
η20
ρdρdz + C
∫
R
2
+
ǫω¯dρdz,
≤ C ′
∫
R
2
+
ǫω¯dρdz. (126)
con C, C’ constantes. Juntando los 2 reslutados anteriores,
queda probada la desigualdad (116).Continuemos con la prueba
de la desigualdad (117), en la cual haremos uso de la energ´ıa ǫ¯ω.
Te´rmino ((7)△ω¯1)2e−2(q0+σ0)
Para acotar este te´rmino utilizaremos la ecuacio´n de evolucio´n
(113) y la cota (125) para el te´rmino η20|∂ω¯1|2, junto tambie´n con
la desigualdad de Cauchy antes presentada,
η20(
(7)△ω¯1)2ρ = (e2(q0+σ0) ¨¯ω1η0 − 2η0∂Aω¯1∂Aσ0)2ρ,
≤ 2e4(q0+σ0) ¨¯ω21η20ρ+ 8η20(Aω¯1∂Aσ0)2ρ,
≤ 2e4(q0+σ0) ¨¯ω21η20ρ+ 32η20 |∂ω¯1|2|∂σ0|2ρ,
(127)
=⇒∫
R
2
+
e−2(q0+σ0)η20(
(7)△ω¯1)2ρdρdz ≤
∫
R
2
+
(2e2(q0+σ0) ¨¯ω21η
2
0+32η
2
0 |∂ω¯1|2e−2(q0+σ0)|∂σ0|2)ρdρdz,
≤ C
∫
R
2
+
ǫ¯ω¯dρdz + C
′
∫
R
2
+
ǫω¯e
−2(q0+σ0)|∂σ0|2dρdz. (128)
Lo u´nico que faltar´ıa para probar e´sta cota y finalmente de-
mostrar el Teroema II.1 es que e−2(q0+σ0)|∂σ0|2 es una cantidad
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que se encuentra acotada por una constantes. Teniendo en cuenta
los l´ımites
e−2(q0+σ0) −→ 1 ; |∂σ0|2 −→ 4
r4
En el infinito, (129)
e−2(q0+σ0) −→ (z −M)
2
(z +M)2
; |∂σ0|2 −→ 4M
2
(z2 −M2)2 En el eje z con z > M ,
(130)
e−2(q0+σ0) −→ ρ
2
16M2
; |∂σ0|2 −→ z
2
(M2 − z2)2 En el eje z con |z| < M,
(131)
vemos que el producto de dichos factores esta acotado en los
bordes de R2+, y como sus expresiones generales no poseen di-
vergencian en ningu´n otro sitio, se cumple que e−2(q0+σ0)|∂σ0|2
esta acotada por una constante, probando la cota para el te´rmino
((7)△ω¯1)2e−2(q0+σ0) y completando as´ı la prueba del Teorema II.1.
11. Cotas para la perturbcio´n
Nos hallamos ahora frente al u´ltimo paso a dar en este trabajo,
el de acotar la perturbaciones ω¯1 en la regio´n exterior al horizonte,
de forma similar en la que esto es hecho en corolario (1.2) de [2].
11.1. Corolario 11.1
Corollary 11.1. Definiendo el siguientes dominio
Γδ = {(ρ, z) ∈ R2+, tal que 0 < δ ≤ ρ)}, (132)
y bajo las mismas suposiciones del Teorema II.1, se cumple
la siguiente cota
supΓδ |ω¯1| ≤ Cδ(mω¯ + m¯ω¯), (133)
donde Cδ es una constante que solo dependen de δ y de la
masa M del agujero negro de Schwarzschild.
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11.2. Prueba del Corolario 11.1
Para dar dicha prueba, se utilizara´ una variante apropiada de
una desigualdad de Sobolev y funciones de corte adecuadas.
Sea χ : R → R una funcio´n de corte suave tal que χ ∈ C∞(R),
0 ≤ χ ≤ 1, χ(s) = 1 para 0 ≤ s ≤ 1, χ(s) = 0 para 2 ≤ s.
Definimos a partir de χ
χδ (ρ) = χ
(ρ
δ
)
, (134)
y con ella definimos la funcio´n
ω¯1
′
= (1− χδ)ω¯1. (135)
No´tese que ω¯
′
1 = 0 en Bδ = R
2
+ − Γδ, y ω¯′1 = ω¯1 en Γ2δ.
La funcio´n ω¯
′
1 es suave y decae a cero en el infinito, con lo cual
satisface las ecuaciones del Lema B.1 de [1], y la siguiente cota se
cumple:
∫
R2
+
(
((3)△ω¯′1)2 + |∂ω¯
′
1|2
)
ρdρdz ≥ CsupR2
+
|ω¯′1|, (136)
donde C es una constante nume´rica independiente de ω¯
′
1. Ahora,
como ω¯
′
1 = ω¯1 en Γ2δ, se tiene que
supR2
+
|ω¯′1| ≥ supΓ2δ |ω¯
′
1| = supΓ2δ |ω¯1|, (137)
y por lo tanto, si logramos acotar la parte izquierda de (136) con
las masasmω¯ y m¯ω¯ multiplicadas por alguna constante, tendr´ıamos
demostrado este corolario.
Demostracio´n. Descompongamos R2+ en tres dominios, Γ2δ, Bδ =
R2+ − Γδ y A2δ, donde A2δ = Γδ − Γ2δ sera´ llamada la regio´n
de transicio´n. Definamos algunas constantes que nos resultara´n
u´tiles:
Cδ = minΓδ{e−2(q0+σ0)}. (138)
Nδ = minΓδ{η20}. (139)
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Hδ = minΓδ{|∂η0|2}. (140)
Para la regio´n Bδ, dado que ω¯
′
1 = 0 all´ı por construccio´n, la
cota resulta trivial. Para la regio´n Γ2δ, como ω¯
′
1 = ω¯1 podemos
utilizar los resultados de la primera cota del Teorema II.1 de la
siguiente manera
Cmω¯ ≥
∫
R2
+
η20|∂ω¯1|2ρdρdz,
≥
∫
Γ2δ
η20|∂ω¯1|2ρdρdz,
=
∫
Γ2δ
η20|∂ω¯
′
1|2ρdρdz,
≥ Nδ
∫
Γ2δ
|∂ω¯′1|2ρdρdz. (141)
Para el te´rmino del Laplaciano utilizamos utilizamos el mismo
acercamiento
C(m¯ω¯ +mω¯) ≥
∫
R2
+
(
e−2(q0+σ0)((7)△ω¯1)2 + η20|∂ω¯1|2
)
ρdρdz,
≥
∫
Γ2δ
(
e−2(q0+σ0)((7)△ω¯1)2 + η20|∂ω¯1|2
)
ρdρdz,
≥Mδ
∫
Γ2δ
((7)
(△ω¯1)2 + |∂ω¯1|2) ρdρdz,
≥Mδ
∫
Γ2δ
((7)
(△ω¯1)2 + (∂ρω¯1)2) ρdρdz, (142)
donde Mδ es el mı´nimo entre Cδ y Nδ. Ahora, teniendo esto en
cuenta, es fa´cil ver que siempre podemos hallar una constante Dδ
tal que
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Dδ(m¯ω +mω) ≥
∫
Γ2δ
(
(7)(△ω¯1)2 + (4∂ρω¯1)2 1
(2δ)2
)
ρdρdz,
≥
∫
Γ2δ
(
(7)(△ω¯1)2 + (4∂ρω¯1)2 1
ρ2
)
ρdρdz,
≥
∫
Γ2δ
((
(3)△ω¯1 + 4∂ρω¯1
ρ
)2
+
(
4
∂ρω¯1
ρ
)2)
ρdρdz,
≥ 1
2
∫
Γ2δ
(
(3)△ω¯1
)2
ρdρdz,
=
1
2
∫
Γ2δ
(
(3)△ω¯′1
)2
ρdρdz, (143)
donde para pasar de la tercera a la cuarta l´ınea hemos usado
la desigualdad de Cauchy (118).
Solo nos queda cotar dichos te´rminos en la regio´n de transicio´n
A2δ. Al igual que en [2], acotamos de la siguiente manera:
∂ω¯
′
1 = (1− χδ)∂ω¯1 − ω¯1∂χδ,
=⇒ |∂ω¯′1|2 ≤ 2(1− χδ)2|∂ω¯1|2 + 2ω¯21|∂χδ|2,
≤ Fδ(|∂ω¯1|2 + ω¯21) (144)
donde hemos usado que todas las derivadas de χδ se encuentran
acotadas por una constante que solo depende de δ. Para el La-
placiano, un ana´lisis similar arroja
((3)△ω¯′1)2 ≤ F ′δ
(
((3)△ω¯1)2 + |∂ω¯1|2 + ω¯21
)
, (145)
donde hemos usado que todas las derivadas de χδ se encuen-
tran acotadas por una constante que solo depende de δ. Utilize-
mos estas desigualdades y los resultados del Teorema II.1 acotar
los te´rminos de (146) en A2δ.
Siempre podremos hallar una constante una constante Dδ tal
que, si Mδ es el mı´nimo entre los mı´nimos de η
2
0 y |∂η0|2| en Γ2δ,
entonces
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Dδmω¯ ≥ Fδ
Mδ
∫
R2
+
(
η20|∂ω¯1|2 + ω¯21|∂η0|2
)
ρdρdz,
≥ Fδ
Mδ
∫
Γ2δ
(
η20|∂ω¯1|2 + ω¯21|∂η0|2
)
ρdρdz,
≥ Fδ
∫
Γ2δ
(|∂ω¯1|2 + ω¯21) ρdρdz,
≥
∫
Γ2δ
|∂ω¯1′|2ρdρdz,
(146)
De la misma manera, siempre podemos hallar una constante
Dδ tal que
Dδ(mω¯ + m¯ω¯)
≥
∫
R2
+
F ′δ
(e−2(q0+σ0)
CδNδ
η202(
(7)△ω¯1)2 +
(
32
(2δ)2
+ 1
)
η20
Nδ
|∂ω¯1|2 + |∂η0|
2
Hδ
ω¯21
)
ρdρdz,
≥
∫
Γ2δ
F ′δ
(e−2(q0+σ0)
CδNδ
η202(
(7)△ω¯1)2 +
(
32
(2δ)2
+ 1
)
η20
Nδ
|∂ω¯1|2 + |∂η0|
2
Hδ
ω¯21
)
ρdρdz,
≥
∫
Γ2δ
F ′δ
(
2((7)△ω¯1)2 +
(
32
(2δ)2
+ 1
)
|∂ω¯1|2 + ω¯21
)
ρdρdz,
≥
∫
Γ2δ
F ′δ
(
2((7)△ω¯1)2 + 32
ρ2
|∂ω¯1|2 + |∂ω¯1|2 + ω¯21
)
ρdρdz,
=
∫
Γ2δ
F ′δ
(
2((7)△ω¯1)2 + 2
(
4∂ρω¯1
ρ
)2
+ |∂ω¯1|2 + ω¯21
)
ρdρdz,
≥
∫
Γ2δ
F ′δ((
(3)△ω¯1)2 + |∂ω¯1|2 + ω¯21)ρdρdz,
≥
∫
Γ2δ
((3)△ω¯′1)2ρdρdz,
(147)
dando as´ı por finalizada la prueba de la cota (133).
12. Conclusiones y observaciones para
el futuro
Podemos concluir que hemos logrado estudiar satisfactoria-
mente las cantidades conservadas para las perturbaciones con si-
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metr´ıa axial en el exterior del agujero negro de Schwarzschild,
comprendiendo los factores que ma´s influyen en su finitud y con-
servacio´n. Las cantidades obtenidas solo dependen de la condicio´n
inicial de la perturbacio´n.
En particular, mostramos como uno puede usar dicha informa-
cio´n para construir cotas para la perturbacio´n de ω¯ en el exterior
del agujero negro. Sin embargo, dado que uno de los factores en
la integral (117) del teorema II.1 se anula en el horizonte, esta
te´cnica nos sirve para acotar en regiones en las que el borde del
agujero negro no esta incluido, pues mientras ma´s chico sea el
para´metro δ usado en las cotas, la constante Cδ involucrada en el
corolario 11.1 sera´ ma´s grande, tendiendo a infinito a medida que
nos acercamos al horizonte y perdiendo su sentido para acotar la
perturbacio´n. Es decir, si bien esta te´cnica nos permite acotar la
perturbacio´n lineal de ω¯ fuera del horizonte, la informacio´n que
hemos obtenido no es suficiente como para argumentar que la
perturbacio´n no crece sin techo cuando alcanza el horizonte.
Para investigar ma´s acerca de esta perturbacio´n, la propuesta
a futuro es estudiar ma´s de cerca la ecuacio´n de onda:
e2(q0+σ0) ¨¯ω1 =
(7)△ω1 + 2∂Aω¯1∂Aσ0. (148)
la cual contiene en la divergencia del factor e2(q0+σ0) la in-
formacio´n de la precensia del horizonte del agujero negro. En el
art´ıculo [3], se estudia la ecuacio´n de onda para un campo escalar
si masa en el exterior del agujero negro de Reissner-Nordstrom
extremo, y se usa una te´cnica basada en energ´ıas conservadas pa-
ra acotar la solucio´n a la ecuacio´n. Tal vez, este trabajo pueda
dar algun indicio de como tratar la ecuacio´n (148).
Finalmente, vale la pena remarcar la ayuda y simplificacio´n
que han introducido las coordenadas de Weyl en el a´nalisis de las
perturbaciones con simetr´ıa axial de este agujero negro. Es va´li-
do preguntarnos y algun sistema de coordenadas ana´logo podr´ıa
usarse en el caso del agujero negro de Kerr, que nos permita escri-
bir a su lapso α como la respeciva coordenada cil´ındrica ρ dentro
del gauge maximal isote´rmico, dado que en los casos de Minkows-
ki, Kerr extremo y Schwarzschild esta propiedad ha sido comu´n al
momento poder disponer de un conjunto de energ´ıas conservadas
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para la perturbacio´n.
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