ABSTRACT The idea of big data has gained extensive attention from governments and academia all over the world. It is especially relevant for the establishment of a smart city environment combining complex heterogeneous data with data analytics and artificial intelligence (AI) technology. Big data is generated from many facilities and sensor networks in smart cities and often streamed and stored in the cloud storage platform. Ensuring the integrity and subsequent auditability of such big data is essential for the performance of AI-driven data analysis. Recent years has witnessed the emergence of many big data auditing schemes that are often characterized by third party auditors (TPAs). However, the TPA is a centralized entity, which is vulnerable to many security threats from both inside and outside the cloud. To avoid this centralized dependency, we propose a decentralized big data auditing scheme for smart city environments featuring blockchain capabilities supporting improved reliability and stability without the need for a centralized TPA in auditing schemes. To support this, we have designed an optimized blockchain instantiation and conducted a comprehensive comparison between the existing schemes and the proposed scheme through both theoretical analysis and experimental evaluation. The comparison shows that lower communication and computation costs are incurred with our scheme than with existing schemes.
With the explosion of the population, increasing urbanization is taking place globally for the last century. As one example, Beijing only had a population of 1.5 million in 1915 but has since grown to over 20 million in 2017. Indeed there were only 20 cities that had over one million people a century ago, but now the number has surpassed 450, and it seems likely that this trend will remain so for the foreseeable future. With the continued increase of the urban population, many challenges and problems arise, such as traffic congestion, waste pollution and energy and water challenges. To tackle these new problems, the concept of smart cities has been proposed. A smart city refers to the intelligent collection and analysis of all kinds of data created in cities through increasing digitization that is occurring. Such data can be used to provide better public services and build more sustainable urban environments. However, since the volume of data can be extremely large and it is often created in realtime, it is impossible for humans to process them. Scalable technical solutions and architectures for data acquisition and analysis are required. Thus, as a powerful technology of processing and analyzing urban data, artificial intelligence (AI) is integrated into smart city to help produce analysis results and make conclusions for improving public services. Such conclusions and results are all based on the collected big data, and can be used to influence polices and decisions that have a direct consequence on societies living within the cities. As a result, any incorrect or incomplete data may affect the analysis made by AI and produce results that negatively impact the cities in which we live. Figure 1 shows one such the 'Big Data Reference Architecture' from the National Institute of Standards and Technology (NIST) [5] . From this figure, we can see that without the guarantee of big data integrity, both data providers and big data framework providers may offer incorrect or corrupted data to big data application providers, which will affect the results of all AI-based big data applications [10] , [13] . As one example, in the transport domain, intelligent transportation services with incorrect car locations FIGURE 1. NIST Big Data Reference Architecture [5] .
provided by smart cars will make erroneous judgement on traffic condition and offer wrong instructions to smart cars, which may lead to serious car accidents. Thus, guaranteeing the integrity of big data in smart city is of critical importance to this scenario.
To tackle smart city environment challenges, many cities and organizations are adopting cloud platforms as basis for their storage needs. Although almost all urban data can be stored in cloud platforms, the integrity of data cannot always be guaranteed. Any system outage or malicious attack could result in serious data loss, which is a big security threat in smart cities. In order to ensure the integrity of massive cloud-based data, many big data auditing schemes for cloud storage have been proposed. In many cases, a third party auditor (TPA) is introduced into these schemes to perform auditing tasks on behalf of data owners or users. However, there are several problems caused by the introduction of the TPA. Although the assumption is that the TPA is a trusted entity and always behaves in an honest way, in practice, the TPA may not be so reliable as expected. A TPA may even be bribed by cloud service providers (CSPs) to help them hide data corruption incidents. Furthermore, as a centralized entity, there is a single point of failure which could have catastrophic consequences. Both external attacks and internal management faults can give rise to TPA system outages. To address this, our work takes into consideration these concerns and proposes a decentralized auditing framework based on blockchain technology.
Blockchain is a technology enabling a fully decentralized system. Satoshi [14] first proposed blockchain as an underlying technology of Bitcoin and other cryptocurrencies. Its major advantages include its decentralization, trustless consensus, tamper-proof, traceable and collective maintenance. Blockchain has gained extensive attention from financial institutions, enterprises and academia [27] . Some schemes such as Sia [17] and Lambda [1] have been proposed to combine data integrity checking with blockchain-based storage.
However, these schemes are not practical until decentralized data storage solutions reach an acceptable level of efficiency.
In this paper, we propose a decentralized big data auditing solution targeted specifically to the needs of smart city environments. The original contributions in our paper can be summarized as the following four aspects:
• We propose a blockchain-based big data integrity auditing scheme, which improves the reliability and stability of auditing schemes through the elimination of the TPA;
• We propose an optimized blockchain instantiation called data auditing blockchain (DAB) that collects auditing proofs instead of bitcoin transactions and uses a consensus algorithm based on a variant of the Practical Byzantine Fault Tolerance (PBFT) algorithm;
• We extend our work to support batch auditing as well as dynamic auditing;
• We show that the security, reliability and efficiency of our scheme are favorable.
The remainder of the paper is structured as follows. Related work is presented in Section II. The problem statement is presented in Section III. We give our detailed solution in Section IV. The security analysis is given in Section V. The evaluation of the proposed scheme is presented in Section VI. Finally, we draw conclusions in Section VII.
II. RELATED WORK
Ateniese et al. [2] first presented the notion of provable data possession (PDP), which could check the integrity of data on remote servers. They constructed homomorphic verifiable tags (HVTs) on the basis of Rivest-Shamir-Adleman (RSA)-based signatures. Their scheme also adopted a sampling strategy to check data integrity with high probability. Juels and Kalisk, Jr., [9] first proposed the concept of proof of retrievability (POR). By adopting erasure codes, POR could check the integrity of remote big data whilst retrieving corrupted data files. Yang et al. [25] presented an information retrieval framework for the cloud characterized by its retrieval risk formula, which could effectively retrieve keywords [24] from encrypted data in the cloud without undermining key word privacy and retrieval performance. Curtmola et al. [6] first presented a multi-replica PDP scheme, which could verify the integrity of multiple replicas on remote servers. This scheme, however, could not support dynamic data operations. Ateniese et al. [3] proposed an efficient PDP scheme that supports all dynamic data operations except data insertion. Erway et al. [7] first proposed a fully dynamic PDP scheme, which introduces a rank-based authenticated skip list to maintain the dynamic information of data blocks. Their scheme, however, required extra auxiliary authentication information (AAI) during verification. Zhu et al. [31] proposed a dynamic auditing scheme associated with index hash tables. Barsoum and Hasan [4] presented a provable multi-copy dynamic data possession approach by introducing a mapversion table. In addition, more and more researchers have pointed out that the data distribution characteristics, Gaussian VOLUME 7, 2019 and Non-Gaussian [10] [11] [12] , [20] , should be considered in big data analysis.
Shacham and Waters [15] proposed a Boneh-LynnShacham (BLS) signature-based auditing scheme, which incurred much less communication costs and supported public auditing. Following this idea, Wang et al. [19] first introduced a third party auditor (TPA) into the PDP scheme to verify cloud data on behalf of cloud users. The TPA could eliminate the involvement of cloud users through auditing and hence save computational overheads of users. In addition, by leveraging the homomorphic property of HVT, the TPA could support batch auditing, which allowed to perform multiple auditing tasks of different users simultaneously. However, the scheme assumed that the TPA was fully trusted, which cannot always be guaranteed. Furthermore, their scheme violated privacy preservation so that the TPA could derive data owner's data blocks using enough linear combinations of a same set of data blocks. Wang et al. [18] extended [19] and proposed a privacy-preserving public auditing scheme that could prevent the TPA from learning the content of cloud user data during the auditing process. This scheme assumed that the TPA was semi-trusted and honestly executed the auditing scheme whilst being curious about cloud user data.
Although many recent remote data integrity auditing schemes [8] , [16] , [22] , [28] have utilized the TPA to support delegated auditing or public auditing, they have a range of drawbacks. First, the assumption of a trusted TPA is an obvious limitation since a third party can never be fully trusted. For instance, the TPA may behave in a dishonest way to retrieve data owner's secret files and may be bribed to hide a CSP's data corruption incidents. Second, in practice, the TPA cannot be completely stable and reliable as expected and they may suffer many security risks such as hacker attacks and internal system failures. Third, the TPA may become the bottleneck in the TPA-based auditing scheme especially when considering that the TPA needs to provide auditing services for potentially millions of data owners and users in the cloud. Too many connections and too many requests can cause performance degradation of the TPA. To address these issues, we present how blockchain technology can be used to build a decentralized auditing architecture. This can be used to build trust between data owners/users and the CSP without any TPA. Meanwhile, this decentralized structure is more robust and reliable than TPA-based schemes. To the best of our knowledge, this is the first work to introduce blockchain technology into cloud data integrity auditing whilst supporting decentralized auditing architecture. Figure 2 depicts the decentralized architecture of the proposed scheme. It consists of two kinds of entities: data owners/users and the CSP. Data owners upload their data to the CSP. Data owners/users utilize big data stored in the CSP to conduct data analysis. As part of this, they need to perform integrity checking to ensure the quality and integrity of the data. The CSP provides significant storage space for data owners and should respond to auditing requests of data owners/users. The data auditing blockchain (DAB) consists of nodes of all data owners/users and the CSP. The blocks in the DAB store auditing proofs that can be accessed and verified by any node to check the integrity of data owners' data. A data owner/user first sends an auditing request to the CSP. The CSP then generates an auditing proof and broadcasts it in the DAB system. Finally, the auditing proof is included in a block, which will eventually be added to the DAB.
III. PROBLEM STATEMENT A. SYSTEM MODEL

B. SYSTEM COMPONENTS
The proposed scheme includes the following algorithms: 1) Representative Selection: nodes in a blockchain network comprise data owners/users and CSPs. All nodes select a master node and some slave nodes as representative nodes; 2) Key Generation: each data owner generates a publicsecret key pair and associated public parameters. The data owner makes its public key and associated parameters public; 3) Tag Generation: the data owner generates HVTs for all of its files and uploads all files as well as HVTs to the CSP; 4) Challenge: the data owner/user sends a challenge request to the CSP to randomly check the data blocks in the cloud; 5) Response: when the CSP receives a challenge request, it generates an auditing proof and broadcasts it to all nodes; 6) Consensus: representative nodes store the auditing proofs and communicate with each other following which they publish new blocks and manage the blockchain together; 7) Verification: the data owner or users access the auditing proof from the DAB and verify it to get the auditing results.
C. THREAT MODEL AND DISIGN GOALS
We assume that the CSP is untrusted. That is, it will try not to honestly store data owner's data and may hide data corruptions or even discard the corrupted data to maintain its reputation. We assume that over 50% of data owners/users are honest and hence can be trusted. The proposed scheme is intended to meet the following design goals:
• Decentralization: auditing proofs should be stored and managed by all nodes, rather than one node so that they can be accessed by all data owners and users;
• Public auditability: a data owner's data can be checked by any other owner or user;
• Privacy preservation: it is not possible for any owner/user to derive specific information of another owner's data from the auditing proofs stored in the DAB;
• Batch auditing: a data owner or data user can verify multiple auditing proofs simultaneously;
• Traceability: all of the auditing history can be accessed by anyone and cannot be tampered with.
IV. THE PROPOSED SCHEME A. PRELIMINARIES
Bilinear pairings. Let G 1 and G T be two multiplicative cyclic groups of large prime order q. Let g 1 and g 2 be the generators of G 1 and G T , respectively. A bilinear map is a map e :
It is efficient for an algorithm to compute the map e.
B. DATA AUDITING BLOCKCHAIN (DAB)
The DAB is an optimized instantiation designed for remote data integrity auditing. It is based on a growing list of blocks that are connected (chained) to each other. A block consists of a block header and auditing proofs. The block header includes a timestamp, the hash of the previous blocks and the Merkle root. The Merkle hash tree comprises all auditing proofs rather than transactions. In this way, all auditing proofs are stored in blocks and the integrity of them can be guaranteed by the Merkle root. Figure 3 shows an example of a DAB.
C. THE BASIC CONSTRUCTION
The construction of the proposed scheme is as follows: 1) Representative Selection: all nodes (data owners/users and the CSP) vote to select a master node and some slave nodes, which comprises the set of representative nodes. The number of representative nodes should be more than 3t, where t is the maximum number of malicious nodes. 2) Key Generation: in this algorithm, G 1 and G t denote two multiplicative cyclic groups with prime order q.
Suppose that e : G 1 × G 1 → G T is a bilinear map and g is the generator of the group G 1 . h : (0, 1) * → G 1 denotes the hash function that maps a string to a point. h : G 1 → Z * q denotes another hash function. Suppose that f is a pseudo-random function (PRF) and π is a pseudo-random permutation (PRP). Each data owner generates a random secret key x ∈ Z * q and computes the public key Y = g x . It keeps the secret key x and publishes the parameters {Y , f , π, e, H , h, h }. ∈ G 1 with a random value r ∈ Z * q . It then computes α = h (ū) and µ = αµ + r to blind µ . The CSP signs (σ, µ,ū) with its secret key x : σ CSP = Sig x (σ ||µ||ū). Finally, the CSP broadcasts an auditing proof P = {σ, µ,ū, σ CSP , C} to all other nodes. 6) Consensus: upon receiving an auditing proof P, a nonrepresentative node broadcasts it to all other nodes. A representative node will first verify the signature σ CSP . If the verification holds, it collects the auditing proof P. valid, it broadcasts a consensus confirmation CP j = (Confirm, j, h b , blk, σ j ), where j is the index of the slave node, σ j is the signature of (Confirm, j, h b , blk). When a slave node receives more than 2t consensus confirmations from other slave nodes, it will accept the new data block and add it to the end of the blockchain. 7) Verification: The data owner or data user accesses an auditing proof from the DAB. It computes α = h (ū) and verifies the auditing proof by calculating the following equation:
where h i = h(ID F ||i) and Q is generated using the same way in Challenge algorithm. If the verification equation holds, the data owner's data is intact. Otherwise its data is corrupted. Figure 4 shows the flow of the communication from the Challenge algorithm to the Consensus algorithm.
D. SUPPORT FOR BATCH AUDITING
All historical auditing proofs are stored in the DAB and hence they cannot be tampered with. Therefore, in our scheme, a data owner or user can verify multiple previous auditing proofs in the DAB simultaneously. This relieves them of online burdens and computational overheads associated with data integrity checking.
Consider that s challenge requests {C j } 1≤j≤s have been sent by a data owner to the CSP. Anyone can retrieve auditing proofs {P j } 1≤j≤s from the DAB. It then performs batch auditing by calculating the following equation:
where h i = h(ID F ||i).
E. SUPPORT FOR DYNAMIC AUDITING
Data owners or users may access cloud data as well as updating this data. It is essential for a big data auditing scheme in the smart city context to support dynamic data. We extend the proposed scheme to support dynamic data based on a modified Merkle Hash Tree (mMHT) [30] , which is stored and managed by the CSP.
In order to support dynamic operations, there are several steps that should be added to current auditing algorithms. In the Key Generation algorithm, a data owner or user constructs a mMHT and sends the root to the CSP. In the Tag Generation algorithm, the HVT should be calculated as:
The index verification of the data block is guaranteed by the mMHT. In the Response algorithm, the CSP adds the auxiliary authentication information (AAI) of the mMHT to the auditing proof P. In the Verification algorithm, the data owner or user verifies the AAI generated by the CSP and then performs the auditing through Equation 1.
V. SECURITY ANALYSIS
Theorem 1: If all entities are honest and the proposed scheme is executed correctly, the CSP can pass the verification.
Proof: We prove the correctness of our scheme as follows:
where h i = h(ID F ||i). Theorem 2: If the CSP successfully passes the Verification algorithm, it must indeed possess the intact data blocks.
Proof: We first prove that in the random oracle model, there exists an extractor of µ . We then show that with a valid response {σ, µ }, the correctness of the theorem follows from [15] .
The CSP is regarded as the adversary. The extractor responds the random oracle h (·) queried by the CSP. Suppose that a challenge is requested by the extractor and the CSP outputs a valid response {σ, µ,ū}. Thus, we can obtain:
We assume that the extractor can rewind the CSP to the point just before the random oracle h (·) is given. Now the extractor sets the h (ū) to be α * = α. The CSP then outputs a new valid response {σ, µ * ,ū}. Then we can obtain: 
Dividing Equation 4 by Equation 5, we have
Therefore, the extractor obtains {σ, µ = µ−µ * α−α * } as a valid response of the auditing proof. Note that the random oracle model and the extraction argument are also used in the proof of [15] and [18] .
Theorem 3: In the proposed scheme, a data owner or data user cannot retrieve any file content from auditing proofs stored in the DAB.
Proof: A data owner or data user can access another data owner's auditing proofs from the DAB. Specifically, it can collect a challenge request C = (z, k 1 , k 2 , σ CU ), an aggregated HVT σ , a combination of challenged data blocks µ, a verification parameterū, and a signature of the CSP from an associated auditing proof P. The challenged data blocks are hidden in σ and µ. Leveraging the similar security analysis of [18] , the HVT σ is secure based on the CDH problem. Thus, the privacy of the proposed scheme is reduced to the privacy of µ. Due to the introduction of the random value in µ, the proposed scheme can resist recovery attacks as mentioned in [18] and [21] . Therefore, our scheme can preserve the privacy of owner's data.
VI. EVALUATION AND ANALYSIS
In this section, we evaluate the performance of our scheme from two aspects, namely property comparison and the comparison of the computational cost. Table 1 shows the property comparison of the state of the art against the proposed scheme. As seen the proposed scheme supports all features compared over existing schemes. The proposed scheme is more stable and reliable because of the decentralized architecture. Thus, if some nodes are compromised, the scheme is still available. The proposed scheme also supports public auditing, which means auditing proofs can be verified by any data owner or user at any time. Moreover, all auditing proofs in the scheme are traceable since all historic auditing proofs are stored in the DAB permanently and cannot be tampered with.
The computational cost of the data owner/user and the CSP in the proposed scheme during auditing is shown in Table 2 . Let M be the multiplication operation on the group. Let E be the exponentiation operation on the group. Let P be the bilinear pairing operation. H denotes the hash function mapping a string to a point on the group. The computational overheads are mainly in the Tag Generation, Response and Verification algorithms. In the Tag Generation algorithm, a data owner generates HVTs for all data blocks. Thus the computation cost is n(M + 2E + H ). In the Response algorithm, the CSP performs (z + 1) exponentiation and (z − 1) multiplications to calculate the aggregated HVT σ andū. In the Verification algorithm, the CSP performs three pairings, (z + 3) exponentiation, (z + 1) multiplications and z map-to-point hash functions to verify the equation.
We validate the efficiency and effectiveness of our scheme by conducting experiments using JAVA JDK 9.0.4 and all algorithms are implemented using the Java Pairing-Based Cryptography Library (JPBC) library version 2.0.0. The experiments utilize type A pairing parameters in which the group order is 160 bits and the base field order is 512 bits. Figure 5 shows the computation time of the data owner/user and the CSP in our scheme on both the server and PC laptop platform. The server runs Windows 10 on an Intel Xeon E5 CPU at 3.7GHz and 32GB RAM. The PC laptop runs Windows 10 on an Intel Core i5 CPU at 2.30 GHz and 4GB DDR3 RAM. The performance of two platforms have a similar pattern, although the overall computation time of the proposed scheme on the PC laptop platform is slightly larger than on the server platform.
It is easy to see that the computation time of the CSP is very little. This is because there exists no calculation of expensive map-to-point hash functions in this algorithm. Although the computation time of the Tag Generation algorithm grows linearly, the efficiency of generating HVTs is acceptable since HVTs are only generated once in the whole life time of data storage and auditing, which may last for many years. The computation time of the Verification algorithm is limited. Although the computation cost of the Verification algorithm grows linearly with the number of challenged data blocks, only a limited number of data blocks need to be challenged for achieving very high detection probability. This is due to the adoption of the sampling strategy [2] . The relationship between the number of challenged data blocks and detection probability is shown in Figure 6 . We can see that the proposed scheme can guarantee more than 95% detection probability by only checking 300 data blocks. Meanwhile, in our scheme, checking 300 data blocks only takes 8.9 seconds and 12.1 seconds on the server and PC laptop platform respectively. Thus, the computation cost of the Verification algorithm is acceptable. Besides, the performance of the Verification algorithm can be further improved by pre-computing the expensive map-to-point hash function. Figure 7 illustrates the comparison of computation time between batch auditing and individual auditing on the server platform. As seen, batch auditing can effectively reduce the computation time in the Verification algorithm. This is because by aggregating multiple verification equations into one equation, the computation cost of expensive pairing operations can be saved.
VII. CONCLUSIONS
Nowadays, smart cities demand big data collection and the ability to analyze big data using intelligent algorithms such as machine learning. These depend greatly on the quality and the reliability of data. In this paper, we investigate big data integrity auditing in cloud environments to meet the challenges of secure smart city infrastructures. A blockchainbased remote data integrity auditing scheme for the cloud has been proposed. We design a decentralized auditing architecture and a novel blockchain instantiation named the Data Auditing Blockchain (DAB) to improve the stability and reliability of the whole scheme. By introducing the DAB, the proposed scheme can trace all of the auditing history and allow all data files to be verified by any data owner or user at any time. The proposed scheme is further extended to support batch verification of multiple auditing proofs and dynamic auditing. The security analysis demonstrates that the proposed scheme is both secure and privacy-preserving. The performance evaluation shows that our scheme is also efficient compared with the state of the art. 
