"Encoded in the large, highly evolved sensory and motor portions of the human brain is a billion years of experience about the nature of the world and how to survive in it. The deliberate process we call reasoning is, I believe, the thinnest veneer of human thought, effective only because it is supported by this much older and much powerful, though usually unconscious, sensor motor knowledge. We are all prodigious Olympians in perceptual and motor areas, so good that we make the difficult look easy. Abstract thought, though, is a new trick, perhaps less than 100 thousand years old. We have not yet mastered it. It is not all that intrinsically difficult; it just seems so when we do it."-
Introduction
Humans have always been fascinated by machines, so much so that Greek myths also have a mention of them. From the advent of the 20 th century,1956 to be more precise, man has been intrigued by the very thought of creating something that can emulate him. Right from the coining of the term "Artificial Intelligence" by John McCarthy to the present day world, artificial intelligence is everywhere around us. Most of the work being done in industries is being done by them. They have become such an important part of our everyday lives that most of it is being controlled by them, and a failure on their part could be disastrous.
However on close examination of the "jobs" that these machines carry out for us, we notice that most of these jobs don't require much of abstract thought. These are well defined jobs with proper instruction which the machine can follow step by step to obtain the desirable results. So, why is it that these machines are replacing more and more engineers and not the artists, or the musicians from their jobs?
The answer lies somewhere in the 1980's when Hans Moravec, Rodney Brooks and Marvin Minsky devised something called the Moravec's Paradox. This paradox deals with the often mistaken fact that it is the logical problems in the field of Artificial Intelligence that are the hardest to solve, and that simple day to day activities like facial recognition, and hand-eye coordination that are the easiest and can be easily implemented. In fact AI researchers in the 1960's worked only on the logical aspect, assuming that the "easier" problems will solve themselves once the hard ones can be solved. Contrary to all the above opinions Moravec said that"it is comparatively easy to make computers exhibit adult level performance on intelligence tests or playing checkers, and difficult or impossible to give them the skills of a one-year-old when it comes to perception and mobility."
What he meant by the above statement is that day to day activities like speech perception, facial recognition, and motor activities are actually harder to implement in Artificial Machines than making a machine play chess or carry out any other activity that requires logic.
The reason Moravec feels lies in the theory of evolution. It has taken us millions of years to evolve from Apes to our present selves. The feat that this million years of evolution has achieved is not trivial. What this million years of evolution has done is to teach us how to survive in the world; our everyday activities which might seem so trivial to carry out are actually the result of millions and millions years of evolution. What evolution has done for us is that by its process it has refined our system design implementations, and preserved every improvement. So, today if we have to carry out a simple task as walking across the room or picking up something, we don't even have to think about it. It's like it's embedded in our conscience, and that is exactly what the machines lack a conscience built up upon a million years of evolution. It is for this simple reason machines can carry out logic tasks like playing checker, managing traffic or air control, but not the other ones like athletics or art.
Abstract thought that involves logic has only developed over the last few thousand years, and therefore it hasn't been implemented to such a great deal. Thus, playing chess seems difficult to us and we might brand someone who is able to play it as intelligent. It is for this very reason that implementing something which has evolved only for the past few thousand years is easier than encoding a million years of evolution into a machine.
Methods
My method involves electronically communicating with E-bots(Electronic bots) and prove that even though they might be good at logic based problems, but they are no hand when it comes to abstractions. My results also conclude that most electronic bots can only respond to predicted input and are unable to fulfil any abstract commands. 
