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Carl Sagan, astronomer and renowned science popularizer, once comically claimed
that If one wished to make an apple pie from scratch, they must first invent the
universe. Though his statement would not have led to a concise apple pie recipe,
it held in its absurdity a deep truth. Even the most atomized and individualistic
projects are predicated on countless foundations, many of which are invisible to the
project’s authors. Like Sagan’s pie, the completion of this thesis is a project for which
I cannot take full credit, nor claim to have ”made from scratch”. For this reason, I
must be thorough in my declaration of gratitude. Not so thorough as to causally
trace the atoms of this book back to the big bang, but enough to give some people
the credit they deserve.
In the few days when I was inspired to go to the office at an early hour - by my
standards anyhow - the 5th floor of the Bernoulliborg was quietly empty. Besides the
occasional encounter with one of the restless researchers, whose early starts were
evidently more habitual than my own, the only other faces I saw in those morning
hours were those of the cleaning workers. When they saw me, they always greeted
me with gentle smiles, and I happily requited.
I like to think that those encounters were snapshots from a parallel world, mo-
mentarily overlaid over ours; a world where the toils of manual labour, and the
joys of scientific research, were spread more equitably among us. And those smiles
were in solemn recognition of the collective pursuits we were all part of, those of
happiness and the betterment of society. In those particular days, it was my turn to
research, and theirs to keep house.
But we live in this world of divided labour, where one’s vocation and their per-
sonhood are surgically fused, like two vertebrae that had lost their capacity to freely
move. So until a better day comes, I have only my gratitude to offer them. Like-
wise, I thank the secretaries, the canteen workers, the persons who re-filled and
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serviced the coffee machines, the grocery store workers, the baristas at the coffee-
houses where I often worked, the people who paved the roads on which I cycled to
work, and the welders who bound the bicycle’s steel tubes together. The list could
go on ad nauseam, but I cut it short, lest its length detracts from the sincerity of my
thanks. You are encouraged, if you will, to extend the list in your own mind.
Due to the nature of this PhD project, I must give special thanks to the pig farm-
ers and handlers who reared the 30,000+ animals that ended up as data points in my
thesis. Those farmers, a few of whom I’ve had the bitter-sweet pleasure of seeing
in action, were more diligent in their work than I could have been in mine. While
I sat at my desk, breathing the cool, mundane air that circulates through an office
building, they worked at those dimly lit porcine gulags; theirs noses getting slowly
adapted to the odors of death, despair, and excrement. If not for olfactory fatigue, I
would have thought that theirs was a fate no better than the pigs’.
The limits of my work difficulties were a few stubborn software bugs, and some
similarly stubborn peer reviewers. The farmers, meanwhile, bore on a daily basis
the duties of feeding the pigs, cleaning their manure, tagging their ears, docking
their tails, castrating the males, forcibly inseminating the females, and eventually,
sending them off to slaughter. I was there to observe them for just one day, but their
competence does not need my testimony. A visit to the perpetually stocked meat
aisle at your nearest grocery store will suffice.
Grim as it may be, there is an elegance to how slaughtering one of earth’s most
intelligent species has been industrialized. A single well-oiled machine that turns
the animated snorting and squealing bodies into carcasses.
Though it wasn’t all in vain. Those carcasses ended up fragmented on dining
tables around the world, hopefully satisfying many pallets, and bringing joy to those
least aware from whence their meals came. For me, they did a tad bit more. They
may well have laid the basis for my forthcoming livelihood. It’s as if they were
30,000 fleshy platforms in a Nintendo game, and I was the mustachioed plumber
jumping across them to get to the other side. Not to Princess Peach’s castle, but to a
middle class life, and a better chance at self-actualization. Thereby avoiding a pit of
uncertainty that I could have fallen into, had I not been blessed with just the right
circumstances.
Maybe that’s enough solace for the pigs.
If a copy of this book survives to a time when humans no longer enslave and
kill the innocent for profit, I hope whoever lifts it from the rubble and reads these
words will understand and forgive us, for we knew not what we were doing. Those
farmers, the breeders, the butchers, and myself; We were just doing our jobs.
To my colleagues at the University of Groningen, and all researchers who would
consider themselves my peers. From the most uncompromising arbiters of scien-
tific truth to the most cynical careerists, and everyone else in between. You are all
my comrades, and I am honored to have been considered of your ilk, even if just
temporarily. If I am fortunate enough to continue being an academic, I hope I will
live up to higher standards of scientific integrity and intellectual responsibility than
I have thus far.
To my advisors and mentors. Thank you for your support and your patience.
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”Whatever does not spring from a man’s free
choice, or is only the result of instruction and
guidance, does not enter into his very being, but
remains alien to his true nature; he does not
perform it with truly human energies, but merely
with mechanical exactness..
..we may admire what he does, but we despise
what he is.”
Wilhelm von Humboldt
