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A GROSS-KOHNEN-ZAGIER FORMULA FOR
HEEGNER-DRINFELD CYCLES
BENJAMIN HOWARD AND ARI SHNIDMAN
Abstract. Let F be the field of rational functions on a smooth pro-
jective curve over a finite field, and let pi be an unramified cuspidal
automorphic representation for PGL2 over F . We prove a variant of the
formula of Yun and Zhang relating derivatives of the L-function of pi
to the self-intersections of Heegner-Drinfeld cycles on moduli spaces of
shtukas.
In our variant, instead of a self-intersection, we compute the intersec-
tion pairing of Heegner-Drinfeld cycles coming from two different qua-
dratic extensions of F , and relate the intersection to the r-th derivative
of a product of two toric period integrals.
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1. Introduction
Let X be a smooth, projective, geometrically connected curve over a
finite field k, and let F = k(X) be the field of rational functions on X. Any
finite e´tale cover f : X ′ → X of degree 2, with X ′ geometrically connected,
determines a quadratic extension F ′ = k(X ′) of F , and hence determines a
nonsplit torus T = (ResF ′/FGm)/Gm of rank one.
Let r ≥ 0 be an even integer, and suppose that π is an unramified cuspidal
automorphic representation of the adelic points of G = PGL2/F . Yun and
Zhang [14] have recently proved a remarkable formula for the r-th central
derivative of the normalized base-change L-function L (πF ′ , s) in terms of
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the self-intersection of a Heegner-Drinfeld cycle [Sht′rT ]π. The latter is an
algebraic cycle of dimension r on the 2r-dimensional k-stack
Sht′rG = Sht
r
G ×Xr X
′r,
where ShtrG → X
r is the moduli stack of G-shtukas with r modifications. In
particular, they prove that
L
(r)(πF ′ , 1/2) = κ · 〈[Sht
′r
T ]π, [Sht
′r
T ]π〉,
for a certain non-zero real number κ. The right hand side is the intersection
pairing on Chc,r(Sht
′r
G)R, the middle dimensional Chow group with proper
support and R-coefficients.
Our goal is to prove a variant of this result, where the self-intersection
of a Heegner-Drinfeld cycle is replaced by the intersection pairing of two
different Heeger-Drinfeld cycles, in the spirit of the Gross-Kohnen-Zagier
theorem [5].
1.1. Statement of the results. Suppose we are instead given two noniso-
morphic finite e´tale double covers
f1 : Y1 → X, f2 : Y2 → X,
where Y1 and Y2 are projective and geometrically connected. It is natural
to wonder how the corresponding Heegner-Drinfeld cycles are related, and
whether their intersection pairing is also related to L-values. We answer
these questions by giving a formula (Theorem A) for the intersection pairing
of the corresponding Heegner-Drinfeld cycles on ShtrG in terms of certain
toric period integrals.
To state this result, we must introduce some notation. Denote by σi ∈
Aut(Yi/X) the nontrivial automorphism. The fiber product
Y = Y1 ×X Y2
is again a smooth geometrically connected curve, and X is its quotient by
the action of the Klein four group {id, τ1, τ2, τ3} = Aut(Y/X) with nontrivial
elements
(y1, y2)
τ1 = (y1, y
σ2
2 ), (y1, y2)
τ2 = (yσ11 , y2), (y1, y2)
τ3 = (yσ11 , y
σ2
2 ).
The quotient of Y by the action of τ3 is a geometrically connected e´tale
double cover of X, which we denote by Y3. The picture is
Y
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
   ❇
❇❇
❇❇
❇❇
❇
Y1
f1   ❇
❇❇
❇❇
❇❇
Y2
f2

Y3
f3~~⑤⑤
⑤⑤
⑤⑤
⑤
X.
(1.1)
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Taking fields of rational functions, the corresponding picture is
K
K1
τ1
④④④④④④④④
K2
τ2
K3
τ3
❈❈❈❈❈❈❈❈
F,
σ1
❇❇❇❇❇❇❇❇
σ2
σ3
⑤⑤⑤⑤⑤⑤⑤⑤
(1.2)
where the labels indicate the nontrivial automorphisms.
There is a fourth quadratic algebra lurking in the background, correspond-
ing to the trivial double cover Y0 = X ⊔X. Let f0 : Y0 → X be the natural
morphism, and let σ0 ∈ Aut(Y0/X) be the nontrivial automorphism. The
algebra of rational functions on Y0 is K0 = F ⊕ F .
For i ∈ {0, 1, 2, 3} there is a natural closed immersion
T˜i = Autfi∗OYi
(fi∗OYi)

G˜i = AutOX (fi∗OYi)
of group schemes over X. The group scheme G˜i is Zariski locally isomorphic
to GL2, and T˜i ⊂ G˜i is a maximal torus. Let Ti ⊂ Gi be obtained from this
pair by quotienting out by the central Gm. It is Zariski locally isomorphic
to a maximal torus in PGL2 (over X). On F -points the picture is
T˜i(F ) = K
×
i
//

Ti(F ) = K
×
i /F
×

G˜i(F ) = AutF (Ki) // Gi(F ) = AutF (Ki)/F
×.
Note that the canonical isomorphism f0∗OY0
∼= OX ⊕OX identifies
G˜0 ∼= GL2, G0 ∼= PGL2,
and identifies T˜0 and T0 with their diagonal tori.
Let O ⊂ A be the subring of integral elements in the adele ring of F .
Similarly, for i ∈ {0, 1, 2, 3}, denote by Ai the adele ring of Ki, and by
Oi ⊂ Ai its subring of integral elements. Define Ui = Gi(O). The pair
Ui ⊂ Gi(A) is isomorphic to PGL2(O) ⊂ PGL2(A), but there is no canonical
such isomorphism except when i = 0.
There is, however, a canonical isomorphism of spaces of unramified cusp-
idal automorphic forms
Acusp(Gi)
Ui ∼= Acusp(G0)
U0
4 BENJAMIN HOWARD AND ARI SHNIDMAN
by Lemma 3.3. These are finite dimensional C-vector spaces, and the space
on the right carries a natural action of the Hecke algebra H of Q-valued
compactly supported U0-bi-invariant functions on G0(A).
Remark 1.1. Note that our automorphic forms are complex valued, as in [1,
§5], as opposed to the Q-valued automorphic forms of [14, §1.2].
To set up the analytic side of our formula, for any φ ∈ Acusp(G0)
U0 we
define the T0-period integral
P0(φ, s) =
∫
T0(F )\T0(A)
φ(t0)|t0|
2sdt0,
which is absolutely convergent for all s ∈ C. Viewing φ in Acusp(G3)
U3 , we
also define a T3-period integral
P3(φ, η) =
∫
T3(F )\T3(A)
φ(t3)η(t3)dt3.
Here η : A×3 → {±1} is the quadratic character determined by the extension
K/K3. It descends to the quotient T3(A) = A
×
3 /A
× by Lemma 3.6. In both
of these integrals, the Haar measure on Ti(A) is chosen so that the volume
of Ti(O) is 1.
Now suppose that π is an unramified cuspidal automorphic representation
of G0(A), and define
C(π, s) =
P0(φ, s)P3(φ, η)
〈φ, φ〉Pet
for any nonzero φ ∈ πU0 . If q denotes the cardinality of k and λπ : H → C
denotes the character giving the action of H on the line πU0 , we prove in
Proposition 5.7 that
Cr(π)
def
= (log q)−r ·
dr
dsr
C(π, s)
∣∣
s=0
lies in the totally real number field Eπ = λπ(H ).
To define the geometric side of our formula, recall from [14] the stacks
ShtrT1 → Y
r
1 , Sht
r
T2 → Y
r
2
of Ti-shtukas with r modifications, and the stack
ShtrG0 → X
r
of PGL2-Shtukas with r modifications. For i ∈ {1, 2} the stacks Sht
r
Ti are
proper over k, and admit finite morphisms ShtrTi → Sht
r
G0 . Denote by
[ShtrTi ] ∈ Chc,r(Sht
r
G0)
the pushforward of the fundamental class under the induced map on Chow
groups with Q-coefficients.
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Remark 1.2. The definitions of these stacks require the choice of a tuple
µ = (µi) ∈ {±1}
r satisfying the parity condition
∑r
i=1 µi = 0, and in
particular we must assume that r is even. We suppress the choice of µ from
the notation.
Denote by W˜i ⊂ Chc,r(Sht
r
G0) the H -submodule generated by the class
[ShtrTi ]. Restricting the intersection pairing on the Chow group defines a
pairing 〈·, ·〉 : W˜1 × W˜2 → Q. If we define
W1 = W˜1/{c ∈ W˜1 : 〈c, W˜2〉 = 0}
W2 = W˜2/{c ∈ W˜2 : 〈c, W˜1〉 = 0},
this pairing obviously descends to 〈·, ·〉 : W1×W2 → Q, and we extend it to
an R-bilinear pairing
W1(R)×W2(R)→ R.
We prove in §5.4 that there is a decomposition into isotypic components
Wi(R) =Wi,Eis ⊕
(⊕
π
Wi,π
)
,
where the sum is over all unramified cuspidal π, and H acts on the sum-
mand Wi,π via λπ : H → R. Denote by [Sht
r
Ti ]π ∈ Wi,π, the projection of
[ShtrTi ] ∈Wi(R) to this summand. Our main result is the following intersec-
tion formula.
Theorem A. For any unramified cuspidal automorphic representation π,
and for any even r ≥ 0,
〈[ShtrT1 ]π, [Sht
r
T2 ]π〉 = Cr(π).
Theorem A is the function field analogue of the Gross-Kohnen-Zagier
formula [5, Theorem B], but for higher order derivatives. The original Gross-
Kohnen-Zagier formula corresponds to the case r = 1 over Q. Their result
allows for ramified π, and we expect our formula can be extended to mildly
ramified π as well. Indeed, the case of Iwahori level structure was recently
announced by Hao Li in [10].
The proof of Theorem A is very different from that of [5], and is much
closer to the relative trace formula arguments of [8, 14].
As an application of Theorem A, we obtain a criterion for the non-
vanishing of certain special values of L-functions and their derivatives. Let
L(π, s) be the standard L-function and set
L (π, s) = q2(g−1)(s−1/2)L(π, s),
where g is the genus of X. Then L (π, s) = L (π, 1−s), and moreover, there
is a choice of spherical vector φ so that P0(φ, s) = L (π, 2s + 1/2).
Theorem B. Let χ1 and χ2 be the quadratic characters of A
× corresponding
to the extensions K1/F and K2/F . The Heegner-Drinfeld cycles satisfy
〈[ShtrT1 ]π, [Sht
r
T2 ]π〉 = 0
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if and only if
L
(r)(π, 1/2) ·L (π ⊗ χ1, 1/2) ·L (π ⊗ χ2, 1/2) = 0,
where L (r)(π, s) is the rth derivative of L (π, s).
There are three main differences between our results and the main result
of [14]. First, of course, we are computing the intersection of two distinct
cycles, as opposed to a self-intersection. Second, our intersection pairing is
on the Xr-stack ShtrG0 , not its base-change to the r-fold product of a double
cover as in [14]. More precisely, our Heegner-Drinfeld cycle [ShtrTi ] is the
pushforward via the 2r-fold cover
ShtrG0 ×Xr Y
r
i → Sht
r
G0
of the Heegner-Drinfeld cycle of [14]. Finally, our formula relates the inter-
section pairing to the standard L-function L(π, s), not the base-change to a
quadratic extension.
We also prove the following result on the intersection of the “bare” Heegner-
Drinfeld cycles without any projection.
Theorem C. Let r ≥ 0 be an even integer, and let
〈·, ·〉 : Chc,r(Sht
r
G0)× Chc,r(Sht
r
G0)→ Q
be the intersection pairing.
(a) If r > 0 then 〈[ShtrT1 ], [Sht
r
T2 ]〉 = 0.
(b) If r = 0 then
〈[Sht0T1 ], [Sht
0
T2 ]〉 =
{
1 if char(k) > 2
0 if char(k) = 2.
When r = 0, the intersection pairings in the above theorems can be
reinterpreted as period integrals of automorphic forms. This is spelled out
explicitly in §5.6, where the reader can also find a reinterpretation of the r =
0 case of Theorem C, in a way that perhaps clarifies why the characteristic
of k plays a role. See especially Remark 5.19.
Suppose that π is an unramified cuspidal automorphic representation of
G0(A), and that φ ∈ π
U0 is a spherical vector. As noted earlier, Lemma 3.3
provides canonical isomorphisms
Acusp(G0)
U0 ∼= Acusp(Gi)
Ui
for i ∈ {1, 2, 3}, and we view φ as an automorphic form on any of the four
groups Gi. In §5.6 we show that the following result, relating the periods
of this form along the four tori Ti ⊂ Gi, is equivalent to the r = 0 case of
Theorem A.
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Theorem D. For any φ ∈ πU0 as above, we have(∫
T1(F )\T1(A)
φ(t1)dt1
)(∫
T2(F )\T2(A)
φ(t2)dt2
)
=
(∫
T0(F )\T0(A)
φ(t0)dt0
)(∫
T3(F )\T3(A)
φ(t3)η(t3)dt3
)
.
Remark 1.3. If one takes the absolute value of both sides of the equality,
then Waldspurger’s formula [13, 3] relates all four toric periods to L-values,
and the equality of absolute values follows from a formal manipulation of
Euler products. Thus, as both sides of the stated equality are easily seen to
be real numbers (the C-line πU0 is generated by some R-valued φ), the only
new information is that the signs agree.
Just as Waldspurger’s period formula generalizes to higher rank unitary
and orthogonal groups, as in the conjectures of Gan-Gross-Prasad and the
work of Zhang [16], one could hope that there are analogues of Theorem
D also on higher rank groups. In particular, one might expect that period
relations similar to those of Theorem D should appear in the context of [4]
and [7].
1.2. The case of self-intersection. Our methods apply to the case Y1 ∼=
Y2 with relatively minor adjustments, and the analogues of Theorems A and
B hold verbatim (but not Theorem C). Indeed, while this paper was under
review, such analogues appeared in the sequel [15] of Yun-Zhang.
For example, if we denote by X ′ the curve Y1 ∼= Y2, and by T the torus
T1 ∼= T2, then (1.1) degenerates to
X ′ ⊔X ′
zz✉✉✉
✉✉
✉✉
✉✉
✉
 %%▲▲
▲▲
▲▲
▲▲
▲▲
X ′
$$❍
❍❍
❍❍
❍❍
❍❍
❍ X
′

X ⊔X
yyrrr
rr
rr
rr
rr
X,
and our Heegner-Drinfeld cycle [ShtrT ] ∈ Chc,r(Sht
r
G0) is, as was noted before,
the pushforward via the 2r-fold cover
ShtrG0 ×Xr X
′r → ShtrG0
of the Heegner-Drinfeld cycle of [14]. The analogue of Theorem B in this
setting says that
〈[ShtrT ]π, [Sht
r
T ]π〉 = 0 ⇐⇒ L
(r)(π, 1/2) ·L (π ⊗ χ, 1/2) = 0,
where χ is the quadratic character of A× determined by X ′ → X.
As the assumption Y1 6∼= Y2 leads to some technical simplifications, we
keep it throughout the paper.
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1.3. Notation. After §2, which contains results about quaternion algebras
over arbitrary fields, the curves and functions fields of (1.1) and (1.2) will
remain fixed, as will the group schemes Ti → Gi over X.
Let |X| be the set of closed points of X. We normalize the absolute value
| · | =
∏
x∈|X|
| · |x : A
× → Z
so that a uniformizer πx ∈ Fx with residue field kx satisfies |πx|x = q
−[kx : k].
The Haar measures on Ti(A) and Gi(A) are normalized so that Ti(O) and
Gi(O) have volume 1.
Unless otherwise specified, all Chow groups have Q-coefficients.
1.4. Acknowledgements. We thank the referee for a careful reading of
the paper, and for suggesting several improvements and simplifications. We
also thank Spencer Leslie for helpful conversations.
2. Biquadratic algebras and quaternion algebras
In this section alone we allow F to be any field whatsoever, and let K1
and K2 be quadratic e´tale F -algebras. In other words, each Ki is either a
degree two Galois extension, or Ki ∼= F ⊕F . In particular, the results below
apply both to the global fields of (1.2) and to their completions.
2.1. Invariants of quaternion embeddings. As usual, a quaternion al-
gebra over F is a central simple F -algebra of dimension four.
Definition 2.1. A quaternion embedding of (K1,K2) is a triple (B,α1, α2)
consisting of a quaternion algebra B over F , and F -algebra embeddings
α1 : K1 → B and α2 : K2 → B. Such a triple is regular if α1(K1) ∪ α2(K2)
generates B as an F -algebra.
Our goal is to parametrize the set
Q(K1,K2) = {isomorphism classes of quaternion embeddings (B,α1, α2)},
along with its subset
Qreg(K1,K2) ⊂ Q(K1,K2) (2.1)
of regular quaternion embeddings.
For i ∈ {1, 2}, denote by σi ∈ Aut(Ki/F ) the nontrivial automorphism.
The automorphism group of the quartic F -algebra K = K1 ⊗F K2 contains
the Klein four subgroup
{id, τ1, τ2, τ3} ⊂ Aut(K/F )
with nontrivial elements
(x⊗ y)τ1 = x⊗ yσ2 , (x⊗ y)τ2 = xσ1 ⊗ y, (x⊗ y)τ3 = xσ1 ⊗ yσ2 .
Denote by K3 ⊂ K the subalgebra of elements fixed by τ3. Elementary
algebra shows that K1 ∼= K2 if and only if K3 ∼= F ⊕ F . The picture, along
with generators of the automorphism groups, is (1.2).
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Fix a triple (B,α1, α2) ∈ Q(K1,K2), and define an F -linear map α : K →
B by
α(x1 ⊗ x2) = α1(x1)α2(x2).
Clearly α|K1 = α1 and α|K2 = α2 are F -algebra homomorphisms, but α is
an F -algebra homomorphism if and only if α1(K1) = α2(K2).
Lemma 2.2. The image of α is the smallest F -subalgebra of B containing
both α1(K1) and α2(K2). In particular, (B,α1, α2) is regular if and only if
α(K) = B.
Proof. It is clear from the definition that
α(K) = SpanF {α1(x)α2(y) : x ∈ K1, y ∈ K2},
and so it suffices to prove that α(K) is a subalgebra of B.
If α(K) has dimension 2, then α1(K1) = α(K) = α2(K2), and we are
done. If α(K) has dimension 4, then α(K) = B, and again we are done. Now
suppose that α(K) has dimension 3. As α(K) is stable under left multiplica-
tion by α1(K1) and right multiplication by α2(K2), these quadratic algebras
cannot be fields. Thus each is isomorphic to F × F , and also B ∼= M2(F ).
This latter isomorphism may be chosen so that α1(K1) ⊂ M2(F ) is the
algebra of diagonal matrices. This implies that α(K) ⊂ M2(F ) is either
the space of upper triangular matrices or the space of lower triangular ma-
trices, as these are the only three dimensional subspaces of M2(F ) stable
under left multiplication by the diagonal subalgebra. In either case α(K) is
a subalgebra of B. 
Denote by b 7→ bι the main involution on B, and by NrdB(b) = bb
ι and
TrdB(b) = b+ b
ι the reduced norm and reduced trace.
Proposition 2.3. There is a unique ξ ∈ K3 satisfying
NrdB(α(x)) = TrK3/F (ξxx
τ3) (2.2)
for all x ∈ K. It further satisfies TrK3/F (ξ) = 1 and
TrdB
(
α(x)α(y)ι
)
= TrK/F (ξxy
τ3) (2.3)
for all x, y ∈ K. Moreover, (B,α1, α2) is regular if and only if ξ ∈ K
×
3 .
Proof. Endow B with the structure of a K-module via the action
(x1 ⊗ x2) • b = α1(x1) · b · α2(x2),
so that the F -linear map α : K → B defined above is α(x) = x • 1.
The action of K on B induces an action of K = K⊗FK3 on B = B⊗FK3,
and the orthogonal idempotents in K ∼= K ×K determines a splitting B =
B+ ⊕ B−. More precisely,
B+ = {b ∈ B : ∀x ∈ K3, x • b = b · x}
B− = {b ∈ B : ∀x ∈ K3, x • b = b · x
σ3}.
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The projection map B → B± is denoted b 7→ b±. Each summand is K-
stable, the projections are K-linear, and the decomposition is orthogonal
with respect to the reduced norm NrdB : B→ K3.
By restricting the action of K, we view B as a free K3-module of rank 2,
and define a quadratic form Nrd†B : B → K3 by Nrd
†
B(b) = NrdB(b+). We
leave it as an exercise to the reader to verify the relations
Nrd†B(x • b) = xx
τ3Nrd†B(b)
NrdB(b) = TrK3/F (Nrd
†
B(b)).
for all x ∈ K and b ∈ B.
Setting ξ = Nrd†B(1), the first of these relations implies
ξxxτ3 = xxτ3Nrd†B(1) = Nrd
†
B(x • 1) = Nrd
†
B(α(x)),
and hence the second implies
NrdB(α(x)) = TrK3/F (ξxx
τ3).
This proves the equality of quadratic forms (2.2), which then implies the
equality (2.3) of corresponding bilinear forms. Taking x = 1 in (2.2) shows
that TrK3/F (ξ) = 1.
If ξ′ ∈ K3 also satisfies (2.2), then it also satisfies (2.3), and hence ζ =
ξ − ξ′ satisfies TrK/F (ζxy) = 0 for all x, y ∈ K. Thus ζ = 0 and ξ = ξ
′.
Finally, it is easy to see from Lemma 2.2 that each of the following state-
ments is equivalent to the next.
• The quaternion embedding (B,α1, α2) is regular.
• The F -linear map α : K → B is an isomorphism.
• The radical of the bilinear form (2.3) is trivial.
• The element ξ ∈ K3 is a unit.
This completes the proof of Proposition 2.3. 
Proposition 2.3 attaches to each (B,α1, α2) ∈ Q(K1,K2) an element ξ ∈
K3. This defines the invariant
inv : Q(K1,K2)→ {ξ ∈ K3 : TrK3/F (ξ) = 1}, (2.4)
which satisfies
Qreg(K1,K2) = {(B,α1, α2) ∈ Q(K1,K2) : inv(B,α1, α2) ∈ K
×
3 }.
Theorem 2.4. The invariant (2.4) restricts to a bijection
inv : Qreg(K1,K2) ∼= {ξ ∈ K
×
3 : TrK3/F (ξ) = 1}. (2.5)
Proof. The strategy is to reduce to the case where K1 and K2 are split.
Abbreviate (2.1) to Qreg ⊂ Q. Let F/F be a Galois extension large
enough that both F-algebras K1 = K1⊗F F and K2 = K2⊗F F are isomor-
phic to F× F. Applying ⊗FF to the diagram (1.2) gives a new diagram of
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F-algebras
K
K1
τ1
④④④④④④④④
K2
τ2
K3
τ3
❈❈❈❈❈❈❈❈
F,
σ1
❈❈❈❈❈❈❈❈
σ2
σ3
④④④④④④④④
(2.6)
and we consider the set Q of isomorphism classes of quaternion embeddings
of (K1,K2). That is to say, isomorphism classes of triples (B, α1, α2) where
B is a quaternion algebra over F, and α1 : K1 → B and α2 : K2 → B
are F-algebra embeddings. Of course such embeddings can only exist if
B ∼=M2(F). Again let Qreg ⊂Q denote the subset of regular triples.
The Galois group Gal(F/F ) acts on the set Qreg and on the rings (2.6)
in a natural way, and the construction of (2.5) defines a Gal(F/F )-invariant
function
inv : Qreg → {ξ ∈ K
×
3 : TrK3/F(ξ) = 1}. (2.7)
Extension of scalars from F to F defines the vertical arrows in the commu-
tative diagram
Qreg
inv //

{ξ ∈ K×3 : TrK3/F (ξ) = 1}

Q
Gal(F/F )
reg
inv // {ξ ∈ K×3 : TrK3/F(ξ) = 1}
Gal(F/F ).
(2.8)
Lemma 2.5. The function Qreg →Q
Gal(F/F )
reg is a bijection.
Proof. This is immediate from the theory of Galois descent. The only thing
to check is that a regular quaternion embedding (B, α1, α2) ∈ Qreg has no
nontrivial automorphisms. Indeed, any F-algebra automorphism of B is
given by conjugation by some b ∈ B×. If b defines an automorphism of
the triple (B, α1, α2), then b centralizes both α1(K1) and α2(K2). These
subalgebras are equal to their own centralizers, and so b lies in the inter-
section α1(K1)
× ∩ α2(K2)
×. The regularity of (B, α1, α2) implies that this
intersection is equal to F×, and so conjugation by b is trivial. 
Lemma 2.6. The function (2.7) is a bijection.
Proof. Fix isomorphisms Ki ∼= F × F for i ∈ {1, 2, 3}, and an isomorphism
K ∼= F× F× F×F, in such a way that
(x1, x2, x3, x4)
τ1 = (x3, x4, x1, x2)
(x1, x2, x3, x4)
τ2 = (x4, x3, x2, x1)
(x1, x2, x3, x4)
τ3 = (x2, x1, x4, x3),
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and the inclusions of K1 ∼= K2 ∼= K3 into K are identified (respectively)
with
(u, v) 7→ (u, v, u, v), (u, v) 7→ (u, v, v, u), (u, v) 7→ (u, u, v, v).
Define embeddings α1 : K1 →M2(F) and α2 : K2 →M2(F) by
(u, v) 7→
(
u
v
)
.
If we let A ⊂M2(F) denote the subalgebra of diagonal matrices, there is an
induced bijection
A×\GL2(F)/A
× ∼= Q (2.9)
sending γ =
(
a b
c d
)
to the quaternion embedding (M2(F), α1, γα2γ
−1). In
particular, γ determines an F-linear map
F× F× F×F = K
α
−→M2(F)
and an element inv(γ) ∈ K3 of trace 1. Direct calculation shows that
α(x1, x2, x3, x4) =
1
ad− bc
(
adx1 − bcx3 ab(x3 − x1)
cd(x4 − x2) adx2 − bcx4
)
and
inv(γ) =
(
ad
ad− bc
,
−bc
ad− bc
)
∈ F× F = K3.
In [8, §1.3] one can find a complete set of representatives for the double
coset space (2.9). There are six non-regular elements, represented by
( 1 1 ) , (
1
1 ) , (
1 1
1 ) , (
1
1 1 ) , (
1
1 1 ) , (
1 1
1 ) .
(Compare with the proof of Lemma 2.2. For the first two double cosets the
corresponding map α : K → M2(F) has image of dimension two. For the
remaining four double cosets the image has dimension three.) A complete
set of representatives for the regular elements is given by{(
1 x
1 1
)
: x ∈ Fr {0, 1}
}
∼= Qreg.
For this set of coset representatives, the function
inv : Qreg → {(u, v) ∈ F
× × F× : u+ v = 1}
of (2.7) takes the explicit form(
1 x
1 1
)
7→
(
1
1− x
,
−x
1− x
)
,
and the reader will have no difficulty in checking that this is a bijection. 
The bijectivity of (2.5) is clear from the two lemmas above. Indeed, the
left vertical arrow in (2.8) is bijective by Lemma 2.5, the right vertical arrow
is obviously bijective, and the bottom horizontal arrow is bijective by Lemma
2.6. Therefore the top horizontal arrow is a bijection. This completes the
proof of Theorem 2.4. 
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Remark 2.7. Although we will not explicitly need to do so, one can under-
stand Theorem 2.4 as a parametrization of certain double coset spaces, in
the spirit of [8]. Call a quaternion algebra B relevant if it admits embed-
dings of both K1 and K2. For each relevant B, fix such embeddings once
and for all. These choices determine bijections
B×/K×i
∼= {embeddings Ki → B}
and⊔
relevantB
K×1 \B
×/K×2
∼=
⊔
relevantB
B×\
(
B×/K×1 ×B
×/K×2
)
∼= Q(K1,K2).
With these identifications, the invariant (2.4) determines a function⊔
relevantB
K×1 \B
×/K×2 → {ξ ∈ K3 : TrK3/F (ξ) = 1}.
The content of Theorem 2.4 is that this is very nearly a bijection. In fact,
if K1 6∼= K2 are both fields, then K3 is a field, Q(K1,K2) = Qreg(K1,K2),
and Theorem 2.4 asserts the bijectivity of this function.
2.2. Invariants of double cosets. Let Iso(K2,K1) be the set of isomor-
phisms of F -vector spaces K2 → K1. The group K
×
1 acts on the left by
postcomposition, and the group K×2 acts on the right by precomposition.
We use similar notation if K1 and K2 are replaced by other F -algebras. Our
goal is to define a function
K×1 \Iso(K2,K1)/K
×
2
inv
−−→ {ξ ∈ K3 : TrK3/F (ξ) = 1}, (2.10)
intimately related to the invariant (2.4).
There are canonical F -algebra isomorphisms
K1 ⊗F K ∼= K ⊕K, K2 ⊗F K ∼= K ⊕K,
the first defined by x ⊗ y 7→ (xy, xσ1y), and the second defined similarly.
Any φ ∈ Hom(K2,K1) therefore induces a K-linear map
K ⊕K ∼= K2 ⊗F K
φ⊗id
−−−→ K1 ⊗F K ∼= K ⊕K,
represented by a matrix
(
a b
c d
)
∈M2(K) whose entries are related by
b = aτ1 , c = aτ2 , d = aτ3 . (2.11)
Define a one-dimensional F -vector space
∆ = HomF (detF (K2),detF (K1)),
and define det♯(φ) ∈ ∆⊗F K by
detF (K2)⊗F K
det♯(φ)

detK(K2 ⊗F K) detK(K ⊕K)
ad

detF (K1)⊗F K detK(K1 ⊗F K) detK(K ⊕K)
where ad is the map e1 ∧ e2 7→ (ae1) ∧ (de2).
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Using the relations (2.11), one can check that det♯(φ) actually lies in
∆⊗F K3, and its trace to ∆ is the usual determinant det(φ) ∈ ∆. In other
words, we have a commutative diagram
HomF (K2,K1)
det
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
det♯ // ∆⊗F K3
TrK3/F

∆,
and the desired function (2.10) is defined by
inv(φ) = det♯(φ)/det(φ) ∈ {ξ ∈ K3 : TrK3/F (ξ) = 1}.
Proposition 2.8. If we define
Isoreg(K2,K1) = {φ ∈ Iso(K2,K1) : inv(φ) ∈ K
×
3 },
the function (2.10) restricts to an injection
K×1 \Isoreg(K2,K1)/K
×
2
inv
−−→ {ξ ∈ K×3 : TrK3/F (ξ) = 1}.
Proof. Any pair
(a1, a2) ∈ Iso(K1, F ⊕ F )× Iso(K2, F ⊕ F )
determines an F -linear isomorphism a−11 ◦a2 : K2 → K1, as well as F -algebra
embeddings α1 : K1 → M2(F ) and α2 : K2 → M2(F ). These constructions
induce canonical identifications
K×1 \Iso(K2,K1)/K
×
2 (2.12)
∼= GL2(F )\
(
Iso(K1, F ⊕ F )/K
×
1 × Iso(K2, F ⊕ F )/K
×
2
)
∼= GL2(F )\
 pairs of embeddingsα1 : K1 →M2(F )
α2 : K2 →M2(F )
 ,
which realize
K×1 \Iso(K2,K1)/K
×
2 ⊂ Q(K1,K2)
as the set of all quaternion embeddings whose underlying quaternion algebra
is M2(F ). A tedious but elementary calculation shows that the invariant
(2.10) is simply the restriction of (2.4) to this subset, and so the claim
follows from the bijectivity of (2.5). 
2.3. The dual picture. In this subsection and the next, we let
K0 = F ⊕ F.
The initial input to the constructions of §2.1 and §2.2 was a pair of quadratic
algebras K1 and K2, from which we produced a diagram (1.2).
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We may repeat these constructions, but now take the initial input to be
K0 and K3. In this case K0 ⊗F K3 ∼= K3 × K3, and the diagram (1.2) is
replaced by
K3 ×K3
K0
✉✉✉✉✉✉✉✉✉
K3 K3
■■■■■■■■■
F.
❏❏❏❏❏❏❏❏❏❏
tttttttttt
Here the upper left inclusion is just K0 = F × F ⊂ K3 × K3, the middle
inclusion K3 → K3×K3 is the diagonal embedding, and the inclusion K3 →
K3 ×K3 on the right is the twisted diagonal y3 7→ (y3, y
σ3
3 ).
Repeating the construction of (2.10) in this new setting yields a function
K×0 \Iso(K3,K0)/K
×
3
inv
−−→ {ξ ∈ K3 : TrK3/F (ξ) = 1}. (2.13)
In fact, the construction of this function simplifies slightly because K0 is
split. For comparison with later constructions (see especially the proof of
Lemma 3.18) we now make this completely explicit.
There are canonical isomorphisms of F -algebras
K0 ⊗F K3 ∼= K3 ⊕K3, K3 ⊗F K3 ∼= K3 ⊕K3.
The first is the K3-linear extension of K0 = F ⊕ F ⊂ K3 ⊕ K3, and the
second is x ⊗ y 7→ (xy, xσ3y). Any φ ∈ HomF (K3,K0) induces a K3-linear
map
K3 ⊕K3 ∼= K3 ⊗F K3
φ⊗id
−−−→ K0 ⊗F K3 ∼= K3 ⊕K3
represented by a matrix
(
a b
c d
)
∈M2(K3) satisfying b = a
σ3 and c = dσ3 .
Define a one-dimensional F -vector space
∆ = HomF (detF (K3),detF (K0)),
and define det♯(φ) ∈ ∆⊗F K3 by
detF (K3)⊗F K3
det♯(φ)

detK3(K3 ⊗F K3) detK3(K3 ⊕K3)
ad

detF (K0)⊗F K3 detK3(K0 ⊗F K3) detK3(K3 ⊕K3).
Here ad denotes the map e1∧e2 7→ (ae1)∧ (de2). Exactly as before, we have
a commutative diagram
HomF (K3,K0)
det
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
det♯ // ∆⊗F K3
TrK3/F

∆,
and (2.13) is given by inv(φ) = det♯(φ)/det(φ).
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Proposition 2.9. If we define
Isoreg(K3,K0) = {φ ∈ Iso(K3,K0) : inv(φ) ∈ K
×
3 },
the function (2.13) restricts to a bijection
K×0 \Isoreg(K3,K0)/K
×
3
inv
−−→ {ξ ∈ K×3 : TrK3/F (ξ) = 1}.
Proof. Exactly as in §2.1, denote by Q(K0,K3) the set of isomorphism
classes of quaternion embeddings (B,α0, α3). The subset of regular pairs
is again denoted by Qreg(K0,K3) ⊂ Q(K0,K3).
Exactly as in (2.12), there is a canonical bijection
K×0 \Iso(K3,K0)/K
×
3
∼= GL2(F )\

pairs of embeddings
α0 : K0 →M2(F )
α3 : K3 →M2(F )
 .
AsK0 is split, any quaternion embedding (B,α0, α3) must have B ∼=M2(F ).
Thus we obtain a canonical bijection
K×0 \Iso(K3,K0)/K
×
3
∼= Q(K0,K3).
Applying the construction of (2.4) with the triple of algebras (K1,K2,K3)
replaced by (K0,K3,K3) yields a function
Q(K0,K3)
inv
−−→ {ξ ∈ K×3 : TrK3/F (ξ) = 1},
which, as a tedious but elementary calculation shows, agrees with (2.13)
under the above identification. Thus the claim follows from the bijectivity
of (2.5). 
3. The analytic calculation
For the remainder of the paper we return to the situation of the intro-
duction, so that F = k(X) and all F -algebras appearing in (1.2) are Galois
field extensions of F .
3.1. Automorphic forms. Denote by A(G0) the space of automorphic
forms [1, §5] on G0(A), and by Acusp(G0) ⊂ A(G0) the subspace of cuspi-
dal automorphic forms. The subspace of unramified (that is, U0-invariant)
cuspforms is finite-dimensional, and admits a decomposition
Acusp(G0)
U0 =
⊕
unr. cusp. π
πU0
as a direct sum of lines, where the sum is over the unramified cuspidal
automorphic representations π ⊂ Acusp(G0).
Denote by H the (commutative) Hecke algebra of all compactly sup-
ported functions f : U0\G0(A)/U0 → Q. The H -module of compactly
supported unramified Q-valued automorphic forms is denoted
A = C∞c (G0(F )\G0(A)/U0,Q).
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We let AC = A ⊗ C denote the corresponding complex space, so that
Acusp(G0)
U0 ⊂ AC ⊂ A(G0)
U0 . (3.1)
Note that the first inclusion follows from Harder’s theorem [1, Proposition
5.2] that every cuspidal automorphic form on G0(A) is compactly supported.
According to [14, §4.1], the Satake transform induces a canonical Q-
algebra surjection aEis : H → Q[PicX(k)]
ιPic , for a particular involution
ιPic of Q[PicX(k)]. The Eisenstein ideal is defined by
IEis = ker
(
aEis : H → Q[PicX(k)]
ιPic
)
. (3.2)
As in [14, §7.3], define Q-algebras
Haut = Image
(
H → EndQ(A )×Q[PicX(k)]
ιPic
)
Hcusp = Image
(
H → EndC(Acusp(G0)
U0)
)
.
It follows from (3.1) that the quotient map H → Hcusp factors through
Haut, and the resulting map
Haut → Hcusp ×Q[PicX(k)]
ιPic (3.3)
is an isomorphism by [14, Lemma 7.16].
For each unramified cuspidal automorphic representation π ⊂ Acusp(G0),
denote by
λπ : H → C
the character through which the Hecke algebra acts on the line πU0 . As in
[14, §7.5.1], the Q-algebra Hcusp is isomorphic to a finite product of number
fields, and the product of all characters λπ induces an isomorphism
Hcusp ⊗C ∼=
⊕
unr. cusp. π
C.
Remark 3.1. There is an action of Aut(C/Q) on the finite set of unramified
cuspidal automorphic representations π ⊂ Acusp(G0), characterized by the
relation λπσ = σ ◦ λπ.
Remark 3.2. The Petersson inner product identifies the contragredient of
π ⊂ Acusp(G0) with the space π of complex conjugate functions. As π has
trivial central character, multiplicity one implies that π = π∨ = π. From
this it is easy to see first that each character λπ : π → C is real-valued, and
then that Hcusp is isomorphic to a product of totally real number fields.
All of the above was for the group scheme G0 ∼= PGL2 over X, but the
same discussion holds word-for-word if G0 is replaced by G1, G2, or G3.
Lemma 3.3. For any i ∈ {1, 2, 3} there is a canonical bijection
G0(F )\G0(A)/U0 → Gi(F )\Gi(A)/Ui.
It induces an isomorphism of C-vector spaces
A(G0)
U0 ∼= A(Gi)
Ui
respecting the subspaces of cusp forms.
18 BENJAMIN HOWARD AND ARI SHNIDMAN
Proof. Fix an isomorphism ρ : K0 → Ki of F -vector spaces. The induced
isomorphism ρ : A0 → Ai satisfies ρ(O0) = hOi for some h ∈ G˜i(A). The
choice of ρ also determines an isomorphism ρ : G0(F ) → Gi(F ) by ρ(g) =
ρ ◦ g ◦ ρ−1, and the desired bijection is
G0(F )\G0(A)/U0
g 7→ρ(g)h
−−−−−→ Gi(F )\Gi(A)/Ui.
This is easily seen to be independent of the choices of ρ and h. 
3.2. The analytic distribution. The X-scheme
J˜ = IsoOX (f3∗OY3 , f0∗OY0)
is both a left G˜0-torsor and a right G˜3-torsor, and similarly J = J˜/Gm is
both a left G0-torsor and a right G3-torsor. There are canonical identifica-
tions
T0(F )\J(F )/T3(F ) = T˜0(F )\J˜ (F )/T˜3(F ) = K
×
0 \Iso(K3,K0)/K
×
3 ,
and so (2.13) defines a bijective function
T0(F )\J(F )/T3(F )
inv
−−→ {ξ ∈ K3 : TrK3/F (ξ) = 1}. (3.4)
The bijectivity follows from Proposition 2.9, as K3 is now a field.
Lemma 3.4. There is a canonical homeomorphism
U0\J(A)/U3 ∼= U0\G0(A)/U0. (3.5)
Proof. As O0 and O3 are both free O-modules of rank two, we may choose
an isomorphism of A-modules a : A0 → A3 in such a way that a(O0) = O3.
This determines a homeomorphism
J˜(A) = Iso(A3,A0)
φ 7→φ◦a
−−−−→ Iso(A0,A0) = G˜0(A).
It is easy to check that this descends to a homeomorphism (3.5), which is
independent of the choice of a. 
Now fix f ∈ H . Slightly switching the point of view, we use the bijection
of Lemma 3.4 to instead view f : U0\J(A)/U3 → Q, and define a function
on G0(A)×G3(A) by
Kf (g0, g3) =
∑
γ∈J(F )
f(g−10 γg3). (3.6)
Remark 3.5. Using Lemma 3.3, we may instead view Kf as a function on
G0(A)×G0(A). This agrees with the kernel function defined in [14, (2.3)].
We adopt the usual notation
[Ti] = Ti(F )\Ti(A), [Gi] = Gi(F )\Gi(A),
and recall the normalization of Haar measures of §1.3. Define a distribution
on H by
J(f, s) =
∫ reg
[T0]×[T3]
Kf (t0, t3) |t0|
2sη(t3) dt0 dt3. (3.7)
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We will explain what this regularized integral means momentarily. For the
other notation, recalling that T0 ⊂ G0 = PGL2 is the diagonal torus, let
| · | : T0(A)→ R
×
be the homomorphism |( a d )| = |a/d|. The character η is defined by the
following lemma.
Lemma 3.6. The quadratic character η : A×3 → {±1} determined by Y/Y3
factors through the quotient T3(A) = A
×
3 /A
×, and hence defines a character
η : [T3]→ {±1}.
Proof. Denote by χi : A
× → {±1} the quadratic character determined by
Yi/X. An exercise in class field theory shows that
χ1(Nm(x)) = η(x) = χ2(Nm(x))
for all x ∈ A×3 , where Nm : A
×
3 → A
× is the norm. The claim is immediate
from this, and the fact that Nm(t) = t2 for all t ∈ A×. 
The integral in (3.7) need not converge absolutely, and we now explain
how it is regularized. First define
T0(A)n =
{
t0 ∈ T0(A) : |t0| = q
−n
}
and [T0]n = T0(F )\T0(A)n, and set
Jn(f, s) =
∫
[T0]n×[T3]
Kf (t0, t3)|t0|
2sη(t3) dt0 dt3 (3.8)
= q−2ns
∫
[T0]n×[T3]
Kf (t0, t3)η(t3) dt0 dt3
This integral is absolutely convergent. Indeed, the set [T0]n is compact, and
the finiteness of
T3(F )\T3(A)/(U3 ∩ T3(A)) ∼= K
×
3 \A
×
3 /A
×O×3
∼= Pic(Y3)/f
∗
3Pic(X)
implies that [T3] is also compact.
Proposition 3.7. The integral Jn(f, s) vanishes for |n| sufficiently large.
Proof. For any γ ∈ J(F ), and for any g0 ∈ [G0] and g3 ∈ [G3], we set
Kf,γ(g0, g3) =
∑
δ∈T0(F )γT3(F )
f(g−10 δg3) (3.9)
so that
Kf (g0, g3) =
∑
γ∈T0(F )\J(F )/T3(F )
Kf,γ(g0, g3).
We also set
Jn(γ, f, s) =
∫
[T0]n×[T3]
Kf,γ(t0, t3)|t0|
2sη(t3) dt0 dt3, (3.10)
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so that
Jn(f, s) =
∑
γ∈T0(F )\J(F )/T3(F )
Jn(γ, f, s).
Lemma 3.8. For all but finitely many γ ∈ T0(F )\J(F )/T3(F ), the function
(3.9) vanishes identically on [T0]× [T3].
Proof. The function (3.4) extends in a natural way to a continuous function
on adelic points
inv : T0(A)\J(A)/T3(A)→ {ξ ∈ A3 : TrK3/F (ξ) = 1}.
Indeed, the function (3.4) was defined using the constructions of §2.3, which
can be applied locally at every place of F . (Of course, locally K3 need not
be a field, and so this function need not be a bijection).
Let C ⊂ A3 be the image under inv : J(A)→ A3 of the support of f . This
is a compact set, and so has finite intersection with the (discrete) image of
the injection
T0(F )\J(F )/T3(F )
inv
−−→ K3 ⊂ A3.
Thus there are only finitely many γ ∈ T0(F )\J(F )/T3(F ) with inv(γ) ∈ C.
It is clear from the definitions that if inv(γ) 6∈ C then (3.9) vanishes
identically on [T0]× [T3], proving the claim. 
To unfold the integral (3.10), we need to understand the stabilizer
Sγ = {(t0, t3) : t
−1
0 γt3 = γ} ⊂ T0F × T3F , (3.11)
which is an algebraic group over F .
Lemma 3.9. The morphism T0F × T3F → JF given by (t0, t3) 7→ t
−1
0 γt3 is
a closed immersion. In particular, Sγ is trivial.
Proof. To prove that this is a closed immersion, we may base change to K3,
over which T3 becomes isomorphic to T0. Then it is enough to check that
the orbit of γ is regular semisimple in the sense of [14], or in other words,
that the invariant is not (1, 0) or (0, 1), when viewed as trace-one elements
of K3 ⊗F K3 ≃ K3 ×K3. But inv(γ) is a unit in K3, so it cannot be (1, 0)
or (0, 1). 
Lemma 3.10. For fixed γ and f as above, the integral (3.10) vanishes for
all but finitely many n.
Proof. Since Sγ is trivial, we may unfold the integral (3.10) to obtain
Jn(γ, f, s) =
∫
T0(A)n×T3(A)
f(t−10 γt3) |t0|
2sη(t3) dt0 dt3.
The map i : T0(A) × T3(A) → J(A) given by (t0, t3) 7→ t
−1
0 γt3 is a closed
embedding, so f ◦ i has compact support. It follows that Jn(γ, f, s) vanishes
for |n| large enough.
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We now complete the proof of Proposition 3.7. By Lemma 3.8,
Jn(f, s) =
∑
γ∈Γf
Jn(γ, f, s)
for some finite subset Γf ⊂ T0(F )\J(F )/T3(F ) independent of n. Lemma
3.10 now implies that Jn(f, s) vanishes for |n| ≫ 0. 
Using Proposition 3.7, the regularized integral (3.7) is defined as
J(f, s) =
∑
n∈Z
Jn(f, s).
This is a Laurent polynomial in qs. Recalling (3.10), we also define
J(γ, f, s) =
∑
n∈Z
Jn(γ, f, s),
so that there are decompositions
J(f, s) =
∑
γ∈T0(F )\J(F )/T3(F )
J(γ, f, s) =
∑
ξ∈K3
TrK3/F (ξ)=1
J(ξ, f, s). (3.12)
Here, in the final expression, we use (3.4) to define
J(ξ, f, s) = J(γ, f, s)
for the unique double coset γ ∈ T0(F )\J(F )/T3(F ) satisfying inv(γ) = ξ.
3.3. Spectral decomposition. Using the normalization of Haar measures
of §1.3, for any φ ∈ Acusp(G0)
U0 we define a period integral
P0(φ, s) =
∫
[T0]
φ(t0)|t0|
2s dt0.
This integral is absolutely convergent for all s ∈ C. Using the isomorphism
of Lemma 3.4 to view φ ∈ Acusp(G3)
U3 , we define another period integral
P3(φ, η) =
∫
[T3]
φ(t3)η(t3) dt3.
As [T3] is compact, this integral is also absolutely convergent.
Recall the Eisenstein ideal IEis ⊂ H of (3.2).
Proposition 3.11. Every f ∈ IEis satisfies
J(f, s) =
∑
unr. cusp. π
λπ(f)
P0(φ, s)P3(φ, η)
〈φ, φ〉
, (3.13)
where the sum is over all unramified cuspidal automorphic representations
π ⊂ Acusp(G0), and φ ∈ π
U0 is any nonzero vector. Moreover, J(f, s) only
depends on the image of f under the quotient map H → Haut.
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Proof. If we use Remark 3.5 to view (3.6) as a function on G0(A)×G0(A),
then invoke the decomposition
Kf (x, y) = Kf,cusp(x, y) +Kf,sp(x, y)
of [14, Theorem 4.3], and then convert all three terms back into functions
on G0(A)×G3(A), the result is a decomposition
Kf (g0, g3) =
∑
unr. cusp. π
λπ(f) ·
φ(g0)φ(g3)
〈φ, φ〉
+
∑
unr. quad. χ
λχ(f) · χ(det(g0)) · χ(det(g3)).
The first sum is over all unramified cuspidal representations π, and φ ∈ πU0
is any nonzero vector. The second sum is over all unramified quadratic
characters
Pic(X) ∼= F×\A×/O×
χ
−→ {±1},
and
λχ(f) =
∫
G0(A)
f(g)χ(det(g)) dg.
The distribution (3.8) now decomposes as
Jn(f, s) =
∑
unr. cusp. π
Jπn(f, s) +
∑
unr. quad. χ
Jχn(f, s),
where we have set
Jπn(f, s) =
λπ(f)
〈φ, φ〉
(∫
[T0]n
φ(t0)|t0|
2s dt0
)(∫
[T3]
φ(t3)η(t3) dt3
)
and
Jχn(f, s) = λχ(f)
(∫
[T0]n
χ(det(t0))|t0|
2s dt0
)(∫
[T3]
χ(det(t3))η(t3) dt3
)
.
In fact, Jχn(f, s) = 0 for all n and all χ. The proof is similar to that of
[14, Lemma 4.4]. Briefly, if the restriction of χ to
Pic0(X) = F×\{a ∈ A× : |a| = 1}/O×
is nontrivial then the integral over [T0]n vanishes. If the restriction of χ to
Pic0(X) is trivial then the integral over [T3] vanishes. This leaves us with
Jn(f, s) =
∑
unr. cusp. π
Jπn(f, s),
and (3.13) follows by summing both sides over n.
For the final claim, suppose f has trivial image under H → Haut. This
implies that f annihilates AC, and lies in I
Eis. The first inclusion in (3.1)
implies that λπ(f) = 0 for all π, and so J(f, s) = 0 by (3.13). 
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The Hecke algebra H has a Q-basis {fD} indexed by the effective divisors
D ∈ Div(X), and defined as follows (see also [14, §3.1]). Let SD be the image
of the set
{X ∈M2(O) : div(detX) = D}
in PGL2(A) = G0(A). Then fD : U0\G0(A)/U0 → Q is the characteristic
function of SD.
The remainder of §3 is devoted to interpreting the rth-derivative
dr
dsr
J(fD, s)|s=0 =
∑
ξ∈K3
TrK3/F (ξ)=1
dr
dsr
J(ξ, fD, s)|s=0,
in terms of algebraic geometry, for each such D. This interpretation can be
found in §3.6 below (see especially Proposition 3.17), after the definitions
and preliminary results of §3.4 and 3.5.
3.4. Some moduli spaces. Fix an integer d. Our goal is to describe a
commutative diagram of k-schemes
N(d1,d2)
β

// Σd1(Y3)×k Σd2(Y3)
⊗

Ad
Tr

f♯3
// Σ2d(Y3)
Σd(X)
(3.14)
for any pair of non-negative integers with d1 + d2 = 2d, in such a way that
the square is cartesian. We will define these schemes by specifying their
functors of points. Let S be a k-scheme.
Denote by Σd(X)(S) the set of isomorphism classes of pairs (∆, ζ) con-
sisting of
• a line bundle ∆ on XS = X ×k S of degree d,
• a nonzero section ζ ∈ H0(XS ,∆).
Here (and hereafter) these conditions should be interpreted fiber-by-fiber:
for every s ∈ S we assume deg(∆s) = d and ζs 6= 0. With this convention,
it follows from [11, Proposition I.2.5] that div(ζ) is flat over S. Moreover,
this divisor determines the pair (∆, ζ) up to isomorphism, and so Σd(X) is
identified with the Hilbert scheme parametrizing effective relative Cartier
divisors on X of degree d. It follows from the discussion of [2, §9.3] that
there is a canonical isomorphism
Σd(X) ∼= Sym
d(X) ∼= Sd\X
d (3.15)
(the rightmost scheme is the GIT quotient), and that Σd(X) is a smooth
projective k-scheme. The schemes Σ2d(Y3) and Σdi(Y3) are defined similarly,
and the vertical arrow in (3.14) labeled ⊗ has the obvious meaning.
Let Ad(S) be set of isomorphism classes of pairs (∆, ξ) consisting of
24 BENJAMIN HOWARD AND ARI SHNIDMAN
• a line bundle ∆ on XS of degree d,
• a section ξ ∈ H0(Y3S , f
∗
3∆) with nonzero trace
TrY3/X(ξ) = ξ + ξ
σ3 ∈ H0(XS ,∆).
The arrows in (3.14) emanating from Ad are
Tr(∆, ξ) = (∆,TrY3/X(ξ)) and f
♯
3(∆, ξ) = (f
∗
3∆, ξ).
It is easy to check that Tr is a quasi-projective morphism, and hence Ad is
a quasi-projective k-scheme.
Now define N˜d1,d2(S) to be the groupoid of quadruples (L1,L2,L3, φ)
consisting of
• line bundles L1,L2 ∈ Pic(XS) and L3 ∈ Pic(Y3S) satisfying
2 deg(L1)− d1 = deg(L3) = 2deg(L2)− d2,
• a morphism φ : f3∗L3 → L1 ⊕ L2 of rank 2 vector bundles on XS
with nonzero determinant.
The functor N˜d1,d2 from k-schemes to groupoids is represented by an Artin
stack. The Picard group Pic(XS) acts on N˜d1,d2(S) by twisting
(L1,L2,L3, φ)⊗ L = (L1 ⊗L,L2 ⊗ L,L3 ⊗ f
∗
3L, φ⊗ id),
defining an action of the Picard stack PicX on N˜d1,d2 . Recall PicX is a
smooth Artin stack over k of dimension g − 1. The representability of the
quotient stack
N(d1,d2) = N˜(d1,d2)/PicX
(see [12, §4] for a discussion of the meaning of such a quotient) by a scheme is
part of the following result, which also defines the arrows in (3.14) emanating
from N(d1,d2).
Proposition 3.12. There is a canonical isomorphism
N(d1,d2)
∼= Ad ×Σ2d(Y3)
(
Σd1(Y3)×k Σd2(Y3)
)
.
Proof. Suppose (L1,L2,L3, φ) ∈ N˜(d1,d2)(S). The pullback of φ via f3 :
Y3S → XS is a morphism
L3 ⊕ L
σ3
3 → f
∗
3L1 ⊕ f
∗
3L2,
encoded by four maps
L3
a
−−−−→ f∗3L1 (3.16)
Lσ33
b=aσ3
−−−−→ f∗3L1
L3
c
−−−−→ f∗3L2
Lσ33
d=cσ3
−−−−→ f∗3L2.
By viewing a and d as global sections of the line bundles
K1 = Hom(L3, f
∗
3L1), K2 = Hom(L
σ3
3 , f
∗
3L2) (3.17)
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of degree d1 and d2, respectively, we obtain S-points of Σd1(Y3) and Σd2(Y3).
This defines a morphism
N˜(d1,d2) → Σd1(Y3)×k Σd2(Y3),
which is easily seen to descend to the quotient N(d1,d2).
Define a degree d line bundle
∆ = Hom(det(f3∗L3),det(L1 ⊕ L2)) (3.18)
on XS . Its pullback to Y3S is
f∗3∆
∼= Hom
(
det(L3 ⊕ L
σ3
3 ),det(f
∗
3L1 ⊕ f
∗
3L2)
)
which has a global section ad defined by e1 ∧ e2 7→ a(e1) ∧ d(e2) for local
sections e1 and e2 of L3 and L
σ3
3 , respectively. The equality of global sections
det(φ) = TrY3/X(ad) ∈ H
0(XS ,∆),
shows that TrY3/X(ad) is nonzero. Thus the pair (∆,ad) defines an S-point
of Ad, and we have constructed a morphism
N˜(d1,d2) → Ad.
Again, this is easily seen to descend to the quotient N(d1,d2).
Combining the above constructions defines a morphism
N(d1,d2) → Ad ×Σ2d(Y3)
(
Σd1(Y3)×k Σd2(Y3)
)
. (3.19)
To show it is an isomorphism we construct the inverse. An S-point of the
fiber product consists of a line bundle ∆ on XS of a degree d, line bundles
K1 and K2 on Y3S of degrees d1 and d2, global sections
ξ ∈ H0(Y3S , f
∗
3∆), a ∈ H
0(Y3S ,K1), d ∈ H
0(Y3S ,K2),
such that TrY3/X(ξ) ∈ H
0(XS ,∆) is nonzero, and an isomorphism f
∗
3∆
∼=
K1 ⊗K2 identifying ξ = a⊗ d.
Starting from this data we define (L1,L2,L3, φ) as follows. Let L1 be
any line bundle on XS . If we define L3 = K
−1
1 ⊗ f
∗
3L1, there are canonical
isomorphisms (
Lσ33 ⊗K2
)σ3 ∼= L3 ⊗ (K−11 ⊗ f∗3∆)σ3
∼= L3 ⊗ (L3 ⊗ f
∗
3L
−1
1 ⊗ f
∗
3∆)
σ3
∼= Lσ33 ⊗ (L3 ⊗ f
∗
3L
−1
1 ⊗ f
∗
3∆)
∼= Lσ33 ⊗ (K
−1
1 ⊗ f
∗
3∆)
∼= Lσ33 ⊗K2.
Viewing this as descent data relative to Y3/X, we obtain a line bundle L2
on XS endowed with an isomorphism f
∗
3L2
∼= K2⊗L
σ3
3 . We now view a and
d as global sections of the line bundles
Hom(L3, f
∗
3L1)
∼= K1, Hom(L
σ3
3 , f
∗
3L2)
∼= K2,
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and use (3.16) to define two more global sections b and c. These four sections
define a morphism
L3 ⊕ L
σ3
3 → f
∗
3L1 ⊕ f
∗
3L2
of line bundles on Y3S , which descends to a morphism φ : f3∗L3 → L1 ⊕ L2
of vector bundles on XS . The composition
f∗3∆
∼= K1 ⊗K2
∼= Hom(L3 ⊗ L
σ3
3 , f
∗
3L1 ⊗ f
∗
3L2)
∼= f∗3Hom(det(f3∗L3),det(L1 ⊕ L2)).
is compatible with the descent data on both sides, and descends to an iso-
morphism
∆ ∼= Hom(det(f3∗L3),det(L1 ⊕ L2))
sending TrY3/X(ξ) 7→ det(φ). Thus det(φ) is nonzero.
This construction defines the desired inverse to (3.19). 
Proposition 3.13. Let g and g3 be the genera of X and Y3, respectively,
so that g3 = 2g − 1.
(1) The vertical morphisms in (3.14) labeled β and ⊗ are finite.
(2) If d ≥ 2g3−1 then N(d1,d2) is smooth over k of dimension 2d−g+1.
Proof. For the first claim, the morphism in (3.14) labeled ⊗ can be identified
with the canonical morphism
Symd1(Y3)× Sym
d2(Y3)→ Sym
2d(Y3),
using the obvious analogues of (3.15). This is obviously finite. Proposition
3.12, which asserts that the square in (3.14) is cartesian, therefore implies
the finiteness of β.
The proof of the second claim is similar to [14, Proposition 3.1(2)]. Ex-
amining the proof of Proposition 3.12 yields a cartesian diagram
N(d1,d2)
//

Σd1(Y3)

PicdX ×k Σd2(Y3)
// Picd1Y3 .
(3.20)
Here PicdX ⊂ PicX is the substack of line bundles of degree d, and Pic
d1
Y3
is
defined similarly. To define the various morphisms, start with a quadruple
(L1,L2,L3, φ) ∈ N(d1,d2)(S). Recall the line bundles
∆ ∈ Picd(XS), K1 ∈ Pic
d1(Y3S), K2 ∈ Pic
d2(Y3S)
of (3.18) and (3.17), which are related by
f∗3∆
∼= Hom(L3 ⊗ L
σ3
3 , f
∗
3L1 ⊗ f
∗
3L2)
∼= K1 ⊗K2,
and the global sections a ∈ H0(Y3S ,K1) and b ∈ H
0(Y3S ,K2). The top
horizontal arrow sends (L1,L2,L3, φ) 7→ (K1,a). The vertical arrow on
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the left sends (L1,L2,L3, φ) 7→ (∆,K2,d), and the bottom horizontal arrow
sends (∆,K2,d) 7→ f
∗
3∆⊗K
−1
2 . The right vertical arrow sends (L1,a) 7→ L1.
Now assume that d ≥ 2g3 − 1. This implies that either d1 ≥ 2g3 − 1 or
d2 ≥ 2g3−1, and without loss of generality we assume the former inequality.
This implies that the vertical arrow on the right in (3.20) is smooth of relative
dimension d1−g3+1, and hence the same is true of the vertical arrow on the
left. As the target of the left arrow is smooth over k of dimension g−1+d2,
we deduce that N(d1,d2) is smooth of dimension 2d− g + 1. 
3.5. A local system. Let d be any non-negative integer. By identifying
{±1}d ∼= Aut(Y/Y3)
d, the group Γd = {±1}
d ⋊ Sd acts on Y
d. As in (3.15),
there are canonical isomorphisms
Σd(Y3) ∼= Sym
d(Y3) ∼= Γd\Y
d.
Denote by ηd : {±1}
d → {±1} the product character, extend it to a
character ηd : Γd → {±1} trivial on Sd, and form the GIT quotient
Σd(Y/Y3) = Ker(ηd)\Y
d.
Proposition 3.14. The canonical morphism
Σd(Y/Y3)→ Σd(Y3) (3.21)
is a finite e´tale double cover.
Proof. The finiteness claim is clear. E´taleness can be verified on the level of
completed e´tale local rings. Accordingly, let A be the completed e´tale local
ring at a point of Σd(Y3)(k
alg), and let B be the product of the completed
e´tale local rings at all points of Σd(Y/Y3)(k
alg) above it. We now have a
cartesian diagram
Spec(B) //

Σd(Y/Y3)

Spec(A) // Σd(Y3),
and it suffices to prove that B ∼= A⊕A as A-algebras.
Set D = kalg[[x]], and consider the D-algebra E = D ⊕D. Let Dd and
Ed be the d-fold completed tensor products (over k
alg) of D and E with
themselves. These are complete local k-algebras carrying actions of Sd and
Γd, respectively, and D
Sd
d = E
Γd
d . As Y → Y3 is an e´tale double cover of
smooth curves, we may identify A→ B with
DSdd → E
Ker(ηd)
d .
Label the orthogonal idempotents in E as e+, e− ∈ E. Each tuple of signs
x = (x1, . . . , xd) ∈ {±1}
d determines an idempotent
ex = ex1 ⊗ · · · ⊗ exd ∈ Ed.
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Each of the orthogonal idempotents
f+ =
∑
x∈{±1}d
ηd(x)=1
ex, f− =
∑
x∈{±1}d
ηd(x)=−1
ex
in Ed is fixed by the action of the subgroup Ker(ηd) ⊂ Γd, and the compo-
sition Dd → Ed → f±Ed restricts to an isomorphism
DSdd
∼= (f±Ed)
ker(ηd).
Thus we obtain the desired decomposition
E
ker(ηd)
d = (f+Ed)
ker(ηd) ⊕ (f−Ed)
ker(ηd) ∼= D
Sd
d ⊕D
Sd
d .

Choose any prime ℓ different from the characteristic of k. The e´tale double
cover (3.21) determines a quadratic character of the e´tale fundamental group
of Σd(Y3), which then determines a rank one e´tale local system Ld of Qℓ-
vector spaces on Σd(Y3).
Now fix d1, d2 ≥ 0, and let
j : N(d1,d2) → Σd1(Y3)×k Σd2(Y3)
be as in (3.14). Define a rank one local system
L(d1,d2) = j
∗(Ld1 ⊠Qℓ) (3.22)
of Qℓ-vector spaces on N(d1,d2).
Proposition 3.15. Suppose z = (L1,L2,L3, φ) ∈ N(d1,d2)(k) is a k-point,
and z¯ → z is a geometric point above it. Recalling the character
Pic(Y3) ∼= K
×
3 \A
×
3 /O
×
3
η
−→ {±1}
of Lemma 3.6, the Frobenius Frobz ∈ Aut(z¯/z) acts on L(d1,d2),z¯ via the
scalar η(L3).
Proof. If y = (K,a) ∈ Σn(Y3)(k) is a k-point, and y¯ → y is a geometric
point above it, it is easy to see from the definitions that Froby acts on the
fiber Ln,y¯ as η(K). Recalling the construction of the map j from the proof
of Proposition 3.12, especially (3.17), it follows that Frobz acts on L(d1,d2),z¯
by the scalar η(K1) = η(L3)η(f
∗
3L1). The proof of Lemma 3.6 shows that
η(f∗3L1) = χ1(L
⊗2
1 ) = 1, completing the proof. 
3.6. Geometric interpretation of orbital integrals. Let D be an ef-
fective divisor on X of degree d. The constant function 1 defines a global
section of OX(D), defining a point (OX (D), 1) ∈ Σd(X)(k). We define AD
as the fiber product
AD //

Ad

Spec(k)
(OX(D),1) // Σd(X).
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Proposition 3.16. There is a canonical bijection
AD(k) ∼=
{
ξ ∈ K3 :
TrK3/F (ξ) = 1
div(ξ) + f∗3D ≥ 0
}
.
Proof. A k-point of AD consists of a line bundle ∆ ∈ Pic
d(X) and a global
section ξ ∈ H0(Y3, f
∗
3∆), together with an isomorphism ∆
∼= OX(D) identi-
fying TrY3/X(ξ) = 1. In other words, a trace 1 element of
H0(Y3, f
∗
3OX(D)) = H
0(Y3,OY3(f
∗
3D)) = {ξ ∈ K3 : div(ξ) + f
∗
3D ≥ 0} .

Recall the canonical Q-basis {fD} ⊂ H indexed by effective divisors
D ∈ Div(X). We are now ready to give a geometric interpretation of the
orbital integral J(ξ, fD, s) appearing in (3.12).
Using the homeomorphism of Lemma 3.4, we change the point of view
and regard fD as a compactly supported function
fD : U0\J(A)/U3 → Q. (3.23)
To make this more explicit, define a free rank one O-module
∆ = Hom
(
det(O3),det(O0)
)
,
and define Ω˜D as the set of all φ ∈ J˜(A) = Iso(A3,A0) such that
• φ(O3) ⊂ O0,
• det(φ) ∈ ∆ generates aD∆ as an O-module.
Here aD ∈ A
×/O× ∼= Dix(X) represents the divisor D. Now let ΩD be the
image of Ω˜D under the quotient map J˜(A) → J(A). The function (3.23) is
the characteristic function of ΩD.
Recall the local system L(d1,d2) of (3.22). Its pushforward via the finite
morphism β of (3.14) is a constructible sheaf on Ad. The following result
relates this sheaf to the distribution (3.12).
Proposition 3.17. Fix ξ ∈ K3 with TrK3/F (ξ) = 1, and view AD(k) ⊂ K3
using Proposition 3.16.
(1) If ξ 6∈ AD(k) then J(ξ, fD, s) = 0.
(2) If ξ ∈ AD(k) then
J(ξ, fD, s) =
∑
d1,d2≥0
d1+d2=2d
q(d1−d2)s · Trace
(
Frobξ;
(
β∗L(d1,d2)
)
ξ¯
)
,
where ξ¯ is a geometric point above ξ : Spec(k)→ AD.
Proof. Recalling (3.4), let γ ∈ T0(F )\J(F )/T3(F ) be the unique element
with ξ = inv(γ), and fix a lift
γ ∈ J˜(F ) = Iso(K3,K0).
We view γ as a rational map
f3∗OY3
γ
−→ f0∗OY0 = OX ⊕OX
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of rank two vector bundles. Each triple
(E1, E2, E3) ∈ Div(X)\
(
Div(X)×Div(X)×Div(Y3)
)
(3.24)
determines a rational map φγ by the commutativity of
f3∗OY3(−E3)
✤
✤
✤
φγ //❴❴❴❴❴❴ OX(−E1)⊕OX(−E2)
✤
✤
✤
f3∗OY3 γ
//❴❴❴❴❴❴❴❴❴❴ OX ⊕OX .
Here the vertical arrows are the canonical rational maps.
Denote by ND,γ the set of all triples (3.24) such that φγ is a morphism of
vector bundles (as opposed to just a rational map) with div(det(φγ)) = D.
If the canonical bijection
A×\(T˜0 × T˜3)(A)/(T˜0 × T˜3)(O)
∼= Div(X)\
(
Div(Y0)×Div(Y3)
)
∼= Div(X)\
(
Div(X)×Div(X) ×Div(Y3)
)
sends (t0, t3) 7→ (E1, E2, E3), then
f˜D(t
−1
0 γt3) =
{
1 if (E1, E2, E3) ∈ ND,γ
0 otherwise.
(3.25)
Here, as in (3.23), we define f˜D as the characteristic function of the subset
Ω˜D =
∏
x∈|X|
Ω˜D,x ⊂ J˜(A).
Any triple (E1, E2, E3) ∈ ND,γ defines a quadruple
(OX(−E1),OX(−E2),OY3(−E3), φγ) ∈ N(d1,d2)(k) (3.26)
where di = deg(E3)− 2 deg(Ei). The image of this quadruple under
N(d1,d2)(k)→ Ad(k)
Tr
−→ Σd(X)(k)
is the pair (∆, ζ) defined by the line bundle
∆ = Hom
(
det(f3∗OY3(−E3)),det(OX(−E1)⊕OX(−E2))
)
on X and its global section ζ = det(φγ) with divisor D. In other words, the
image of (3.26) under N(d1,d2)(k)→ Ad(k) lies in the fiber over
(∆, ζ) ∼= (OX (D), 1) ∈ Σd(X)(k),
and so defines an element of AD(k) ⊂ K3. Tracing through the definitions,
this element is precisely ξ, and hence ξ ∈ AD(k).
In particular, if ξ 6∈ AD(k) then ND,γ = ∅. It then follows from (3.25)
that
f˜D(t
−1
0 γt3) = 0 for all (t0, t3) ∈ T˜0(A)× T˜3(A),
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which in turn implies
fD(t
−1
0 γt3) = 0 for all (t0, t3) ∈ T0(A)× T3(A).
The relation J(γ, fD, s) = J(ξ, fD, s) = 0 now follows directly from the
definitions of §3.2, giving the first claim.
From now on we assume that ξ ∈ AD(k), and form the fiber product
N(d1,d2),ξ
//

N(d1,d2)
β

Spec(k)
ξ
// Ad.
(3.27)
It follows from what was said above that
(E1, E2, E3) 7→ (OX(−E1),OX (−E2),OY3(−E3), φγ)
defines a function
ND,γ →
⊔
d1,d2≥0
d1+d2=2d
N(d1,d2),ξ(k). (3.28)
We interrupt the proof of Proposition 3.17 for a lemma.
Lemma 3.18. The function (3.28) is a bijection.
Proof. To construct the inverse, start with a quadruple
(L1,L2,L3, φ) ∈
⊔
d1,d2≥0
d1+d2=2d
N(d1,d2),ξ(k).
For i ∈ {1, 2, 3}, let Vi be the space of rational sections of Li, and set
V0 = V1 ⊕ V2. We view V0 and V3 as rank one modules over K0 and K3,
respectively. The morphism φ : f3∗L3 → L1 ⊕ L2 of vector bundles induces
an F -linear isomorphism φ : V3 → V0.
Start by choosing any K0-linear isomorphism g0 : V0 ∼= K0, and any
K3-linear isomorphism g3 : V3 ∼= K0. These choices determine a bijection
Iso(V3, V0) ∼= Iso(K3,K0),
and it is easy to see that the induced bijection
K×0 \Iso(V3, V0)/K
×
3
∼= K×0 \Iso(K3,K0)/K
×
3 (3.29)
does not depend on the initial choices of g0 and g3. Let γ
′ denote the image
of φ under this bijection.
We claim that γ′ = γ. This follows by unwinding the construction of the
morphism N(d1,d2) → Ad, and comparing with the constructions of §2.3. As
our initial triple (L1,L2,L3, φ) lies in the fiber (3.27), the invariant
K×0 \Iso(K3,K0)/K
×
3
inv
−−→ K3
of (2.13) satisfies ξ = inv(γ′). On the other hand, we defined ξ = inv(γ).
As we are assuming that K3 is a field, Proposition 2.9 implies that inv is a
bijection, and so γ′ = γ.
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The fact that (3.29) identifies φ with γ implies that we may choose the
isomorphisms g0 and g3 so that the diagram
V3
φ //
g3

V0
g0

K3 γ
// K0
commutes. Moreover, this commutativity determines (g0, g3) uniquely up to
simultaneous rescaling by F×. Indeed, any other pair making the diagram
commute would have the form (t0g0, t3g3) for some (t0, t3) ∈ K
×
0 × K
×
3
satisfying t−10 γt3 = γ. The image of this pair under
K×0 ×K
×
3 = T˜0(F )× T˜3(F )→ T0(F )× T3(F )
lies in the subgroup Sγ of (3.11), which is trivial by Lemma 3.9. Thus
t0, t3 ∈ F
×, and the condition t−10 γt3 = γ implies that t0 = t3.
The K0-linearity of g0 allows us to rewrite the above diagram as
V3
φ //
g3

V1 ⊕ V2
g1⊕g2

K3 γ
// F ⊕ F
for isomorphisms g1 and g2. Let (s1, s2, s3) ∈ V1 ⊕ V2 ⊕ V3 be defined by
gi(si) = 1. These three vectors are (tautologically) rational sections of L1,
L2, and L3, respectively, and we at last define
(E1, E2, E3) = (−div(s1),−div(s2),−div(s3)).
We leave it as an exercise to the reader to verify that this construction is
inverse to (3.28), completing the proof of the lemma. 
Now we complete the proof of Proposition 3.17. First use Lemma 3.9 to
rewrite
J(ξ, fD, s) =
∫
(T0×T3)(A)
fD(t
−1
0 γt3) |t0|
2sη(t3) dt0 dt3
=
∫
A×\(T˜0×T˜3)(A)
f˜D(t
−1
0 γt3) |t0|
2sη(t3) dt0 dt3.
Using (3.25) this may be rewritten as
J(ξ, fD, s) =
∑
(E1,E2,E3)∈ND,γ
q−deg(E1−E2)2sη(E3),
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and Lemma 3.18 allows us to rewrite this as
J(ξ, fD, s) =
∑
d1,d2≥0
d1+d2=2d
(L1,L2,L3,φ)∈N(d1,d2),ξ(k)
q(2 deg(L1)−2 deg(L2))sη(L3)
=
∑
d1,d2≥0
d1+d2=2d
(L1,L2,L3,φ)∈N(d1,d2),ξ(k)
q(d1−d2)sη(L3).
Combining the Grothendieck-Lefschetz trace formula with Proposition 3.15
shows that ∑
(L1,L2,L3,φ)∈N(d1,d2),ξ(k)
η(L3) = Trace
(
Frobξ;
(
Rβ∗L(d1,d2)
)
ξ¯
)
.
As the morphism β is finite, the complex Rβ∗L(d1,d2) is supported in degree
0, completing the proof. 
4. Intersection theory and moduli spaces of shtukas
Fix an integer r ≥ 0, and an r-tuple µ = (µ1, . . . , µr) ∈ {±1}
r satisfying
the parity condition
∑r
i=1 µi = 0. In particular, r is even.
4.1. Shtukas and Heegner-Drinfeld cycles. We rapidly recall some no-
tation from [14]. Recall that G0 ∼= PGL2/X .
Let BunG0 be the Artin stack parametrizing G0-torsors on X, and let
HkµG0 be the Hecke stack parameterizing G0-torsors on X with r modifica-
tions of type µ. It comes equipped with morphisms
p0, . . . , pr : Hk
µ
G0
→ BunG0
and pX : Hk
µ
G0
→ Xr. For the definitions, see [14, §5.2].
Define the moduli stack of G0-Shtukas of type µ by the cartesian diagram
ShtµG0

// HkµG0
(p0,pr)

BunG0
(id,Fr)
// BunG0 × BunG0 .
It is a Deligne-Mumford stack, locally of finite type over k, and the morphism
πG0 : Sht
µ
G0
→ Xr
induced by pX is separated and smooth of relative dimension r.
Recall that our two e´tale double covers f1 : Y1 → X and f2 : Y2 → X
determine rank one tori T1 and T2 over X. Fix i ∈ {1, 2} and let BunTi
be the moduli stack of Ti-torsors on X. Denote by Hk
µ
Ti
the Hecke stack
parameterizing Ti-torsors with r modifications of type µ. It comes with
morphisms
p1, . . . , pr : Hk
µ
Ti
→ BunTi ,
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and pYi : Hk
µ
Ti
→ Y ri . See [14, §5.4] for the definitions.
The stack of Ti-Shtukas of type µ is defined by the cartesian diagram
ShtµTi

// HkµTi
(p0,pr)

BunTi
(id,Fr) // BunTi × BunTi .
(4.1)
It is a smooth and proper Deligne-Mumford stack over k, and the morphism
πTi : Sht
µ
Ti
→ Y ri
induced by pYi is finite e´tale. In particular, Sht
µ
Ti
is smooth and proper over
k of dimension r.
The closed immersions of T1 and T2 into G0 induce finite morphisms
ShtµT1
θµ1 ##❋
❋❋
❋❋
❋❋
❋
ShtµT2
θµ2{{①①
①①
①①
①①
ShtµG0
which then induce push-forwards
Chr(Sht
µ
T1
)
θµ1∗ ''❖❖
❖❖❖
❖❖❖
❖❖❖
Chr(Sht
µ
T2
)
θµ2∗ww♦♦♦
♦♦♦
♦♦
♦♦♦
Chc,r(Sht
µ
G0
)
on Chow groups with Q-coefficients [9, Theorem 2.1.12]. We obtain cycle
classes
[ShtµT1 ], [Sht
µ
T2
] ∈ Chc,r(Sht
µ
G0
)
by pushing forward the fundamental classes.
As ShtrG0 has dimension 2r, there is an intersection pairing
〈·, ·〉 : Chc,r(Sht
µ
G0
)× Chc,r(Sht
µ
G0
)→ Q
as in [14, §A.1]. Recall the Hecke algebra H of §3.1. For any f ∈ H define
Ir(f) = 〈[Sht
µ
T1
], f ∗ [ShtµT2 ]〉 ∈ Q, (4.2)
where ∗ is the action of H on Chc,r(Sht
r
G0) defined in [14, §5.3].
Remark 4.1. The isomorphism class of HkµG0 is independent of µ, and so we
sometimes call this stack HkrG0 . Similarly, we sometimes write Sht
r
G0 instead
of ShtµG0
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4.2. Some moduli spaces. Fix an integer d. The purpose of this subsec-
tion is to construct a commutative diagram of k-schemes
Md
α

// Σ2d(Y )
Nm

Ad
Tr

f♯3
// Σ2d(Y3)
Σd(X)
(4.3)
in such a way that the square is cartesian. Let S be any k-scheme.
Recall from (3.14) that Σd(X)(S) is the set of pairs (∆, ζ) consisting of
• a line bundle ∆ on XS of degree d,
• a nonzero section ζ ∈ H0(XS ,∆).
(As in §3.4, these conditions are understood to hold fiber-by-fiber.) The
schemes Σ2d(Y3) and Σ2d(Y ) are defined similarly. The morphism labeled
Nm is (∆, ζ) 7→ (NmY/Y3(∆),NmY/Y3(ζ)).
Recall also that Ad(S) is the set of all pairs (∆, ξ) consisting of
• a line bundle ∆ on XS of degree d,
• a ξ ∈ H0(Y3S , f
∗
3∆) with nonzero trace TrY3/X(ξ) ∈ H
0(XS ,∆).
Denote by M˜d(S) the groupoid of triples (L1,L2, φ) consisting of
• a line bundle L1 ∈ Pic(Y1S),
• a line bundle L2 ∈ Pic(Y2S),
• a morphism φ : f2∗L2 → f1∗L1 of rank two vector bundles on XS .
We require further that the line bundle
∆ = Hom(det(f2∗L2),det(f1∗L1))
on XS has degree d, and that det(φ) ∈ H
0(XS ,∆) is nonzero. The functor
M˜d from k-schemes to groupoids is represented by an Artin stack over k.
The Picard group Pic(XS) acts on M˜d(S) by twisting
(L1,L2, φ)⊗ L = (L1 ⊗ f
∗
1L,L2 ⊗ f
∗
2L, φ⊗ id),
inducing an action of the Picard stack PicX on M˜d. The representability of
the quotient stack
Md = M˜d/PicX
by a scheme is part of the following proposition, which also defines the two
arrows in (4.3) emanating from Md.
Proposition 4.2. There is a canonical isomorphism
Md ∼= Ad ×Σ2d(Y3) Σ2d(Y ).
Proof. Start with a k-scheme S and a triple (L1,L2, φ) ∈ M˜d(S). Define line
bundles
L˜1 = L1|YS , L˜2 = L2|YS (4.4)
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on YS. The pullback of φ via YS → XS is a morphism
L˜2 ⊕ L˜
τ3
2
∼= (f2∗L2)|YS
φ|YS−−−→ (f1∗L1)|YS
∼= L˜1 ⊕ L˜
τ3
1
of rank two vector bundles on YS, encoded by four morphisms
L˜2
a
−−−−→ L˜1 (4.5)
L˜τ32
∼= L˜τ12
b=aτ1
−−−−→ L˜τ11
∼= L˜1
L˜2 ∼= L˜
τ2
2
c=aτ2
−−−−→ L˜τ21
∼= L˜τ31
L˜τ32
d=aτ3
−−−−→ L˜τ31 .
The assumption det(φ) 6= 0 implies that a 6= 0, and settingK = Hom(L˜2, L˜1)
defines a point (K,a) ∈ Σ2d(Y )(S). We have now constructed a morphism
M˜d → Σ2d(Y ),
which is easily seen to descend to the quotient Md.
Consider the map
det(f2∗L2)|YS = det(L˜2 ⊕ L˜
τ3
2 )
det♯(φ)
−−−−→ det(L˜1 ⊕ L˜
τ3
1 ) = det(f1∗L1)|YS ,
where the arrow labeled det♯(φ) sends s ∧ t 7→ a(s) ∧ d(t) for local sections
s and t of L˜2 and L˜
τ3
2 , respectively. When viewed as a section of ∆|YS , this
map is τ3-equivariant. Hence it admits a canonical descent to
det♯(φ) ∈ H0(Y3S , f
∗
3∆)
whose trace TrY3/X(det
♯(φ)) = det(φ) is nonzero. Thus (∆,det♯(φ)) ∈
Ad(S), and we have have constructed a morphism
M˜d → Ad.
Again, this is easily seen to descend to the quotient Md.
The canonical isomorphism
K ⊗Kτ3 ∼= Hom(L˜2 ⊗ L˜
τ3
2 , L˜1 ⊗ L˜
τ3
1 )
∼= ∆|YS
on YS descends to an isomorphism NmY/Y3(K)
∼= f∗3∆, and this isomorphism
sends NmY/Y3(a) 7→ det
♯(φ). In other words,
(f∗3∆,det
♯(φ)) ∼= Nm(K,a)
define the same element of Σ2d(Y3)(S), and so the two morphisms con-
structed above define a map
Md → Ad ×Σ2d(Y3) Σ2d(Y ). (4.6)
We will show that (4.6) is an isomorphism by constructing the inverse.
An S-point of Ad ×Σ2d(Y3) Σ2d(Y ) consists of two pairs
(∆, ζ) ∈ Ad(S), (K,a) ∈ Σ2d(Y )(S)
along with an isomorphism NmY/Y3(K)
∼= f∗3∆ satisfying NmY/Y3(a) 7→ ζ.
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The isomorphism NmY/Y3(K)
∼= f∗3∆ endows the line bundle K⊗K
τ3 with
descent data relative to YS/XS . In other words, we are given isomorphisms
between this line bundle and all of its Aut(Y/X)-conjugates, and hence an
isomorphism K ⊗Kτ3 ∼= Kτ1 ⊗Kτ2 . This induces the first isomorphism in
Hom(K,Kτ1) ∼= Hom(Kτ2 ,Kτ3) ∼= Hom(K,Kτ1)τ2 ,
and, by viewing the composition as descent data relative to YS/Y2S , we
obtain a degree 0 line bundle M on Y2S endowed with an isomorphism
M|YS
∼= Hom(K,Kτ1).
The canonical trivialization
(M⊗Mσ2)|YS
∼= Hom(K,Kτ1)⊗Hom(K,Kτ1)τ3
∼= Hom(K ⊗Kτ3 ,Kτ1 ⊗Kτ2)
∼= OY
is compatible with the natural descent data relative to YS/XS on the source
and target, and so the line bundle NmY2/X(M) is trivial. As in the proof
of [14, Proposition 6.1(1)], this implies the existence of an S-point L2 of the
quotient PicY2/PicX satisfying
L2 ∼=M⊗L
σ2
2 .
Viewing the isomorphism
(K ⊗ L2|YS )
τ1 ∼= Kτ1 ⊗ Lσ22 |YS
∼= Kτ1 ⊗ (M−1 ⊗ L2)|YS
∼= Kτ1 ⊗Hom(Kτ1 ,K)⊗ L2|YS
∼= K⊗ L2|YS
as descent data relative to YS/Y1S , we obtain a line bundle L1 on Y1S en-
dowed with an isomorphism L1|YS
∼= K ⊗ L2|YS . If we set L˜1 = L1|YS and
L˜2 = L2|YS as in (4.4), this isomorphism can be rewritten as
K ∼= Hom(L˜2, L˜1). (4.7)
Now view a as a global section of (4.7), and define global sections b, c,
and d using (4.5). These four global sections define a global section φ of
Hom(L˜2 ⊕ L˜
τ3
2 , L˜1 ⊕ L˜
τ3
1 )
∼= Hom(f2∗L2, f1∗L1)|YS ,
which, by construction, is invariant under Aut(Y/X). Thus φ descends to
φ ∈ Hom(f2∗L2, f1∗L1).
The triple (L1,L2, φ) defines an object of Md(S), completing the construc-
tion of the inverse of (4.6). 
Proposition 4.3. Let g and g3 be the genera of X and Y3.
(1) The morphisms α and Nm in (4.3) are finite.
(2) If d ≥ 2g3 − 1 then Md is smooth over k of dimension 2d− g + 1.
38 BENJAMIN HOWARD AND ARI SHNIDMAN
Proof. The map Nm in (4.3) is clearly finite, and therefore α is as well. This
proves the first claim. For the proof of the second claim, recall the cartesian
diagram
Md
π //
ρ

Σ2d(Y )
Nm

PicdX f∗3
// Pic2dY3
of Proposition 4.2. In the notation used there, the map π sends (L1,L2, φ)
to (K,a), and ρ sends the same data to ∆.
The vertical arrow on the right factors as
Σ2d(Y )
AJ
−−→ Pic2dY
Nm
−−→ Pic2dY3 .
Letting gY denote the genus of Y , the Abel-Jacobi morphism AJ is smooth
by our hypothesis
2d ≥ 2gY − 1 = 2(2g3 − 1)− 1.
The norm map Pic2dY → Pic
2d
Y3 is smooth by the following lemma.
Lemma 4.4. The norm Nm: PicY → PicY3 is a smooth morphism.
Proof. We use the infinitesimal lifting criterion for smoothness. Suppose
A → B is a surjection of local Artinian k-algebras with kernel I satisfying
I2 = 0. Suppose also that we have morphisms α and β making the square
Spec(B)
α //

PicY
Nm

Spec(A)
γ
::t
t
t
t
t
β
// PicY3
commute. We must prove the existence of a morphism γ making the two
triangles commute.
Let g : Y → Y3 be the e´tale double cover of (1.1). The trace morphism
Tr : g∗OY → OY3 induces a short exact sequence
0 // ker(id⊗ Tr) // I ⊗B g∗OYB
id⊗Tr // I ⊗B OY3B
// 0.
of coherent sheaves on Y3B. As Y3B is a curve, the induced map
H1(YB , I ⊗B OYB ) = H
1(Y3B , I ⊗B g∗OYB )
id⊗Tr
−−−→ H1(Y3B , I ⊗B OY3B )
on cohomology is surjective.
As the closed immersion YB →֒ YA is an isomorphism on the underlying
topological spaces, the category of sheaves on these two spaces are canoni-
cally identified. Thus we have an exact sequence of sheaves
0 // I ⊗B OYB
j // O×YA
// O×YB
// 1
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on YB , where j(r⊗f) = 1+rf , and a similar exact sequence on Y3A. Taking
cohomology yields a commutative diagram
H1(YB , I ⊗B OYB )
//
id⊗Tr

Pic(YA)
Nm

// Pic(YB)
Nm

// 0
H1(Y3B , I ⊗B OY3B )
//

Pic(Y3A) // Pic(Y3B) // 0
0
with exact rows and columns. Note that the surjectivity of Pic(YA) →
Pic(YB) follows from the smoothness of the Picard stack PicY over k, and
similarly with Y replaced by Y3.
The maps α and β determine elements of Pic(YB) and Pic(Y3A), having
the same image in Pic(Y3B). A diagram chase shows that they come from a
common element of Pic(YA), which is the desired γ. 
We have now shown that Nm : Σ2d(Y ) → Pic
2d
Y3 is a smooth morphism
between stacks of dimension 2d and g3 − 1, and hence ρ : Md → Pic
d
X is
smooth of relative dimension
2d− g3 + 1 = 2d− 2g + 2.
As PicdX is smooth over k of dimension g−1,Md is smooth and of dimension
2d− g + 1 over k. 
4.3. Interpretation of the intersection number. We define a corre-
spondence
HkMd
γ1
""❋
❋❋
❋❋
❋❋
❋
γ0
||①①
①①
①①
①①
Md
α
##❋
❋❋
❋❋
❋❋
❋❋
Md
α
{{①①
①①
①①
①①
①
Ad
(4.8)
as follows. We first define a stack H˜kMd whose S-points classify
• two points (L
(0)
1 ,L
(0)
2 , φ
(0)) and (L
(1)
1 ,L
(1)
2 , φ
(1)) of M˜d(S),
• one S-point y = (y1, y2) of YS = Y1S ×XS Y2S ,
• injective OX -linear morphisms s1 : L
(0)
1 → L
(1)
1 and s2 : L
(0)
2 → L
(1)
2 .
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We require that the cokernels of s1 and s2 are invertible sheaves on the graph
of y1 and y2, respectively, and that the diagram
f2∗L
(0)
2
s2 //
φ(0)

f2∗L
(1)
2
φ(1)

f1∗L
(0)
1 s1
// f1∗L
(1)
1
of OXS -modules commutes. Then PicX acts on H˜kMd by simultaneously
twisting the L
(j)
i , and we define HkMd = H˜kMd/PicX .
Using the top horizontal arrow of (4.3), we may realize the above cor-
respondence on Md as the pullback of a correspondence on Σ2d(Y ). More
precisely, there is a correspondence
H2d(Y )
%%❑❑
❑❑
❑❑
❑❑
❑❑
yysss
ss
ss
ss
s
Σ2d(Y )
Nm %%❑❑
❑❑
❑❑
❑❑
❑❑
Σ2d(Y )
Nmyysss
ss
ss
ss
s
Σ2d(Y3),
(4.9)
where, for any k-scheme S, the groupoid H2d(Y )(S) classifies
• a pair of S-points (K(0),a(0)) and (K(1),a(1)) of Σ2d(Y ),
• an S-point y ∈ Y (S),
• an isomorphism
s : K(0)(yτ1 − yτ2) ∼= K(1)
of line bundles on YS such that s(a
(0)) = a(1), where we view the
global section a(0) of K(0) as a rational section of K(0)(yτ1 − yτ2).
Note that all of the data is determined by the pair (K(0),a(0)) and the
point y ∈ Y (S), for from this we may recover the line bundle K(1) =
K(0)(yτ1 − yτ2) and its rational section a(1) = a(0). The condition that a(1)
be a section of K(1), as opposed to merely a rational section, is equivalent
to
div(a(0)) + yτ1 − yτ2 ≥ 0.
This is in turn equivalent to the condition that the effective Cartier divisor
yτ2 appears in the support of div(a(0)). In other words, we may realize
H2d(Y ) →֒ Σ2d(Y )×k Y
as the closed subscheme of triples (K(0),a(0), y) for which yτ2 appears in the
support of div(a(0)).
A GROSS-KOHNEN-ZAGIER FORMULA FOR HEEGNER-DRINFELD CYCLES 41
Proposition 4.5. The diagram (4.8) is canonically identified with the dia-
gram
Ad ×Σ2d(Y3) H2d(Y )
))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
uu❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥
Ad ×Σ2d(Y3) Σ2d(Y )
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
Ad ×Σ2d(Y3) Σ2d(Y )
tt❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥
Ad
obtained from (4.9) by base change along the arrow Ad → Σ2d(Y3) in (4.3).
Proof. The proof amounts to carefully tracing through the constructions in
the proof of Proposition 4.2.
It is enough to show that HkMd
∼= Ad ×Σ2d(Y3) H2d(Y ). We define a map
HkMd → Ad ×Σ2d(Y3) H2d(Y )
as follows. Given a quintuple
((L
(0)
1 ,L
(0)
2 , φ
(0)), (L
(1)
1 ,L
(1)
2 , φ
(1)), (y1, y2), s1, s2) ∈ H˜kMd(S),
we obtain from the first two pieces of data, points (K(0),a(0)) and (K(1),a(1))
of Σ2d(Y )(S). For i = 1, 2, we have K
(i) ∼= Hom(L
(i)
2 |YS ,L
(i)
1 |YS), and so the
isomorphisms L
(0)
1 (y1)
∼= L
(1)
1 and L
(0)
2 (y2)
∼= L
(1)
2 induce an isomorphism
K(0)(yτ1 − yτ2) ∼= K(1) sending a(0) to a(1). This gives a map
H˜kMd → Ad ×Σ2d(Y3) H2d(Y ),
which factors through HkMd .
To construct a map in the other direction, suppose given an S-point
(∆, ξ,K(0),a(0),K(1),a(1), y, s) ∈ Ad ×Σ2d(Y3) H2d(Y ).
The proof of Proposition 4.2 constructs a point (L
(i)
1 ,L
(i)
2 , φ
(i)) ∈ Md(S)
corresponding to (∆, ξ,K(i),a(i)), and we must show that that there are
isomorphisms L
(1)
1
∼= L
(0)
1 (y1) and L
(1)
2
∼= L
(0)
2 (y2) inducing the given iso-
morphism
s : K(0)(yτ1 − yτ2) ∼= K(1).
The line bundle M(i) ∈ Pic(Y2S), used to construct L
(i)
2 , is a descent of
Hom(K(i),K(i)τ1) via the isomorphism NmY/Y3(K
(i)) ∼= f∗3∆. The isomor-
phism s therefore induces a canonical isomorphism
M(1) ∼=M(0)(y2 − y
σ2
2 ). (4.10)
By construction, L
(i)
2 is the unique S-point of PicY2/PicX such that
L
(i)
2
∼=M(i) ⊗ L
(i)σ2
2 .
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It then follows from (4.10) that L
(0)
2 (y2)
∼= L
(1)
2 . One constructs the isomor-
phism L
(1)
1
∼= L
(0)
1 (y1) in a similar fashion. 
Corollary 4.6. The stack HkMd is a scheme, and γ0, γ1 : HkMd → Md are
finite and surjective. In particular, by Proposition 4.3, if d ≥ 2g3 − 1 then
dimHkMd = 2d− g + 1.
The correspondence HkMd induces an endomorphism
[HkMd ] : α∗Qℓ → α∗Qℓ
of sheaves on Ad, given by the composition
α∗Qℓ → α∗γ0∗γ
∗
0Qℓ ≃ α∗γ0∗Qℓ ≃ α∗γ1∗Qℓ → α∗Qℓ.
The first and last maps are induced by adjunction, using that γ0 and γ1
are finite. Denote by [HkMd ]
r the r-fold composition of this endomorphism
with itself. The remainder of §4 is devoted to the proof of the following
proposition.
Proposition 4.7. Fix an effective divisor D ∈ Div(X) of degree d ≥ 2g3−1,
and recall the closed subscheme AD ⊂ Ad and the inclusion AD(k) ⊂ K3 of
Proposition 3.16. The intersection multiplicity (4.2) satisfies
Ir(fD) =
∑
ξ∈K3
TrK3/F (ξ)=1
Ir(ξ, fD),
where
Ir(ξ, fD) =
{
Trace
(
[HkMd ]
r
ξ¯
◦ Frobξ; (α∗Qℓ)ξ¯
)
if ξ ∈ AD(k)
0 otherwise.
Here ξ¯ is any geometric point above ξ : Spec(k)→ AD.
4.4. Correspondences with multiple paws. As a first step toward prov-
ing Proposition 4.7, we want to interpret the r-fold iterated endomorphism
[HkMd ]
r as the endomorphism associated with a single correspondence.
To this end, we define a stack HkµMd , sitting in a commutative diagram
HkµMd
γr
""❊
❊❊
❊❊
❊❊
❊
γ0
||②②
②②
②②
②②
Md
α
##❋
❋❋
❋❋
❋❋
❋❋
Md
α
{{①①
①①
①①
①①
①
Ad
(4.11)
First define a stack H˜k
µ
Md
whose S-points are given by:
• For each 0 ≤ i ≤ r, points (L
(i)
1 ,L
(i)
2 , φi) ∈ M˜d(S).
• For each 1 ≤ i ≤ r, points y(i) = (y
(i)
1 , y
(i)
2 ) ∈ Y (S) = (Y1×X Y2)(S).
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• For each 1 ≤ i ≤ r, rational maps
s
(i)
1 : L
(i−1)
1 99K L
(i)
1 and s
(i)
2 : L
(i−1)
2 99K L
(i)
2 ,
such that (L
(i)
1 , s
(i)
1 , y
(i)
1 ) and (L
(i)
2 , s
(i)
2 , y
(i)
2 ) give points of Hk
µ
T1
(S)
and HkµT2(S), respectively, and such that the following diagram com-
mutes
f1∗L
(0)
1
φ0

s
(1)
1 //❴❴❴ f1∗L
(1)
1
φ1

s
(2)
1 //❴❴❴ · · ·
s
(r)
1 //❴❴❴ f1∗L
(r)
1
φr

f2∗L
(0)
2
s
(1)
2 //❴❴❴ f2∗L
(2)
2
s
(2)
2 //❴❴❴ · · ·
s
(r)
1 //❴❴❴ f2∗L
(r)
2
(4.12)
We then set
HkµMd = H˜k
µ
Md
/PicX .
For 0 ≤ i ≤ r, we have morphisms γi : Hk
µ
Md
→Md which remember the ith
column in (4.12), and this gives the diagram (4.11).
Exactly as in [14, Lemma 6.2], there is an isomorphism of (Md ×Ad Md)-
schemes
HkµMd
∼= HkMd ×γ1,γ0 HkMd ×γ1,γ0 · · · ×γ1,γ0 HkMd︸ ︷︷ ︸
r times
, (4.13)
where the fiber products are with respect to the morphisms of (4.8).
Corollary 4.8. If d ≥ 2g3 − 1, then dimHk
µ
Md
= dimHkMd = 2d− g + 1.
Define a k-scheme ShtµMd as the fiber product
ShtµMd
//

HkµMd
(γ0,γr)

Md
(id,FrMd)
// Md ×Md.
(4.14)
Proposition 4.9. The scheme ShtµMd has dimension 0, and the image of
the composition
ShtµMd(k
alg)→Md(k
alg)
α
−→ Ad(k
alg)
is a subset of Ad(k).
Proof. The map (γ0, γr) is finite, by Proposition 4.6 and (4.13), and hence
so is ShtµMd → Md. From the cartesian diagrams (4.11) and (4.14) we see
that any kalg-point of ShtµMd lies over a k-point of Ad. As α : Md → Ad is
finite, it follows that ShtµMd → Md factors through a 0-dimensional closed
subscheme of Md. All parts of the proposition follow from this. 
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For any ξ ∈ Ad(k) we form the fiber product
ShtµMd(ξ)
//

Spec(k)
ξ

ShtµMd
// Md α
// Ad,
and so obtain a decomposition
ShtµMd =
⊔
ξ∈Ad(k)
ShtµMd(ξ)
into finitely many open and closed 0-dimensional subschemes. On the level
of point sets there is a decomposition Ad(k) =
⊔
D AD(k), where the disjoint
union runs over all effective degree d divisors
D ∈ Symd(X) ∼= Σd(X)(k),
and AD is as in §3.6. Setting
ShtµMD =
⊔
ξ∈AD(k)
ShtµMd(ξ), (4.15)
we obtain a decomposition of the Chow group
Ch0(Sht
µ
Md
) =
⊕
D∈Σd(X)(k)
Ch0(Sht
µ
Md
). (4.16)
4.5. The refined Gysin map. As Md is smooth (by Proposition 4.3), the
morphism (id,FrMd) of (4.14) is a regular local immersion. We therefore
have a refined Gysin map
(id,FrMd)
! : Ch2d−g+1(Hk
µ
Md
)→ Ch0(Sht
µ
Md
) (4.17)
defined as in [9, §3.1].
Proposition 4.10. Suppose D is an effective divisor on X of degree d ≥
2g3 − 1. The composition
Ch2d−g+1(Hk
µ
Md
)
(4.17)
−−−−→ Ch0(Sht
µ
Md
)
(4.16)
−−−−→ Ch0(Sht
µ
Md
)
deg
−−→ Q
sends the fundamental class [HkµMd ] ∈ Ch2d−g+1(Hk
µ
Md
) to the intersection
multiplicity If (fD) defined by (4.2).
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Proof. As in [14, 6.3] we consider an octahedral diagram:
HkµT1 ×Hk
µ
T2
(γ0,γr)

(γ0,γr)

Πµ1×Π
µ
2 // HkrG0 ×Hk
r
G0
(γ0,γr)

(γ0,γr)

HkrG0,d
(γ0,γr)

(−→s ,
−→
t )
oo
(BunT1)
2 × (BunT2)
2 Π×Π×Π×Π // (BunG0)
2 × (BunG0)
2 Hd ×Hd
s2×t2oo
BunT1 × BunT2
(id,Fr)
OO
(id,Fr)
OO
Π1×Π2 // BunG0 × BunG0
(id,Fr)
OO
(id,Fr)
OO
Hd
(s,t)oo
(id,Fr)
OO
(4.18)
The stack Hd is defined exactly as in [14]. In particular, Hd = H˜d/PicX ,
where H˜d parameterizes colength d injections φ : E →֒ E
′ of rank two vector
bundles on X. The map (s, t) : Hd → Bun
2
G0 appearing in the bottom row
of (4.18) takes the map φ to (E , E ′).
The stack HkrG0,d is defined, as in [14, 6.3.3], to be H˜k
r
G0,d/PicX . Here,
H˜k
r
G0,d parameterizes colength d injections φ : E →֒ E
′ of rank two vector
bundles onX, together with r modifications fi : Ei → Ei+1 and f
′
i : E
′
i → E
′
i+1
of E and E ′, compatible with φ. The modifications fi and f
′
i are required to
be of type µ and above the same points (x1, . . . , xr) ∈ X
r. The isomorphism
class of HkrG0,d is independent of µ. The map
(−→s ,
−→
t ) : HkrG0,d → Hk
r
G0 ×Hk
r
G0
in (4.18) is {φ, fi, f
′
i} 7→ ({E , fi}, {E
′, f ′i}).
The following two lemmas follow immediately from the definitions.
Lemma 4.11. The fiber product of the bottom row in (4.18) is Md.
Lemma 4.12. The fiber product of the top row in (4.18) is HkµMd, i.e.
HkµMd
//

HkrG0,d

HkµT1 ×Hk
µ
T2
Πµ1×Π
µ
2// HkrG0 ×Hk
r
G0 .
(4.19)
is cartesian.
We will have to work around the singularities of HkrG0,d in order to com-
pute various intersection pairings. Let Hkr,◦G0,d ⊂ Hk
r
G0,d be the open substack
consisting of those {φ, fi, f
′
i , xi} such that the support of the divisor of det(φ)
is disjoint from the xi. Then Hk
r,◦
G0,d
is smooth of dimension 2d+2r+3g−3
[14, 6.10(1)]. Let Hkµ,◦Md be the preimage of Hk
r,◦
G0,d
in HkµMd .
Lemma 4.13. If d ≥ 2g3 − 1, then
dim(HkµMd −Hk
µ,◦
Md
) < 2d− g + 1 = dim HkµMd .
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Proof. From Proposition 4.5 and (4.13) we have
HkµMd ≃ Ad ×Σ2d(Y3) H
r
2d(Y ),
where Hr2d(Y ) parameterizes tuples (E0, E1, · · · , Er) of effective divisors on
Y of degree 2d, such that for each 1 ≤ i ≤ r, Ei is obtained from Ei−1 by
changing a point yi ∈ Ei−1 to τ3(yi). If we write g3 : Y → Y3 for the double
cover, then the divisor E = g3∗(Ei) ∈ Div(Y3) is independent of i.
The locus HkµMd −Hk
µ,◦
Md
consists of those triples
(∆, ξ, (Ei)) ∈ Ad ×Σ2d(Y3) H
r
2d(Y )
such that the divisors div(Tr(ξ)) = div(ξ+ξσ3) and div(ξξσ3) = f3∗(E) have
a point in common. For such triples, there exists x ∈ |Y3| such that x and
xσ3 are in E. Thus, the image of (∆, ξ, (Ei)) in Ad lies in the subscheme
Cd ⊂ Ad consisting of pairs (∆, ξ) such that div(ξ) and div(ξ)
σ3 have a point
in common. Since there is a surjective map X ×Ad−1 → Cd, we have
dim Cd ≤ dim(X ×Ad−1) = 2d− g.
As the composition HkµMd →Md → Ad is a finite morphism, we deduce the
desired inequality: dim(HkµMd −Hk
µ,◦
d ) ≤ 2d− g. 
Lemma 4.14. The refined Gysin map
(Πµ1 ×Π
µ
2 )
!
: Ch2d+2r+3g−3(Hk
r
G0,d)→ Ch2d−g+1(Hk
µ
Md
)
associated to the diagram (4.19) is defined. Moreover,
(Πµ1 ×Π
µ
2 )
!
[HkrG0,d] = [Hk
µ
Md
]. (4.20)
Proof. For the first statement, it is enough to verify the two conditions in
[14, A.2.8]. The first condition is satisfied since HkµMd is a scheme (Corollary
4.6). For the second condition, it is enough to show that for i = 1, 2, the
map Πµi : Hk
µ
Ti
→ HkrG0 can be factored as a regular local immersion followed
by a smooth relative Deligne-Mumford type morphism. Since X
′r → Xr is
e´tale, it is enough to prove this for the base change HkµTi → Hk
r
G0 ×Xr X
′r,
and this is proved in [14, Lem. 6.11(1)].
For the second statement, note that
Ch2d+2r+3g−3
(
HkrG0,d
)
≃ Ch2d+2r+3g−3
(
Hkr,◦G0,d
)
.
By Lemma 4.13, we also have
Ch2d−g+1
(
HkµMd
)
≃ Ch2d−g+1
(
Hkµ,◦Md
)
.
Both of these isomorphisms preserve fundamental classes. On the other
hand, (Πµ1 ×Π
µ
2 )
!
[Hkr,◦G0,d] = [Hk
µ,◦
Md
], since Hkr,◦G0,d is smooth. The equality
(4.20) follows. 
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The stack ShtrG0,d is defined to be the fiber product of the third column
in (4.18):
ShtrG0,d
//

HkrG0,d
(γ0,γr)

Hd
(id,FrHd)// Hd ×Hd.
(4.21)
By [14, Lem. 6.12], there is a canonical isomorphism
ShtrG0,d
∼=
⊔
D∈Σd(X)(k)
ShtrG0(fD), (4.22)
where ShtrG0(fD) is the stack of Hecke correspondences between Shtukas with
r paws, defined in [14, 5.3.1]. Recall that it is these Hecke correspondences
which give the action of H on Chc,r(Sht
r
G0), and which allowed us to define
Ir(fD).
Lemma 4.15. Let D be an effective divisor of degree d, and recall the defi-
nition of ShtµMD in (4.15). Then the following diagram is cartesian
ShtµMD
//

ShtrG0(fD)

ShtµT1 × Sht
µ
T2
θµ1×θ
µ
2// ShtrG0 × Sht
r
G0 .
(4.23)
Proof. The fiber products of the three rows in the octahedron are
HkµMd
(γ0,γr)
−−−−→Md ×Md
(id,Fr)
←−−−−Md, (4.24)
and the fiber product of this resulting diagram is by definition
ShtµMd
∼=
⊔
D∈Σd(X)(k)
ShtµMD . (4.25)
By (4.1), the fiber products of the three columns in the octahedron are
ShtµT1 × Sht
µ
T2
θµ1×θ
µ
2−−−−→ ShtrG0 × Sht
r
G0
(s,t)
←−− ShtrG0,d. (4.26)
By [14, Lem. A.9], the fiber product of (4.24) is canonically isomorphic, as
an Ad-stack, to the fiber product of (4.26). We therefore have the cartesian
square
ShtµMd
//

ShtrG0,d

ShtµT1 × Sht
µ
T2
θµ1×θ
µ
2// ShtrG0 × Sht
r
G0 .
(4.27)
Taking the fiber over D ∈ Σd(X)(k) in (4.27) and using the decompositions
(4.22) and (4.25), we obtain the desired cartesian square (4.23). 
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Lemma 4.15 allows us to define two different maps
Ch2d+2r+3g−3(Hk
r
G0,d)→ Ch0(Sht
µ
Md
),
each obtained by composing two refined Gysin morphisms. Specifically, the
cartesian squares (4.21) and (4.27) induce the composition
Ch2d+2r+3g−3(Hk
r
G0,d)
(id,FrHd)
!
−−−−−−→ Ch2r(Sht
d
G0)
(θµ1×θ
µ
2 )
!
−−−−−−→ Ch0(Sht
µ
Md
),
whereas the cartesian squares (4.19) and (4.14) give
Ch2d+2r+3g−3(Hk
r
G0,d)
(Πµ1×Π
µ
2 )
!
−−−−−−→ Ch2d−g+1(Hk
µ
Md
)
(id,FrMd )
!
−−−−−−→ Ch0(Sht
µ
Md
).
This is assuming that (θµ1 × θ
µ
2 )
!
and (id,FrHd)
! are well-defined, which we
justify next. The other technical result that we need is that these two
compositions agree on the fundamental cycle:
Lemma 4.16. The refined Gysin maps (θµ1 × θ
µ
2 )
!
and (id,FrHd)
! are well-
defined. Moreover, we have
(θµ1 × θ
µ
2 )
!
(id,FrHd)
![HkrG0,d] = (id,FrMd)
! (Πµ1 ×Π
µ
2 )
!
[HkrG0,d].
Proof. This is the octahedron lemma [14, Thm. A.10] applied to the diagram
(4.18). We must show that hypotheses (1)-(4) of that lemma are satisfied.
The smoothness of all stacks in (4.18) aside from HkrG0,d was proven in [14],
so (1) is verified. That the middle and left rows and middle and bottom
columns have expected fiber product dimensions is an easy computation
using Proposition 4.3 and that dimHd = 2d+ 3g − 3, dimBunG0 = 3g − 3,
and dimBunTi = g − 1. This proves (2). Hypothesis (3) was verified in the
proof of Lemma 4.14 and [14, Lem. 6.14].
To verify (4), we must check that the two conditions in [14, A.2.8] are
satisfied for the cartesian diagrams (4.14) and (4.27). First note that the
fiber product in both of these diagrams is ShtµMd , which is a scheme by
Proposition 4.13 and (4.14). Thus, it remains to check that the bottom
row in each of the cartesian squares (4.14) and (4.27) can be factored as
regular local immersion followed by a smooth relative Deligne-Mumford type
morphism. For (4.14), note that (id,FrMd) is a regular immersion since Md
is smooth (by Proposition 4.3). For (4.27), this follows since ShtµT1 , Sht
µ
T2
,
and ShtrG0 are all smooth Deligne-Mumford stacks. 
We finally put everything together to prove Proposition 4.10. Recalling
that [ShtµTi ] is the pushforward of the fundamental class along the map
θµi : Sht
µ
Ti
→ ShtµG0 , we have
Ir(fD) =
〈
[ShtµT1 ], fD ∗ [Sht
µ
T2
]
〉
ShtrG0
= deg
(
(θµ1 × θ
µ
2 )
!
[ShtrG0(fD)]
)
.
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By Lemma 4.15, the class (θµ1 × θ
µ
2 )
!
[ShtrG0(fD)] is the Dth component of
(θµ1 × θ
µ
2 )
!
[ShtrG0,d] ∈
⊕
D∈Σd(X)(k)
Ch0(Sht
µ
MD
).
So to prove Proposition 4.10 for all D of degree d, it is enough to show that
(θµ1 × θ
µ
2 )
!
[ShtrG0,d] = (id,FrMd)
![HkµMd ].
For this we compute:
(θµ1 × θ
µ
2 )
!
[ShtrG0,d] = (θ
µ
1 × θ
µ
2 )
!
(id,FrHd)
![HkrG0,d] ([14, Lem. 6.14(2)])
= (id,FrMd)
! (Πµ1 ×Π
µ
2 )
!
[HkrG0,d] (Lemma 4.16)
= (id,FrMd)
![HkµMd ] (Lemma 4.14).
This completes the proof of Proposition 4.10. 
4.6. Completion of the proof of Proposition 4.7. The proof of Propo-
sition 4.7 is obtained by combining Proposition 4.10 with the Lefschetz-
Verdier trace formula, as we now explain.
Proof of Proposition 4.7. Consider the composition
Ch2d−g+1(Hk
µ
Md
)
(4.17)
−−−−→ Ch0(Sht
µ
Md
)
(4.16)
−−−−→ Ch0(Sht
µ
Md
) =
⊕
ξ∈AD(k)
Ch0(Sht
µ
Md
(ξ)),
where the final decomposition is induced by (4.15). If the image of the
fundamental class [HkµMd ] ∈ Ch2d−g+1(Hk
µ
Md
) in the component indexed by
ξ is denoted Cξ, the trace formula of [14, A.12] implies
deg(Cξ) = Trace
(
[HkµMd ]ξ¯ ◦ Frobξ; (α∗Qℓ)ξ¯
)
,
The isomorphism (4.13) implies the equality [HkµMd ] = [HkMd ]
r of endomor-
phisms of α∗Qℓ, and so
deg(Cξ) = Trace
(
[HkMd ]
r
ξ¯ ◦ Frobξ; (α∗Qℓ)ξ¯
)
.
On the other hand, Proposition 4.10 gives the first equality in
Ir(fD) =
∑
ξ∈AD(k)
deg(Cξ) =
∑
ξ∈AD(k)
Trace
(
[HkMd ]
r
ξ¯ ◦ Frobξ; (α∗Qℓ)ξ¯
)
,
completing the proof. 
5. Completion of the proofs
Fix an integer r ≥ 0, and an r-tuple µ = (µ1, . . . , µr) ∈ {±1}
r satisfying
the parity condition
∑r
i=1 µi = 0. In particular, r is even.
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5.1. Representations of symmetric groups. Fix a positive integer d.
We will prove some elementary facts about the representation theory of the
finite group
Γ2d = {±1}
2d ⋊ S2d.
These facts will be used in the proof of Proposition 5.3 below.
Denote by 1 the trivial representation of S2d on Qℓ, so that
IndΓ2dS2d1 = {Φ : S2d\Γ2d → Qℓ}. (5.1)
For each x ∈ {±1}2d denote by Φx the characteristic function of the coset
S2d · x ⊂ Γ2d. As x varies these form a basis for (5.1). Setting
ei = (1, . . . , 1, −1︸︷︷︸
ith place
, 1, . . . , 1) ∈ {±1}2d,
define a Γ2d-linear endomorphism of (5.1) by H · Φx =
∑2d
i=1Φeix.
Proposition 5.1. There is a Γ2d-stable decomposition
IndΓ2dS2d1 =
⊕
d1,d2≥0
d1+d2=2d
V(d1,d2) (5.2)
where V(d1,d2) is the subspace of (5.1) on which H acts as the scalar d1− d2.
Moreover, each V(d1,d2) is an irreducible representation of Γ2d.
Proof. For each character χ : {±1}2d → {±1} define
Ψχ =
∑
x∈{±1}2d
χ(x)Φx.
As χ varies these form a basis for (5.1), and an easy calculation shows that
H ·Ψχ =
(
pos(χ)− neg(χ)
)
·Ψχ,
where pos(χ) = #{ei : χ(ei) = 1} and neg(χ) = #{ei : χ(ei) = −1}. It is
now easy to see that
V(d1,d2) = Span
{
Ψχ :
pos(χ) = d1
neg(χ) = d2
}
is Γ2d-stable and irreducible, that H acts by d1−d2, and that (5.2) holds. 
Now fix a pair (d1, d2) of non-negative integers such that d1 + d2 = 2d.
For i ∈ {1, 2}, set Γdi = {±1}
di ⋊ Sdi , and define a character
ηdi : {±1}
di → {±1}
by (x1, . . . , xdi) 7→ x1 · · · xdi . It extends uniquely to a character of Γdi , trivial
on the subgroup Sdi .
Proposition 5.2. There are isomorphisms of Γ2d-representations
IndΓ2dΓd1×Γd2
(ηd1 ⊠ 1)
∼= V(d1,d2)
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Proof. Define a character χ : {±1}2d → {±1} by
χ(x1, . . . , x2d) = ηd1(x1, . . . , xd1).
Using the notation of the proof of Proposition 5.1, it is easy to see that the
subgroup Γd1 × Γd2 ⊂ Γ2d acts on the vector Ψχ via the character ηd1 ⊠ 1,
and that Ψχ generates V(d1,d2) as a Γ2d-representation. Thus Frobenius
reciprocity provides a surjection
IndΓ2dΓd1×Γd2
(ηd1 ⊠ 1)→ V(d1,d2),
which is an isomorphism by dimension counting. 
5.2. Comparison of e´tale sheaves. The constructions of §4.3 provide us
with a constructible ℓ-adic sheaf α∗Qℓ on Ad, endowed with an endomor-
phism [HkMd ]. On the other hand, for every pair of non-negative integers
(d1, d2) with d1 + d2 = 2d the constructions of §3.6 provide us with a con-
structible ℓ-adic sheaf β∗L(d1,d2) on Ad. The goal of this section is to prove
the following result, relating these e´tale sheaves.
Proposition 5.3. Assume that d ≥ 2g3 − 1. There is an isomorphism
α∗Qℓ ∼=
⊕
d1,d2≥0
d1+d2=2d
β∗L(d1,d2) (5.3)
of ℓ-adic sheaves on Ad. Each summand is stable under the Hecke corre-
spondence [HkMd ], which acts on β∗L(d1,d2) via the scalar d1 − d2.
Proof. Let U2d(Y3) ⊂ Y
2d
3 be the open subscheme parametrizing 2d-tuples
of distinct points on Y3, and let U
′
2d(Y ) ⊂ Y
2d be its preimage under the
morphism Y 2d → Y 2d3 . Thus we have a cartesian diagram
U ′2d(Y )
//

Y 2d

U2d(Y3) // Y
2d
3 ,
in which the horizontal arrows are open immersions with dense image, and
the vertical arrows are finite e´tale. Taking the GIT quotients by the action of
S2d throughout, and using the isomorphisms of (3.15), we obtain a cartesian
diagram
S2d\U
′
2d(Y )
//
a

Σ2d(Y )
Nm

S2d\U2d(Y3) u
// Σ2d(Y3),
(5.4)
in which the horizontal arrows are open immersions, the vertical arrows are
finite, and a is e´tale.
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By identifying {±1}2d ∼= Aut(Y/Y3)
2d, the semi-direct product Γ2d of §5.1
acts on U ′2d(Y ). In fact Γ2d is the automorphism group of the Galois cover
U ′2d(Y )→ S2d\U2d(Y3),
and the local system a∗Qℓ on S2d\U2d(Y3) corresponds to the induced rep-
resentation (5.1). Each summand on the right hand side of (5.2) also deter-
mines a local system, denoted the same way, and so we have a decomposition
a∗Qℓ =
⊕
d1,d2≥0
d1+d2=2d
V(d1,d2) (5.5)
of local systems on S2d\U2d(Y3).
Define A◦d as the cartesian product
A◦d
v //
π

Ad
f♯3

S2d\U2d(Y3) u
// Σ2d(Y3).
We interrupt the proof of Proposition 5.3 for two lemmas.
Lemma 5.4. On A◦d, there are isomorphisms of constructible sheaves
v∗α∗Qℓ ∼= π
∗a∗Qℓ (5.6)
v∗β∗L(d1,d2)
∼= π∗V(d1,d2). (5.7)
Proof. Applying the proper base change theorem to (4.3) and (5.4) provides
the first and third isomorphisms, respectively, in
v∗α∗Qℓ ∼= (f
♯
3 ◦ v)
∗Nm∗Qℓ ∼= (u ◦ π)
∗Nm∗Qℓ ∼= π
∗a∗Qℓ.
This proves (5.6).
The proof of (5.7) is very similar. Consider the canonical morphism
Σd1(Y3)×k Σd2(Y3)
g
−→ Σ2d(Y3).
(This is the morphism labeled ⊗ in (3.14), but we temporarily change the
name to avoid the awkward notation ⊗∗ for the pushforward.) By Propo-
sition 5.2, the local system Ld1 ⊠ Qℓ on Σd1(Y3) ×k Σd2(Y3) defined in §3.5
satisfies u∗g∗(Ld1 ⊠Qℓ)
∼= V(d1,d2). On the other hand, applying proper base
change to the diagram (3.14) and recalling (3.22), there is an canonical iso-
morphism β∗L(d1,d2)
∼= (f
♯
3)
∗g∗(Ld1 ⊠Qℓ). The desired isomorphism (5.7) is
the composition
v∗β∗L(d1,d2)
∼= (f
♯
3 ◦ v)
∗g∗(Ld1 ⊠Qℓ)
∼= (u ◦ π)∗g∗(Ld1 ⊠Qℓ)
∼= π∗V(d1,d2).

Lemma 5.5. On Ad, there are isomorphisms of constructible sheaves
v∗v
∗α∗Qℓ ∼= α∗Qℓ (5.8)
v∗v
∗β∗L(d1,d2)
∼= β∗L(d1,d2). (5.9)
A GROSS-KOHNEN-ZAGIER FORMULA FOR HEEGNER-DRINFELD CYCLES 53
Proof. If F is a locally constant e´tale sheaf on a normal scheme S, the
natural map F → j∗j
∗F is an isomorphism for any open immersion j :
S◦ → S with dense image. Indeed, normality guarantees that the natural
map π0(U×SS
◦)→ π0(U) is bijective for any e´tale morphism U → S, which
implies the claim whenever F is constant. The locally constant case then
follows using a descent argument.
Now define M◦d as the cartesian product
M◦d
a

j // Md
α

A◦d v
// Ad.
Proposition 4.3 implies that Md is normal and α is finite. Hence the dis-
cussion above and the proper base change theorem provide us with isomor-
phisms
α∗Qℓ ∼= α∗j∗j
∗Qℓ ∼= v∗a∗j
∗Qℓ ∼= v∗v
∗α∗Qℓ.
This proves (5.8). The proof of (5.9) is entirely similar, using Proposition
3.13 in place of Proposition 4.3. 
Combining (5.5) with the isomorphisms (5.6) and (5.7) yields an isomor-
phism of local systems
v∗α∗Qℓ ∼=
⊕
d1,d2≥0
d1+d2=2d
v∗β∗L(d1,d2) (5.10)
over the open subscheme A◦d ⊂ Ad. The isomorphism (5.3) follows by ap-
plying v∗ to both sides and using the isomorphisms (5.8) and (5.9).
We now turn to the endomorphism [HkMd ] : α∗Qℓ → α∗Qℓ. The endo-
morphism H of (5.1) induces an endomorphism H : a∗Qℓ → a∗Qℓ of the
local system (5.5). After restricting to the open subscheme A◦d ⊂ Ad there
is a commutative diagram
v∗α∗Qℓ
[HkMd ]//
(5.6)

v∗α∗Qℓ
(5.6)

π∗a∗Qℓ
H
// π∗a∗Qℓ.
Commutativity of the diagram follows by direct comparison of the defini-
tion of H with Proposition 4.5, which characterizes HkMd in terms of the
correspondence (4.9).
By Proposition 5.1 the endomorphism H acts via the scalar d1 − d2 on
the summand V(d1,d2) in (5.5). This implies that the endomorphism [HkMd ]
in the top row of the above diagram acts via the scalar d1 − d2 on the sum-
mand v∗β∗L(d1,d2) in (5.10). Using (5.8) and (5.9), it also on the summand
β∗L(d1,d2) in (5.3). 
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5.3. The intersection pairing in cohomology. Fix an auxiliary prime
ℓ 6= char(k). Before stating and proving our main results, we must sum-
marize some results from [14] on various quotients of the ℓ-adic analogue
Hℓ = H ⊗Qℓ of the Q-algebra H of §3.1.
The Hecke algebra Hℓ acts on the ℓ-adic cohomology group
V = H2rc (Sht
µ
G0
⊗k k¯,Qℓ)(r),
as in [14, §7.1]. The cycle class map cl : Chc,r(Sht
r
G0)→ V is H -equivariant,
and the cup product
〈·, ·〉 : V × V → Qℓ (5.11)
pulls back to the intersection pairing on the Chow group.
Recalling the map H → Q[PicX(k)]
ιPic appearing in (3.2), define
H˜ℓ = Image
(
Hℓ → EndQℓ(V )× EndQℓ(Aℓ)×Qℓ[PicX(k)]
ιPic
)
Hℓ = Image
(
Hℓ → EndQℓ(V )×Qℓ[PicX(k)]
ιPic
)
Haut,ℓ = Image
(
Hℓ → EndQℓ(Aℓ)×Qℓ[PicX(k)]
ιPic
)
.
These are finite type Qℓ-algebras, related by surjections
H˜ℓ
xxrrr
rr
rr
rr
rr
rr
''◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
Hℓ
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
Haut,ℓ
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
Qℓ[PicX(k)]
ιPic .
Recalling the Q-algebra Haut of §3.1, there is a canonical isomorphism
Haut ⊗Qℓ ∼= Haut,ℓ.
For any f ∈ H the function J(f, s) of (3.7) is a Laurent polynomial in qs
with rational coefficients. Setting
Jr(f) = (log q)
−r d
r
dsr
J(f, s)
∣∣
s=0
,
we obtain a linear functional Jr : H → Q. The following result shows that
this agrees with the linear functional Ir : H → Q defined by (4.2).
Proposition 5.6. The equality
Ir(f) = Jr(f)
holds for every f ∈ H . Moreover, the Qℓ-linear extensions of Ir and Jr to
Hℓ → Qℓ factor through H˜ℓ.
Proof. The compatibility of the cup product pairing (5.11) with the inter-
section pairing on the Chow group implies that the Qℓ-linear extension
Ir : Hℓ → Qℓ factors through Hℓ. The final claim of Proposition 3.11
A GROSS-KOHNEN-ZAGIER FORMULA FOR HEEGNER-DRINFELD CYCLES 55
implies that the Qℓ-linear extension Jr : Hℓ → Qℓ factors through Haut,ℓ.
It follows that both Ir and Jr factor through the quotient H˜ℓ.
It remains to prove that Ir(f) = Jr(f) for all f ∈ H . Assume first
that f = fD for some effective divisor D ∈ Div(X) of degree d ≥ 2g3 − 1.
Combining the decomposition (3.12) with Proposition 3.17, we find
Jr(fD) =
∑
ξ∈AD(k)
∑
d1,d2≥0
d1+d2=2d
(d1 − d2)
r · Trace
(
Frobξ;
(
β∗L(d1,d2)
)
ξ¯
)
.
On the other hand, Proposition 4.7 tells us that
Ir(fD) =
∑
ξ∈AD(k)
Trace
(
[HkMd ]
r
ξ¯ ◦ Frobξ; (α∗Qℓ)ξ¯
)
.
These two expressions are equal, by Proposition 5.3.
The proof of [14, Theorem 9.2] shows that the image of Hℓ → H˜ℓ is
generated as Qℓ-vector space by the images of fD ∈ H as D ranges over all
effective divisors on X of degree d ≥ 2g3 − 1. Therefore Ir = Jr. 
According to [14, (9.5)], there is a canonical Qℓ-algebra decomposition
H˜ℓ = H˜ℓ,Eis ⊕
(⊕
m
H˜ℓ,m
)
, (5.12)
where m runs over the finitely many maximal ideals m ⊂ H˜ℓ that do not
contain the kernel of the projection
H˜ℓ → Qℓ[PicX(k)]
ιPic . (5.13)
For each such m the localization H˜ℓ,m is a finite (hence Artinian) Qℓ-algebra.
If we denote by Em its residue field, then Hensel’s lemma implies that the
quotient map H˜ℓ,m → Em admits a unique section, which makes H˜ℓ,m into
an Artinian local Em-algebra.
The decomposition (5.12) induces a decomposition of H˜ℓ-modules
V = VEis ⊕
(⊕
m
Vm
)
, (5.14)
in which each localization Vm is a finite-dimensional Em-vector space. It
follows from [14, Corollary 7.15] that this decomposition is orthogonal with
respect to the cup product pairing. Moreover, the self adjointness of the
action of Hℓ with respect to the cup product pairing (5.11) implies that
there is a unique symmetric Em-bilinear pairing
〈·, ·〉Em : Vm × Vm → Em
such that TraceEm/Qℓ〈·, ·〉Em = 〈·, ·〉.
For i ∈ {1, 2}, we define [ShtµTi ]m ∈ Vm to be the projection of the cycle
class cl([ShtµTi ]) ∈ V , and form the intersection pairing
〈[ShtµT1 ]m, [Sht
µ
T2
]m〉Em ∈ Em.
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Some of the maximal ideals m ⊂ H˜ℓ appearing in (5.12) are attached to
cuspidal automorphic forms, as we now explain. Fix an unramified cuspidal
automorphic representation π ⊂ Acusp(G0). As in §3.1, such a representation
determines a homomorphism
Haut → Hcusp
λπ−→ C
whose image is a number field Eπ. The induced map
H˜ℓ → Haut,ℓ
λπ−→ Eπ ⊗Qℓ ∼=
∏
l|ℓ
Eπ,l,
determines, for every prime l | ℓ of Eπ, a surjection λπ,l : H˜ℓ → Eπ,l whose
kernel is one of those maximal ideals
m = ker(λπ,l) (5.15)
appearing in the decomposition (5.14). This is a consequence of the isomor-
phism (3.3).
Recalling the period integrals P0 and P3 of §3.3, for every cuspidal
automorphic representation π ⊂ Acusp(G0) define
C(π, s) =
P0(φ, s)P3(φ, η)
〈φ, φ〉Pet
.
Here φ ∈ πU0 is any nonzero vector. Recall from Remark 3.1 that Aut(C/Q)
acts on the set of all unramified cuspidal automorphic representations, in
such a way that stabilizer of π is the subgroup Aut(C/Eπ).
Proposition 5.7. The complex number
Cr(π) = (log q)
−r ·
dr
dsr
C(π, s)
∣∣
s=0
satisfies Cr(π)
σ = Cr(π
σ) for all σ ∈ Aut(C/Q). In particular, it lies in Eπ.
Proof. Proposition 3.11 implies that
Jr(f) =
∑
unr. cusp. π
Cr(π) · λπ(f) (5.16)
for all f ∈ IEis, and both sides factor through the quotient
H → Haut ∼= Hcusp ×Q[PicX(k)]
ιPic
appearing in (3.3). In other words, we may view (5.16) as an equality of
linear functionals on the cuspidal subalgebra Hcusp ⊂ Haut.
It follows from what was said in §3.1 that Hcusp is a finite product of
number fields, where the factors are indexed by the Aut(C/Q)-orbits of
unramified cuspidal automorphic representations. Restricting (5.16) to the
factor Hcusp(π) ∼= Eπ indexed by the Galois orbit of π yields the equality
Jr(f) =
∑
σ:Eπ→C
Cr(π
σ) · σ(f)
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for all f ∈ Eπ. The sum is over all Q-algebra embeddings σ : Eπ → C, and
for each such embedding we fix an extension to Aut(C/Q).
On the other hand, we know that Jr(f) is Q-valued, so the right hand
side must be fixed by the action of Aut(C/Q). The claim follows easily from
this and the linear independence of {σ : Eπ → C}. 
Theorem 5.8. Let m ⊂ H˜ℓ be a maximal ideal that does not contain the
kernel of (5.13).
(1) If m is of the form (5.15) for an unramified cuspidal automorphic
representation π and a place l | ℓ of Eπ, the equality
〈[ShtµT1 ]m, [Sht
µ
T2
]m〉Em = Cr(π)
holds in Em = Eπ,l.
(2) If m is not of the form (5.15) then
〈[ShtµT1 ]m, [Sht
µ
T2
]m〉Em = 0.
Proof. Given Proposition 5.6, the proof is essentially the same as that of
[14, Theorem 1.6]. Briefly, restrict both
Ir, Jr : H˜ℓ → Qℓ
to the Em-algebra H˜ℓ,m in (5.12), and then further restrict to Em itself.
Directly from its definition (4.2), the resulting Ir : Em → Qℓ satisfies
Ir(f) = 〈[Sht
µ
T1
]m, f ∗ [Sht
µ
T2
]m〉
= TraceEm/Qℓ
(
f · 〈[ShtµT1 ]m, [Sht
µ
T2
]m〉Em
)
,
where the first pairing is (5.11). As for Jr : Em → Qℓ, an argument similar
to that used in Proposition 5.7 shows that
Jr(f) = TraceEm/Qℓ
(
f · Cr(π)
)
if m has the form (5.15), and otherwise Jr(f) = 0. The claim now follows
from Ir = Jr and the nondegeneracy of the trace pairing. 
5.4. The proofs of Theorems A and B. As in the introduction, for
i ∈ {1, 2} we let [ShtrTi ] be the pushforward of the fundamental class under
θµi : Sht
r
Ti → Sht
r
G,
and let W˜i ⊂ Chc,r(Sht
r
G) be the H -submodule generated by it. Define
quotients
W1 = W˜1/{c ∈ W˜1 : 〈c, W˜2〉 = 0}
W2 = W˜2/{c ∈ W˜2 : 〈c, W˜1〉 = 0},
so that the intersection pairing descends to 〈· , ·〉 : W1 ×W2 → Q.
Proposition 5.9. The actions of H on W1 and W2 factor through the
quotient
H → Haut ∼= Hcusp ×Q[PicX(k)]
ιPic
defined in §3.1.
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Proof. By Proposition 3.11 the distribution Jr(f) only depends on the im-
age of f under H → Haut. By Proposition 5.6 the same is true of the
distribution Ir(f) defined by (4.2), and the claim follows exactly as in [14,
Corollary 9.4]. 
It follows from the discussion of §3.1 that Hcusp,R = Hcusp ⊗Q R is iso-
morphic to a product of copies of R, indexed by the unramified cuspidal
automorphic representations π. For each such π, let eπ ∈ Hcusp,R be the
corresponding idempotent. Using Proposition 5.9, these idempotents induce
a decomposition
Wi(R) =Wi,cusp ⊕Wi,Eis =
(⊕
π
Wi,π
)
⊕Wi,Eis
where the sum is over all unramified cuspidal π, and Wi,π ⊂ Wi(R) is the
λπ-eignespace of H .
The following is Theorem A of the introduction.
Theorem 5.10. If [ShtrTi ]π denotes the projection of the image of [Sht
r
Ti ] to
the summand Wi,π, then
〈[ShtrT1 ]π, [Sht
r
T2 ]π〉 = Cr(π).
Proof. It follows from the discussion of §3.1 that Hcusp decomposes as a
product of totally real fields, indexed by the Aut(C/Q)-orbits of unramified
cuspidal automorphic representations. Let Π denote the Aut(C/Q)-orbit of
π, and let HΠ ⊂ Hcusp be the corresponding summand.
For each πσ ∈ Π, the corresponding λπσ : Hcusp → C restricts to an
isomorphism λπσ : HΠ → Eπσ . As σ ∈ Aut(C/Q) varies, it follows from
Proposition 5.7 that we may collect together the constants Cr(π
σ) into a
single
Cr(Π) ∈ HΠ
such that λπσ(Cr(Π)) = Cr(π
σ).
The idempotent eΠ ∈ HΠ ⊂ Haut cuts out an HΠ-vector space
eΠWi ⊂Wi.
The action of H on the Chow group is self-adjoint relative to the Q-bilinear
intersection pairing, and it follows that there is a unique HΠ-bilinear pairing
〈·, ·〉Π : eΠW1 × eΠW2 → HΠ
whose trace is the Q-valued intersection form.
Using Theorem 5.8 and the compatibility of the cycle class map with
intersection pairings, we obtain the equality
〈eΠ[Sht
r
T1 ], eΠ[Sht
r
T2 ]〉Π = Cr(Π)
in HΠ, and applying the isomorphism λπ : HΠ → Eπ to both sides proves
the claim. 
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Let L (π, s) be the normalized L-function defined in the introduction and
recall that χ1 and χ2 are quadratic characters corresponding to K1 and K2,
respectively. The following is Theorem B of the introduction.
Theorem 5.11. In the notation of Theorem 5.10,
〈[ShtrT1 ]π, [Sht
r
T2 ]π〉π = 0
if and only if
L
(r) (π, 1/2)L (π ⊗ χ1, 1/2)L (π ⊗ χ2, 1/2) = 0.
Proof. By Theorem 5.10, it suffices to show that
P
(r)
0 (φ, 0) = 0 if and only if L
(r)(π, 1/2) = 0 (5.17)
and
P3(φ¯, η) = 0 if and only if L (π ⊗ χ1, 1/2)L (π ⊗ χ2, 1/2) = 0. (5.18)
The equivalence (5.17) follows since we may choose a spherical vector φ so
that
P0(φ, s) = q
1−g
L (π, 2s + 1/2),
as follows from the calculations in [14, pg. 805-6]. Note that our definition of
P0 differs slightly from the one appearing in [14], since we insert 2s instead
of s in the exponent. The claim (5.18) follows from applying the Yun-Zhang
formula [14] (or even the original work of Walspurger [13], as extended to
function fields in [3]) to the twist π ⊗ χ1 and the cover Y3/X. 
5.5. The proof of Theorem C. The goal of this section is to prove that
〈[ShtrT1 ], [Sht
r
T2 ]〉 = 0
when r > 0. This will be deduced from the following result.
Proposition 5.12. Let f ∈ H be the characteristic function of U0 ⊂
G0(A), and recall the function J(f, s) of (3.7).
(1) If char(k) = 2 then J(f, s) = 0 for all s ∈ C.
(2) If char(k) 6= 2 then J(f, s) = 1 for all s ∈ C.
Proof. Using Lemma 3.4, we view f as a compactly supported function
f : U0\J(A)/U3 → Q.
In other words, f is the characteristic function of the image of
Iso(O3,O0) ⊂ Iso(A3,A0) = J˜(A)
under J˜(A)→ J(A).
Lemma 5.13. Fix γ ∈ J(F ), and let ξ ∈ K3 be its image under (3.4). If
there exist t0 ∈ T0(A) and t3 ∈ T3(A) such that f(t
−1
0 γt3) 6= 0, then ξ ∈ k
and 2ξ = 1.
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Proof. By hypothesis there is some φ ∈ J˜(A) lifting t−10 γt3 ∈ J(A), and sat-
isfying the integrality condition φ(O3) = O0. As in the proof of Proposition
2.9, there is a canonical bijection
A×0 \Iso(A3,A0)/A
×
3
∼= GL2(A)\
 pairs of embeddingsα0 : A0 →M2(A)
α3 : A3 →M2(A)
 ,
and the image of φ under this bijection is represented by a pair of O-algebra
embeddings α0 : O0 →M2(O) and α3 : O3 →M2(O).
As both K0 and K3 are unramified over F , the quartic O-algebra
R = O0 ⊗O O3
is self-dual with respect to the bilinear form (x, y) 7→ TrR/O(xy). If we define
an O-linear map α : R→M2(O) by α(x0⊗x3) = α0(x0)α3(x3), then tracing
the construction of the invariant (3.4) all the way back to Proposition 2.3
shows that ξ ∈ K3 satisfies
TrdM2(O)(α(x)α(y)
ι) = TrR/O(ξxy)
for all x, y ∈ R. Here ι is the main involution on the quaternion order
M2(O), and y 7→ y is the involution on R defined by x0 × x3 7→ x
σ0
0 ⊗ x
σ3
3 .
The left hand side clearly lies in O for all choices of x and y, and hence
ξ ∈ R, by the self-duality of R noted above.
Recalling that K3 = k(Y3) is the field of rational functions on a projective
and geometrically connected curve,
ξ ∈ K3 ∩R = K3 ∩O3 = k,
and the condition 2ξ = 1 then follows from TrK3/F (ξ) = 1. 
Returning to the main proof, fix a γ ∈ J(F ) and recall from §3.2 the
notation
J(γ, f, s) =
∫
T0(A)×T3(A)
f(t−10 γt3) |t0|
2sη(t3) dt0 dt3. (5.19)
If (5.19) nonzero, the lemma implies that the invariant ξ = inv(γ) ∈ K3 lies
in the field of constants k and satisfies 2ξ = 1. If char(k) = 2 there is no
such ξ, and so (5.19) vanishes for all γ ∈ J(F ). The first claim of Theorem
5.12 follows from this and the decomposition (3.12).
From now on we assume that char(k) > 2, and let
γ ∈ T0(F )\J(F )/T3(F )
be the unique element with inv(γ) = 1/2. Thus, by the discussion above,
J(f, s) =
∫
T0(A)×T3(A)
f(t−10 γt3) |t0|
2sη(t3) dt0 dt3. (5.20)
Fix an ǫ ∈ K×3 satisfying TrK3/F (ǫ) = 0, and define an F -linear isomor-
phism φ : K3 → K0 by φ(x + yǫ) = (x, y). By carefully unwinding the
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definition of the invariant (3.4), one can see that φ 7→ γ under the canonical
bijection
K×0 \Iso(K3,K0)/K
×
3 = T0(F )\J(F )/T3(F ).
Lemma 5.14. If we factor f =
∏
x∈|X| fx and η =
∏
x∈|X| ηx, then∫
T0(Fx)×T3(Fx)
fx(t
−1
0 γt3) |t0|
2sηx(t3) dt0 dt3 = |ǫ|
−2s
x (5.21)
for every place x of F .
Proof. As K3/F is unramified, we may choose c ∈ F
×
x so that cǫ ∈ O
×
K3,x
.
For any such choice we have OK3,x = OF,x ⊕ cǫOF,x, and hence
φ(OK3,x) = (1, c) · OK0,x .
Suppose first that x is inert in K3. The integral over T3(Fx) can be
replaced by a sum over the singleton set F×x \K
×
3,x/O
×
K3,x
= {1}, while the
integral over T0(Fx) can be replaced by a sum over
F×x \(F
×
x × F
×
x )/(O
×
Fx
×O×Fx) = {(1,̟
k) : k ∈ Z}
for any uniformizer ̟ ∈ Fx. Moreover, fx((1,̟
−k) · γ) is equal to 1 if the
OFx-lattices φ(OK3,x) and (1,̟
k) · OK0,x agree up to scaling by F
×
x , and is
0 otherwise. In other words
fx((1,̟
−k) · γ) =
{
1 if |̟|k = |c|
0 otherwise,
and the integral (5.21) reduces to∑
k∈Z
|̟|2ksfx
(
(1,̟−k) · γ
)
= |c|2s = |ǫ|−2sx .
Now suppose that x is split in K3. In this case we can choose c in such a
way that (cǫ)2 = 1, and define orthogonal idempotents
e =
1 + cǫ
2
, f =
1− cǫ
2
in OK3,x . The integral over T0(Fx) can then be replaced by a sum over
F×x \K
×
3,x/O
×
K3,x
= {e+̟ℓf : ℓ ∈ Z}.
Moreover, fx
(
(1,̟−k) · γ · (e+̟ℓf)
)
is equal to 1 if the OFx-lattices
φ
(
(e+̟ℓf) · OK3,x
)
=
{
(x+̟ℓy, cx−̟ℓcy) ∈ K0,x : x, y ∈ OFx
}
and (1,̟k) · OK0,x agree up to scaling by F
×
x , and is 0 otherwise. After
some elementary linear algebra, this simplifies to
fx
(
(1,̟−k) · γ · (e+̟ℓf)
)
=
{
1 if |̟|k = |c| and ℓ = 0
0 otherwise,
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and the integral (5.21) again reduces to∑
k,ℓ∈Z
|̟|2ksfx
(
(1,̟−k) · γ · (e+̟ℓf)
)
ηx(e+̟
ℓf) = |c|2s = |ǫ|−2sx .
This proves the lemma. 
Combining (5.20) with the preceding lemma yields J(f, s) = |ǫ|−2s = 1,
completing the proof of the second claim of Theorem 5.12. 
The following is Theorem C of the introduction.
Theorem 5.15. Let 〈·, ·〉 : Chc,r(Sht
r
G0) × Chc,r(Sht
r
G0) → Q be the inter-
section pairing.
(a) If r > 0 then 〈[ShtrT1 ], [Sht
r
T2 ]〉 = 0.
(b) If r = 0 then
〈[Sht0T1 ], [Sht
0
T2 ]〉 =
{
1 if char(k) > 2
0 if char(k) = 2.
Proof. If f ∈ H denotes the characteristic function of U0, then Proposition
5.6 implies
〈[ShtrT1 ], [Sht
r
T2 ]〉 = Ir(f) = (log q)
−r d
r
dsr
J(f, s)
∣∣
s=0
.
The claim follows from this and Proposition 5.12. 
5.6. The proof of Theorem D. Throughout §5.6 we assume that r = 0,
and omit the r superscripts in our moduli spaces ShtG0 , ShtT1 , and ShtT2 .
All three of these are disjoint unions of stack quotients of Spec(k), and the
latter two have only finitely many connected components.
On kalg-points (or, equivalently, k-points), the morphisms
θi : ShtTi → ShtG0
introduced in §4.1 are identified with
ShtT1(k
alg)
θ1
))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
ShtT2(k
alg)
θ2
uu❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥
T1(F )\T1(A)/T1(O)

ShtG0(k
alg) T2(F )\T2(A)/T2(O)

G1(F )\G1(A)/U1 G0(F )\G0(A)/U0 G2(F )\G2(A)/U2.
where each “=” is a canonical isomorphism. The isomorphisms of the bot-
tom row come from Lemma 3.3, while the others follow by examination of
the definition of a Shtuka with 0 modifications.
The Chow group of 0-cycles with proper support Chc,0(ShtG0)R is identi-
fied with the space
AR = C
∞
c (G0(F )\G0(A)/U0,R)
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of compactly supported, R-valued, unramified automorphic forms. Under
this identification, the intersection pairing becomes
〈φ1, φ2〉 =
∫
G0(F )\G0(A)
φ1(g)φ2(g) dg
where the Haar measure on G0(A) is normalized as in §1.3.
Fix i ∈ {1, 2}. As in Lemma 3.3, fix an F -linear isomorphism ρi : K0 →
Ki. Denote in the same way the induced isomorphism
ρi : G0/F → Gi/F ,
and by
αi : Ti/F → G0/F (5.22)
the composition of the inclusion Ti/F ⊂ Gi/F with ρ
−1
i . If we choose a
bi ∈ G0(A) such that ρi(biU0b
−1
i ) = Ui, the injection
Ti(A)/Ti(O)
t7→αi(t)bi
−−−−−−→ G0(A)/U0 (5.23)
induces the function denoted θi in the diagram above. It follows that the
class [ShtTi ] ∈ Chc,0(ShtG0)R is identified with the ψi ∈ AR defined by
ψi(g) =
∑
γ∈G0(F )/αi(Ti(F ))
1θi(γ
−1g).
Here 1θi is the characteristic function of the image of (5.23).
The following is Theorem D of the introduction.
Theorem 5.16. Let π be an unramified cuspidal automorphic representation
of G0(A). For any φ ∈ π
U0 we have(∫
T1(F )\T1(A)
φ(t1)dt1
)(∫
T2(F )\T2(A)
φ(t2)dt2
)
=
(∫
T0(F )\T0(A)
φ(t0)dt0
)(∫
T3(F )\T3(A)
φ(t3)η(t3)dt3
)
.
Proof. By Remark 3.2, we may assume that φ ∈ πU0 is R-valued, so that
φ ∈ AR. The projection of [ShtTi ] ∈ AR onto the π-isotypic component is
[ShtTi ]π =
〈ψi, φ〉
〈φ, φ〉
φ =
1
〈φ, φ〉Pet
(∫
[Ti]
φ(ti)dti
)
· φ,
from which we deduce
〈[ShtT1 ]π, [ShtT2 ]π〉 =
1
〈φ, φ〉Pet
(∫
[T1]
φ(t1)dt1
)(∫
[T2]
φ(t2)dt2
)
.
On the other hand, Theorem A implies
〈[ShtT1 ]π, [ShtT2 ]π〉 =
1
〈φ, φ〉Pet
(∫
[T0]
φ(t0)dt0
)(∫
[T3]
φ(t3)η(t3)dt3
)
,
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and we are done. 
Finally, we give a reinterpretation of the r = 0 case of Theorem 5.15
(a.k.a. Theorem C of the introduction).
Definition 5.17. A pair of F -algebra embeddings
α1 : K1 →M2(F ), α2 : K2 →M2(F )
is optimal if there is a maximal O-order inM2(A) containing α1(O1)∪α(O2).
Note that the set of all optimal pairs (α1, α2) is stable under the conju-
gation action of GL2(F ).
Proposition 5.18. If (α1, α2) is an optimal pair, then the maximal order
of M2(A) containing α1(O1) ∪ α2(O2) is unique. Moreover, the number of
GL2(F )-conjugacy classes of optimal pairs (α1, α2) is equal to
〈[ShtT1 ], [ShtT2 ]〉 =
{
1 if char(k) > 2
0 if char(k) = 2.
Proof. Using the notation and discussion of §5.6, one can easily check that
〈[ShtT1 ], [ShtT2 ]〉 =
∫
G0(F )\G0(A)
ψ1(g)ψ2(g) dg
=
∑
(γ1,γ2)
∑
g∈G0(A)/U0
1θ1(γ
−1
1 g)1θ2(γ
−1
2 g), (5.24)
where the outer summation is over all pairs
(γ1, γ2) ∈ G0(F )\
(
G0(F )/α1(T1(F )) ×G0(F )/α2(T2(F ))
)
.
There is a bijection from G0(A)/U0 = PGL2(A)/PGL2(O) to the set of
maximal orders in M2(A), sending g 7→ gM2(O)g
−1. Recalling the fixed
embeddings (5.22), every (γ1, γ2) in the outer summation gives rise to a pair
of embeddings
γ1α1γ
−1
1 : T1/F → G0/F , γ2α2γ
−1
2 : T2/F → G0/F ,
which arise from F -algebra maps
K1 → EndF (K0) ∼=M2(F ), K2 → EndF (K0) ∼=M2(F ).
It is an exercise in linear algebra to check that 1θ1(γ
−1
1 g)1θ2(γ
−1
2 g) = 1 if
and only if these embeddings take both O1 and O2 into gM2(O)g
−1.
In other words, we can rewrite (5.24) as
〈[ShtT1 ], [ShtT2 ]〉 =
∑
(α1,α2)
∑
R⊂M2(A)
opt(α1, α2, R)
where the outer sum is over all GL2(F )-conjugacy classes of pairs (α1, α2)
as in Definition 5.17, the inner sum is over all maximal orders R ⊂M2(A),
and
opt(α1, α2, R) =
{
1 if α1(O1) ∪ α2(O2) ⊂ R
0 otherwise.
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Both claims of the proposition follow from this and Theorem 5.15. 
Remark 5.19. Suppose (α1, α2) is an optimal pair as in Definition 5.17. In
the notation of §2.1, this data determines a quaternion embedding
(M2(F ), α1, α2) ∈ Q(K1,K2).
As in the proof of Lemma 5.13, optimality forces ξ = inv(M2(F ), α1, α2) to
be everywhere locally integral, so that ξ ∈ K3 ∩O3 is a rational function on
Y3 having no poles. As Y3 is geometrically connected, this forces ξ ∈ k, and
hence
1 = TrK3/F (ξ) = 2ξ.
This gives a more direct proof that no optimal pair can exist when char(k) =
2. It also provides a strengthening of Proposition 5.18: if char(k) > 2 the
unique GL2(F )-conjugacy class of optimal pairs is characterized by
inv(M2(F ), α1, α2) =
1
2
∈ K3.
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