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Symplectic reflection algebras, Calogero-Moser space,
and deformed Harish-Chandra homomorphism
Pavel Etingof and Victor Ginzburg
Abstract
To any finite group Γ ⊂ Sp(V ) of automorphisms of a symplectic vector space V we
associate a new multi-parameter deformation, Hκ, of the algebra C[V ]#Γ, smash product
of Γ with the polynomial algebra on V . The parameter κ runs over points of Pr, where
r =number of conjugacy classes of symplectic reflections in Γ. The algebra Hκ, called a
symplectic reflection algebra, is related to the coordinate ring of a Poisson deformation of
the quotient singularity V/Γ. This leads to a symplectic analogue of McKay correspondence,
which is most complete in case of wreath-products. If Γ is the Weyl group of a root system
in a vector space h and V = h⊕ h∗, then the algebras Hκ are certain ‘rational’ degenerations
of the double affine Hecke algebra introduced earlier by Cherednik.
Let Γ = Sn, the Weyl group of g = gln. We construct a 1-parameter deformation of the
Harish-Chandra homomorphism from D(g)g , the algebra of invariant polynomial differential
operators on gln, to the algebra of Sn-invariant differential operators with rational coeffi-
cients on the space Cn of diagonal matrices. The second order Laplacian on g goes, under the
deformed homomorphism, to the Calogero-Moser differential operator on Cn, with rational
potential. Our crucial idea is to reinterpret the deformed Harish-Chandra homomorphism as
a homomorphism: D(g)g ։ spherical subalgebra in Hκ, where Hκ is the symplectic reflection
algebra associated to the group Γ = Sn. This way, the deformed Harish-Chandra homomor-
phism becomes nothing but a description of the spherical subalgebra in terms of ‘quantum’
Hamiltonian reduction.
In the ‘classical’ limit κ→∞, our construction gives an isomorphism between the spheri-
cal subalgebra in H∞ and the coordinate ring of the Calogero-Moser space. We prove that all
simple H∞-modules have dimension n!, and are parametrised by points of the Calogero-Moser
space. The family of these modules forms a distinguished vector bundle on the Calogero-
Moser space, whose fibers carry the regular representation of Sn. Moreover, we prove that
the algebra H∞ is isomorphic to the endomorphism algebra of that vector bundle.
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1 Introduction
Given an action of a finite group Γ on a smooth affine algebraic variety X, one can study
the algebraic structure of the orbifold X/Γ through its coordinate ring C[X]Γ, the ring of
Γ-invariant regular functions on X. It is known, however, that if the Γ-action on X is not
free the (possibly singular) space X/Γ does not necessarily reflect the features of the Γ-
action quite adequately. For instance, one is led to introduce various ”stringy” topological
invariants, cf. [Ba], which do not coincide with the ordinary topological invariants of
X/Γ, but are rather related to certain ”resolutions” of X/Γ. A standard approach to
this problem, see e.g. [Co], is to replace the commutative coordinate ring C[X]Γ by the
smash-product algebra C[X]#Γ. The two algebras are Morita equivalent, hence lead to
equivalent theories, provided the Γ-action on X is free, but are not equivalent in general.
Although the algebra C[X]#Γ is non-commutative, it is believed that the ”right” geometry
of the Γ-action on X can be read off from the ”non-commutative algebraic geometry” of
C[X]#Γ. This is the approach that we adopt in the present paper.
Specifically, we will study deformations of some interesting orbifolds X/Γ through
non-commutative deformations of the corresponding algebra C[X]#Γ. We will see that
a systematic use of this ideology leads, via Morita equivalence, to various new results in
conventional ”commutative” algebraic geometry which have been unaccessible by purely
”commutative” methods.
Another fascinating feature of our approach is that genuine deformations of X/Γ
coming from ”commutative” algebraic varieties stand on an equal footing with purely
”quantum” deformations that are not associated with any algebraic varieties whatsoever.
”Commutative” and ”quantum” deformations only differ by the values of deformation
parameters. Thus, ”quantum” deformations may be viewed as quantizations of ”commu-
tative” ones, and Kontsevich’s quantization plays a role here. On the other hand, the
algebras arising in such ”quantum” deformations are closely related to the algebras of in-
variant polynomial differential operators on semisimple Lie algebras and Quiver varieties.
Thus, on the ”quantum” side, we enter the realm of representation theory, which was our
original motivation.
Symplectic reflection algebras. Let V be a finite dimensional vector space over C,
and TV its tensor algebra. Let Γ ⊂ GL(V ) be a finite group, and (TV )#Γ the smash-
product of TV with CΓ, the group algebra of Γ. Given a skew-symmetric C-bilinear
pairing κ : V × V → CΓ, put
Hκ := (TV#Γ)/I〈x⊗ y − y ⊗ x− κ(x, y) ∈ T 2V ⊕ CΓ〉x,y∈V , (1.1)
where I〈. . . 〉 stands for the two-sided ideal in (TV )#Γ generated by the indicated set.
Thus, Hκ is an associative algebra.
In the special case κ = 0, the situation simplifies drastically since all the generators
x ∈ V commute with each other. The resulting algebra is therefore isomorphic to the
smash-product algebra: Hκ=0 = (SV )#Γ. Note that this algebra has a natural grading
obtained by placing CΓ in grade degree zero, and V in grade degree 1.
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In general, if κ 6= 0, the defining relations, see (1.1), become inhomogeneous, hence
assigning CΓ grade degree zero, and V grade degree 1, one only gets an increasing fil-
tration F•(Hκ) on the corresponding algebra Hκ, such that, for any i, j ≥ 0, we have:
Fi(Hκ) · Fj(Hκ) ⊂ Fi+j(Hκ). Let gr(Hκ) =
⊕
i Fi(Hκ)/Fi−1(Hκ) denote the associated
graded algebra. It is immediate from (1.1) that, for any x, y ∈ V ⊂ gr(Hκ), in gr(Hκ) we
have: xy − yx = 0. Therefore the tautological imbedding: V →֒ gr(Hκ) extends to a
well-defined and surjective graded algebra homomorphism: Hκ=0 = (SV )#Γ −→ gr(Hκ).
We say that Poincare´-Birkhoff-Witt (PBW-)property holds for Hκ if this morphism is an
isomorphism.
From now on we assume, in addition, that V is a symplectic vector space with sym-
plectic 2-form ω, and that Γ ⊂ Sp(V ). The triple (V, ω,Γ) is said to be indecomposable
if there is no ω-orthogonal direct sum decomposition: V = V1 ⊕ V2, where Vi are Γ-stable
proper symplectic vector subspaces in V .
Definition 1.2 An element s ∈ Γ is called a symplectic reflection if rk(Id− s) = 2.
Let S denote the set of symplectic reflections in Γ. The group Γ acts on S by conju-
gation. For each s ∈ S, write ωs for the (possibly degenerate) skew-symmetric form on V
which coincides with ω on Im(Id− s), and has Ker(Id− s) as the radical (recall that there
is an ω-orthogonal direct sum decomposition V = Im(Id− s)⊕ Ker(Id− s)).
Theorem 1.3 Assume that (V, ω,Γ) is an indecomposable triple. Then, PBW-property
holds for Hκ if and only if there exists a constant t ∈ C, and an AdΓ-invariant function
c : S → C , s 7→ cs, such that the pairing κ has the form:
κ(x, y) = t · ω(x, y) · 1 +
∑
s∈S
cs · ωs(x, y) · s , ∀x, y ∈ V .
Remarks (i) Our proof of the Theorem shows that the algebra Hκ associated to a pairing
κ of the type described by the formula above always satisfies the PBW-property, even if
the triple (V, ω,Γ) is decomposable.
(ii) An analogue of Theorem 1.3 holds in a more general setup, where V is any (not
necessarily symplectic) vector space, and Γ ⊂ GL(V ) is a finite subgroup containing
no elements s ∈ Γ such that rk(Id − s) = 1. The proof of Theorem 1.3 given in
§2 shows that, in this generality, PBW-property holds for Hκ if and only if κ(x, y) =
ω(x, y)·1+∑s∈S ωs(x, y)·s, ∀x, y ∈ V, where ω is a (possibly degenerate) skew-symmetric
Γ-invariant form on V , symplectic reflections are defined as in Definition 1.2 (involving no
reference to any symplectic structure), and {ωs}s∈S stands for an arbitrary Γ-equivariant
collection of skew-symmetric forms such that: Ker(Id− s) ⊂ Radical(ωs) , ∀s ∈ S.
Theorems 1.5–1.7 below also hold in this generality. ♦
Let C denote the vector space of AdΓ-invariant functions on S. We have
dimC = number of AdΓ-conjugacy classes in S . (1.4)
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From now on, we assume that the pairing κ in (1.1) has the form described in Theorem
1.3, for a certain t ∈ C and c ∈ C. The corresponding algebra Ht,c := Hκ will be referred
to as a symplectic reflection algebra.
Let e = 1|Γ|
∑
g∈Γ g ∈ CΓ, be the ‘symmetriser’ idempotent, viewed as an element of
Ht,c. The algebra eHt,ce ⊂ Ht,c will be called the spherical subalgebra in Ht,c. For t = 0 and
c = 0, we have: eH0,0e = e
(
SV#Γ
)
e ≃ (SV )Γ, the algebra of Γ-invariants. Furthermore,
for any (t, c) ∈ C⊕ C, Theorem 1.3 yields: gr(eHt,ce) ≃ (SV )Γ, see (2.4).
The space Ht,ce has an obvious left Ht,c-module structure, and right eHt,ce-module
structure. Given an algebra A, and a left, resp. right, A-module M , we set: M∨ =
HomA-left(M,A), resp.
∨M = HomA-right(M,A).
Theorem 1.5 (i) eHt,ce is a finitely generated Gorenstein algebra without zero divisors.
(ii) Ht,ce is a finitely generated, Cohen-Macaulay right eHt,ce-module.
(iii)We have: ∨(Ht,ce) = eHt,c, and (eHt,c)
∨ = Ht,ce. In particular, Ht,ce is reflexive.
(iv) The left Ht,c-action induces an algebra isomorphism: Ht,c
∼−→ End
eHt,ce
(Ht,ce).
Remark. For a definition of a (not necessarily commutative) Gorenstein ring, resp.
Cohen-Macaulay module, which, in the commutative case reduces to the standard defini-
tion as given, e.g. in [BBG], the reader is referred to §3 (proof of Thm. 1.5).
For any t 6= 0, let At = TV/I〈x · y− y · x− t ·ω(x, y)〉x,y∈V be the Weyl algebra of the
symplectic vector space (V, t·ω); the algebras At are isomorphic to each other, for all t 6= 0.
We observe that, for c = 0 (and any t 6= 0), we have: Ht,0 = At#Γ. We will show (see
Theorem 2.16) that, for any fixed t 6= 0, the family {Ht,c}c∈C gives a universal deformation
of the algebra At#Γ. Furthermore, the spherical subalgebra eHt,0e is isomorphic to A
Γ
t ,
the subalgebra of Γ-invariants in the Weyl algebra, and (for any fixed t 6= 0) the family
{eHt,ce}c∈C gives a universal deformation of the algebra AΓt .
Theorem 1.6 For any c ∈ C, the algebra eHt,ce is commutative if and only if t = 0.
Example: Kleinian singularity. Let Γ ⊂ SL2(C) be a finite subgroup acting on
V = C2. The action on V r {0} is free, and any element of Γ r {1} is a symplectic
reflection. This case has been studied by Crawley-Boevey and Holland [CBH]. ♦
Quasi-classical case: κ = (0, c). Assume next that t = 0 and c 6= 0. The algebra
H0,c , c 6= 0, has some very interesting special features making it quite different from
other members of the family {Hκ}κ∈C⊕C . First of all, the algebra H0,c has a large center,
Z0,c = Z(H0,c), as opposed to the algebras Hκ for generic κ. In more detail, the standard
filtration on H0,c induces a filtration on Z(H0,c), and we will show that:
grZ(H0,c) = Z(H0,0) = Z(SV#Γ) = (SV )
Γ .
Further, for any c ∈ C, we use the construction of Hayashi [Ha], to make both the spherical
subalgebra eH0,ce and the center Z0,c Poisson algebras, which reduce to the standard
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Poisson structure on (SV )Γ, if c = 0. Unlike the case c = 0, the center of H0,c is harder
to describe explicitly. To this end, we generalize the classical Satake isomorphism for an
affine Hecke algebra (as proposed by Lusztig [Lu]), and show that the map: z 7→ z · e
establishes a Poisson algebra isomorphism: Z0,c
∼−→ eH0,ce, which we call the Satake
isomorphism.
Let R denote the coherent sheaf on SpecZ0,c corresponding to H0,ce, viewed as a
(finitely generated) Z0,c-module, that is: Γ(SpecZ0,c , R) = H0,ce. We will view points of
SpecZ0,c as algebra homomorphisms χ : Z0,c −→ C. Then, for any point χ ∈ SpecZ0,c,
the geometric fiber of the sheaf R at χ equals: H0,ce
⊗
Z0,c
χ. The left action of H0,c on
H0,ce gives an H0,c-module structure on each geometric fiber of R.
In the theorem below, we fix U ⊂ SpecZ0,c, a Zariski-open affine subset, and use the
subscript ‘U ’ to denote ‘restriction to U ’. In particular we write Z
U
:= C[U ] ⊃ Z0,c, and
H
U
:= Z
U
⊗
Z0,c
H0,c, and also RU := R
∣∣
U
.
Theorem 1.7 Let U be an affine Zariski-open subset contained in the smooth locus of
SpecZ0,c. Then we have:
(i) The sheaf R
U
is locally free, and the algebra H
U
is isomorphic to End
Z
U
(R
U
).
(ii) The algebra H
U
is Morita equivalent to Z
U
, i.e. the categories of finitely generated
H
U
-modules and Z
U
-modules are equivalent.
(iii) Any simple HU -module is isomorphic to one of the form: HUe
⊗
Z
U
χ, for a certain
character χ : Z
U
→ C. In particular, the action of the center defines a bijection between
the isomorphism classes of simple H
U
-modules and points of U .
(iv) Any simple HU -module has dimension |Γ| and is isomorphic, as a Γ-module, to the
regular representation of Γ.
If SpecZ0,c is itself smooth then claims (i) -(iv) hold for U = SpecZ0,c, and HU = H0,c.
Following [Alv], on the group algebra CΓ, define an increasing filtration F•(CΓ) by
letting Fk(CΓ) , k ≥ 0, be the C-linear span of the elements g ∈ Γ such that rk(Id−g) ≤ k.
This filtration is obviously compatible with the algebra structure on CΓ. Let F•(ZΓ) denote
the induced filtration on ZΓ, the center of CΓ. Write grF• (ZΓ) for the corresponding
associated graded algebra.
Further, write HH•(A) for the Hochschild cohomology of an associative algebra A,
and H•(−) for the ordinary singular cohomology of a topological space (with complex
coefficients). Part (i) of the theorem below is a generalization of [AFLS] and [Alv], while
part (ii), may be viewed as a ‘symplectic generalization’ of McKay correspondence,
cf. [Re].
Theorem 1.8 For any c ∈ C we have:
(i) For all t ∈ C∗, except possibly a countable set, there is a natural graded algebra
isomorphism: HH•(Ht,c) ≃ grF• (ZΓ).
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(ii) If the variety SpecZ0,c is smooth, then the Poisson structure on Z0,c makes
SpecZ0,c a symplectic manifold; Furthermore, there is a graded algebra isomorphism:
H•(SpecZ0,c) ≃ grF• (ZΓ).
Corollary 1.9 If SpecZ0,c is smooth, then dimH
odd
(SpecZ0,c) = 0, and for all i ≥ 0,
we have: dimH2i(SpecZ0,c) = n(i), where
n(i) := number of conjugacy classes of g ∈ Γ such that rk(Id− g) = 2i . 
Recall the result of Batyrev [Ba, Thm. 4.8] saying that, for any crepant (hence, sym-
plectic, see e.g. [Ve]) resolution: V̂/Γ ։ V/Γ, one has: dimH2i(V̂/Γ) = n(i). It has
been conjectured by E. Vasserot [Va] (and also by the second author) that, for a resolution
V̂/Γ as above, there is a graded algebra isomorphism: H•(V̂/Γ) ≃ grF• (ZΓ). This conjec-
ture is related to Theorem 1.8 as follows. According to [Ka2], if the symplectic orbifold
V/Γ has a smooth symplectic resolution of singularities, V̂/Γ, then this resolution can be
deformed to a smooth affine symplectic manifold. We expect that the latter coincides
with the variety SpecZ0,c, for an appropriate value of the parameter c ∈ C, in particu-
lar, SpecZ0,c is smooth for generic c ∈ C. Our expectation is based on Proposition 17.4
(of Appendix F) that would conjecturally imply that any Poisson deformation of V/Γ,
in particular the one constructed by Kaledin, is given by a certain variety SpecZ0,c. If
our expectations are correct, then any smooth symplectic resolution, V̂/Γ, has the same
cohomology algebra as SpecZ0,c. Thus, Theorem 1.8 would imply the conjecture in [Va].
In many concrete examples the space V̂/Γ has a natural hyper-Ka¨hler structure such that
SpecZ0,c is obtained from V̂/Γ by ‘rotating’ the complex structure. Hence the two spaces
are even diffeomorphic, and Theorem 1.8 applies, cf. Question 17.2. This is the case, for
instance, for Γ = Sn acting diagonally on V = Cn ⊕ Cn. In that case, V̂/Γ = Hilbn(C2) is
the Hilbert scheme of n points on the plane, and the corresponding result on the algebra
structure of H•
(
Hilbn(C2)
)
has been recently proved in [LSo] and [Va] (independently).
Their approach is totally different from ours.
Further, write K(X) for the algebraic K-theory of an algebraic variety X, that is, for
the Grothendieck group formed by algebraic vector bundles on X. Now let X = SpecZ0,c,
and assume that it is smooth so that the sheaf R is locally free, by Theorem 1.7(i). We
view R as an algebraic vector bundle on SpecZ0,c. Given an irreducible Γ-representation
E, we let RE := E ⊗
Γ
R = Hom
Γ
(E∗,R) denote the E-isotypic component of R, which is
again an algebraic vector bundle on SpecZ0,c.
Proposition 1.10 If the variety SpecZ0,c is smooth, then K(SpecZ0,c) is a free abelian
group with the basis {RE}
E∈Irreps(Γ)
. Moreover, the Chern character map gives an isomor-
phism: C⊗
Z
K(SpecZ0,c)
∼−→ H ev(SpecZ0,c).
Wreath-product case. An infinite series of interesting examples of groups generated
by symplectic reflections1 is provided by a so-called wreath-product construction. Fix a
1 see [Coh] for a classification of finite groups generated by symplectic reflections.
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finite subgroup Γ ⊂ SL2(C) and an integer n > 1. We write L = C2 for the tautological
2-dimensional Γ-module, form the vector space V = L⊕n with the symplectic structure ω
V
induced from the standard one on L = C2, and let Sn, the Symmetric group, act on V by
permutations of the direct summands. The group Γn := Sn ⋉ (Γ× Γ× . . . × Γ) ⊂ Sp(V )
acts naturally on V = L⊕n and is called the wreath-product of Sn with Γ.
It is known that C(Γn), the space of class functions on the set of symplectic reflections
in Γn, can be identified, cf. (11.1), with ZΓ, the center of the group algebra of Γ. Thus
there is a symplectic reflection algebra, H0,c(Γn), attached to the triple (V, ωV ,Γn), and
any parameter c ∈ ZΓ ≃ C(Γn).
On the other hand, let V = CΓ⊕n be the direct sum of n copies of the regular rep-
resentation of Γ. Following Nakajima [Na1,Na2], to any c ∈ ZΓ one associates an affine
algebraic variety of quiver data:
Mc
Γ
(V) :=
{
(∇, I, J) ∈ (Hom
C
(V,V ⊗
C
L)
⊕
V
⊕
V∗
)Γ ∣∣∣ [∇,∇] + I ⊗ J = c|
V
}
,
(1.11)
where I ⊗ J ∈ End
Γ
V, and [∇,∇] ∈ (End
Γ
V)
⊗ ∧2L ≃ End
Γ
V. The natural action on(
Hom
C
(V,V⊗C L)
⊕
V
⊕
V∗
)Γ
of the group G
Γ
(V) of Γ-equivariant automorphisms of
V preserves the subvariety Mc
Γ
(V). The quotient: M
Γ,n,c
=Mc
Γ
(V)/G
Γ
(V) is a particular
case of the Nakajima quiver variety. In general, the quotient is understood in the sense
of Geometric Invariant Theory, but in our case the GIT quotient coincides with the naive
one because of the following well-known result (which is essentially Proposition 11.11), see
also [Na1]
Lemma 1.12 If c ∈ ZΓ is generic enough, then the induced G
Γ
(V)-action on Mc
Γ
(V) is
free. Furthermore, M
Γ,n,c
is a smooth symplectic affine algebraic variety of dimension 2n.
Write Z0,c(Γn) for the center of the algebra H0,c(Γn). One of our main results is
Theorem 1.13 If c ∈ ZΓ is generic enough, then SpecZ0,c(Γn) is isomorphic to MΓ,n,c,
as a Poisson algebraic variety.
Corollary 1.14 If c ∈ ZΓ is generic enough, then we have:
(i) SpecZ0,c(Γn) is a smooth symplectic variety.
(ii) Simple H0,c(Γn)-modules all have dimension n! · |Γ|n, and are parametrized by
points of the quiver variety M
Γ,n,c
.
(iii) There is a canonical algebraic vector bundle R on M
Γ,n,c
whose fibers carry the reg-
ular representation of the group Γn. The classes: {RE}E∈Irrep(Γn) form a basis of K(MΓ,n,c).
(iv) There is an algebra isomorphism: H•(M
Γ,n,c
) ≃ grF• ZΓn. 
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Rational Cherednik algebra. All indecomposable triples (V, ω,Γ) fall into two large
groups: (1) those where V is an irreducible Γ-module, and (2) those where V = h⊕h∗ is a
direct sum of two Γ-stable irreducible Lagrangian subspaces. In the second case, the action
on h by any symplectic reflection g ∈ Γ has a pointwise fixed codimension 1 hyperplane
in h, hence is a complex reflection in h. Thus, in case (2), saying that Γ is generated by
symplectic reflections amounts to saying that Γ = W is a finite complex reflection group
in a vector space h, acting on V = T ∗h ≃ h + h∗ by induced symplectic automorphisms.
Any (complex) reflection s ∈W induces the corresponding symplectic reflection of h+ h∗.
In this paper, we will be mostly interested in the special case where W is the Weyl
group of a finite reduced root system R ⊂ h∗. The set S of reflections in W forms either
one or two conjugacy classes, depending on whether all roots α ∈ R are of the same
length or not. Thus, giving a W -invariant function c : S → C amounts to giving a map:
α 7→ cα ∈ C, where cα depends only on the length of α ∈ R.
Let Ht,c be the symplectic reflection algebra associated to a complex number t ∈ C,
a map c as above, and the vector space V = h + h∗. Explicitly, write α∨ ∈ h for the
coroot corresponding to a root α ∈ R, and sα ∈ W for the reflection relative to α. Then,
formula (1.1) shows that the algebra Ht,c is generated by the spaces h, h
∗, and the group
W , subject to the following defining relations:
w · x · w−1 = w(x) , w · y · w−1 = w(y) , ∀y ∈ h , x ∈ h∗ , w ∈W
[x1, x2] = 0 = [y1, y2] , ∀y1, y2 ∈ h, x1 , x2 ∈ h∗
[y, x] = t · 〈y, x〉 − 12 ·
∑
α∈R cα · 〈y, α〉〈α∨, x〉 · sα , ∀y ∈ h , x ∈ h∗ ,
(1.15)
(the factor 12 on the RHS of the last equation accounts to the fact that roots α and −α
give rise to the same reflection).
We will refer to the algebra Ht,c above as a rational Cherednik algebra because it is
a certain ‘rational’ degeneration of the double affine Hecke algebra studied by Cherednik
[Ch]. In the case of type A1, the algebra Hκ was discussed in detail in [ChM].
Olshanetsky-Perelomov [OP], have associated a Calogero-Moser type integrable system
to any Weyl group W . We show that the space SpecZ(H0,c) for the rational Cherednik
algebra attached to W is a natural completion of the phase space of that integrable sys-
tem. The affine algebraic variety SpecZ(H0,c) is always an irreducible normal Gorenstein
variety with a Poisson structure. We propose to call it the Calogero-Moser space asso-
ciated to the Weyl group W , with parameter c. For Weyl groups of type: An,Bn,Cn
and sufficiently general parameters c ∈ C, the variety SpecZ(H0,c) is a smooth symplectic
manifold, by Theorem 1.13.
Relation to the double-affine Hecke algebra. The Cherednik algebra Ht,c may be
thought of as the following two-step degeneration of the double affine Hecke algebra H
defined in [Ch]:
H = H
elliptic
 H
trigonometric
 H rational = Ht,c .
In more detail, let G be the Lie group corresponding to the Lie algebra g, and T a
maximal torus of G. The algebra H contains the group algebras of two (dual) lattices:
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X = Hom(C∗, T ) and Y = Hom(T,C∗). Degeneration from H to H
trigonometric
amounts,
effectively, to replacing the group algebra of the lattice X = Hom(C∗, T ) by the Symmetric
algebra of the vector space Hom
C
(C, LieT ) = h, while the group algebra of the second
lattice Y remains unaffected. Degeneration fromH
trigonometric
toH rational = Ht,c is obtained
similarly, by further replacing the group algebra of the lattice Y = Hom(T,C∗) by the
Symmetric algebra of the vector space Hom
C
(Lie T,C) = h∗.
An analogous degeneration pattern applies to other objects considered in this paper,
so that many of the constructions of the paper, for Γ being a Weyl group, have their
‘trigonometric’ and ‘elliptic’ analogues, see (1.21).
Harish-Chandra homomorphism. The goal of Part II is to describe the spherical
subalgebra, eHt,ce, of the symplectic reflection algebra associated to the root system of type
A as a ‘quantum Hamiltonian reduction’ of the algebra D(gln) of polynomial differential
operators on the Lie algebra gln. A similar description conjecturally exists for the spherical
subalgebra of the symplectic reflection algebra associated to any wreath-product Γn, in
which case gln gets replaced by a (vector) space of representations of a Dynkin quiver
(gln is the space of n-dimensional representations of the quiver with one vertex and one
edge-loop).
We begin in a greater generality of an arbitrary complex reductive Lie algebra g. Let
h be a Cartan subalgebra of g, and W the Weyl group of (g, h). Let D(g)g be the algebra
of ad g-invariant polynomial differential operators on g, and D(h)W the algebra of W -
invariant polynomial differential operators on h. Write ∆g, resp. ∆h, for the second order
Laplacian on g, resp. on h, associated to a nondegenerate invariant bilinear form on g.
In 1964, Harish-Chandra [HC] defined an algebra homomorphism Φ : D(g)g → D(h)W ,
that reduces to the restriction map: C[g]g → C[h]W , f 7→ f ∣∣
h
, on zero order differential
operators, and such that Φ(∆g) = ∆h.
In this paper, we construct a 1-parameter deformation of the Harish-Chandra homo-
morphism Φ in the special case g = gln, and show that this deformed homomorphism may
(and should) be viewed as an isomorphism between the quantum Hamiltonian reduction
of the algebra D(gln) and the spherical subalgebra eHt,ce. To this end, in §6 we work out
the formalism of radial parts of invariant differential operators in a slightly more general
framework than treated in classical texts.
Now let h = Cn be the Cartan subalgebra of diagonal matrices in g = gln. Write
x1, . . . , xn for coordinates in Cn, and h
reg ⊂ Cn for the open subset of points with pairwise
distinct coordinates. In §7 we apply the formalism of radial parts to construct a family
of algebra homomorphisms Φk : D(g)g → D(hreg )W depending on a parameter k ∈ C,
which specializes to the Harish-Chandra homomorphism Φ at k = 0. For each k ∈ C,
this homomorphism Φk reduces to the restriction map: C[g]g→ C[h]W , f 7→ f
∣∣
h
, on zero
order differential operators. Further, we have: Φk(∆g) = Lk, where
Lk =
∑
j
∂2
∂x2j
−
∑
i 6=j
k(k + 1)
(xi − xj)2 (1.16)
is the Calogero-Moser operator with rational potential, corresponding to the parameter k.
9
We now describe the image of the map Φk. Let D(hreg )W denote the algebra of W -
invariant differential operators on h
reg
. Let D(hreg )W− denote the algebra spanned by ho-
mogeneous elements D (with respect to the C∗-action on hreg ) of D(hreg )W such that
order(D) + degree(D) ≤ 0. Clearly, Lk belongs to D(hreg )W− . Let Ck denote the centraliser
of Lk in the algebra D(hreg )W− . If k = 0, then it follows from Lemma 14.6 below that
C0 = ShW , is the algebra of W -invariant differential operators with constant coefficients.
In general, follows from [O] and Lemma 14.6 that for each k, there exists an algebra
isomorphism σk : Sh
W ∼−→ Ck, such that, for any homogeneous element u ∈ ShW of
degree ℓ ≥ 0, the differential operator σk(u) has order ℓ, and its principal symbol equals u;
moreover, σk(∆h) = Lk. It turns out that the image of the homomorphism Φk equals Bk,
the associative subalgebra in D(hreg )W generated by Ck and by the polynomial subalgebra
C[h]W ⊂ D(h)W , of zero order W -invariant operators on h.
Thus, we summarize:
Theorem 1.17 There exists a (flat) family of surjective algebra homomorphisms Φk :
D(g)g ։ Bk, all of which reduce to the restriction map: f 7→ f
∣∣
h
, on zero order differ-
ential operators. This family specializes, at k = 0, to the Harish-Chandra homomorphism
Φ; furthermore, Φk(∆g) = Lk, for any k ∈ C.
A drawback of Theorem 1.17 is that elements of the algebra Bk ⊂ D(hreg )W may have
quite complicated singularites at the divisor h r h
reg
. Therefore, it is tricky to give an
explicit description of Bk, as a subalgebra inside D(hreg )W . Remarkably, the algebra Bk
admits an imbedding into Hκ, the rational Cherednik algebra of type An−1. The image
of Bk has a very simple description that we now explain.
IfR = An−1, is the root system of g = gln then all roots are of the same length, and C =
C. We treat the parameter κ = (t, c) as a point on the Riemann sphere P1 = (C⊕ C)/C∗
with homogeneous coordinates (c : t), i.e., as a complex number κ = c/t ∈ C ∪ {∞}
(as will be explained after (2.4), rescaling: (t, c) 7→ (r · t, r · c) , r ∈ C∗, has no essential
effect on the algebra Ht,c). Thus, in the An−1-case we make no distinction between the
parameter: κ = c/t, and the complex parameter ‘k’ entering the deformed Harish-Chandra
homomorphism Φk. Note that the limit κ→∞ corresponds to t→ 0.
For any Weyl group, Cherednik defined a faithful representation of the double affine
Hecke algebra, given by the so-called Demazure-Lusztig-Dunkl operators. A version of
Cherednik’s construction yields a faithful representation of Hκ in the vector space C[h
reg
].
It is easy to see that the restriction of this representation to the spherical subalgebra
eHκe ⊂ Hκ keeps the subspace C[hreg ]W ⊂ C[hreg ] stable, and the resulting eHκe-action
on C[hreg ]W is given by W -invariant regular differential operators on hreg . This gives an
algebra homomorphism
Θ
spher
κ : eHκe −→ D(hreg )W . (1.18)
Thus, for g = gln and W = Sn, we get the following diagram:
D(g)g Φκ // D(hreg )W eHκe
Θ
spher
κoo (1.19)
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The remarkable fact is, that the homomorphisms Φκ and Θ
spher
κ above have the same image,
the subalgebra Bκ ⊂ D(hreg )Sn . Further, the map Θspherκ in (1.19) is a bijection onto its
image. Inverting this map, we thus obtain an algebra homomorphism:
Φ
spher
κ = (Θ
spher
κ )
−1
◦Φκ : D(gln)gln −→ eHκe . (1.20)
This homomorphism provides a link between invariant differential operators on gln and
the Cherednik algebra Hκ; it plays a crucial role in this paper. Furthermore, replacing the
Lie algebra g = gln by the group G = GLn, one can define a ‘trigonometric’ version of the
deformed Harish-Chandra homomorphism (1.20):
Φ
trigonometric
κ : D(G)G −→ e ·H trigonometric · e . (1.21)
One might expect that replacing further D(G) by the so-called Heisenberg double of the
corresponding quantum group, see e.g. [STS], one gets an elliptic analogue of the sperical
Harish-Chandra homomorphism with image eHe. This agrees well with the results of
[EK], although we do not pursue this line here.
Calogero-Moser space. It is a well-known principle that the ‘classical’ limit of the
algebra D(g) is the commutative algebra of regular functions on T ∗g, the cotangent bundle
on g. Since T ∗g = g⊕ g∗ ≃ g⊕ g, the ‘classical’ limit of D(g)g is the algebra C[g⊕ g]g of
ad g-invariant polynomials on g⊕ g. Now, let g = gln. There are reasons to think of the
limit: κ = (t, c) −→ ∞ = (0, 1) ∈ P1, as a ‘classical’ limit. Accordingly, we show that
the family of Harish-Chandra homomorphisms Φ
spher
κ : D(g)g ։ eHκe, see (1.20), has a
‘classical’ limit, a surjective algebra homomorphism Φ
spher
∞ : C[g⊕ g]g ։ eH∞e. It turns
out that this homomorphism is intimately related to the so-called Calogero-Moser space
Mn, a symplectic algebraic manifold introduced by Kazhdan-Kostant-Sternberg [KKS],
and studied further by G. Wilson [Wi]. This space, which is a particular case of the quiver
variety MΓ,n,c , for Γ = {1}, is defined as a categorical quotient: Mn = M//Ad GLn,
where
M := {(X,Y ) ∈ g× g
∣∣ [X,Y ] + Id = rank 1 matrix} , (1.22)
is an affine subvariety in g ⊕ g, a special case of the quiver data variety McΓ(V). Thus,
by definition, the coordinate ring of Mn equals C[Mn] = C[g⊕ g]g/(IM )g, where IM ⊂
C[g⊕g] denotes the defining ideal ofM , and the superscript ‘ g ’ stands for ‘ad g-invariants’.
A ‘commutative’ counterpart of homomorphism (1.20) reads:
Theorem 1.23 The kernel of the homomorphism Φ
spher
∞ equals (IM )g; hence one has the
following chain of Poisson algebra isomorphisms:
C[Mn] = C[g⊕ g]g/Ker
(
Φ
spher
∞
) Φspher∞
∼−→ eH∞e
Satake−1
∼−→ Z(H∞) .
This result provides, in the special case Γ = {1}, a transparent conceptual interpretation
of the isomorphism of Theorem 1.13. Thus, for Γn = Sn and κ =∞, Corollary 1.14 yields
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Theorem 1.24 If W = Sn is the Symmetric group and κ =∞ = (0, c) , c 6= 0, then
(i) The algebra H∞ = H0,c(Sn) is Morita equivalent to the algebra: Z∞ ≃ C[Mn].
(ii) Any simple H∞-module is isomorphic to one of the form: H∞e ⊗Z∞ χ, for a
certain character χ : Z∞ → C. Thus, the isomorphism classes of simple H∞-modules are
parametrized by points of the Calogero-Moser space Mn.
(iii) Any simple H∞-module has dimension n! and is isomorphic, as an Sn-module, to
the regular representation of Sn.
Berest and Wilson have introduced an (infinite-dimensional) group G of the automor-
phisms of C〈x, y〉, the free associative algebra on two generators, that keep the element
xy − yx ∈ C〈x, y〉 fixed. We show that the group G acts naturally on D(gln) and on
Hκ by algebra automorphisms, preserving subalgebras D(gln)gln and eHκe, respectively.
Moreover, the map Φ
spher
κ : D(gln)gln −→ eHκe commutes with the G-action. Further, in
[BW], Berest-Wilson defined a transitive action of G on the Calogero-Moser spaceMn. It
follows from our results that the G-action on Mn can be canonically lifted to a G-action
on the vector bundle R, see Theorem 1.7. It seems to us quite important to obtain a
better geometric understanding of this vector bundle.
Guide for the reader. Theorem 1.3, Theorem 1.6, and part (i) of Theorem 1.8 are
proved in §2. Theorem 1.5, Theorem 1.7, part (ii) of Theorem 1.8, and Proposition 1.10
are proved in §3. For the proof of the Satake isomorphism see Theorem 3.1, and normality
of SpecZ0,c is Lemma 3.5. Rational Cherednik algebras are discussed in §4. Theorem 1.13
about the structure of SpecZ0,c for wreath-products is a combination of Theorem 11.16,
and Theorem 16.1 (Appendix E). The image and the kernel of the deformed Harish-
Chandra homomorphism Φk are described in Theorem 7.3, which contains in particular
Theorem 1.17 as part of the statement. The proof of Theorem 7.3 is given in §10, but it
depends in an essential way on Theorem 9.1, and on Theorem 6.8, proved in §9 and in
references [LS1],[LS2],[Wa], respectively. Finally, Theorem 1.23 is Theorem 11.29(ii).
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Institute, and was partially supported by the NSF grants DMS-9700477 and DMS-9988796.
PART 1. SYMPLECTIC REFLECTION ALGEBRAS
2 Koszul patterns and deformations
Recall the setup outlined in the Introduction. Thus (V, ω) is a finite dimensional sym-
plectic vector space, and Γ ⊂ Sp(V ) is a finite group, such that the triple (V, ω,Γ) is
indecomposable, i.e., there is no ω-orthogonal direct sum decomposition: V = V1 ⊕ V2,
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where Vi are Γ-stable proper symplectic vector subspaces in V . Schur lemma implies that
there are exactly two situations in which (V, ω,Γ) is indecomposable:
• V is an irreducible Γ-module of quaternionic type, i.e. (Λ2V ∗)Γ 6= 0.
• V = h⊕ h∗, where h is an irreducible Γ-module of either real or complex type.
An application of Schur lemma shows that a triple (V, ω,Γ) is indecomposable if and only
if the space (Λ2V ∗)Γ is 1-dimensional, in which case this space is spanned by ω.
Given a skew-symmetric C-bilinear pairing κ : V×V → CΓ, we introduce an associative
algebra Hκ as defined in (1.1).
Proof of Theorem 1.3: First of all, it is clear that a necessary condition for the PBW-
property is that the form κ is Γ-invariant (where Γ acts on itself by conjugation); otherwise
the PBW property fails already in degree two of the filtration. Thus from now on we will
assume that κ is Γ-invariant.
Write: v 7→ vg for the action of g ∈ Γ on V . Set K = CΓ, and let E = V ⊗
C
CΓ.
The space E has a natural K-bimodule structure, with left Γ-action given by g : v ⊗ a 7→
vg⊗(ga), and right Γ-action given by g : v⊗a 7→ v⊗(ag). Let TKE =
⊕
i T
i
KE = K⊕E⊕
(E⊗K E)⊕ . . . denote the tensor algebra of the K-bimodule E. We observe that, for any
i ≥ 0, there is a natural isomorphism: T iKE ≃ (T iCV )⊗CCΓ. This gives a canonical graded
algebra isomorphism: TKE ≃ (TV )#Γ. Thus we can write: Hκ = TKE/I〈P 〉, where I〈P 〉
is the two-sided ideal in TKE generated by a certain K-bimodule P ⊂ K ⊕ (E ⊗K E).
Explicitly, write E ∧ E for the K-subbimodule in E ⊗K E = V ⊗C V ⊗C CΓ spanned by
elements of the form: x⊗ y ⊗ g − y ⊗ x⊗ g , x, y ∈ V, g ∈ Γ, and let κ
K
be the (unique)
K-bimodule map: E ∧ E → K that extends the pairing κ : V ⊗ V → K. Then we have:
P = {−κ
K
(p) + p ∈ K ⊕ (E ⊗
K
E)
∣∣ p ∈ E ∧ E} .
We see that Hκ = TKE/I〈P 〉 is a nonhomogeneous quadratic K-algebra, in the ter-
minology of [BG] (Braverman and Gaitsgory only consider algebras over a field but, as
explained e.g. in [BGS, n.2.7], everything works for quadratic algebras over any ground
ring R, provided R is a finite dimensional semisimple C-algebra, e.g., R = CΓ). Similarly,
we have: SV#Γ ≃ TKE/I〈E ∧ E〉, is a homogeneous quadratic K-algebra. Moreover,
since SV is a Koszul C-algebra, cf. [BGS], it is easy to deduce that SV#Γ is a Koszul
K-algebra. Thus, to prove that the PBW-property holds for Hκ = TKE/I〈P 〉 we may
apply (a ‘K-version’ of) the criterion of [BG]; similar criteria have been obtained earlier
by Drinfeld [Dr1], and Polishchuk-Positselsky [PP]. According to [BG, Thm. 4.1] we must
verify conditions (i)-(iii) of [BG, Lemma 3.3]. In our situation, conditions (i) and (iii) of
that lemma become vacuous, and condition (ii) reads:
κ
K
⊗
K
IdE − IdE ⊗K κK vanishes on (E ∧ E)⊗K E
⋂
E ⊗
K
(E ∧ E) ⊂ T 3KE . (2.1)
Now, it is straightforward to see that (E ∧ E)⊗
K
E
⋂
E ⊗
K
(E ∧ E) = Λ3V ⊗
C
CΓ,
where Λ3V ⊂ T 3V denotes the subspace of totally skew-symmetric tensors. Furthermore,
it is clear that condition (2.1) amounts to the identity Alt([xy]z − x[yz]) = 0, where [a, b]
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stands for a · b − b · a. The latter identity is the standard Jacobi identity: [z, [x, y]] =
[[z, x], y] + [x, [z, y]]. Thus, we find that 2.1 is equivalent to that
[z, κ(x, y)] = [κ(z, x), y] + [x, κ(z, y)] , ∀x, y, z ∈ V. (2.2)
To study (2.2) in more detail, write κ(x, y) =
∑
g∈Γ b(g, x, y) ·g, for some b(g, x, y) ∈ C.
We claim b(g, x, y) = 0 unless g = 1 or g ∈ S. Using an identity: [z, g] = z · g − g · z
= z · g − g · z · g−1 · g = (z − zg) · g, we find:
[z, [x, y]] =
∑
g∈Γ
b(g, x, y) · [z, g] =
∑
g∈Γ
b(g, x, y) · (z − zg) · g
Writing similar expressions for [[z, x], y] and [x, [z, y]], from (2.2) we deduce∑
g
b(g, x, y) · (z − zg) · g =
∑
g
b(g, z, x) · (yg − y) · g +
∑
g
b(g, z, y) · (x− xg) · g.
Therefore, for each g ∈ Γ we must have:
b(g, x, y) · (z − zg) = b(g, z, x) · (yg − y) + b(g, z, y) · (x− xg) , x, y, z ∈ V (2.3)
Fix g 6= 1 and assume b(g, x, y) is not identically zero. Choosing x, y generic enough so
that b(g, x, y) 6= 0, we see that (y − yg) and (x− xg) span Im(Id− g). Hence g ∈ S.
Fix s ∈ S. The assignment: x, y 7→ b(s, x, y) gives a skew-symmetric bilinear form:
V × V → C. Assuming this form is non-zero, we find x, y ∈ V such that b(s, x, y) 6= 0.
Then, for g = s and z ∈ Ker(Id − s), equation (2.3) yields: b(s, x, z) = 0 = b(s, y, z).
This proves that the space Ker(Id − s) is contained in the radical of the bilinear form:
x, y 7→ b(s, x, y). Hence, this form is proportional to ωs, since any two 2-forms on the
two-dimensional vector space Im(Id− s) must be proportional.
Thus, Γ-equivariance of the pairing κ implies the existence of an AdΓ-invariant function
c : S → C and an AdΓ-invariant skew-symmetric bilinear form f : V × V → C such that
we have
κ(x, y) = f(x, y) · 1 +
∑
s∈S
cs · ωs(x, y) · s , ∀x, y ∈ V .
The form f belongs to (Λ2V ∗)Γ and therefore is proportional to ω, since this space is one
dimensional, by indecomposability of the triple (V, ω,Γ). 
Let C denote the vector space of AdΓ-invariant functions on S, so that:
dimC = number of AdΓ-conjugacy classes in S .
From now on, we assume that the pairing κ in (1.1) has the form described in Theorem
1.3, for a certain t ∈ C and c ∈ C. The corresponding algebra Ht,c := Hκ will be referred
to as a symplectic reflection algebra. Thus, Theorem 1.3 says:
gr(Ht,c) ≃ SV #Γ , and H0,0 = SV #Γ . (2.4)
We note that, for any r ∈ C∗, the rescaling map: V → V , v 7→ √r · v, gives an
algebra isomorphism: Hr·t , r·c
∼−→ Ht,c. Thus, the family of algebras
{
Ht,c , (t, c) ∈ (C ⊕
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C) r {(0, 0)}} is parametrized, effectively, by the projective space C := (C ⊕ C)/C∗ of
dimension dimC. Points of the form (0, c) ∈ C will play an especially important role.
Remark. Define an oriented quiver Q whose vertex set I is the set of (isomorphism
classes of) simple Γ-modules. Given two vertices, i.e. two simple Γ-modules ρ, σ ∈ I, we
let dim Hom
Γ
(ρ ⊗ V, σ) be the number of arrows in Q with head ρ and tail σ. Note that
since V is a self-dual Γ-module, the number of arrows from ρ to σ equals the number of
arrows from σ to ρ. One can show, mimicking the argument in [CBH, §3], that the algebra
Ht,c is Morita equivalent to a proper quotient of a suitable deformed preprojective algebra
associated to Q (viewed as the double of some other quiver), see [CBH]. For a general group
Γ ⊂ Sp(V ), the quiver Q is quite complicated, as illustrated by the following example.
Let Γ = Sn be the Symmetric group acting on V = Cn−1 ⊕Cn−1, a sum of two copies
of the permutation representation in Cn−1 = {(x1, . . . , xn) ∈ Cn
∣∣ ∑xi = 0} . Then one
has:
dimHom
Γ
(ρ⊗ Cn−1, σ) =

N − 1 if ρ = σ
1 if ρ and σ are adjacent
0 otherwise,
where N is the number of (outer) corners in the Young diagram corresponding to ρ,
and two representations are said to be adjacent if the corresponding Young diagrams are
obtained from each other by moving one corner box from one place to another. ♦
Proof of part (i) of Theorem 1.8. We follow the notation of the proof of Theorem 1.3,
in particular we have: Hκ = TKE/I〈P 〉, a nonhomogeneous Koszul K-algebra. Let ΛpV ⊂
V ⊗p denote the Γ-submodule of totally skew-symmetric p-tensors, and write ΛpE :=
ΛpV ⊗
C
CΓ ⊂ T pKE for the corresponding Γ-bimodule.
To compute Hochschild cohomology we will use a Koszul type complex of the form
. . .
∂−→ Hκ ⊗CΓ Λ2E ⊗CΓ Hκ ∂−→ Hκ ⊗CΓ E ⊗CΓ Hκ ∂−→ Hκ ⊗CΓ Hκ
ǫ
։ Hκ (2.5)
where the augmentation ǫ is induced by multiplication in the algebra Hκ, and the differ-
ential ∂ is defined by the formula
∂ : h⊗ v1 ∧ . . . ∧ vp ⊗ h′ 7→
∑p
j=1
(−1)j−1
(
hvj ⊗ v1 ∧ . . . ∧ v̂j ∧ . . . ∧ vp ⊗ h′
− h⊗ v1 ∧ . . . ∧ v̂j ∧ . . . ∧ vp ⊗ vjh′
)
, h, h′ ∈ Hκ , v1, . . . vp ∈ V. (2.6)
We claim that although, in general, vi · vj 6= vj · vi in Hκ, we have ∂ ◦∂ = 0, that is (2.5) is
indeed a complex. To verify the claim, for any p ≥ 1 and a subsetD ⊂ {1, 2, . . . , p+1}, put:
∆D =
∧
ℓ∈{1,2,... ,p+1}rD
v
ℓ
∈ Λ•V ; in particular, for D = {i, j}, where 1 ≤ i < j ≤ p + 1,
we have:
∆{i,j} = v1 ∧ . . . ∧ v̂i ∧ . . . ∧ v̂j ∧ . . . ∧ vp+1 .
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We compute
∂ ◦∂ (h⊗ v1 ∧ . . . ∧ vp+1 ⊗ h′) =
∑
1≤i<j≤p+1
(−1)i+j−1
(
hvivj ⊗∆{i,j} ⊗ h′ − (2.7)
− h⊗∆{i,j} ⊗ vivjh′ − hvjvi ⊗∆{i,j} ⊗ h′ − h⊗∆{i,j} ⊗ vjvih′
)
=
∑
1≤i<j≤p+1
(−1)i+j−1
((
h·κ(vi, vj)
)⊗∆{i,j} ⊗ h′ − h⊗∆{i,j} ⊗ (κ(vi, vj)·h′)) .
Now, a Leibniz type formula says that, for each n ≥ 0 and any u1, . . . , un ∈ V and a ∈ CΓ,
in Hκ ⊗CΓ ΛnE ⊗CΓ Hκ one has:
a⊗ u1 ∧ . . . ∧ un ⊗ 1 − 1⊗ u1 ∧ . . . ∧ un ⊗ a =
n∑
j=1
u1 ∧ . . . uj−1 ∧ [a, uj ] ∧ uj+1 ∧ . . . un,
where [a, u] stands for a · u− u · a. Hence, the last sum in (2.7) reads∑
{
i, j, k
∣∣∣ 1 ≤ i, j, k ≤ p + 1
i < j & k 6= i, j
}(−1)
i+j+k · sign((k − i)(i− j)(j − k)) · h⊗ [[vi, vj ], vk] ∧∆{i,j,k} ⊗ h′.
This sum vanishes due to Jacobi identity (2.2). Thus, (2.5) is a complex.
We remark that each term in (2.5) is a projective (but not free) Hκ-bimodule, and that
the equation ∂ ◦∂ = 0 would fail if we had taken in (2.5) tensor products over C instead
of tensor products over CΓ. Further, it is straightforward to check that the complex
obtained from (2.5) by passing to the associated graded algebras, grHκ, is the standard
Koszul complex, hence, is exact. It follows that (2.5) is a projective resolution of Hκ,
viewed as an Hκ-bimodule. Thus, the groups Ext
•
Hκ−bimod
(Hκ,Hκ), may be computed as
cohomology groups of the complex with the terms
Hom
Hκ−bimod
(Hκ ⊗CΓ ΛpE ⊗CΓ Hκ , Hκ) = HomΓ(ΛpV , Hκ),
where elements g ∈ Γ act on Hκ by conjugation: h 7→ g·h·g−1.We conclude that Hochschild
cohomology of Hκ may be computed using the complex:
. . .
∂⋆−→ Hom
Γ
(ΛpV , Hκ)
∂⋆−→ Hom
Γ
(Λp+1V , Hκ)
∂⋆−→ . . . . (2.8)
with the following differential, ∂⋆, induced by (2.6):
∂⋆β : v1 ∧ . . . ∧ vp+1 7→
∑p
j=1
(−1)j−1[vj , β(v1, . . . , v̂j , . . . , vp)] , β ∈ HomΓ(ΛpV , Hκ)
(2.9)
The algebra structure on Hκ makes the graded vector space:
Hom
Γ
(Λ•V , Hκ) :=
⊕
n≥0
Hom
Γ
(ΛnV , Hκ) ≃
(⊕n≥0 ΛnV ∗)⊗
CΓ
Hκ
into a differential graded algebra. Moreover, one veriefies in a standard way that the
induced cup-product on the cohomology of this algebra coincides with the Yoneda (equiv-
alently, cup-) product on the Ext-algebra Ext•
Hκ−bimod
(Hκ,Hκ).
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Now given g ∈ Γ, set: V
Ker
= Ker(Id − g) ⊂ V , resp. V
Im
= Im(Id − g). Thus,
V = V
Im
⊕ V
Ker
, and if dimV
Im
= 2d(g), then we have the corresponding decomposition:
Λ2d(g)V =
⊕
p+q=2d(g) Λ
pV
Im
⊗ΛqV
Ker
. We let ωg be the 2d(g)-form on V whose restriction
to the line Λ2d(g)V
Im
coincides with ∧d(g)ω
∣∣
Λ2d(g)V
Im
, and that vanishes on any other direct
summand ΛpV
Im
⊗ΛqV
Ker
, q > 0, in the decomposition above. Thus, for g ∈ S a symplectic
reflection, ωg is the 2-form involved in the bilinear form κ, see Theorem 1.3. Further,
following an idea of Alvarez [Alv], for each g ∈ Γ, we put ψg := ωg⊗g ∈ Λ2d(g)V ∗
⊗
Hκ =
Hom
C
(Λ2d(g)V , Hκ) .
We remark that although the element ψg , g ∈ Γ, is not a Γ-equivariant map, i.e.
not an element of
(
Hom
C
(Λ•V , Hκ)
)Γ
= HomΓ(Λ
•V , Hκ), one can still formally apply the
differential ∂⋆ given by (2.9) to ψg (the reader should be warned that the map ∂
⋆ :
Hom
C
(Λ•V , Hκ)→ HomC(Λ•+1V , Hκ) does not however square to zero). We claim that ψg
is a ‘cocycle’, that is:
∂⋆ψg = 0 , ∀g ∈ Γ. (2.10)
To see this, it suffices to check the equation: ∂⋆ψg(v1 ∧ . . . ∧ v2d(g)+1) = 0, assuming that
each vector vj belongs either to VIm or to VKer . If the number of the vj ’s which belong to
V
Ker
is not equal to 1, then all terms ωg(v1, . . . , v̂j , . . . , v2d(g)+1), in the corresponding sum
(2.9) vanish by the definition of ωg. So assume vj ∈ VKer is this one vector. Then, we
have: [vj , g] = vj · g − g · vj = (Id − g)(vj) · g = 0, since vj ∈ Ker(Id − g). Hence, for
the corresponding term in (2.9) we get: [vj , ψg(v1, . . . , v̂j , . . . , v2d(g)+1)] = 0, and (2.10)
follows.
Observe next that the algebra structure on Hκ induces a natural cup-product map:
∪ : Hom
C
(ΛpV,Hκ)
⊗
Hom
C
(ΛqV,Hκ)→ HomC(Λp+qV,Hκ ⊗ Hκ) mult−→ HomC(Λp+qV,Hκ).
An elementary linear algebra shows that for any g1, g2 ∈ Γ one has an inequality: d(g1) +
d(g2) ≥ d(g1g2) and, moreover, in HomC(Λ•V , Hκ) we have:
ψg1 ∪ ψg2 =
{
ψg1g2 if d(g1) + d(g2) = d(g1g2)
0 if d(g1) + d(g2) > d(g1g2) .
(2.11)
Therefore, the assignment: g 7→ ψg extends by C-linearity to an AdΓ-equivariant graded
algebra homomorphism ψκ : grF• CΓ → HomC(Λ•V , Hκ), where ‘F ’ is the filtration on
CΓ introduced before Theorem 1.8. Equation (2.10) implies that the homomorphism ψκ
induces, when restricted to Γ-invariants, a well-defined graded algebra homomorphism
into Hochschild cohomology ψκ
Z
: grF• ZΓ→ HH•(Hκ).
To complete the proof of part (i) of Theorem 1.8 we use an explicit calculation carried
out in [AFLS] of Hochschild cohomology for At#Γ, the smash-product of the Weyl algebra,
At = TV/I〈x ·y−y ·x− t ·ω(x, y)〉x,y∈V , with Γ. Specifically, it has been shown in [AFLS]
that for Hochschild cohomology one has:
dimHHj(At#Γ) =
{
n(i) if j = 2i
0 if j is odd ,
(2.12)
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where the numbers n(i) have been defined in (1.9). We note that, for c = 0 (and any
t 6= 0), we have: Ht,0 = At#Γ. Furthermore, it is easy to verify by going through the
calculation in [AFLS] that, in the special case: κ = (t, 0), the map ψκ
Z
gives in effect a
bijection
ψκ
Z
: grF• ZΓ
∼−→ HH•(At#Γ) . (2.13)
Now fix κ = (t, c) ∈ C∗ × C, introduce an auxiliary complex parameter r ∈ C, and
consider the family {Ht,r·c}r∈C as a single C[r]-algebra, H , such that: H/r ·H = At#Γ.
Write HH•(H) for the relative Hochschild cohomology of H with respect to the subalgebra
C[r]. The morphisms ψκ
Z
, κ = (t, r · c), assemble together to give a graded C[r]-algebra
morphism:
ψ
Z
: (grF• ZΓ)[r] −→ HH•(H) . (2.14)
The algebra H is flat over C[r], due to the PBW-property. The canonical filtration on
the algebra Ht,c makes H a filtered C[r]-algebra whose degree zero component is CΓ[r].
This filtration induces a filtration on a relative version of Koszul complex (2.8) used
for computing HH•(H), the relative Hochschild cohomology. This way the relative Koszul
complex is filtered by an increasing sequence of subcomplexes formed by free C[r]-modules
of finite rank. Therefore, since HH
odd
(At#Γ) = 0, the Euler-Poincare´ principle and
semi-continuity imply that, for any i, the C[r]-module HH2i+1(H) is supported at most
on a countable subset of C and, similarly, HH2i(H) is, up to torsion on a countable
subset of C, a free C[r]-module of rank: dimHH2i(At#Γ) = n(i). Further, since the
Koszul complex for H has finite length, there are only finitely many non-zero cohomology
groups involved. Thus, the map (2.14) is a map between C[r]-modules of the same generic
rank. Moreover, both modules have no torsion at r = 0, and at this point the map
specializes to a bijection. It follows that there is at most a countable set BAD ⊂ C such
that for any r ∈ C r BAD, the map (2.14) specializes to a bijection, hence an algebra
isomorphism: ψt,r·c
Z
: (grF• ZΓ)
∼−→ HH•(Ht,r·c). This proves part (i) of Theorem 1.8,
since Ht,r·c ≃ Ht/r,c. 
Recall the ‘averaging’ idempotent e = 1|Γ|
∑
g∈Γ g ∈ CΓ. If the group Γ acts on
an associative algebra A by algebra automorphisms, then one has a canonical algebra
isomorphism:
AΓ ∼−→ e·(A#Γ)·e , a 7→ a·e = e·a (2.15)
Recall now the spherical subalgebra: eHt,ce ⊂ Ht,c (we warn the reader that this
subalgebra does not contain the unit of Hκ). For t = 0 and c = 0, from (2.4) and (2.15)
one finds: eH0,0e = e
(
SV#Γ
)
e ≃ (SV )Γ, the algebra of Γ-invariants. Furthermore,
isomorphism (2.4) yields readily: gr
(
eHt,ce
) ≃ (SV )Γ. Similarly, as we have noticed in
the proof of Theorem 1.8, for c = 0 and any t 6= 0, we have: Ht,0 = At#Γ, where
At = TV/I〈x ·y−y ·x− t ·ω(x, y)〉x,y∈V , is the Weyl algebra of the symplectic vector space
(V, t · ω). By (2.15), the spherical subalgebra eHt,0e is isomorphic to AΓt , the subalgebra
of Γ-invariants in the Weyl algebra.
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Theorem 2.16 For any fixed t 6= 0, the family {Ht,c}c∈C gives a universal deformation
of the algebra At#Γ, and the family {eHt,ce}c∈C gives a universal deformation of the
algebra A
Γ
t .
To prove the theorem, we fix t 6= 0 and given c ∈ C, treat the family {Ht,ε·c}ε∈C as a
single C[ε]-algebra, still denoted Ht,εc, where ε is now regarded as an indeterminate.
Lemma 2.17 For any nonzero c ∈ C, the C[ε]/(ε2)-algebras: Ht,εc/ε2·Ht,εc and Ht,0
⊗
C
(C[ε]/ε2)
are not isomorphic.
Proof. Observe first that we have a natural isomorphism of C-vector spaces φ :
Ht,0
∼−→ ε ·Ht,εc/ε2 ·Ht,εc. Assume, contrary to the claim, that there is an isomorphism
Ht,εc/ε
2 ·Ht,εc ≃ Ht,0
⊗
C
(C[ε]/ε2), as algebras over C[ε]/(ε2), the ring of ‘dual numbers’.
Then the natural imbedding: At →֒ At#Γ = Ht,0 lifts to the dual numbers, that is, one
can find a C-linear map f : V → Ht,0 such that in Ht,εc/ε2 ·Ht,εc, the following equation
holds:(
x+ φ ◦f(x)
) · (y + φ ◦f(y))− (y + φ ◦f(y)) · (x+ φ ◦f(x)) = t · ω(x, y) · 1 , ∀x, y ∈ V .
Using the defining relations in Ht,εc and applying the isomorphism φ
−1, this gives the
following equation in Ht,0:
[f(x), y] + [x, f(y)] +
∑
s
cs · ωs(x, y) · s = 0 (2.18)
Write f(x) =
∑
g∈Γ fg(x) · g, where fg(x) ∈ At. Fix s ∈ S such that cs 6= 0. Taking the
s-term of the equation (2.18), we get
[fs(x), y] + fs(x) · (ys − y) + [x, fs(y)] + fs(y) · (x− xs) = −cs · ωs(x, y). (2.19)
One may choose x, y, a basis of the 2-dimensional vector space Im(s − Id) such that
ωs(x, y) = 1, and such that s(x) = λx, s(y) = λ
−1y, where λ 6= 1. Put a := 1cs fs(x) 6= 0,
and b := 1cs fs(y) 6= 0. From equation (2.19) we find
[a, y]− (1− λ−1)a · y + [x, b] + (1− λ)b · x = −1 . (2.20)
Let A
Ker
, resp. A
Im
, denote the subalgebra in At generated by the subspace Ker(Id−s) ⊂
V , resp. Im(Id − s). Thus, At = AKer
⊗
A
Im
, and the monomials: {xmyn}m,n≥0 form a
C-basis of A
Im
. Write a, b as a A
Ker
-linear combination of the monomials xmyn. Then begin
treating x and y as commuting variables, so that the expressions for a, b become certain
polynomials: a, b ∈ AKer [x, y]. Using the identity: bx = −[x, b] + xb, and setting t = 1,
from equation (2.20) we deduce( ∂
∂x
− (1− λ−1) · y
)
a+
(
λ
∂
∂y
+ (1− λ) · x
)
b = −1 in AKer [x, y] .
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Set A := −a , B := −λb, and ν := 1− λ−1. Our equation reads:( ∂
∂x
− ν · y)A+ ( ∂
∂y
− ν · x)B = 1 , A,B ∈ AKer [x, y] . (2.21)
The proof of the Lemma is now completed by the following
Claim: For any ν ∈ C∗, equation (2.21) has no polynomial solutions A,B ∈ AKer [x, y].
Proof of Claim. Clearly, it suffices to prove that equation (2.21) has no solutions A,B ∈
C[x, y]. Further, replacing the function A, by the function: (x, y) 7→ ν−1 · A(ν · x, ν · y),
and making a similar substitution for B, one reduces the problem to the case: ν = 1.
Assuming this, we further specialize: x = z, y = z¯, where z is a complex variable, and
z¯ its complex conjugate. Integrating both sides of equation (2.21) for ν = 1 against the
Gaussian measure e−zz¯dzdz¯, we get∫
C
(( ∂
∂z
− z¯)A(z, z¯) + ( ∂
∂z¯
− z)B(z, z¯))e−zz¯dzdz¯ = ∫
C
e−zz¯dzdz¯ , (2.22)
where the integral on the LHS is absolutely convergent, for any polynomials A,B. But,
integration by parts shows that the LHS(2.22)= 0, while clearly RHS(2.22)> 0. The
contradiction completes the proof. 
Proof of Theorem 2.16: Deformations of the algebra At#Γ are controlled byHH
2
(
At#Γ
)
,
the second Hochschild cohomology group of At#Γ, and obstructions to deformations are
controlled by the third Hochschild cohomology group of At#Γ. It was shown in [AFLS]
that dimHH2
(
At#Γ
)
= number of AdΓ-conjugacy classes in S, and HH3
(
At#Γ
)
= 0.
It follows that the deformations are unobstructed, the point At#Γ is a smooth point of
the moduli space of all deformations, and the tangent space at the point At#Γ to the
moduli space has dimension equal to dimC. The cohomology classes corresponding to
deformations from the family {Ht,c}c∈C form a certain vector subspace H ⊂ HH2
(
At#Γ
)
.
Clearly, dimH = dimC if and only if, for any non-zero c ∈ C, the algebra Ht,εc gives a
non-trivial deformation of At#Γ over C[ε]/(ε2). Hence, Lemma 2.17 implies: dimH =
dimC = dimHH2
(
At#Γ
)
, and thereforeH = HH2
(
At#Γ
)
. Thus, our family is a universal
family.
To prove the second claim observe that by (2.15) we have: e(At#Γ)e ≃ AΓt . Hence
the family: {eHt,ce}c∈C gives a flat deformation of the algebra AΓt . The rest of the proof
is entirely similar: Morita equivalence of the algebras At#Γ and A
Γ
t implies that these
algebras have isomorphic Hochschild cohomology, see [AFLS]. 
Observe that the family {At}t∈C, where At := AΓt if t 6= 0, and At=0 := (SV )Γ, is
flat, hence, gives a deformation of the algebra At=0 = (SV )Γ. Since the latter algebra
is commutative, the general construction of §15 yields a Poisson structure on the algebra
(SV )Γ = C[V ∗]Γ. It is well-known and easy to verify that the corresponding Poisson
bracket {−,−}ω is obtained by restricting the Poisson bracket on C[V ∗] induced by the
symplectic structure on V ∗. Note that, for the standard grading (SV )Γ =
⊕
i≥0 (S
iV )Γ,
we have {−,−}ω : (SiV )Γ × (SjV )Γ −→ (Si+j−2V )Γ. More generally, a Poisson bracket
B on (SV )Γ is said to be of degree ℓ if, for any i, j ≥ 0, we have B : (SiV )Γ× (SjV )Γ −→
(Si+j+ℓV )Γ.
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Lemma 2.23 (i) Any Poisson bracket on (SV )Γ of degree (−2) is proportional to {−,−}ω.
(ii) Any Poisson bracket on (SV )Γ of degree ℓ < −2 is zero.
Proof. We identify V with V ∗ using the symplectic form. Let Y be the set of points
of V with a nontrivial isotropy group in Γ. Then (V r Y )/Γ is a smooth manifold. A
Poisson bracket on (SV )Γ in particular defines a Poisson bracket on (V r Y )/Γ, which is
the same as a Γ-invariant Poisson bracket, that is a bivector field, on V r Y .
Since Γ ⊂ Sp(V ) is a finite group, any nontrivial element of Γ has at least two eigenval-
ues 6= 1. This implies that the codimension of Y is at least 2. Thus, by Hartogs theorem,
any regular bivector on V rY extends by continuity to a regular algebraic bivector on the
whole of V . But a regular bivector on V of homogeneity degree ℓ must vanish if ℓ < −2,
and comes from an element of Λ2V if ℓ = −2. In the latter case, since our bracket is
Γ-invariant, by indecomposability of (V, ω,Γ), this bracket must be a multiple of {−,−}ω.

Lemma 2.24 Let t, c be such that the algebra Ht,c is commutative. Let χ : eHt,ce→ C be
a generic character, and let Tχ = Ht,ce⊗eHt,ce χ be the corresponding induced Ht,c-module.
Then Tχ is isomorphic, as a Γ-module, to the regular representation of Γ.
Proof. Consider the family of algebras {Hrt,rc}r∈C. These algebras are isomorphic to
each other for all r 6= 0, so it is sufficient to prove the lemma for a generic member of
the family. To this end, we treat the family {Hrt,rc}r∈C as a single C[r]-algebra H˜. This
algebra is flat over C[r], due to PBW-property. It follows that eH˜e is a commutative flat
C[r]-algebra.
Further, H˜e is a finitely generated eH˜e-module, due to Theorem 1.5(ii) to be proved
below (which is independent of the material in between). Fix a simple Γ-module E, and
set F = Hom
Γ
(E, H˜e). By standard results in invariant theory, see proof of Theorem
1.5 below, F is a finitely generated eH˜e-module which is, moreover, flat over over C[r],
by the PBW-property. We write Fr = F/r ·F = HomΓ(E,Hrt,rce) for the corresponding
eHrt,rce-module.
Given a commutative C-algebra A without zero-divisors, and a A-module M , let
rkA(M) denote the generic rank of M , i.e., rkA(M) := dimQ(A)
(
Q(A) ⊗A M
)
, where
Q(A) stands for the field of fractions of A. It is clear that rk
eH0,0e
(F0) = dimE. On the
other hand, proving the lemma amounts to showing that rk
eH˜e
F = dimE.
To this end, let p = (eH˜e) · r ⊂ eH˜e be the prime ideal generated by r, and set
A := (eH˜e)
(p)
, the localization of eH˜e with respect to p. Thus, A is a local ring with
the residue class field A0 := A/A·r ≃ Q(eH0,0e), the field of fractions of the algebra
eH0,0e. Furthermore, A is a local ring of dimension 1 with local parameter r, due to the
C[r]-flatness of eH˜e. Let F = A⊗
eH˜e
F denote the A-module obtained by localizing at p
the eH˜e-module F , and set F0 := F/F·r, an A0-module. Observe that since F is C[r]-flat,
and r is a local parameter on A, the module F is free over A. Thus, we obtain
rk
eH˜e
F = rk
A
F = rk
A0
(F0) = rkeH0,0e(F0) . 
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Proof of Theorem 1.6. Introduce an auxiliary variable ‘~’, and set TV [~] = TV ⊗C[~].
We treat TV [~] as a graded algebra with deg ~ = 2, and assume that the group Γ acts
trivially on ~. Let
H˜ := (TV [~]#Γ)/I〈x ⊗ y − y ⊗ x− κ(x, y) · ~ ∈ T 2V ⊕ CΓ[~]〉x,y∈V ,
be a ‘homogenized’ version of the algebra Hκ. We setA = eH˜e, the corresponding spherical
subalgebra. Clearly, A is a flat C[~]-algebra such that: A/~A = gr(eHt,ce). Moreover,
since A/(~ − 1)A = eHt,ce, one may view the algebra eHt,ce as a flat ~-deformation
of the commutative algebra gr(eHt,ce) = (SV )
Γ. Thus, for any (t, c), by the general
construction of §15, this deformation gives rise to a Poisson bracket Bt,c on (SV )Γ. Let
mt,c ∈ {1, 2, . . . ,∞}, be the number involved in the construction of the Poisson bracket,
see Lemma 15.1. We have:
Claim 2.25 (i) There are only two alternatives: either mt,c = 1, or mt,c = ∞. The
algebra eHt,ce is non-commutative if mt,c = 1, and commutative if mt,c =∞.
(ii) If mt,c = 1, then Bt,c = f(t, c) · {−,−}ω , where f : C⊕ C→ C is a non-zero linear
function.
To prove part (i) of the Claim, note that since deg ~ = 2, it is clear that the Poisson
bracket Bt,c has degree (−2mt,c). Thus, by Lemma 2.23(ii), in order for Bt,c to be non-zero
we must have mt,c = 1. But, by Lemma 15.1, vanishing of Bt,c implies commutativity of
the algebra A, and (i) follows.
To prove part (ii) of Claim 2.25, we change our point of view, and regard t and c as
variables, and assign them grade degree 2, while set deg ~ = 0. Thus, A becomes now
a graded C[C ⊕ C]-algebra, depending on ~, the deformation parameter. Applying the
Poisson bracket construction of §15 in this new setting we get, for m = 1, a bracket B
on (SV )Γ
⊗
C[C ⊕ C] of degree (−2). By Lemma 2.23(i), we have: B = f(t, c){−,−}ω ,
for some f(t, c) ∈ C. Since the relations in Ht,c become homogeneous in our new grading:
deg(t) = deg(c) = 2, it follows that: t, c 7→ f(t, c) is a certain linear function on C ⊕ C.
Moreover, for any (t, c) ∈ C ⊕ C such that Bt,c 6= 0, the Poisson bracket Bt,c is clearly a
specialisation of B at the point (t, c), that is: Bt,c = f(t, c){−,−}ω . This completes the
proof of Claim 2.25(ii).
Claim 2.25 implies that the algebra eHt,ce is commutative if and only if f(t, c) = 0.
We see that the parameters (t, c) such that eHt,ce is commutative form a hyper-plane in
C⊕C given by the equation: f(t, c) = 0. Therefore, to complete the proof of the theorem,
it suffices to show that f(t, c) is a multiple of t, i.e. that the above hyper-plane is the one
given by the equation t = 0. To prove this assume that, for some t, c, one has f(t, c) = 0,
and hence the algebra eHt,ce is commutative. In this case, choose a generic character
χ : eHt,ce→ C, and let Tχ = Ht,c ⊗eHt,ce χ be the corresponding induced Ht,c-module. By
lemma 2.24, this module is isomorphic, as a Γ module, to the regular representation of Γ.
Now, for any g ∈ Γ such that g 6= 1, in the regular Γ-representation one has tr(g) = 0.
Taking the traces in Tχ of both sides of the main commutation relation: x⊗ y − y ⊗ x =
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κ(x, y) in the algebra Ht,c we deduce: t = 0. Thus, the two hyperplanes: f(t, c) = 0, and
t = 0 coincide, and we are done. 
According to Theorem 1.6, the algebra eH0,ce is commutative for any c ∈ C, and the
family {eHt,ce}t∈C gives, by the PBW-theorem, a flat deformation of eH0,ce. Hence, by
the general construction of §15 this deformation induces a Poisson bracket on eH0,ce, to be
denoted {−,−}. Recall further that the algebra eH0,ce has a natural increasing filtration
F•(eH0,ce) induced from that on H0,c.
Let B be any Poisson bracket on eH0,ce. We say that B has filtration degree ℓ ∈ Z, if
the following two conditions hold:
• B(Fi(eH0,ce) , Fj(eH0,ce)) ⊂ Fi+j+ℓ(eH0,ce) , ∀i, j ≥ 0;
• There exist i, j ≥ 0, such that: B(Fi(eH0,ce) , Fj(eH0,ce)) 6⊂ Fi+j+ℓ−1(eH0,ce).
Lemma 2.26 Let B be a non-zero Poisson bracket on eH0,ce of filtration degree ℓ ≤ −2.
Then ℓ = −2 and, moreover, B = λ · {−,−}, for some non-zero constant λ ∈ C.
Proof. The Poisson bracket B induces naturally a non-zero Poisson bracket grB on
gr(eH0,ce) of degree ℓ. Recall that gr(eH0,ce) ≃ (SV )Γ. Thus, we may view grB as a non-
zero Poisson bracket on (SV )Γ. Hence, Lemma 2.23(ii) yields: ℓ = −2. Moreover, part (i)
of the same Lemma implies that there exists a constant λ ∈ C such that grB = λ·{−,−}ω .
It follows that B− λ · {−,−} is a Poisson bracket on eH0,ce of filtration degree < ℓ = −2.
The argument above shows that this bracket must vanish, and we are done. 
3 Representation theory of the algebra H0,c
Proof of Theorem 1.5: It is known from invariant theory that (SV )Γ is a finitely
generated algebra and, moreover, SV is a finitely generated (SV )Γ-module: by Hilbert’s
Basis theorem, each isotypic component of SV is finitely generated over (SV )Γ, see e.g.
[PV]. Hence, the isomorphisms: gr
(
eHt,ce
) ≃ (SV )Γ and gr(Ht,ce) ≃ SV insured by
Theorem 1.3 imply that eHt,ce is a finitely generated algebra without zero divisors, and
Ht,ce is a finitely generated eHt,ce-module.
Next we need to recall some definitions. Given a not necessarily commutative asso-
ciative C-algebra A, one defines the notion of a rigid Auslander dualizing complex for A,
see [VB], [YZ]. This is an object DA ∈ Df (A-bimod) = bounded derived category of com-
plexes of A-bimodules, whose cohomology groups are finitely generated both as left and
as right A-modules. Such a dualizing complex might or might not exist, in general, but
if it exists it is unique [VB], and enjoys nice functorial properties, as explained in [YZ].
Furthermore, it has been shown in [VB], [YZ] that DA does exist if A is a positively filtered
C-algebra, such that gr(A) is a finitely generated commutative algebra with gr0(A) = C.
In particular, for a commutative finitely generated algebra A, the dualizing complex, DA,
exists and coincides, due to the uniqueness property, with the one known in Commutative
Algebra.
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Fix an algebra A that has the rigid Auslander dualizing complex, DA. We say that
A is Cohen-Macaulay if all the cohomology groups H i(DA) vanish, except for i = 0. In
the situation of a filtered algebra A, as above, our definition agrees, by [YZ, Prop. 6.18],
with other definitions of (non-commutative) Cohen-Macaulay rings that involve Gelfand-
Kirillov dimensions, e.g., those used in [Bj] and [CBH]. For a Cohen-Macaulay algebra A,
we will abuse the notation, and write DA for the bimodule H0(DA), quasi-isomorphic to it.
A Cohen-Macaulay algebra A is called Gorenstein if DA = A. Further, a finitely generated
(left) moduleM over a Cohen-Macaulay algebra A is said to be a Cohen-Macaulay module
of degree d if, for all i 6= d we have: ExtiA-left(M,DA) = 0. For commutative algebras, all
these definitions agree with the standard ones.
The commutative algebra gr
(
eHt,ce
) ≃ (SV )Γ is known to be Gorenstein [Wat]. Part
(i) of the Theorem now follows from a result proved by Bjork [Bj] saying that: for a
positively filtered associative C-algebra A, with gr0(A) = C, one has
grA is
{ Cohen-Macaulay,
resp. Gorenstein
}
=⇒ A is
{ Cohen-Macaulay,
resp. Gorenstein
}
.
(For the Gorenstein property, Bjork actually proves the implication above with DA being
replaced by A. But, if gr(A) is Gorenstein, then an explicit description of DA given in
[VB, Prop. 8.2, Prop. 8.4] shows that DA = A in this case). This proves part (i).
To prove part (ii) of the Theorem, recall the following standard result from commuta-
tive algebra:
Claim ([BBG, Theorem 2.1]). Let A ⊂ B be finitely generated commutative C-algebras
with unit, and M a B-module which is finitely generated over A. Then M is Cohen-
Macaulay over B if and only if it is Cohen-Macaulay over A.
This implies that SV is a Cohen-Macaulay (SV )Γ-module of degree 0 (i.e. its support has
full dimension). Further, Theorem 1.3 shows that gr(Hκe) ≃ SV . We can now apply [Bj]
to A = eHκe andM = Hκe, to conclude that for any i ≥ 0: Extigr(A)
(
gr(M) , gr(A)) = 0
implies: ExtiA(M,A) = 0. It follows, due to the equality DA = A, that Hκe is a Cohen-
Macaulay eHκe-module.
We now prove (vi). Equip M = Hκe with the induced increasing filtration F0M ⊂
F1M ⊂ . . . , and choose a finite set, u1, . . . , uℓ, of homogeneous generators of the gr(eHκe)-
module gr(M) = gr(Hκe). Let di = deg(ui), and let u˜i ∈ FdiM be a representative of ui.
Then u˜1, . . . , u˜ℓ generate M as a eHκe-module. Given an eHκe-linear map f :M →M ,
we may find an integer m ≥ 0 such that for all i = 1, . . . , ℓ, one has: f(ui) ∈ Fm+diM .
It follows that there exists an integer m such that for all n ∈ Z one has: f(FnM) ⊂
Fn+mM . Thus, we may define an increasing Z-filtration F•End on EndeHκe(Hκe) by setting:
FmEnd = {f ∈ EndeHκe(Hκe)
∣∣ f(FnM) ⊂ Fn+mM , ∀n ∈ Z}. This makes EndeHκe(Hκe)
a filtered ring. Observe further that dim
C
(FmEnd) < ∞, for any m ∈ Z, and if d =
Max(deg u1, . . . ,deg uℓ), then we necessarily have: FnEnd = 0, for all n < −d.
Now, the canonical action-map η : Hκ → EndeHκe(Hκe) is a filtration preserving map
of filtered vector spaces. Thus, to show that η is an isomorphism, it suffices to show that
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so is gr(η). To this end, we consider the composite map:
SV#Γ = gr(Hκ)
gr(η)−→ gr(End
eHκe
(Hκe)
) j−→ End
gr(eHκe)
gr(Hκe) = End
(SV )Γ
(SV ) ,
where j is the canonical map, which is clearly injective. It suffices to prove that the
composite map j ◦gr(η) is bijective. The injectivity is obvious, since j ◦gr(η) becomes an
isomorphism after tensoring with C(V ∗)Γ, the field of Γ-invariant rational functions on
V ∗. To prove the surjectivity, we need to show that any endomorphism of SV over (SV )Γ
comes from an element of SV#Γ.
Let a : SV → SV be an (SV )Γ-linear map. Then it defines a C(V ∗)Γ-linear map
C(V ∗)→ C(V ∗). So a =∑ ag · g, where ag ∈ C(V ∗), g ∈ Γ. It is clear that the functions
ag must be regular on V rY , where Y is the set of points with a nontrivial isotropy group
in Γ (since on V r Y , the surjectivity is obvious). But Y has codimension ≥ 2, so by
Hartogs theorem ag are regular, as desired.
To prove (iii), we consider the multiplication pairing: eHκ ⊗ Hκe −→ eHκe. This
pairing induces a right eHκe-linear map ψ : eHκ → HomeHκe(Hκe , eHκe), given by
ψ(x)(y) = xy. This map is injective by part (iv), since ψ is the restriction of η to eHκ.
It is also surjective. Indeed, by part (iv), for any a ∈ (Hκe)∨, there exists x ∈ Hκ such
that xy = a(y) for all y ∈ Hκe. But then we also have exy = a(y), since a(y) ∈ eHκe. So
a = ψ(ex). Hence, ψ is an isomorphism, and the first statement is proved. The second
statement of part (iii) follows similarly. The theorem is proved. 
Remark. There is an alternative proof of the isomorphisms in parts (ii) and (iii) of
Theorem 1.5, along the same lines as the proof of Lemmas 1.3, 1.4 in [CBH]. That proof
is less elementary and involves a lot of non-commutative algebra machinery. ♦
Note that the algebra Ht,0 is isomorphic to At#Γ, provided t 6= 0. The latter is known,
see e.g. [Mo], to be a simple algebra with trivial center. It follows by semi-continuity that,
for generic values (t, c) ∈ C, the algebra Ht,c also has the trivial center. We will see below
that the points (0, c) are very special: the algebra H0,c has a large center, Z0,c := Z(H0,c).
Further, for any c ∈ C, the construction of Hayashi [Ha], cf. §15, applied to the flat
family {Ht,c}t∈C , gives a Poisson algebra structure on Z0,c.
Theorem 3.1 (Satake isomorphism) For any c ∈ C, the map: Z0,c → eH0,ce , z 7→
z · e, is a Poisson algebra isomorphism.
Proof. It is clear that the map: z 7→ z ·e gives an algebra homomorphism ζ : Z(H0,c)→
eH0,ce. Since the algebra eH0,ce is commutative, we can also construct an algebra homo-
morphism ξ : eH0,ce → Z(H0,c) as follows. For any, a ∈ eH0,ce, right multiplication by
a gives, due to commutativity of eH0,ce, a right eH0,ce-linear endomorphism of H0,ce.
This endomorphism must arise from the left action of an element ξ(a) ∈ H0,c, since
End
eH0,ce
(H0,ce) = H0,c, by Theorem 1.5(ii). Moreover, the element ξ(a) belongs to the
center of H0,c since the left ξ(a)-action on H0,ce, being induced by multiplication on the
right, commutes with the left action on H0,ce of any other element of H0,c. It is clear that
25
the assignment: a 7→ ξ(a) gives an algebra homomorphism ξ : eH0,ce→ Z(H0,c), and that
this homomorphism is inverse to ζ.
The compatibility of the map: z 7→ z · e with the Poisson brackets follows directly
from the ”deformation-construction” of the brackets on eH0,ce and on Z(H0,c) given in
§15, once we know that the integer m0,c involved in the construction of the bracket on
eH0,ce equals 1, cf. Lemma 15.1. But this has been established in the course of the proof
of Theorem 1.6. 
Remark. The isomorphism of Theorem 3.1 is analogous to the Satake isomorphism
between the center and the spherical subalgebra of the affine Hecke algebra, due to
Lusztig [Lu]. ♦
Lemma 3.2 For t = c = 0, we have: Z(H0,0) = (SV )
Γ.
Proof. It is clear that any element of SV #Γ that commutes with the subalgebra SV
belongs to SV . Hence, Z0,0 ⊂ SV . Now, an element of SV commutes with Γ if and only
if it is Γ-invariant. 
The imbedding: Z0,c →֒ H0,c induces a canonical map: gr(Z0,c)→ Z(H0,0) = Z0,0.
Theorem 3.3 The canonical map is an algebra isomorphism: gr(Z0,c) ≃ Z0,0 = (SV )Γ.
Proof. Write ϕ : z 7→ z · e for the map of Theorem 3.1, and ϕ : Z0,0 → eH0,0e
for a similar map for the algebra H0,0 = gr(H0,c). It is clear that the maps ϕ and
ϕ are algebra homomorphisms. Observe that the associated graded homomorphism:
gr(ϕ) : gr(Z0,c) −→ gr(eH0,ce) can be identified, in view of the PBW-theorem, with
the composite map:
gr(Z0,c) →֒ Z0,0 = SV Γ ϕ−→ eH0,0e = e ·
(
SV#Γ
) · e .
It is immediate that the second map, ϕ, is an isomorphism. It follows that the map gr(ϕ)
is injective. Now we use the following obvious claim:
Let E = ∪i≥0Ei and E′ = ∪i≥0E′i be two filtered vector spaces such that, for any i ≥ 0,
we have dimEi = dimE
′
i < ∞. Assume ϕ : E → E′ is a filtration preserving linear map
such that gr(ϕ) is injective. Then both gr(ϕ) and ϕ are bijective maps.
Applying this observation in our situation, we conclude that the map gr(ϕ) gives
an isomorphism gr(Z0,c)
∼−→ Z0,0, since gr(Z0,c) ⊂ Z0,0 and the two sides have equal
Poincare´ series (by Theorem 3.1). 
The argument in the proof Theorem 3.3 above yields the following strengthening of
Theorem 3.1
Proposition 3.4 The associated graded map: gr(ϕ) : gr(Z0,c) → gr(eH0,ce) is an alge-
bra isomorphism. 
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Proof of theorem 1.7: Recall that U is a smooth Zariski open dense subset in SpecZ0,c,
and R
U
denotes the coherent sheaf on U corresponding to H
U
e, viewed as a (finitely
generated) Z
U
-module, so that Γ(U,R
U
) = H
U
e. The left H
U
-action on H
U
e gives an
H
U
-module structure on each geometric fiber of R
U
.
Proving that the sheaf R
U
is locally free amounts to showing that H
U
e is a finite rank
projective Z
U
-module. To this end, recall the following standard result of commutative
algebra. Let A be a finitely generated commutative C-algebra with unit, such that SpecA
is a smooth algebraic variety. Then, a finitely-generated A-module M is Cohen-Macaulay
if and only if it is projective, see [Se, Ch.4, Cor.2].
Since U is smooth by our assumptions, it follows from Theorem 1.5(ii) and Satake
isomorphism that H
U
e is a finite rank projective Z
U
-module. Part (i) now follows from
Theorem 1.5(vi).
Further, the endomorphism algebra of an algebraic vector bundle on an affine algebraic
variety is always Morita equivalent to the coordinate ring on this variety. Explicitly, in
our case, the equivalence is provided by the following mutually inverse functors
H
U
-mod
G
⇄
F
Z
U
-mod , F (M) = H
U
e⊗
Z
U
M , G(N) = eH
U
⊗
H
U
N = e·N .
To prove (vi), notice that since R
U
is a vector bundle it is sufficient, due to rigid-
ity of Γ-modules, to establish that the generic fiber of R
U
is isomorphic to the regular
representation of Γ. But this follows from Lemma 2.24. 
Remarks. (i) We have established a special case of the following well-known general
result: If A is an associative algebra and e ∈ A an idempotent, then A is Morita equivalent
to eAe if and only if we have: AeA = A.
(ii) We have shown that each geometric fiber of R over the regular locus of SpecZ0,c
is isomorphic, as a CΓ-module, to the regular representation of Γ.
Proof of Proposition 1.10. Given an associative algebra A, one has, see [Lo], a Chern
character map ch : K(A) → HCev (A), where K(A) stands for the Grothendieck group of
finitely generated projective A-modules, and HCev (A) denotes the even degree part of the
periodic cyclic homology groups of A, see [Lo]. The Chern character map is compatible
with Morita equivalences. It is also known, see [Lo], that if A = C[X] is the coordinate
ring of a smooth affine algebraic variety, then: HCev (A) ≃
⊕
iH
2i(X), the direct sum of
even cohomology of X, as a topological space. Moreover, the map ch reduces in this case
to the classical Chern character map: K(X)→ ⊕iH2i(X).
Recall now that the algebra H0,c has a canonical increasing filtration, F•(H0,c), such
that F0(H0,c) = CΓ. Since H0,c is a projective CΓ-module, and the algebra grF• H0,c
has finite homological dimension, a general result of Quillen [Q] says that the functor:
V 7→ H0,c ⊗CΓ V induces an isomorphism of K-groups: K(Γ) ∼−→ K(H0,c). Similarly,
a result of Block [Bl] says that the imbedding: CΓ →֒ H0,c induces an isomorphism:
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HCev (Γ)
∼−→ HCev (H0,c). Thus, we obtain the following commutative diagram:
K(CΓ)
ch

Quillen
K(H0,c)
ch

Morita
equiv.
K(eH0,ce)
ch

Satake
K(Z0,c)
ch

K(SpecZ0,c)
ch

HCev (CΓ)
Block
HCev (H0,c)
Morita
equiv.
HCev (eH0,ce)
Satake
HCev (Z0,c)
⊕
i
H2i(SpecZ0,c)
where Morita equivalence is guaranteed by Theorem 1.7(ii).
To complete the proof, it suffices to show that the leftmost vertical map in the diagram
induces an isomorphism ch
Γ
: C⊗
Z
K(CΓ) −→ HCev (CΓ). But the algebra CΓ is Morita
equivalent to a direct sum of several copies of the field C. Hence one may replace CΓ in
the above map chΓ by the algebra C. The Chern character map: C⊗ZK(C) −→ HCev (C)
is clearly an isomorphism, and we are done. 
Lemma 3.5 (i) For any c ∈ C, the variety SpecZ0,c is normal.
(ii) If the variety SpecZ0,c is smooth, then the Poisson structure on Z0,c is non-
degenerate, i.e., SpecZ0,c is a symplectic manifold.
Proof. Note that, for c = 0, the singular locus of SpecZ0,0 = V/Γ has codimension
≥ 2 in SpecZ0,0. The codimension of the singular locus being semi-continuous under
going to the asymptotic cone it follows that, for any c ∈ C, the singular locus of SpecZ0,c
has codimension ≥ 2 in SpecZ0,c. Further, we know that SpecZ0,c is a Cohen-Macaulay
variety, by Theorem 1.5(i). But any Cohen-Macaulay variety which is non-singular in
codimension one is normal, see e.g. proof in [CG, §2.2]. Part (i) follows.
To prove (ii), assume SpecZ0,c is smooth, write βc for the bivector on SpecZ0,c giving
the Poisson structure, and set 2d = dimV = dim(SpecZ0,c). The set of points where the
Poisson structure degenerates equals the set of points where the 2d-vector ∧dβc vanishes.
This set is clearly a divisor (a codimension one closed subvariety) in SpecZ0,c. Let J ⊂
Z0,c denote the defining ideal of that subvariety, and gr(J) ⊂ gr(Z0,c) = C[V ]Γ, the
corresponding associated graded ideal with respect to the canonical filtration on H0,c. Then
gr(J) is a proper non-zero ideal in C[V ]Γ, and the zero-variety of gr(J) is a codimension
one subvariety in V/Γ, the ‘asymptotic cone’ to the zero-set of ∧dβc. It is clear that ∧dβ0
is the leading homogeneous component of ∧dβc, hence, vanishes on this asymptotic cone.
Hence, the Poisson structure on V/Γ must degenerate at a divisor. On the other hand, the
Poisson structure on V/Γ is non-degenerate at any smooth point, and the singular locus
of V/Γ has codimension ≥ 2 in V/Γ. The contradiction completes the proof. 
For any c ∈ C, let Rep
CΓ
(H0,c) be the variety of all algebra homomorphisms: H0,c −→
End
C
(CΓ), whose restriction to CΓ is the CΓ-action by left multiplication. This is an
affine algebraic variety. Given an H0,c-module M ∈ Rep
CΓ
(H0,c), the space eM is clearly
a line which is stable under the action of Z0,c. The action on this line gives an algebra
homomorphism χ
M
: Z0,c → C. It is clear that the assignment: M 7→ χM gives a morphism
of algebraic varieties,
π : Rep
CΓ
(H0,c) −→ SpecZ0,c . (3.6)
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Let AutΓ(CΓ) be the group of C-linear automorphisms of the vector space CΓ that
commute with left multiplication by Γ. The group Aut
Γ
(CΓ) is reductive, and it acts
naturally on Rep
CΓ
(H0,c), preserving the fibers of the map (3.6).
Theorem 3.7 (i) There is a unique irreducible component, Rep◦
CΓ
(H0,c), of the vari-
ety Rep
CΓ
(H0,c) whose image under (3.6) is dense in SpecZ0,c. The generic point of
Rep◦
CΓ
(H0,c) is a simple H0,c-module.
(ii) The map (3.6) induces an algebra isomorphism: Z0,c
∼−→ C[Rep◦
CΓ
(H0,c)]
Aut
Γ
(CΓ).
Proof. It follows from theorem 1.7 that any point of Rep
CΓ
(H0,c) containing, as a subquo-
tient, a simple H0,c-module on which Z0,c acts by a character that belongs to the smooth
locus of SpecZ0,c is itself simple and, moreover, such points form a Zariski open subset in
Rep
CΓ
(H0,c). This set is irreducible, since so is SpecZ0,c, hence its closure, Rep
◦
CΓ
(H0,c), is
an irreducible component of Rep
CΓ
(H0,c). This proves (i).
To prove (ii), notice that the isotropy group in Aut
Γ
(CΓ) of a simple H0,c-module
is reductive. Hence the corresponding Aut
Γ
(CΓ)-orbit in Rep
CΓ
(H0,c) is closed. It fol-
lows that generic Aut
Γ
(CΓ)-orbits in Rep◦
CΓ
(H0,c) are closed, and the induced map π :
Rep◦
CΓ
(H0,c)/AutΓ(CΓ) = SpecC[Rep
◦
CΓ
(H0,c)]
Aut
Γ
(CΓ) −→ SpecZ0,c is a birational iso-
morphism. Thus, any element f ∈ C[Rep◦
CΓ
(H0,c)]
Aut
Γ
(CΓ) descends to a rational function
ψ on SpecZ0,c. Moreover, Theorem 1.7 implies that ψ is regular at any smooth point of
SpecZ0,c (and the complement of smooth points has codimension ≥ 2). Thus, ψ extends
to a regular function on the whole of SpecZ0,c, due to normality of the latter, see Lemma
3.5(i). Hence, ψ is represented by an element of Z0,c, i.e. there is z ∈ Z0,c such that the
functions f and π∗(z) coincide on an open dense subset of Rep◦
CΓ
(H0,c). Thus, f = π
∗(z)
on Rep◦
CΓ
(H0,c), and we are done. 
Given an associative algebra A, we write [A,A] for the C-vector subspace in A spanned
by the commutators: [a, b]a,b∈A . Here is a useful criterion for the smoothness of SpecZ0,c.
Proposition 3.8 For any c ∈ C, and a Zariski open affine subset U ⊂ SpecZ0,c, the
following conditions are equivalent:
(i) The dimension of any simple H
U
-module is ≥ |Γ|.
(ii) U is a smooth algebraic variety.
(iii) For any g ∈ Γ , g 6= 1, we have: g ∈ [H
U
,H
U
].
(iv) For any simple H
U
-module M , and any g ∈ Γ , g 6= 1, we have: Tr(g,M) = 0.
In particular, if any of the conditions (i), (iii) or (vi) holds for U = SpecZ0,c, then SpecZ0,c
is smooth.
We refer the reader to §16 for some applications of Proposition 3.8.
Remark. It will be clear from the proof of the Proposition that conditions (i)-(vi)
imply automatically that the restriction to Γ of any simple H
U
-module is isomorphic to
the regular representation of Γ. ♦
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Our proof of the Proposition will be based on the following important construction
that will also play a role later, in §11.
Let R̂ : CΓ× Rep◦
CΓ
(H0,c) −→ Rep◦
CΓ
(H0,c) be the trivial vector bundle on the variety
Rep◦
CΓ
(H0,c), viewed as an AutΓ(CΓ)-equivariant O-sheaf with geometric fiber CΓ (so that
the group Aut
Γ
(CΓ) acts simultaneously on both Rep◦
CΓ
(H0,c) and CΓ). There is a canonical
H0,c-module structure on R̂ defined as follows. A point ξ ∈ Rep◦
CΓ
(H0,c) is by definition
an algebra homomorphism ξ : H0,c → EndC(CΓ). We let H0,c act on R̂ξ ≃ CΓ, the fiber of
R̂ at ξ, via the homomorphism ξ. The H0,c-module structure on R̂ thus defined clearly
commutes with the Aut
Γ
(CΓ)-action.
Let PAut
Γ
(CΓ) = Aut
Γ
(CΓ)
/
C∗ be the quotient modulo the scalars. We have the
natural projection: Aut
Γ
(CΓ) ։ PAut
Γ
(CΓ), and the Aut
Γ
(CΓ)-action on Rep
CΓ
(H0,c)
(but not on CΓ) factors throught the group PAut
Γ
(CΓ). We define a canonical splitting:
PAut
Γ
(CΓ) →֒ Aut
Γ
(CΓ) of the natural projection by the requirement, that the image
of PAut
Γ
(CΓ) in Aut
Γ
(CΓ) acts trivially on the element e ∈ CΓ. This splitting makes it
possible to view the bundle: CΓ× Rep◦
CΓ
(H0,c)→ Rep◦
CΓ
(H0,c) as a PAutΓ(CΓ)-equivariant
H0,c-vector bundle.
Proof of Proposition 3.8: (i) =⇒ (ii) If all simple H
U
-modules have dimension ≥ |Γ|
then each point ξ ∈ Rep◦
CΓ
(H
U
) must represent a simple H
U
-module. Hence, the isotropy
group of ξ in Aut
Γ
(CΓ) reduces to scalars C∗ ⊂ Aut
Γ
(CΓ), by Schur lemma. Therefore,
PAut
Γ
(CΓ), a reductive group, acts freely on Rep◦
CΓ
(H
U
). Hence, all PAut
Γ
(CΓ)-orbits in
Rep◦
CΓ
(H
U
) are closed, and are exactly the fibers of the projection π
U
: SpecRep◦
CΓ
(H
U
)→
Spec
(
C[Rep◦
CΓ
(H
U
)]PAutΓ (CΓ)
)
. It follows that SpecRep◦
CΓ
(H
U
) is a principal PAut
Γ
(CΓ)-
bundle over Spec
(
C[Rep◦
CΓ
(H
U
)]PAutΓ(CΓ)
)
(in e´tale topology). Therefore, the PAut
Γ
(CΓ)-
equivariant vector bundle R̂
U
on Rep◦
CΓ
(H
U
) descends to a well-defined algebraic vector
bundle R˜U on Spec
(
C[Rep◦
CΓ
(HU )]
Aut
Γ
(CΓ)
)
. Moreover, the HU -module structure on R̂U
descends to an H
U
-module structure on R˜
U
.
Further, by Theorem 3.7(ii), we may (and will) identify Spec
(
C[Rep◦
CΓ
(H
U
)]AutΓ (CΓ)
)
with U , hence view R˜
U
as a locally free coherent sheaf on U . The (constant) section of
R̂
U
corresponding to the element e ∈ CΓ gives rise to a non-vanishing regular section
of R˜U , to be denoted e˜. Using the HU -action on R˜U , we define an HU -module map:
H
U
e −→ Γ(U, R˜) by the assignment: u·e 7→ u·e˜. This gives an H
U
-equivariant morphism
ǫ : R
U
→ R˜
U
of coherent sheaves on U . The morphism ǫ is clearly an isomorphism over
the generic point of U , hence is injective since the sheaf R
U
, being reflexive, is torsion
free. On the other hand, for any χ ∈ U , the induced map on the fibers: Rχ → R˜χ is a
non-zero map of H
U
-modules, hence is surjective, since R˜χ is a simple HU -module by our
hypothesis (i). Therefore, ǫ is an isomorphism, by Nakayama lemma. Thus, the sheaf R
U
is also locally free.
Recall that, according to a well known criterion, a finitely generated commutative
algebra A is smooth (i.e. the scheme SpecA is smooth) if and only if A has finite (global)
homological dimension. Thus, U is smooth if and only if ZU has finite (global) homological
dimension. On the other hand, since SV is smooth, the algebra gr(H0,c) ≃ SV#Γ, clearly
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has finite homological dimension. It follows that both the algebra H0,c and HU have finite
homological dimension. Further, by Theorem 1.7 we have: H
U
≃ End
Z
U
R
U
. It follows
that, if R
U
is a vector bundle, then the algebra H
U
is Morita equivalent to Z
U
. Hence the
algebras Z
U
and H
U
have equal global homological dimensions, and (ii) follows.
(ii) =⇒ (iii) Set Z = Z
U
. We know that H
U
≃ End
Z
R
U
, by Theorem 1.7. Note that
since any element of [End
Z
R
U
, End
Z
R
U
] acts by a trace zero operator in each fiber ofR
U
, we
have: Z∩ [End
Z
R
U
, End
Z
R
U
] = 0. Further, the algebra End
Z
R
U
being Morita equivalent to
Z, the imbedding: Z →֒ H
U
= End
Z
R
U
induces a bijection: Z = Z/[Z,Z] ∼−→ H
U
/[H
U
,H
U
].
It follows that there is a direct sum decomposition:
HU = ZU
⊕
[HU ,HU ].
Now fix g ∈ Γ , g 6= 1. Using the decomposition above we can write: g = z + u, where
z ∈ Z
U
, and u ∈ [H
U
,H
U
]. Since the trace of g in the regular representation vanishes, the
element g = z + u acts by a trace zero operator in each fiber of R
U
, by Theorem 1.7(vi).
It follows that z=0. Thus, g = u ∈ [H
U
,H
U
].
The implication (iii) =⇒ (iv) is clear.
(iv) =⇒ (i)
Assume that for any g ∈ Γ , g 6= 1, the action of g in any simple (in particular,
finite-dimensional) H
U
-module M has vanishing trace: Tr(g,M) = 0. It follows from
representation theory of finite groups that the restriction of any simple H
U
-module M to
Γ is isomorphic to a multiple of the regular representation of Γ. 
Remark. There is an alternative proof of the Morita equivalence in the implication
(i) =⇒ (ii) of the Proposition above, based on a general result of M. Artin (1968) which
in the special situation we need reads:
Let A be a C-algebra with center Z, finitely generated as a Z-module, and such that:
• Z has no zero divisors;
• A injects into A⊗
Z
Q(Z), where Q(Z) is the field of fractions of Z;
• Any irreducible A-module has dimension N ;
• A⊗
Z
Q(Z) = Mat
N
(
Q(Z)
)
.
Then A is Morita equivalent to Z. 
The proof of this result makes a nontrivial use of the theory of polynomial identities. ♦
Proof of part (ii) of theorem 1.8: The first claim of part (ii) is just Lemma 3.5(i).
To proceed further, fix c ∈ C such that Spec (eH0,ce) is smooth. The family of non-
commutative associative algebras {Ht,c}t∈C may be viewed as a single C[t]-algebra, which
is a polynomial deformation of the algebra H0,c. Let Hˆt,c denote the t-adic completion of
that C[t]-algebra, a formal flat deformation of H0,c. Thus, eHˆt,ce is a formal flat deforma-
tion of eH0,ce. Recall that this deformation gives a Poisson algebra structure on eH0,ce.
Since Spec (eH0,ce) is smooth, hence a symplectic manifold, we may apply the results of
Appendix D to that deformation.
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Write K = C((t)) for the field of formal Laurent series, and let HK := K⊗̂C[[t]]Hˆt,c be
the K-algebra obtained from Hˆt,c by localizing at t. Thus, Lemma 15.7 and Proposition
15.2 applied to the algebra A = eHˆt,ce yield a graded K-algebra isomorphism:
HH•(eH
K
e) ≃ K ⊗
C
H•
(
Spec (eH0,ce)
)
. (3.9)
Theorem 1.7 and Proposition 15.8 imply that the K-algebra eHKe is Morita equivalent
to HK . Hence these two algebras have canonically isomorphic Hochschild cohomology.
Thus, part (i) of Theorem 1.8 and isomorphism (3.9) yield the following chain of K-algebra
isomorphisms, that completes the proof of part (ii) of Theorem 1.8
K ⊗
C
grF• ZΓ
∼−→ HH•(HK) ≃ HH•(eHKe) ≃ K⊗C H•
(
Spec (eH0,ce)
)
. 
Let Γ ⊂ Sp(V ) be any finite group, and Γ◦ ⊂ Γ the subgroup generated by all symplec-
tic reflections in Γ. Write H
◦
t,c for the symplectic reflection algebra constructed out of V
and Γ◦ (instead of Γ), i.e., H
◦
t,c ⊂ Ht,c is the subalgebra generated by V and Γ◦. Then Γ◦ is
a normal subgroup of Γ, and the algebra Ht,c is an ‘extension’ of H
◦
t,c by Γ/Γ
◦. Specifically,
we have: Ht,c ≃ H◦t,c#Γ◦Γ . Here, for any normal subgroup H ✁ Γ and any Γ-algebra A
containing CH, we write A#
H
Γ for the vector space A
⊗
CH
CΓ equipped with the natural
algebra structure. Thus, understanding general symplectic reflection algebras reduces to
understanding those associated with groups Γ generated by symplectic reflections.
Verbitsky has shown in [Ve] that a necessary condition for the existence of a smooth
symplectic resolution of singularities p : V̂/Γ ։ V/Γ is that the group Γ is generated
by symplectic reflections. We have an analogue of that result for varieties SpecZ0,c.
Specifically, given any finite group Γ ⊂ Sp(V ), fix c ∈ C and let H0,c be the corresponding
symplectic reflection algebra. Let Γ◦ ⊂ Γ be the subgroup generated by those symplectic
reflections s ∈ S for which cs 6= 0.
Proposition 3.10 If SpecZ0,c is smooth then Γ
◦ = Γ.
Proof. It is clear that Γ◦ is a normal subgroup in Γ. Set K = Γ/Γ◦. Let H
◦
0,c be the
symplectic reflection algebra corresponding to the group Γ◦ (as opposed to Γ). As we have
mentioned above the algebra H0,c is an extension of H
◦
0,c by K, and in particular it is a
free H
◦
0,c-module (both left and right) of rank |K|.
Let Z
◦
0,c be the center of H
◦
0,c. Then K acts on Z
◦
0,c by conjugation, and Z0,c =
(
Z
◦
0,c
)K
.
So if Mc and M◦c denote the spectra of these algebras then Mc =M◦c/K.
We have assumed that Mc = SpecZ0,c is smooth. We claim that in this case M◦c
is smooth also. Indeed, by Proposition 3.8, every finite dimensional H0,c-module is of
dimension at least |Γ|. If there were a finite dimensional H◦0,c-module of dimension < |Γ◦|,
one could induce from H
◦
0,c to H0,c, and get a contradiction. Thus, all simple H
◦
0,c-modules
are of dimension ≥ |Γ◦|, hence by the same proposition we have M◦c is smooth. We claim
that K acts freely on M◦c . Indeed, assume for some γ ∈ K , γ 6= 1, the fixed point set
(M◦c)γ is not empty. Let m ∈ (M◦c)γ be a smooth point, and write K ′ ⊂ K for the
finite group generated by γ. The group K ′ acts linearly on Tm(M◦c), the tangent space at
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m. We observe that, by Chevalley theorem, the orbifold Tm(M◦c)
/
K ′ can not be smooth,
since the group K ′ acts on Tm(M◦c) by symplectic automorphisms, hence is not generated
by (ordinary) reflections. It follows that m projects to a singular point of Mc =M◦c/K.
But since Mc has been shown to be smooth, it follows that K acts freely on M◦c .
Let ZΓ◦ be the center of the group algebra CΓ◦. By Theorem 1.8, the cohomology of
M◦c is isomorphic, as a graded space, to gr(ZΓ◦). Moreover, it is clear from the proof of
this theorem that this isomorphism can be chosen to be K-equivariant.
Now let g be a nontrivial element of K. By the Lefschetz fixed point formula for g, an
automorphism of finite order, we have Tr
(
g, H∗(M◦c)
)
= 0. On the other hand,
Tr
(
g, H∗(M◦c)
)
= Tr
(
g, gr(ZΓ◦)
)
= Tr
(
g, ZΓ◦
)
,
where the rightmost term equals the number of conjugacy classes in Γ◦, hence, is > 0. The
contradiction implies that g does not exist. Thus, the group K is trivial, and Γ◦ = Γ. 
4 The rational Cherednik algebra
Let h be a finite dimensional complex vector space with a nondegenerate inner product,
and W a finite group of orthogonal transformations of h generated by reflections. For
any reflection s ∈ W , fix a nonzero linear function αs ∈ h∗ uniquely determined, up to
a nonzero scalar factor, by the condition: s(αs) = −αs. We choose the scalar factors
in such a way that the function: s 7→ α2s is W -invariant. Write R for the collection of
linear functions {±αs}s=reflection in W . For α ∈ R ⊂ h∗, we let sα denote the corresponding
reflection s, and set α∨ := 2 (α,−)(α,α) ∈ h (we note that (α,α) 6= 0 since C · α and α⊥ are
eigenspaces of s with different eigenvalues, and therefore have zero intersection). A point
x ∈ h is called regular if, for all α ∈ R, we have: α(x) 6= 0.
From now on, we fix a complex-valued W -invariant function c : R → C, α 7→ cα, and
t ∈ C. Define a rational Cherednik algebra with parameters (t, c) to be the symplectic
reflection algebra corresponding to the W -diagonal action on h ⊕ h∗. Explicitly, it is an
associative C-algebra Ht,c generated by the spaces h, h∗, and the group W , with defining
relations (1.15).
Example: Sn-case. In the special case of the root system R = An−1 in the vector
space h = Cn (not in Cn−1) we have: W = Sn. Use the standard coordinates on Cn to
write C[h] = C[x1, . . . , xn] and C[h∗] = C[y1, . . . , yn]. Recall that, in the An−1-case, all
roots are W -conjugate and the function c : R→ C reduces to a constant; we will assume
that c = 1, and will view the parameter κ = (t, 1) as a point of P1. Thus, the case t = 0
corresponds to the point κ =∞.
Write sij ∈ Sn for the transposition: i←→ j. The algebra Ht = Ht,1(Sn) has generators
x1, ..., xn, y1, ..., yn and the group Sn, with the following defining relations, which are a
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specialization of 1.15:
sij · xi = xj · sij , sij · yi = yj · sij , ∀i, j ∈ {1, 2, . . . , n} , i 6= j
[yi, xj ] = sij , [xi, xj ] = 0 = [yi, yj] , ∀i, j ∈ {1, 2, . . . , n} , i 6= j
[yk, xk] = t · 1−
∑
i 6=k sik .
(4.1)
The relations (4.1) have an intriguing ‘hidden’ symmetry. Specifically, for each i =
1, 2, . . . , n, put: zi = xi · yi −
∑
j<i sij ∈ Ht. Let H be the degenerate affine Hecke
algebra of type An−1. Recall that the latter algebra contains CSn and C[u1, . . . , un] as
subalgebras, subject to certain commutation relations, defined e.g. in [Dr2]. Given any
non-zero triple (a, b, c) ∈ C3, we consider an assignment:
̟
a,b,c
: ui 7→ axi + byi + czi , i = 1, 2, . . . , n , and w 7→ w , ∀w ∈ Sn . (4.2)
The Proposition below is verified by a straightforward calculation (Alternatively, one
may observe that in the faithful representation Θ˜t,c, see Proposition 4.5 below, the zi’s
go, after a change of variable, to ‘trigonometric’ Dunkl operators. The latter are known
to commute with each other by Cherednik). We do not know if this Proposition has a
generalization to root systems other than An−1.
Proposition 4.3 (i) The elements: {axi + byi + czi}i=1,2,... ,n commute in Ht, for any
triple (a, b, c) ∈ C3 r {(0, 0, 0)}.
(ii) For any c 6= 0, the assignment (4.2) extends to an algebra imbedding ̟
a,b,c
: H →֒
Ht. For c = 0 (and any (a, b) 6= (0, 0)), the map ̟a,b,c degenerates to an algebra imbedding
̟
a,b,0
: C[u1, . . . , un]#Sn →֒ Ht. 
We now return to Cherednik algebras associated to a general root system. Theorem
1.3 yields another useful version of the PBW-theorem for Cherednik algebras:
Corollary 4.4 For any κ ∈ C, multiplication in Hκ induces a vector space isomorphism:
C[h]⊗ C[h∗]⊗ CW ∼−→ Hκ. 
Representation via Dunkl operators. Regular points form a Zariski open subset
h
reg ⊂ h, and we write D(hreg ) for the algebra of algebraic differential operators on hreg .
Given κ = (t, c) ∈ C ⊕ C, to any y ∈ h one associates the following Dunkl operator
([D1,D2]):
Dy := t
∂
∂y
+
1
2
∑
α∈R
cα · 〈α, y〉
α
· (sα − 1) ∈ D(hreg )#W .
We recall the following well known result, due to Cherednik in the trigonometric case.
Proposition 4.5 For any κ = (t, c) ∈ C ⊕ C , t 6= 0, the assignment: w 7→ w , x 7→
x , y 7→ Dy , w ∈ W, x ∈ h∗ , y ∈ h, extends to an injective algebra homomorphism Θ˜t,c :
Ht,c →֒ D(hreg )#W .
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Proof. The construction of the homomorphism Θ˜t,c has the following conceptual inter-
pretation. Consider the Ht,c-module Ind
Ht,c
Sh#W1, induced from the trivial representation
of the subalgebra Sh#W ⊂ Ht,c. The underlying vector space of this module can be iden-
tified, by PBW-isomorphism 4.4, with C[h], the polynomial algebra. Writing explicitly the
action on polynomials of the generators of the algebra Ht,c yields the formulas for Θ˜t,c.
To prove injectivity of Θ˜t,c, equip the algebra Ht,c with an increasing filtration F•(Ht,c),
by placing both CW and h∗ in filtration degree zero, and h in filtration degree 1 (this
filtration is different from the canonical filtration on Ht,c introduced earlier). Clearly, for
any k ≥ 0, the homomorphism Θ˜t,c : Ht,c −→ D(hreg )#W takes elements of Fk(Ht,c)
into CW -valued differential operators on h
reg
of order ≤ k. Thus, there is a well-defined
associated graded map
gr
F
(Θ˜t,c) : grF(Ht,c) −→ gr
(D(hreg )#W ) ≃ C[hreg × h∗]#W .
Note that the explicit formula for the Dunkl operator shows that the image of gr
F
(Ht,c)
equals the subalgebra: C[h× h∗]#W ⊂ C[hreg × h∗]#W . We consider the composition:
C[h⊕ h∗]#W = H0,0 ∼−→ gr(Ht,c)
gr
F
(Θ˜t,c)−→ C[h× h∗]#W ⊂ C[hreg × h∗]#W .
It is clear that the composition above gives the identity map on C[h× h∗]#W . It follows
that the map gr
F
(Θ˜t,c), hence Θ˜t,c, is injective. Furthermore, we deduce that grF(Ht,c) ≃
C[h× h∗]#W . 
The definition of Dunkl operators as well as the Proposition above can be extended
easily to the case of any complex reflection group W , see [BMR]. In particular, we get the
following result, whose verification by (quite non-trivial) direct computations is first due
to Dunkl [D1],[D2] and Cherednik [Ch] in the Weyl group case, and in [BMR] in general
(for complex reflection groups).
Corollary 4.6 The Dunkl operators Dy , y ∈ h, commute with each other. 
Following Olshanetsky-Perelomov [OP], define the rational Calogero-Moser operator
with parameters κ = (t, c) ∈ C, to be the followingW -invariant differential operator on hreg :
Lκ(= Lt,c) = t
2 ·∆h− 1
2
∑
α∈R
cα(cα + t) · (α,α)
α2
(Calogero-Moser operator) .
From now on we fix c ∈ C, and set δc =
∏
α∈R α
cα/2. For t ∈ C, we consider the
modified homomorphism Θt,c :=
1
δc/t
◦ Θ˜t,c ◦ δc/t : Ht,c −→ D(hreg)#W, sending u ∈ Ht,c
to the operator: f 7→ 1δc/t · Θ˜t,c(u)(δc/t · f). Although δc/t is a multivalued function on
h, the homomorphism 1δc/t
◦ Θ˜c/t ◦ δc/t is well-defined on generators, hence, on the whole of
Hκ. Thus, Proposition 4.5 implies that Θt,c : Ht,c −→ D(hreg)#W is an injective algebra
homomorphism. The restriction of Θt,c to the spherical subalgebra gives an algebra
homomorphism
Θspherκ : eHκe −→ e
(D(hreg)#W )e = D(hreg)W , (4.7)
35
see (2.15). The map Θ
spher
κ clearly respects the filtrations on both sides. Furthermore, a
straighforward calculation yields: Θ
spher
κ (e·∆h) = Lκ, where ∆h ∈ ShW = C[h∗]W is the
quadratic Casimir, viewed as an element of C[h∗]W ⊂ Hκ (note that e·∆h = ∆h·e).
Let Ct,c be the centraliser of Lt,c in D(hreg )W− (= the algebra spanned by homogeneous
elements D ∈ D(hreg )W such that order(D) + degree(D) ≤ 0). Let Bt,c be the subalge-
bra in D(hreg )W generated by Ct,c and C[h]W ⊂ D(h)W , the subalgebra of W -invariant
polynomials.
Theorem 4.8 (i) For any fixed c ∈ C, and generic t 6= 0 (i.e. outside of a countable set),
we have: Im(Θ
spher
t,c ) = Bt,c.
(ii) If, for some (t, c) ∈ C ⊕ C, the image of Θsphert,c is contained in Bt,c then the
following maps are algebra isomorphisms
Θ
spher
t,c : eHt,ce
∼−→ Bt,c , and gr(Θsphert,c ) : gr(eHt,ce) ∼−→ gr(Bt,c) .
Proof: (i) For generic t, the algebra eHκe is generated, as an associative algebra, by
the subspaces: C[h]W ·e and C[h∗]W ·e. Indeed, this is known [LS1] to be true in the Weyl
algebra case: t = 1, c = 0, hence it is true for all t except a countable set.
On the other hand, the image of C[h]W ·e under the map Θsphert,c equals C[h]W . Also,
the results of Opdam (see [O],[Ki]) imply that the image of C[h∗]W ·e under this map is
the algebra Cκ. This implies (i).
(ii) In the proof of (i) we showed that Bκ is always contained in the image of Θsphert,c
Thus, under our assumptions, the image of Θ
spher
κ equals Bκ. We know that the map
gr(Θ
spher
κ ) is injective (it is independent on κ). Therefore, the map Θ
spher
κ is also injective.
We conclude that Θ
spher
κ : eHκe→ Bκ is an isomorphism.
It remains to show that gr(Θ
spher
κ ) : gr(eHκe)→ gr(Bκ) is an isomorphism. But this
is clear, since if f is any filtered map of Z+-graded spaces such that gr(f) is injective and
f is an isomorphism then gr(f) is also an isomorphism. We are done. 
Proposition 4.9 Suppose that W is a Weyl group with no factors of type E or F. Then
part (i) of Theorem 4.8, in particular, the conclusion of part (ii) , holds for all values of t.
Proof. We need to show that the image of Θ
spher
κ is contained in Bt,c. For this, it is
sufficient to prove that eHt,ce is generated, as an algebra, by the subalgebras C[h]W and
C[h∗]W . This follows from a stronger statement that gr(eHt,ce) = C[h⊕h∗]W is generated,
as a Poisson algebra, by the subalgebras C[h]W and C[h∗]W . But this is shown in [Wa] for
Weyl groups containing no factors of type E or F. 
We expect, but cannot show, that the same result holds for all finite reflection groups.
Relation of Hκ to the double-affine Hecke algebra. The algebra Hκ is a rational
version of the double-affine Hecke algebra. By this we mean that if W is the Weyl group
associated to a finite root system R, then Hκ is obtained from the double affine Hecke
algebra attached to W by a certain limiting procedure.
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To illustrate this, we will consider the special case of the root system of type A1. In
this case W = {1, s}. Thus, if t = 1 and c = cα, for the unique positive root α, then, the
algebra H1,c is generated by 3 elements: s, x, y, with defining relations
s2 = 1 , sx = −xs , sy = −ys , [y, x] = 1− 2c · s.
Let us show how the algebra H1,c is obtained from the double-affine Hecke algebra by
a limiting procedure. Let us consider the version of H1,c over C[c], which we will denote
in the same way. Recall that the double-affine Hecke algebra H is the C[q±1, τ±1]-algebra
with 3 generators: T,X, Y (where X,Y are invertible), and defining relations:
(T − τ)(T + τ−1) = 0 , TXT = X−1 , T−1Y T−1 = Y −1 , Y −1X−1Y XT 2 = q .
Define a completed double-affine Hecke algebra Ĥ to be a C[c][[h]]-algebra topologically
generated (in the h-adic topology) by s, x, y, with the same defining relations, for X = ehx,
Y = ehy, T = seh
2cs, q = eh
2
, τ = eh
2c. It is clear that Ĥ is a certain completion of H.
The proposition below says that the algebra Ĥ is a flat deformation of H1,c.
Proposition 4.10 The algebra Ĥ is flat over C[[h]], and Ĥ/h · Ĥ = H1,c.
Proof. The last statement is obtained directly from the relations: one shows that the
relations of Ĥ are deformations of the relations of H1,c. The flatness statement follows
from the fact, due to Cherednik, that the representation of H1,c by Dunkl operators can be
deformed to a faithful representation of Ĥ by q-difference analogs of Dunkl operators. 
A similar relation between Hκ and the double-affine Hecke algebra exists for any Weyl
group. The statement and proof of this fact is analogous to the sl2 case.
Fourier transform. There is an important algebra automorphism F : Hκ → Hκ, to be
called the Fourier transform. The automorphism F is a rational version of Cherednik’s
“difference Fourier transform” for double affine Hecke algebras. In particular, in the sl2-
case, it is the classical Fourier-Hankel transform, see [ChM].
Let (−,−) be the W -invariant bilinear form on h that has been fixed throughout. For
x ∈ h∗, let xˇ be the element of h such that x = (xˇ,−), and for y ∈ h, let yˇ = (y,−) be
the corresponding element of h∗. The Fourier transform on Hκ is defined to be an algebra
homomorphism F : Hκ → Hκ given on generators by the following assignment:
F : x 7→ xˇ , y 7→ −yˇ , w 7→ w, ∀x ∈ h∗ , y ∈ h , w ∈W.
It is clear that F extends to an automorphism of Hκ preserving the subalgebra eHκe. It
follows that (in cases when eHκe is isomorphic to Bκ, see Theorem 4.8 and Proposition
4.9) it also acts on Bκ, permuting C[h]W and Cκ. In particular, this is so for type An.
Homomorphism Θ0,c. We now fix c ∈ C , c 6= 0, and consider the limit of the map
Θt,c, see above (4.7), when t → 0. Let Dt(h) be the Weyl algebra of the vector space
h⊕ h∗ equipped with the standard symplectic form multiplied by the parameter t. Thus,
the algebra Dt(h) is generated by h and h∗, so that elements of h commute, elements of
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h∗ commute, and we have: [y, x] = t · 〈x, y〉, ∀x ∈ h∗, y ∈ h. Let Dt(hreg) be the localized
algebra obtained by inverting the Weyl denominator δx ∈ C[h] ⊂ Dt(h). For t 6= 0, the
assignment: y 7→ t∂y , x 7→ x gives an algebra isomorphism φt : Dt(hreg) ∼−→ D(hreg). For
t 6= 0, the composite map Θ♯t,c = (φt)−1 ◦Θt,c : Ht,c −→ Dt(h
reg
)#W is the identity map
on W , and is given on generators: x ∈ h∗ , y ∈ h, by the following formulas:
x 7→ x , y 7→ 1
δc/t
· y · δc/t +
1
2
∑
α∈R
cα · 〈α, y〉
α
(sα − 1) = y + 1
2
∑
α∈R
cα · 〈α, y〉
α
sα .
Since the formulas above do not involve the parameter t, the homomorphism Θ♯t,c makes
sense for t = 0, and we set Θ0,c := Θ
♯
0,c.
In the case t = 0 we have: Dt(hreg) = C[hreg × h∗], a commutative algebra. Copying
the proof of theorem 4.8 one obtains:
Proposition 4.11 The map Θ0,c : H0,c −→ C[hreg × h∗]#W is an injective algebra
homomorphism. 
Write: p 7→ |p|2 for the quadratic polynomial on h∗ corresponding to the squared norm
relative to the invariant form. View it as an element of C[h
reg ×h∗] constant along the first
factor, and view α ∈ R as a function on hreg × h∗ constant along the second factor.
Definition 4.12 ([OP]) The function L0,c : (x, p) 7→ |p|2− 12
∑
α∈R
cα(cα+1)
α(x)2 , on h
reg×h∗,
is called the (classical) Calogero-Moser hamiltonian.
A straightforward calculation yields: Θ
spher
0,c (e · |p|2) = L0,c, where |p|2 denotes the
element of H0,c corresponding to the polynomial: p 7→ |p|2, viewed as an element of
C[h∗]W ⊂ H0,c.
Further, the standard symplectic structure on T ∗(h
reg
) = h
reg × h∗ makes C[hreg × h∗] a
Poisson algebra. We have: L0,c ∈ C[hreg×h∗]W . Let C[hreg×h∗]W− denote the algebra spanned
by bi-homogeneous functions P ∈ C[hreg×h∗]W such that total degree(P )+p-degree(P ) ≤ 0.
Let C0,c denote the centralizer in C[hreg×h∗]W− of the Calogero-Moser hamiltonian L0,c with
respect to the Poisson bracket, and let B0,c denote the Poisson subalgebra of C[hreg × h∗]W
generated by C0,c and the algebra C[h∗]W . On the other hand, recall that the spherical
subalgebra eH0,ce has a natural Poisson algebra structure defined using the deformation
construction of §15.
Proposition 4.13 If W is a Weyl group which has no factors of type E or F, then the
map Θ0,c induces a Poisson algebra isomorphism Θ
spher
0,c : eH0,ce
∼−→ B0,c. Moreover, the
associated graded map gr(Θ
spher
0,c ) : gr(eH0,ce)
∼−→ gr(B0,c) is also bijective.
Proof. Since Θ
spher
0,c is the specialisation at t = 0 of the family of associative algebra
homomorphisms {Θsphert,c }t6=0, general ‘deformation formalism’ implies that Θspher0,c is a
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homomorphism of Poisson algebras. The rest of the argument is identical to that in the
proof of Theorem 4.8 and Proposition 4.9. 
Since gr(Z0,c) = Z0,0 is a finitely generated algebra without zero divisors, it follows
that Z0,c is a finitely generated algebra without zero divisors as well. Therefore, it defines
an irreducible affine algebraic variety SpecZ0,c of dimension equal to dimV . This variety
has a canonical Poisson structure. Thus, SpecZ0,c is a Poisson deformation of the Poisson
variety V ∗/W , cf. also §17. We propose the following
Definition 4.14 The Poisson variety SpecZ(H0,c) is called the Calogero-Moser space as-
sociated to W , and the parameter c ∈ C.
The variety SpecZ(H0,c) may be regarded as the “correct” completion of the phase
space for the classical Calogero-Moser system acssociated to the Weyl group W. We have
shown that SpecZ(H0,c) is an irreducible Gorenstein normal variety. The problem of
smoothness of SpecZ(H0,c) will be considered, in a few special cases, in Appendix E.
We now study the center of the algebra H0,c in some detail.
Proposition 4.15 For an arbitrary finite complex reflection group W , we have:
(i) The subalgebras C[h∗]W ⊂ H0,c and C[h]W ⊂ H0,c are both contained in Z0,c.
(ii) The algebra Z0,c is a free C[h]W ⊗ C[h∗]W -module of rank |W |.
Proof. The inclusion: C[h∗]W ⊂ Z0,c follows from the injectivity of Θ0,c and the fact
that, for f ∈ C[h∗]W , we have Θ0,c(f) ∈ C[hreg ]W , which is obviously in the center of
C[h
reg × h∗]#W . The inclusion: C[h]W ⊂ Z0,c follows from the previous one by applying
the Fourier automorphism F. Thus, we have shown that: C[h]W ⊗ C[h∗]W ⊂ Z0,c.
Further, C[h ⊕ h∗] is a free module over its subalgebra C[h]W ⊗ C[h∗]W ⊂ C[h ⊕ h∗],
by the Chevalley theorem. Moreover, one has a W ×W -module isomorphism:
C[h⊕ h∗] ≃ C[W ×W ]
⊗(
C[h]W ⊗ C[h∗]W ) .
Taking the invariants with respect to the diagonal subgroup W ⊂ W ×W shows that
C[h⊕ h∗]W is a free C[h]W ⊗ C[h∗]W -module of rank |W |. Part (ii) now follows from the
isomorphism gr(Z0,c)
∼−→ C[h⊕ h∗]W of Theorem 3.3. 
The imbedding: C[h]W ⊗ C[h∗]W →֒ Z0,c of Proposition 4.15 gives rise to a finite
surjective map Υ : SpecZ0,c ։ h/W × h∗/W, of degree |W |. Let |W/Ad | denote the
number of conjugacy classes in the finite complex reflection group W .
Proposition 4.16 If SpecZ0,c is smooth, then the fiber Υ
−1(0) ⊂ SpecZ0,c consists of
|W/Ad | points.
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Proof. The C∗-action on h⊕ h∗ given by the assignment C∗ ∋ λ : y⊕x 7→ λ·y⊕λ−1·x
extends to a C∗-action on Ht,c by algebra automorphisms keeping the group W pointwise
fixed (this is part of the SL2(C)-action on Ht,c considered in Corollary 5.3). The C∗-action
on H0,c induces an action on Z0,c, hence on SpecZ0,c.
Furthermore, the C∗-action on h ⊕ h∗ induces one on h/W × h∗/W , so that the map
Υ becomes C∗-equivariant. Observe that the point (0, 0) ∈ h/W × h∗/W is the only fixed
point of the C∗-action on h/W × h∗/W . It follows, since C∗ is connected and the fiber
Υ−1(0) is finite, that each point of Υ−1(0) is a C∗-fixed point, and these are the only fixed
points on SpecZ0,c.
Now, the Lefschetz fixed point formula for the C∗-action on SpecZ0,c yields: |Υ−1(0)| =
χ(SpecZ0,c), where χ(−) stands for the Euler characteristic. On the other hand, if
SpecZ0,c is smooth, then from Theorem 1.8 one finds: χ(SpecZ0,c) = |W/Ad |. The result
follows. 
Simple H0,c-modules correspoding to points of Υ
−1(0) may be called nilpotent, because
they are characterized by the property that all elements of both h ⊂ H0,c and h∗ ⊂ H0,c
act by nilpotent operators in them.
Remark. For any finite Coxeter group W , results similar to Theorem 1.5 are valid if
the symmetrizer e is replaced with the antisymmetrizer e− =
1
|W |
∑
w∈W (−1)ℓ(w) · w,
since there is an anti-involution of H0,c that acts trivially on h ⊕ h∗ and acts on W via:
w 7→ (−1)ℓ(w) · w; this anti-involution interchanges e and e−. ♦
Partial brackets. A slight generalization of the construction of the Poisson brackets on
commutative algebras eH0,ce and Z0,c (see §15) can be also applied to construct bilinear
pairings:
C[h]W × H0,c −→ H0,c and C[h∗]W × H0,c −→ H0,c , (P, u) 7→ {P, u} . (4.17)
To define these pairings, observe that, for any (t, c) ∈ C ⊕ C, one has a canonical algebra
imbedding ǫt,c : C[h]
W →֒ Ht,c and, moreover, the algebra ǫ0,c(C[h]W ) is central in H0,c.
Now, given an element u ∈ H0,c choose an algebraic family ut ∈ Ht,c such that u0,c = u.
For any z ∈ C[h]W define an element {z, u} ∈ H0,c to be the linear term in the expansion of
[ǫt,c(z), ut] = ǫt,c(z) ·ut−ut · ǫt,c(z) at t = 0. This term is independent of the choice of the
family ut ∈ Ht,c such that ut = u, since ǫ0,c(z) is a central element. For each z ∈ C[h]W ,
the assignment: u 7→ {z, u} gives a derivation of the algebra H0,c, which reduces, on Z0,c,
to the map given by taking the Poisson bracket (in Z0,c) with ǫ0,c(z).
A similar construction applies to the algebra C[h∗]W instead of C[h]W . The reader
should be warned that we have not constructed a ‘Poisson bracket’: Z0,c × H0,c → H0,c
since, for t 6= 0, there is no obvious family of vector space imbeddings ǫt,c : Z0,c →֒ Ht,c.
5 Automorphisms and derivations of the algebra Hκ.
Let (h,W,R) be as in §4. In [Ch2], Cherednik made an observation, equivalent to
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Proposition 5.1 Let f ∈ C[h]W . Then, for any t 6= 0, the assignment
w 7→ w , x 7→ x , y 7→ y − ∂f(x)
∂x
, x ∈ h∗ , w ∈W , y ∈ h
uniquely extends to an automorphism a
f
: Ht,c → Ht,c, acting trivially on CW ⊂ Ht,c. A
similar result holds for f ∈ C[h∗]W .
Proof. It is easy to see that, for any u ∈ D(hreg )#W , the operator e−f ◦u ◦ef is again
an element of D(hreg )#W . Thus, the assignment: u 7→ e−f ◦u ◦ef gives an automorphism
of the algebra D(hreg )#W . We transport this automorphism to Ht,c via the (faithful) rep-
resentation of Θt,c : Ht,c → D(hreg )#W by Dunkl operators. A straightforward calculation
shows that the transported automorphism is given, on generators, by the formulas of the
Proposition, and in particular, maps Im(Θt,c) to itself. The proposition is proved. 
Remark. The automorphism a
f
can be informally written as “Ad(ef )”, i.e. a
f
is, essen-
tially, an ”inner” automorphism induced by the element ef (which belongs to an appro-
priate completion of Ht,c). ♦
Corollary 5.2 The assignment of Proposition 5.1 uniquely extends to an automorphism
a
f
: H0,c → H0,c.
Proof. Since the relations (1.15) among the generators of the algebras Ht,c depend on
t in a continuous fashion, and the assignment of Proposition 5.1 is independent of the
parameter t, the result follows from Proposition 5.1 ‘by continuity’. 
Write xˇ, resp. yˇ, for the element of h corresponding to x ∈ h∗, resp. the element of
h∗ corresponding to y ∈ h, under the invariant form (−,−) on h. The following result is
immediate.
Corollary 5.3 The assignment: x→ ax+ byˇ , y → cxˇ+ dy , (ad− bc = 1), extends
to an SL2(C)-action on each algebra Hκ , κ ∈ C, by algebra automorphisms. 
The above results can be applied to study derivations of the algebra Hκ, viewed as
‘infinitesimal’ automorphisms of Hκ. Fix f ∈ C[h]W , and consider the one-parameter
group: τ 7→ a
τ ·f
, τ ∈ C, of automorphisms of the algebra Hκ. Taking the derivative of
this family at τ = 0 we conclude that the map θ
f
:=
da
τ ·f
dτ
∣∣
τ=0
: Hκ → Hκ is a derivation.
Formulas of Proposition 5.1 yield:
θ
f
: w 7→ 0 , x 7→ 0 , y 7→ −∂f(x)
∂x
, x ∈ h∗ , w ∈W , y ∈ h . (5.4)
Note that, if κ = (t, c) where t 6= 0, we have: θ
f
= adf , i.e., θ
f
is an inner derivation.
For κ = (0, c), the derivation θ
f
is not inner. It is clearly obtained from a family of inner
derivations on the family of algebras Ht,c , t 6= 0, by a ”limiting procedure” as t → 0.
This argument yields the following expression for θ
f
in terms of the ‘partial bracket’
{−,−} : C[h]W × H0,c → H0,c, see (4.17).
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Proposition 5.5 For any f ∈ C[h]W , resp. f ∈ C[h∗]W , in H0,c one has: θf (u) =
{f, u} , ∀u ∈ H0,c . 
The gln-case. From now until the end of this section, let R be the root system of type
An−1 in the vector space h = Cn (not in Cn−1). Write x1, . . . , xn, for the standard
coordinates on h = Cn, and y1, . . . , yn, for the dual coordinates on h∗. We introduce the
following ”power sum” elements:
ψℓ =
∑n
i=1
xℓi ∈ C[h∗]W and φℓ =
∑n
i=1
yℓi ∈ C[h]W , ℓ ≥ 0. (5.6)
Let H∞ = H0,c(Sn) , c 6= 0, be the rational Cherednik algebra of type An−1, see (4.1). We
may view ψℓ, φℓ as elements of Z∞, the center of H∞. Then, an easy calculation yields:
θ
ψk
(φl) = −k ·
∑
p+q=l−1
∑n
i=1
ypi x
k−1
i y
q
i .
Using skew-symmetry of the Poisson bracket on Z∞, we obtain, as a corollary, the following
a priori non-obvious result
Corollary 5.7 The element {ψk, φl} ∈ Z∞ is given by either of the following two expres-
sions:
{φl, ψk} = k ·
∑
p+q=l−1
∑n
i=1
ypi x
k−1
i y
q
i = l ·
∑
p+q=k−1
∑n
i=1
xpi y
l−1
i x
q
i . 
We do not know how to check Corollary 5.7 by a direct computation.
Let C〈x, y〉 be the free associative algebra on two generators. Let F be either an
automorphism or a derivation of the algebra C〈x, y〉. It is clear that F is uniquely deter-
mined by two non-commutative polynomials: F (x) =: PF (x, y) and F (y) =: QF (x, y). In
particular, for each integer ℓ ≥ 0, we define two one-parameter groups of automorphisms
aτ,ℓ , bτ,ℓ, (τ ∈ C), resp. two derivations αℓ , βℓ, of the algebra C〈x, y〉 by the following
assignments:
aτ,ℓ(x) = x+ τy
ℓ , aτ,ℓ(y) = y, and bτ,ℓ(x) = x , bτ,ℓ(y) = y + τx
ℓ, resp.
αℓ(x) = y
ℓ , αℓ(y) = 0, and βℓ(x) = 0 , βℓ(y) = x
ℓ , ℓ = 0, 1, . . . .
(5.8)
Definition 5.9 Let G denote the group of the automorphisms of C〈x, y〉 generated by the
set {aτ,ℓ, bτ,ℓ}ℓ≥0, and let L denote the Lie algebra of all derivations of C〈x, y〉 generated
by the set {αℓ, βℓ}ℓ≥0.
Remark. Write AutωC〈x, y〉, resp. DerωC〈x, y〉, for the group of all automorphisms
F : C〈x, y〉 → C〈x, y〉 such that F (xy − yx) = xy − yx , resp. for the Lie algebra
of all derivations f : C〈x, y〉 → C〈x, y〉 such that f(xy − yx) = 0 . It is clear that
G ⊂ AutωC〈x, y〉, and it is known, see [ML], that in effect G = AutωC〈x, y〉. Similarly, one
has: L ⊂ DerωC〈x, y〉. Yet, this latter inclusion is not an equality, cf. Question 17.10. ♦
Write Aut
W
(Hκ) for the group of automorphisms a : Hκ → Hκ that restrict to the
identity on CW ⊂ Hκ. Similarly, let DerW (Hκ) denote the Lie algebra of all derivations
γ : Hκ → Hκ such that γ(CW ) = 0.
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Theorem 5.10 Let κ ∈ P1 and Hκ = Hκ(Sn). For any F ∈ G, resp. F ∈ L, the assign-
ment:
xi 7→ PF (xi, yi) and yi 7→ QF (xi, yi) , i = 1, . . . , n,
extends uniquely to an algebra automorphism a
F
: Hκ → Hκ, resp. a derivation γF :
Hκ → Hκ. The map: F 7→ aF , resp. F 7→ γF , thus defined gives a group homomorphism:
G→ Aut
W
(Hκ), resp., a Lie algebra homomorphism: L→ DerW (Hκ).
Proof. The proofs of the ‘group’ and ‘Lie algebra’ parts are completely analogous, so
we prove only the Lie algebra part.
Formula (5.4) applied to the element f = ψℓ+1, resp. f = φℓ+1, see (5.6), yields readily
γ
ψℓ+1
(yi) = −(ℓ+ 1) · xℓi and γφℓ+1 (xi) = 0 , ∀i = 1, . . . , n .
It follows that, for F = αℓ ∈ L, the assignment of the Theorem gives indeed a well-defined
derivation γ
F
∈ Der
W
(Hκ). Similarly, applying formula (5.4) to f = −φℓ+1 shows that,
for F = βℓ ∈ L, the assignment of the Theorem gives indeed a well-defined derivation
γF ∈ DerW (Hκ).
It is clear now that, if F1, F2 ∈ L are such that the assignments γF1 and γF2 of the
Theorem extend to derivations of Hκ, then [γF1 , γF2 ] is a derivation of Hκ again, and one
has:
[γ
F1
, γ
F2
] : xi 7→ P[F1,F2](xi, yi) and yi 7→ Q[F1,F2](xi, yi) , i = 1, . . . , n.
Thus, we get: [γF1 , γF2 ] = γ[F1,F2] . This completes the proof. 
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PART 2. HARISH-CHANDRA HOMOMORPHISMS
6 The radial part construction
We begin with the following generalization of the classical construction of ‘radial part’ of
an invariant differential operator.
Given a smooth complex algebraic variety X, let D(X) denote the algebra of regular
differential operators on X. Further, given a (possibly infinite dimensional) C-vector space
A, we write D(X,A) := A⊗D(X) for the vector space of A-valued regular differential
operators. IfA is an associative C-algebra, the spaceD(X,A) acquires a natural associative
algebra structure, the tensor product of that on A and on D(X).
Let G be a connected reductive algebraic group over C with Lie algebra g, and T ⊂ G a
maximal torus. Let g
rs ⊂ g be the subset of semisimple regular elements. Let h ⊂ g be the
Cartan subalgebra corresponding to T , and write h
reg
= h∩ grs for the Zariski open subset
formed by the regular elements of h, i.e. for the complement of the root hyperplanes. Let
Ug denote the enveloping algebra of the Lie algebra g, and (Ug)ad h denote the centralizer
of h in Ug. Then (Ug)ad h ·h is a two-sided ideal in the algebra (Ug)ad h, and we set
(Ug)h = (Ug)ad h/(Ug)ad h·h. The action of the Weyl group W on h preserves the subset
h
reg
, hence induces a W -action on D(hreg) and on (Ug)h. Let D
(
h
reg
, (Ug)h
)W
denote the
subalgebra of W -invariants in the algebra D(hreg , (Ug)h) = (Ug)h ⊗
C
D(hreg).
Given a g-module V , let V〈0〉 := V h denote its zero weight subspace. It is clear that
V〈0〉 is an (Ug)ad h-stable subspace, and the action of (Ug)ad h on V〈0〉 factors through
(Ug)h. Thus, the space V〈0〉 has a natural (Ug)h-module structure, and the space V〈0〉 ⊗
C[h
reg
] has a natural D(hreg , (Ug)h)-module structure.
Proposition 6.1 There exists a canonical algebra isomorphism
Ψ˜ : D(grs )G ∼−→ D(hreg , (Ug)h)W ,
such that, for any f ∈ (V ⊗ C[grs ])g and L ∈ D(grs )g, one has: (Lf)|hreg = Ψ˜(L)(f |hreg ).
Proof. The map p : G/T × hreg W−→ grs , (g, h) 7→ Ad g(h), gives the standard Galois
covering of g
rs
with the Galois group W , the Weyl group, see e.g. [CG]. By the properties
of Galois covering, the pull-back via p identifies the algebra D(grs ) with D(G/T × hreg )W ,
the algebra of W -invariant differential operators on G/T × hreg . Now, the group G acts on
G/T×hreg by means of left translations on the first factor G/T . The map p intertwines this
G-action with the AdG-action on g
rs
. It follows that pull-back via p induces an algebra
isomorphism: D(grs )G ∼−→ D(G/T × hreg )G×W (note that the actions of G and W on
G/T × hreg commute).
In general, one has: D(G/T × hreg ) = D(G/T ) ⊗ D(hreg ), hence, D(G/T × hreg )G =
D(G/T )G⊗D(hreg ), since the group G acts trivially on hreg . We now recall the well-known
isomorphism: D(G/T )G ≃ (Ug)h, see e.g. [He]. Thus, we obtain:
D(grs )G ∼−→ D(G/T × hreg )G×W ≃ ((Ug)h⊗D(hreg ))W = D(hreg , (Ug)h)W . 
The ‘universal’ Harish-Chandra homomorphism. Following the classical construc-
tion of Harish-Chandra, we will use not the radial part homomorphism Ψ˜ but its mod-
ification, obtained by conjugating Ψ˜ by the Weyl denominator. Namely, choose the set
R+ ⊂ R of positive roots, and let δ =
∏
α∈R+
α denote the product of positive roots.
For any L ∈ D(grs )G, put Ψ(L) := δ ◦ Ψ˜(L) ◦ δ−1 ∈ D(hreg , (Ug)h)W , that is, for any
f ∈ C[hreg , (Ug)h], we have Ψ(L) : f 7→ δ−1 · Ψ˜(L)(δ · f). This definition does not depend
on the choice of the set of positive roots.
Let {eα}α∈R , denote root vectors from a Weyl basis of the Lie algebra g, normalized
so that (eα, e−α) = 1.
Proposition 6.2 The image of the Laplacian ∆g ∈ D(g)G under the universal Harish-
Chandra homomorphism Ψ is given by the formula:
Ψ(∆g ) = ∆h −
∑
α∈R
eα · e−α
α2
(Spin-Calogero-Moser operator) . (6.3)
Proof. For x ∈ g, write ∂∂x for the operator of directional derivative along x, abusing
the notation put ex = exp(x) ∈ G. We have: ∆g = ∆h+
∑
α
∂2
∂e−α·∂eα
.
Let V be a finite dimensional g-module, and f a g-equivariant V -valued regular function
on a neighborhood of h
reg
in g
rs
. Fix h ∈ hreg , and s ∈ C. For t ∈ C, we have
et·eα
(
f(h+s ·e−α)
)
= f
(
Ad (et·eα)(h+s ·e−α)
)
= f
(
h+s ·e−α− tα(h) ·eα+st ·hα+O(t2)
)
.
Differentiating this equation with respect to t, at t = 0 we find
eα
(
f(h+ s · e−α)
)
= −α(h) · ∂f
∂eα
(h+ s · e−α) + s · ∂f
∂hα
(h+ s · e−α).
We rewrite the latter equation as follows
∂f
∂eα
(h+ s · e−α) = s
α(h)
· ∂f
∂hα
(h+ s · e−α)− 1
α(h)
· eα
(
f(h+ s · e−α)
)
. (6.4)
Differentiating equation (6.4) with respect to s at s = 0, and using equation (6.4) for the
root −α, we obtain
∂2f
∂e−α∂eα
=
1
α
· ∂f
∂hα
− 1
α2
· eαe−αf .
Thus, we find that
Ψ˜(∆g ) = ∆h +
∑
α∈R
1
α
· ∂
∂hα
−
∑
α∈R
eα · e−α
α2
, (6.5)
Conjugating this equation by δ kills the first order term in (6.5), and we are done. 
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Now fix a Ug-module V . As has been explained above, the zero-weight space V〈0〉 = V h
is (Ug)ad h-stable, and is in effect an (Ug)h = (Ug)ad h/(Ug)ad h · h-module. This way one
gets an algebra homomorphism χ : (Ug)h → EndCV〈0〉. The composite homomorphism:
ΨV : D(g)g Ψ−→ D
(
h
reg
, (Ug)h
)W χ−→ D(hreg , End
C
V〈0〉)W . (6.6)
will be referred to as the Harish-Chandra homomorphism associated to V .
In the case of a finite-dimensional representation V , the construction of the homo-
morphism ΨV can be equivalently described as follows. We start with the natural D(g)g-
action on C[grs ]. The D(g)g-action clearly commutes with the ad g-action on C[grs ], hence
preserves each ad g-isotypic component of C[grs ]. This gives, for any finite-dimensional
g-module V , a D(g)g-module structure on the vector space Homg
(
V ∗ , C[grs ]
)
. The space
C[grs ] has, by Frobenius reciprocity, see Kostant [Ko1], the following decomposition into
ad g-isotypic components:
C[g
rs
] =
⊕
finite-dimensional simple g-modules V
V ∗ ⊗ V〈0〉 ⊗ C[grs ]g
Therefore, we find:
Homg
(
V ∗ , C[g
rs
]
) ≃ V〈0〉 ⊗ C[grs ]g ≃ V〈0〉 ⊗ C[hreg ]W .
Thus, one obtains a D(g)g-action on V〈0〉 ⊗ C[hreg ]W . It is easy to see that, for any L ∈
D(g)g, the action of L arising in this way is given by a certain End
C
V〈0〉-valued differential
operator on Spec
(
C[hreg ]W
)
= h
reg
/W . But since the projection π : h
reg
։ h
reg
/W is
e´tale, the pull-back via π gives a differential operator Ψ˜V (L) ∈ D(hreg , EndCV〈0〉). Then
one can define ΨV (L) by ΨV (L) = δ ◦ Ψ˜V (L) ◦ δ−1. We leave it to the reader to check
that the map: L 7→ ΨV (L) thus defined is nothing but the one given by formula (6.6).
‘The’ Harish-Chandra homomorphism. Let Φ : D(g)g → D(hreg)W denote the
Harish-Chandra homomorphism associated to the trivial 1-dimensional g-module C. It
is easy to see that the following definition agrees with the classical notion of the Harish-
Chandra homomorphism:
Definition 6.7 The map Φ is called ‘the’ Harish-Chandra homomorphism.
By a fundamental result of Harish-Chandra, [HC], the image of Φ consists of regular
differential operators on the whole of h. This is not true for Harish-Chandra homomor-
phisms associated to nontrivial g-modules V .
Recently, thanks to Wallach, and Levasseur-Stafford, the results of Harish-Chandra
have been strengthened as follows. Let ad : g →֒ D(g) denote the Lie algebra map
sending x ∈ g to the vector field adx on g. Form the left ideal D(g) · ad g ⊂ D(g),
generated by the image of the map ad, and set Iad :=
(D(g) · ad g) ∩ D(g)g . It is clear
that Iad is a two-sided ideal in D(g)g; moreover, the Harish-Chandra homomomorphism
Φ vanishes on Iad, hence descends to a map Φ : D(g)g/Iad → D(h)W . The theorem below
summarizes the results of Wallach [Wa], and Levasseur-Stafford [LS1, LS2].
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Theorem 6.8 The map Φ : D(g)g/Iad ∼−→ D(h)W is an algebra isomorphism. 
The algebras D(g)g and D(h)W come equipped with canonical filtrations by the order
of differential operators, and there are canonical algebra isomorphisms: gr
(D(g)g) ≃
C[g⊕g]g, and gr(D(h)W ) ≃ C[h⊕h]W . In particular, gr(Iad) ⊂ gr(D(g)g) may be viewed
as an ideal in C[g⊕ g]g. One can describe this ideal as follows.
Let J ⊂ C[g ⊕ g] denote the ideal generated by the functions: g ⊕ g → C of the
form: (X,Y ) 7→ λ([X,Y ]) , λ ∈ g∗. Write √J for the radical of J , and let: (√J)g =√
J ∩ C[g⊕ g]g.
Theorem 6.9 ([Le]) One has: gr(Iad) =
(√
J
)g
. 
This theorem has the following geometric meaning. Let Z = {(X,Y ) ∈ g⊕ g
∣∣ [X,Y ] =
0} be the commuting variety of g. By Hilbert Nullstellensatz, C[Z] = C[g ⊕ g]/√J .
Theorem 6.9 says: gr
(D(g)g)/gr(Iad) = C[Z]. Observe now that the natural inclusion
i : h⊕ h →֒ Z gives the restriction map i∗ : C[Z] −→ C[h⊕ h].
Theorem 6.10 (i) The map i∗ induces an algebra isomorphism: C[Z]G ∼−→ C[h⊕ h]W .
(ii) The associated graded map gr(Φ) : gr
(D(g)g)/gr(Iad) −→ gr(D(h)W ) coincides
with the map in (i) , hence is an isomorphism. 
The map i∗ : C[Z]G → C[h ⊕ h]W is a double-analog of the Chevalley restriction
isomorphism. Injectivity of i∗ is easy for g = gln, and is due to Richardson, in general.
Surjectivity of i∗ follows, for g = gln, from classical invariant theory [We], and is due to
Joseph [J] in the general case.
Remark. The ideal Iad ⊂ D(g)g can be thought of as a non-commutative analogue of
the ideal Jg ⊂ C[g⊕ g]g. In view of Theorem 6.9 we can regard Theorem 6.8, saying that
Iad = Ker(Φ), as a non-commutative analog of the equality J
g =
(√
J
)g
. We cannot prove
this equality; it is a special case of a well known conjecture saying that J =
√
J .
7 Deformation of the Harish-Chandra homomorphism
We would like to construct a 1-parameter deformation of the Harish-Chandra homomor-
phism. To do this, we construct a 1-parameter family of representations {Vk} k∈C of g, such
that, for any k, the space Vk〈0〉 is 1-dimensional, and V0〈0〉 is the trivial representation of
(Ug)h. Then we may define a deformation of Φ by setting Φκ = ΨVk .
We now produce a particular 1-parameter family of representations Vk in the case
g = gln (it turns out that such a family does not exist for Lie algebras which are not of
type A). We think of gln as the Lie algebra of linear vector fields on the vector space
Cn, with coordinates x1, ..., xn, so that Eij = xi
∂
∂xj
are the matrix units forming the
standard basis of gln. Define Vk to be the C-vector space formed by all the expressions
(x1 · . . . · xn)k · P , where P is a Laurent polynomial in x1, ..., xn of total degree zero,
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with the Lie algebra gln acting by formal differentiation. Specifically, for each i, j, there
is a well-defined action on the expressions above of the differential operator xi
∂
∂xj
. The
assignment: Eij 7→ xi ∂∂xj makes Vk an gln-module. The gln-module that we need is
obtained from this one by redefining the action of the center of gln. Specifically, we first
consider Vk as an sln-module, obtained by restricting the action from gln to sln. Now,
define a new gln-action on Vk by pulling-back the sln-action via the natural Lie algebra
projection: gln ։ sln, so that the center of gln acts trivially. This is the gln-module
Vk that we wanted to produce. The representation Vk has an interpretation in terms of
twisted differential operators explained in Appendix B.
It is clear that the g-module Vk thus obtained has a 1-dimensional zero weight space
Vk〈0〉, spanned by the element (x1 · . . . · xn)k · 1, and V0〈0〉 is the trivial representation of
(Ug)h.
Definition 7.1 For g = gln, or g = sln, we call Φk = ΨVk : D(g)g → D(h
reg
)W the
deformed Harish-Chandra homomorphism with parameter k ∈ C.
It is clear that if k = 0, then the map Φk coincides with Φ (this follows from the fact
that any equivariant function on g
rs
with values in V0 is, in effect, an invariant function
taking values in the trivial 1-dimensional subrepresentation of V0).
Let Ck, denote the centralizer in ˜D(hreg)W of the Calogero-Moser differential opera-
tor Lk, see (1.16). Identify (Sg)
g with the algebra of ad g-invariant constant coefficient
differential operators on g.
Proposition 7.2 (i) For any k ∈ C, we have: Φk(∆g) = Lk.
(ii) The map Φk gives an algebra isomorphism: (Sg)
g ∼−→ Ck.
Proof. For any root α, one finds that: eαe−α
∣∣
Vk〈0〉
= k(k+1) ·Id
Vk〈0〉
. Part (i) now fol-
lows from Proposition 6.2. To prove (ii), observe first that any element of Φk
(
(Sg)g
)
com-
mutes with Φk(∆g) = Lk, since (Sg)
g is a commutative algebra, and belongs to ˜D(hreg)W .
It follows that Φk
(
(Sg)g
) ⊂ Ck. Next, equip (Sg)g and Ck with filtrations given by the
order of differential operator. The map Φk is clearly filtration preserving, hence, induces a
map gr(Φk) : gr
(
(Sg)g
)→ gr(Ck). We have an obvious isomorphism: gr((Sg)g) ≃ (Sg)g.
Further, according to Opdam [O], cf. also [VSC], there exists an algebra isomorphism
σk : Sh
W ∼−→ Ck, such that, for any homogeneous u ∈ ShW of degree ℓ, the the operator
σk(u) has order ℓ, and its principal symbol equals u. It follows that gr(Ck) = ShW . There-
fore, we may identify the map gr(Φk) with the Chevalley isomorphism: (Sg)
g ∼−→ ShW .
Hence, gr(Φk) is bijective. Thus, Φk is a bijection as well. 
Remark. Part (i) also follows from [E, EFK]. Specifically, in [EFK] the authors consider
radial parts of differential operators on the group G, rather than on its Lie algebra, and
obtain Calogero-Moser operators with trigonometric potential k(k + 1)/ sin2(x) rather
than k(k + 1)/x2 . The rational case may be obtained by taking an appropriate limit of
the result of [EFK]. ♦
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Now recall that we have defined in the introduction the algebra Bk ⊂ D(hreg )W gen-
erated by Ck and by the polynomial algebra, C[h]W ⊂ D(h)W , of zero order W -invariant
operators on h.
Recall the Lie algebra map ad : g → D(g) , x 7→ adx. This Lie algebra map extends
uniquely to an associative algebra homomorphism ad : Ug → D(g). Further, let AnnVk ⊂
Ug denote the annihilator of the representation Vk, or, equivalently, the kernel of (13.1).
Thus, AnnVk is a two-sided ideal in Ug, and it is easy to see that ad g-invariants in the left
ideal D(g) · ad(AnnVk) ⊂ D(g) form a two-sided ideal:
(D(g) · ad(AnnVk))g ⊂ D(g)g.
The following theorem is one of the main results of Part 2 of this paper.
Theorem 7.3 (i) For any k ∈ C, we have: Bk = Im(Φk).
(ii) Ker(Φk) =
(D(g) · ad(AnnVk))g, for all k ∈ C, except possibly a finite set.
Remark. The definition of the homomorphism Φk easily implies that, for any k ∈ C,
one has the inclusion:
(D(g) · ad(AnnVk))g ⊂ Ker(Φk), which is (for generic k) a part
of claim (ii) of the Theorem. The opposite inclusion is harder, it will be proved only in
§10. Further, notice that Φk
(
C[g]g
)
= C[h]W . Hence, Proposition 7.2 yields an inclusion:
Bk ⊂ Im(Φk), which is part of claim (i) of the Theorem. The opposite inclusion is more
difficult and will be proved in §10. ♦
Corollary 7.4 For almost all k ∈ C, the map Φk induces an algebra isomorphism
Φk : D(g)g/
(D(g) · ad(AnnVk))g ∼−→ Bk. 
Hamiltonian interpretation: The AdG-action on g = sln gives rise to a Hamiltonian
G-action on T ∗g, the cotangent bundle on g, with moment map µ : T ∗g → g∗. The
algebra homomorphism ad : Ug → D(g) may be viewed as a ”quantization” of the pull-
back morphism µ∗ : C[g∗]→ C[T ∗g].
Further, it is known, see e.g. [BJ], that AnnVk is the primitive ideal in Ug associated
to the ‘minimal’ coadjoint orbit Ok := {s ∈ sln ≃ g∗
∣∣ rk(s − (k + 12) · Id) = 1},
via the Geometric quantization construction. Put Iquantum := AnnVk, and let Iclassic
denote the defining ideal of the (closed) orbit Ok. Thus, according to the ”geometric
quantization” philosophy, the algebra Ug/Iquantum should be thought of as a quantization
of C[Ok] = C[g∗]/Iclassic.
As has been discovered by Kazhdan-Kostant-Sternberg [KKS], the classical Calogero-
Moser space can be obtained as the Hamiltonian reduction: µ−1(Ok)/G, cf. also §11
below. The coordinate ring of µ−1(Ok)/G, an affine algebraic variety, by definition
is: C[µ−1(Ok)/G] = C[T ∗g]g
/(
C[T ∗g] · µ∗Iclassic
)g
. Thus, the non-commutative alge-
bra D(g)g/(D(g) · ad(Iquantum))g is a natural ”quantization” of the coordinate ring of the
classical Calogero-Moser space. According to Corollary 7.4, this is nothing but the image
of the deformed Harish-Chandra homomorphism. ♦
Spherical Harish-Chandra isomorphism. Let Ht,c be the rational Cherednik algebra
associated to the root system An−1. In this case the function c : R → C reduces to a
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constant. As has been explained in the Introduction, we may (and will) view the parameter
κ = (t, c) as a point κ = c/t ∈ C ∪ {∞}. The special case: t = 0 corresponds to the point:
κ =∞ ∈ P1.
Let t 6= 0. Then, inverting the bijection Θspherκ of Theorem 4.8(i), see also Proposition
4.9, we obtain an algebra homomorphism, called the ‘spherical Harish-Chandra homomor-
phism’, cf., (1.20):
Φ
spher
κ =
(
Θ
spher
κ
)−1
◦Φκ : D(gln)gln −→ eHκe , ∀κ ∈ P1 r {∞} . (7.5)
By Corollary 7.4, the induced map Φ
spher
κ : D(g)g/
(D(g) · ad(AnnVk))g −→ eHκe is an
isomorphism for almost all κ ∈ C, making eHκe a quantum Hamiltonian reduction of the
algebra D(g).
Proposition 7.6 For g = gln, the spherical Harish-Chandra homomorphism, Φ
spher
κ , in-
tertwines the standard Fourier automorphism on D(g)g and the automorphism F on eHκe.
Proof. This is clear, since F permutes C[h]W and Cκ. 
Let xij , i, j = 1, . . . , n, be the coordinates on g = gln corresponding to the standard
basis formed by the matrix units. Let X = ‖xij‖, Y = ‖ ∂∂xji ‖. For each ℓ = 0, 1, 2, . . . ,
the assignments, cf. 5.8
aτ,ℓ(X) = X + τY
ℓ , aτ,ℓ(Y ) = Y , resp. , bτ,ℓ(X) = X , bτ,ℓ(Y ) = Y + τX
ℓ , τ ∈ C,
give rise to well-defined algebra automorphisms aτ,ℓ, bτ,ℓ : D(g) → D(g). This way, one
defines an action of the group G, see Definition 5.9, on D(g) by algebra automorphisms.
Furthermore, it is straightforward to verify that the G-action commutes with the ad g-
action on D(g). In particular, the subalgebra D(g)g is stable under the G-action.
Similarly, one defines an action of the Lie algebra L on D(g)g by algebra derivations.
The following result incorporates Proposition 7.6 as a very special case.
Proposition 7.7 For any κ ∈ P1 r {∞}, the spherical Harish-Chandra homomorphism
(7.5) intertwines the G-actions, resp. the L-actions, on D(gln)gln and on eHκe.
Proof. Let us prove the statement in the Lie algebra case (the group case is entirely
analogous). By definition, for any ℓ, the action of the derivation αℓ on D(gln), resp. on
Hκ, is given by the formula:
αℓ =
d
dτ
∣∣∣
τ=0
Ad (e−τ ·Tr(X
ℓ+1/(ℓ+1))); resp. αℓ =
d
dτ
∣∣∣
τ=0
Ad (e−τ
∑
i x
ℓ+1
i /(ℓ+1)) .
Since Φ
spher
κ clearly takes the function: X 7→ Tr(Xℓ+1), viewed as an element of D(g)g, to∑
i x
ℓ+1
i ∈ Hκ, it follows that Φ
spher
κ commutes with αℓ , ∀ℓ ≥ 0.
Further, we know that Φκ(∆g) = Lκ, and Θ
spher
κ (e·∆h·e) = Lκ, where Lκ is the Calogero-
Moser operator, and ∆h =
∑
i y
2
i denotes the element of Hκ corresponding to the quadratic
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Casimir, viewed as an element of C[h]W ⊂ Hκ. Hence, Φspherκ (∆g) = (Θspherκ )−1 ◦Φκ(∆g) =
(Θspherκ )−1(Lκ) = e·∆h·e.
It follows that the map Φ
spher
κ commutes with the derivation β2. But the derivations
{α2, β2} generate the Lie algebra sl2 that corresponds to the group of standard SL2-
automorphisms, see Corollary 5.3. Therefore, Φ
spher
κ commutes with the standard SL2-
automorphisms, in particular, with the Fourier transform F. Thus, for any ℓ, the map
Φ
spher
κ commutes with βℓ = F ◦αℓ ◦F
−1, and the Proposition follows. 
8 Example: g = sl2
In the case g = sl2, we will explicitly compute the source and the target of the map Φk of
Corollary 7.4 and verify directly that both are flat deformations and that this map is an
isomorphism.
We first give an explicit description of the algebra D(g)g/(D(g) · ad(AnnVk))g in terms
of generators and relations. To this end, it is convenient to identify g with the Lie algebra
so3 , so that the adjoint representation of g becomes the tautological representation of
so3 on C
3. Thus, the algebra D(g)g gets identified with the algebra of rotation-invariant
differential operators on C3. We have the following classical result (see e.g. [Sch]).
Proposition 8.1 The algebra D(C3)so3 is generated by the squared radius r2, the second
order Laplacian ∆, and the Euler field eu.
Proof. It is the standard result in elementary invariant theory that the commutative
algebra C[C3⊕C3]so3 is generated by 3 elements: r2, rp,p2, where r is the radius vector,
and p is the momentum. Now, equip D(C3)so3 with filtration by the order of differential
operators. Then, we have: gr
(D(C3)so3 ) = C[C3 ⊕ C3]so3 , and our claim follows from its
analogue for C[C3 ⊕ C3]so3 , mentioned above. 
Let e, h, f be the standard sl2-triple, g = 〈e, h, f〉. Proposition 8.1 shows that D(g)g
can be identified with Ug, via the map given by the assignment: −12r2 7→ f , 12∆ 7→ e.
Next, we give an explicit description of the algebra Bk in terms of generators and
relations. By the definition, Bk is generated by the operators x2 and ∂2 − k(k+1)x2 in one
variable (∂ denotes the differentiation with respect to x).
Let C = ef+fe+h2/2 ∈ U(sl2) be the quadratic Casimir, and set: ck = 12(k− 12 )(k+ 32 ).
Proposition 8.2 The assignment: f 7→ −12x2 , e 7→ 12 (∂2 − k(k+1)x2 ) extends to a well-
defined algebra isomorphism η : Ug/(C − ck)·Ug ∼−→ Bk.
Proof. It is straightforward to check that η extends to a surjective algebra homomor-
phism: Ug ։ Bk. To show that η is an isomorphism, write M(µ) for the Verma module
over g = sl2 with highest weight µ.
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The annihilator of the module M(k − 1/2) is equal to the ideal (C − ck) ·Ug ⊂ Ug,
so that the algebra Ug/(C − ck)·Ug acts faithfully on this Verma module. On the other
hand, consider the Bk-module spanned by x2m−k, m = 0, 1, 2, .... It is immediate to check
that the pullback of this Bk-module via η is an sl2-module isomorphic to M(k − 1/2). It
follows that the map η is injective. 
Remark. It is known (see e.g. [St]) that the algebras Ug/(C − c)·Ug, c ∈ C, are pairwise
nonisomorphic. Therefore, Proposition 8.2 shows that the algebras Bk and Bl are not
isomorphic unless k = l or k = −l − 1. ♦
According to Propositions 8.1 and 8.2, we may view the deformed Harish-Chandra
homomorphism Φk : D(g)g → Bk, as a certain map: Ug −→ Ug/(C − ck) ·Ug. We are
going to check, by an explicit calculation of radial parts, that this map coincides with the
canonical projection: Ug ։ Ug/(C − ck)·Ug.
For simplicity consider k ∈ Z+, the general situation being similar. In this case, the
zero weight component of an equivariant function: g → Vk, in spherical coordinates has
the form: g(r) · Pk(cos θ), where g(r) is a radial function, and Pk is the k-th Legendre
polynomial. Thus, we get: Φk(r
2) = r2, Φk(eu) = r∂r − 1 (because of conjugation by δ =
r). We compute Φk(∆). In spherical coordinates, the Laplacian ∆, acting on longitude-
independent functions reads
∆ =
∂2
∂r2
+ 2
1
r
∂
∂r
+
1
r2
(
∂2
∂θ2
+ cotan θ · ∂
∂θ
)
.
Legendre polynomials satisfy the differential equation:(
∂2
∂θ2
+ cotan θ · ∂
∂θ
)
Pk(cos θ) = −k(k + 1) · Pk(cos θ).
Therefore, for f = g(r) · Pk(cos θ), we get
∆(f) =
[(
1
r
◦
( ∂2
∂r2
− k(k + 1)
r2
)
◦r
)
g
]
· Pk(cos θ).
Thus, Φk(∆) =
∂2
∂r2
− k(k+1)
r2
(= Calogero-Moser operator in one variable).
It is obvious now that Φk becomes, after the identification of D(g)g with Ug, the
projection: Ug ։ Ug/(C − ck)·Ug.
We may now verify Theorem 7.3 for sl2, using the explicit description of the ho-
morphism Φk given above. To prove the theorem, we must show that the ideal
(D(g) ·
ad(AnnVk)
)g
contains C − ck. It is easy to see that the eigenvalue of C in Vk equals
2k(k + 1). Thus, C − 2k(k + 1) ∈ AnnVk. One can check by a direct calculation that
ad
(
C − 2k(k + 1)) goes to 4(C − ck) under the isomorphism: D(g)g ∼−→ Ug. Thus, the
kernel of Φk equals
(D(g) · ad(AnnVk))g. 
52
9 The kernel of the Harish-Chandra homomorphism
The main technical tool in the proof of Theorem 7.3 is the following result (for g = gln)
Theorem 9.1 In D(g)g, one has an equality: (D(g) · ad g)g = (D(g) · ad(AnnV0))g.
Remark. Recall that according to Theorem 6.8:
(D(g) ·ad g)g = Ker(Φ), is the kernel of
the homomorphism Φk=0. Thus, Theorem 9.1 insures compatibility of Theorem 6.8 with
Theorem 7.3. Notice further that the statement of Theorem 9.1 might look somewhat
surprising, since in Ug one has a strict inclusion of ideals: AnnV0 ⊂
6=
Ug · ad g . ♦
The remainder of this section is devoted to the proof of Theorem 9.1. The argument
below is a refined version of the proof of a commutative analog of this theorem, given
in Appendix A. Understanding this section, and its geometric meaning, should be easier
for the reader after having first read the proof of Theorem 12.1, and Lemma 12.7 of the
Appendix.
We introduce some notation. Let X = ‖xij‖ be an n×n-matrix of indeterminates, and
Y = ‖∂ji‖ be the corresponding matrix of partial derivatives. For any noncommutative
polynomial Q(x, y), let Q(X,Y )︸ ︸ denote the normal ordering of Q(X,Y ). That is, each
entry ofQ(X,Y )︸ ︸ is obtained by first computing the corresponding entry ofQ(X,Y ) (which
is a sum of products of xij and ∂kl), and then moving all the ∂kl to the right from xij.
In particular, we write: [X,Y ]︸ ︸ = XY︸ ︸ − Y X︸ ︸ , where XY︸ ︸ = XY , Y X︸ ︸ = (XtY t)t =
Y X − n · Id, and ”t” stands for ”transposed”.
It is known, see e.g. [BJ], that the annihilator of V0 in Ug is generated by the elements
Eij · Ekl − Eil ·Ekj − δkj · Eil + δkl · Eij .
Therefore, the left ideal DAnn := D(g) · ad(AnnV0) ⊂ D(g) is generated by the elements
Riljk = [X,Y ]︸ ︸ ji · [X,Y ]︸ ︸ lk − [X,Y ]︸ ︸ li · [X,Y ]︸ ︸ jk − δjk · [X,Y ]︸ ︸ li + δlk · [X,Y ]︸ ︸ ji. (9.2)
Let Iad =
(D(g) · ad g)g, and I0 = (D(g) · ad(AnnV0))g = DAnn ∩ D(g)g. It is clear
that I0 ⊂ Iad . Hence, to prove the Theorem it remains to show that any element D ∈ Iad
vanishes in D(g)/DAnn.
Below, we view g = gln as an associative (matrix) algebra. We also consider the
associative algebra D(g, g) := g ⊗ D(g) of g-valued differential operators on g, equipped
with the standard filtration by the order of differential operators. Then, gr
(D(g, g)) =
C[g⊕ g , g], is the (non-commutative) associative algebra of polynomial maps: g⊕ g→ g.
The filtration on D(g, g) induces a filtration on the subalgebra D(g, g)ad g ⊂ D(g, g) of
ad g-invariant differential operators (with respect to the simultaneous ad g-action on both
the source and the target spaces).
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Lemma 9.3 The vector space D(g, g)ad g is spanned by operators of the form∏m
i=1
Tr
(
Pi(X,Y )
)·Q(X,Y ) , where P1, ..., Pm, Q are noncommutative polynomials.
Proof. We prove the lemma for an ad g-invariant g-valued operator D by induction on
d, the order of D. The principal symbol Dd of D with respect to the above filtration is a
g-invariant polynomial: g⊕ g→ g , (X,Y ) 7→ Dd(X,Y ). By Weyl’s fundamental theorem
of invariant theory [We], this polynomial must be a linear combination of expressions of
the form
∏m
i=1 Tr(Pi(X,Y )) ·Q(X,Y ). Therefore, subtracting from D expressions of such
form (but now with noncommuting matrix entries), we reduce the order of D. 
Lemma 9.4 Any element of Iad is a linear combination of elements of the form:∏
i Tr
(
Pi(X,Y )
) · Tr(Q(X,Y ) · [X,Y ]︸ ︸ ) , where Pi, Q are noncommutative polynomials.
Proof. Let Eij be an elementary matrix. It is easy to show that the linear vector field
x→ [Eij , x] on g equals [X,Y ]︸ ︸ ji. Therefore, the ideal Iad is the set of g-invariants in the
left ideal in D(g) generated by the entries of [X,Y ]︸ ︸ . Thus, any element of Iad is of the
form Tr
(
Q(X,Y ) · [X,Y ]︸ ︸ ), where Q is an invariant differential operator on g with values
in g. Thus the claim follows from Lemma 9.3. 
We say that D ∈ Iad has level ≤ d if it is a linear combination of elements of the form∏
i Tr
(
Pi(X,Y )
) · Tr(Q(X,Y ) · [X,Y ]︸ ︸ ) with degree of Q being ≤ d. By Lemma 9.4, the
level is well-defined for all elements D ∈ Iad. Write: Q := Q(X,Y ), for short.
Lemma 9.5 Let Q1, Q2 be noncommutative polynomials of X,Y of degrees d1, d2 such
that d1+d2 ≤ d−4. Then, in D(g)/DAnn, cf. (9.2), we have: Tr
(
Q1 · [X,Y ]︸ ︸ ·Q2 · [X,Y ]︸ ︸ )=0.
Proof. We start with the identity:
Tr
(
Q1 ·[X,Y ]︸ ︸ ·Q2 ·[X,Y ]︸ ︸ ) =∑pqrs (Q1)pq · [X,Y ]︸ ︸ qr · (Q2)rs · [X,Y ]︸ ︸ sp.
Therefore, we have in D(g)/DAnn:
Tr
(
Q1 · [X,Y ]︸ ︸ ·Q2 · [X,Y ]︸ ︸ ) =∑pqrs (Q1)pq · (Q2)rs · [X,Y ]︸ ︸ qr · [X,Y ]︸ ︸ sp
Indeed, this identity holds up to terms arising from reordering the second and the third
factors, which have lower level and therefore are zero modulo DAnn (note that all these
terms belong to Iad since they have [X,Y ]︸ ︸ on the right end).
Looking at the generators (9.2) of DAnn, we conclude that in D(g)/DAnn one has:
Tr
(
Q1 ·[X,Y ]︸ ︸ ·Q2 ·[X,Y ]︸ ︸ ) = ∑
pqrs
(Q1)pq ·(Q2)rs ·
(
[X,Y ]︸ ︸ sr ·[X,Y ]︸ ︸ qp+δqp ·[X,Y ]︸ ︸ sr−δsp ·[X,Y ]︸ ︸ qr),
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where δab =Kronecker delta. The latter sum thus splits into three parts. The first part,
up to lower level terms, equals Tr
(
Q1 · [X,Y ]︸ ︸ ) · Tr(Q2 · [X,Y ]︸ ︸ ). Therefore it is zero in
D(g)/DAnn, by the induction assumption. The other two parts have level lower than d,
so they also vanish in D(g)/DAnn. 
Lemma 9.6 Let Q1, Q2 be noncommutative polynomials of X,Y of degrees d1, d2 such
that d1 + d2 ≤ d− 4. Then, in D(g)/DAnn we have an equality:
Tr
(
Q1 ·X · Y ·Q2 · [X,Y ]︸ ︸ ) = Tr(Q1 · Y ·X ·Q2 · [X,Y ]︸ ︸ ) .
Proof. We have
Tr
(
Q1 ·X ·Y ·Q2 · [X,Y ]︸ ︸ ) = Tr(Q1 ·Y ·X ·Q2 · [X,Y ]︸ ︸ )+Tr(Q1 · [X,Y ]︸ ︸ ·Q2 · [X,Y ]︸ ︸ )+ ... ,
where ”...” denotes a g-invariant operator of level ≤ d− 1. By the induction assumption,
such an operator is zero inD(g)/DAnn. By Lemma 9.5, inD(g)/DAnn one has the equation:
Tr
(
Q1 · [X,Y ]︸ ︸ ·Q2 · [X,Y ]︸ ︸ ) = 0. The Lemma follows. 
Lemma 9.7 For any a, b, c ≥ 0, in D(g), one has the identity:
Tr
(
XaY bXc︸ ︸ [X,Y ]︸ ︸ )− Tr(XaY bXc[X,Y ]︸ ︸ ) = Tr(Xc) · Tr(XaY b)− Tr(Xa) · Tr(XcY b).
Proof. First observe that: ∂ji · [X,Y ]︸ ︸ − ∂ji · [X,Y ]︸ ︸ = [Eji, Y ]. Therefore, we find
Tr
(
XaY bXc︸ ︸ [X,Y ]︸ ︸ )− Tr(XaY bXc[X,Y ]︸ ︸ ) =∑
b1+b2=b−1
∑
pqrs
(XaY b1)pq · (Y b2Xc)rs · [Erq, Y ]sp︸ ︸ =∑
b1+b2=b−1
∑
pqrs
(XaY b1)pq · (Y b2Xc)rs · (δrs · yqp − δqp · ysr)︸ ︸ =∑
b1+b2=b−1
Tr(XaY b1+1) · Tr(Y b2Xc)− Tr(XaY b1) · Tr(Y b2+1Xc)︸ ︸ . 
Proof of Theorem 9.1. We must show that any element D ∈ Iad is zero in D(g)/DAnn.
We will prove that D = 0 in D(g)/DAnn by induction in the level of D. The base of
induction (d = 0) is obvious. Assume that the level of D is d and for levels ≤ d− 1 it has
been proved that elements of Iad vanish in D(g)/DAnn. By Lemma 9.4, we may assume
that D = Tr
(
Q(X,Y ) · [X,Y ]︸ ︸ ), where Q has degree d.
Lemma 9.6 shows that it is enough to check the statement of the theorem for the
elements: D′m = Tr
(
Qm) · [X,Y ]︸ ︸ ), m = 0, ..., d, where Qm = ∑mk=0Xm−kY d−mXk. Let
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Dm = Tr
(∑m
k=0X
m−kY d−mXk︸ ︸ · [X,Y ]︸ ︸ ). Clearly, Dm = D′m, up to terms of lower level.
Hence, it suffices to show that Dm = 0. We compute Dm by means of Lemma 9.7. Observe
that after summation over 0 ≤ k ≤ m (under the trace sign) the terms coming from the
RHS of the equation of Lemma 9.7 cancel out. Thus, in D(g), we find:
Dm =
m∑
k=0
Tr
(
Xm−k · Y d−m ·Xk︸ ︸ · [X,Y ]︸ ︸ ) =
m∑
k=0
Tr
(
Xm−k · Y d−m ·Xk · [X,Y ]︸ ︸ ) =
m∑
k=0
Tr
(
Y d−m ·Xk · [X,Y ] ·Xm−k︸ ︸ ) = Tr([Y d−m ·Xm , Y ]︸ ︸ ) = 0 . 
10 Proof of Theorem 7.3
In this section: g = gln, and we put Ik :=
(D(g) · ad(AnnVk))g, and Iad := (D(g) · adg)g.
Proof of Theorem 7.3(i) for k = 0. By Theorem 9.1 and Theorem 6.8, we have I0 = I.
Moreover, it is known that W -invariant polynomials on h and W -invariant differential
operators with constant coefficients generate D(h)W , see [Wa], which implies that B0 =
D(h)W . Thus, the Harish-Chandra homomorphism Φ gives rise to an isomorphism Φ0 :
D(g)g/I0 ∼−→ B0.
Proof of part (i): general case. For any smooth algebraic variety X with a C∗-action,
we write D(X)(l,m) ⊂ D(X) for the space of differential operators of order ≤ m (with
respect to the standard filtration on D(X)) and of homogeneity degree l with respect to
the C∗-action. Given any subspace A ⊂ D(X), we put A(l,m) := A∩D(X)(l,m). We will
apply these notations for X = g and for X = h
reg
, with the natural C∗-action by dilations
in either case.
Observe that the map Φk is compatible both with the filtrations and the gradings,
furthermore, for any m ≥ 0 and l ∈ Z, the space D(g)(l,m) is finite dimensional. We
claim that, for generic k (all except countably many), one has:(
ImΦk
)
(l,m) = Φk
(
(D(g)g/Ik)(l,m)
)
, ∀m ≥ 0 , l ∈ Z . (10.1)
To prove this, observe that by Theorem 6.10 we know that the map gr(Φ0) is surjective.
This implies that (10.1) holds for k = 0. Further, by semi-continuity, for generic k, one
has: dim Ik(l,m) ≥ dim I0(l,m). It follows that if an element D ∈ D(g)g has degree
exactly d modulo I0, it has degree ≤ d modulo Ik, for generic k. However, Φ0(D) has
degree exactly d, which implies that Φk(D) has degree ≥ d, for generic k. This implies
that (10.1) must hold for generic k.
Recall that, as has been mentioned in the Remark following Theorem 7.3, it is clear
that: Bk ⊂ ImΦk, for any k ∈ C. It follows from equation (10.1) that, for generic k and
any m ≥ 0 and l ∈ Z, we have: Bk(l,m) ⊂
(
ImΦk
)
(l,m). In particular, for generic k, we
deduce
dimBk(l,m) ≤ dim
(
ImΦk
)
(l,m) = dimΦk
((D(g)g/Ik)(l,m)) (10.2)
≤ dim(D(g)g/Ik)(l,m) = dimD(g)g(l,m)− dim Ik(l,m) .
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Further, a semi-continuity argument shows that, for generic k, one has: dimBk(l,m) ≥
dimB0(l,m), and dim Ik(l,m) ≥ dim I0(l,m). Therefore, since the theorem holds for
k = 0, the inequalities above yield
dimBk(l,m) ≥ dimB0(l,m) = dimD(g)g(l,m)− dim I0(l,m)
≥ dimD(g)g(l,m)− dim Ik(l,m).
Comparing this with (10.2) shows that, for generic k, all the inequalities must be equalities,
in particular: dim Ik(l,m) = dim I0(l,m), and dimBk(l,m) = dimB0(l,m). Thus, for all
m ≥ 0 , l ∈ Z, we have: dimBk(l,m) = dim
(D(g)g/Ik)(l,m), and the map Φk is an
isomorphism, for generic k.
It remains to show that the image of Φk is Bk not only for generic but actually for
all k ∈ C. It follows from the fundamental theorem of invariant theory (see [Wa]) that
C[h ⊕ h]W is generated, as a Poisson algebra, by the two subalgebras C[h]W of invariant
polynomials on the first and the second copies of h, respectively. Therefore, for any k,
we have C[h⊕ h]W ⊂ gr(Bk), where ‘gr’ is taken with respect to the natural filtration by
the order of differential operators. Also, as we mentioned, one has B0 = D(h)W , hence
gr(B0) = C[h⊕ h]W . Therefore,
dimBk(l,m) = dim
(⊕
i≤m
gri
(Bk(l,m))) ≥ dim(⊕
i≤m
gri
(B0(l,m))) = dimB0(l,m). (10.3)
On the other hand, since Bk is described by generators, the dimension dimBk(l,m) can-
not go up at special points k (it can only go down). Therefore, (10.3) yields: dimBk(l,m) =
dimB0(l,m), for all k. This together with the fact that ImΦk = Bk for generic k, implies
that ImΦk = Bk, for all k.
Proof of part (ii). Write B for the C[k]-algebra whose specialization at any particular
value of the parameter k is the algebra Bk. In more detail, treat k as a variable, and
view the Calogero-Moser operator (1.16) as an element of D(hreg )W ⊗C[k]. Let C denote
the centraliser of this operator in D(hreg )W−
⊗
C[k], and B ⊂ D(hreg )W ⊗C[k] the algebra
generated by C and by the polynomial subalgebra C[h]W ⊗C[k] ⊂ D(h)W ⊗C[k].
By part (i), we may think of the family of deformed Harish-Chandra homomorphisms
Φk as a single C[k]-linear homomorphism: D(g)g
⊗
C[k] → B. Let Ker be the kernel of
this homomorphism. Similarly, let I be the two-sided ideal of the algebra D(g)g⊗C[k]
that specialises to Ik at any particular value of the parameter k. We know that I ⊂ Ker.
The claim of part (ii) amounts to showing that Ker/I is supported, as a C[k]-module, at
finitely many points.
To prove this, equip D(g)g⊗C[k] with the standard filtration (place C[k] in degee 0).
Then, we have: gr
(D(g)g⊗C[k]) = C[g⊕ g]g⊗C[k]. The RHS here is a finitely gener-
ated algebra, since g is a reductive Lie algebra. Hence D(g)g⊗C[k] and (D(g)g⊗C[k])/I
are finitely generated algebras as well. Therefore, the torsion ideal in
(D(g)g⊗C[k])/I is
finitely generated by the Hilbert basis theorem. Thus, this ideal is supported at finitely
many points of SpecC[k]. But, by part (i), for all k except possibly a countable sub-
set, we have: Ik = Ker(Φk). It follows that Ker/I is contained in the torsion ideal in(D(g)g⊗C[k])/I, and we are done. 
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Remarks (i) In the course of the proof of the theorem we have established the following:
The algebra B is a free C[k]-module, and gr(B) = C[h⊕ h]W ⊗C[k].
This result has been already proved differently in Part 1 of the paper.
(ii) The conjecture that the ideal J , (see the notation of Remark at the end of §6),
coincides with its radical
√
J at the level of g-invariants would easily imply that Ker(Φk) =
Ik, for all k. Indeed, gr(Ik) contains (
√
J)g; so the conjecture would imply that Jg ⊂
gr(Ik) which, by Theorem 6.9, equals gr(I0), thus dim Ik(l,m) ≥ dim I0(l,m), and hence
Ker(Φk) = Ik. ♦
11 Calogero-Moser space for wreath-products.
Let (L,ω
L
) be a 2-dimensional symplectic vector space, and Γ ⊂ Sp(L) a finite subgroup.
Consider the wreath product Γn = Sn ⋉ Γn, acting on V := L⊕n = Cn ⊗ L, a symplectic
vector space. Given γ ∈ Γ, we write γi ∈ Γn for the element γ regarded as an element of
the i-th factor Γ. Let sij ∈ Sn denote the transposition: i↔ j, in Sn. Then the group Γn is
generated by the following symplectic reflections: the transpositions sij, and the elements
γi ∈ Γn. The conjugacy classes of symplectic reflections in Γn ⊂ Sp(V ) are known to be
of the following two types:
(S) The set: {sij · γi · γ−1j }i,j∈[1,n], γ∈Γ, forms a single Γn-conjugacy class.
(Γ) Elements:
{
γi , i ∈ [1, n], γ ∈ Γr {1}
}
, form one Γn-conjugacy
class, for any given conjugacy class of γ.
(11.1)
An important role below will be played by the conjugacy class O ⊂ sln, formed by
all n × n-matrices of the form: P − Id, where P is a semisimple rank 1 matrix such
that Tr(P ) = Tr(Id) = n. Thus, O is a closed GLn-conjugacy class in sln, containing in
particular the following matrix:
p =

0 1 1 . . . 1 1
1 0 1 . . . 1 1
1 1 0 . . . 1 1
1 1 1 . . . 0 1
1 1 1 . . . 1 0
 , (11.2)
since P = p+ Id is a rank one matrix.
Write e
Γ
∈ End
C
(CΓ) for the projector e
Γ
: u 7→ ( 1|Γ|∑γ∈Γ γ) · u, on the trivial
representation of Γ. Further, given a class function: Γ r {1} → C , γ 7→ c′γ , let c′ =∑
γ c
′
γ ·γ denote the corresponding central element of CΓ, which is traceless in the regular
representation. For each pair c = (k, c′), where k ∈ C and c′ is a class function as above,
we introduce the following set:
M
Γ,n,c
=
{
∇ ∈ Hom
Γ
(
L , End
C
(Cn ⊗ CΓ)) ∣∣∣ ∇ : x 7→ ∇x, such that ∀x, y ∈ L
we have: [∇x,∇y] ∈ ωL(x, y) ·
(
k · |Γ| · O⊗ e
Γ
+ Id
Cn
⊗ c′)
}
(11.3)
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It is convenient to choose and fix a symplectic basis {x, y} in L and this way identify
L with C2, so that the group Sp(L) gets identified with SL2(C). Setting ∇1 := ∇x , ∇2 :=
∇y, we can rewrite the formula above more concretely as follows:
M
Γ,n,c
=
{
∇1,∇2 ∈ EndC(Cn ⊗CΓ)
∣∣∣ [∇1,∇2] = k · |Γ| · o⊗ eΓ + IdCn ⊗ c′,
for some o ∈ O
}
. (11.4)
Set G
Γ,n
:= Aut
Γ
(Cn⊗CΓ) and PG
Γ,n
:= PAut
Γ
(Cn⊗CΓ). The reductive group PG
Γ,n
acts naturally on the vector space Hom
Γ
(
L , End
C
(Cn ⊗ CΓ)) preserving the set M
Γ,n,c
.
Definition 11.5 The quotient variety: M
Γ,n,c
= M
Γ,n,c
/PG
Γ,n
is called the Calogero-
Moser space for Γn.
The same variety can be equivalently defined as follows. First take the point p ∈ O, see
(11.2), and let PG
Γ,n
(p) ⊂ PG
Γ,n
denote the isotropy group of the element: k · |Γ| ·p⊗e
Γ
+
Id
Cn
⊗ c′ ∈ End
C
(Cn ⊗ CΓ). Then, clearly, one has: M
Γ,n,c
≃M
Γ,n,c
(p)/PG
Γ,n
(p), where
M
Γ,n,c
(p) =
{
∇1,∇2 ∈ EndC(Cn ⊗ CΓ)
∣∣∣ [∇1,∇2] = k · |Γ| · p⊗ eΓ + IdCn ⊗ c′} .
(11.6)
We describe the structure of the groups PG
Γ,n
and PG
Γ,n
(p) in more detail. There is
an obvious algebra isomorphism: End
Γ
(Cn ⊗CΓ) ≃ gln ⊗ EndΓCΓ ≃ gln ⊗CΓ. Therefore,
decomposing CΓ into irreducible components, identifying GL(Cn ⊗ triv) with GLn, and
using the notation G′
Γ,n
:=
∏
E∈ Irrep(Γ)rtriv GL(C
n ⊗ E) , we find
PG
Γ,n
= G
Γ,n
/C∗ =
( ∏
E∈Irrep(Γ)
GL(Cn ⊗ E)
)/
C∗ =
(
GLn ×G′Γ,n
)/
C∗ . (11.7)
From this we compute:
dimPGΓ,n = n
2|Γ| − 1 and dimPGΓ,n(p) = n2(|Γ| − 1) + (n− 1)2 . (11.8)
Further, the decomposition: Cn = Ker(p + Id) ⊕ Im(p + Id) gives an imbedding ı :
GLn−1 →֒ GLn , A 7→ A⊕ IdIm(p+Id) . We observe that the composite map:
GLn−1 ×G′Γ,n
ı×Id→֒ GLn ×G′Γ,n ։
(
GLn ×G′Γ,n
)/
C∗ = PGΓ,n (11.9)
induces an isomorphism of the group GLn−1×G′Γ,n with the group PGΓ,n(p) ⊂ PGΓ,n . We
often invert this isomorphism to obtain an imbedding: PG
Γ,n
(p) ∼−→ GLn−1×G′Γ,n →֒ GΓ,n .
Hamiltonian interpretation The varietyM
Γ,n,c
can be usefully interpreted as follows.
The symplectic form on the 2-dimensional space L and the symmetric trace form Tr :
a, b 7→ Tr(ab) on End
C
(Cn ⊗ CΓ), make L∗⊗ End
C
(Cn ⊗ CΓ), a symplectic vector space
with symplectic 2-form ω
L
⊗ Tr. Clearly, Hom
Γ
(
L , End
C
(Cn ⊗ CΓ)) is nothing but the
subspace of Γ-invariants in L∗
⊗
End
C
(Cn⊗CΓ), which is again a symplectic vector space.
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The natural PGΓ,n-action on HomΓ
(
L , End
C
(Cn ⊗CΓ)) is Hamiltonian, and gives rise to a
moment map µ : Hom
Γ
(
L , End
C
(Cn ⊗ CΓ)) −→ (LiePG
Γ,n
)∗.
It is convenient at this point to introduce three Lie algebras:
g
Γ,n
:= LieG
Γ,n
= End
Γ
(Cn ⊗ CΓ) = ⊕
E∈Irrep(Γ)
gl(Cn ⊗E) , pg
Γ,n
:= LiePG
Γ,n
= g
Γ,n
/C,
sg
Γ,n
=
{
a = (aE )E∈Irrep(Γ) ∈
⊕
E∈Irrep(Γ)
gl(Cn ⊗ E) = gΓ,n
∣∣∣ ∑
E
Tr(aE ) = 0
}
.
We may identify pg∗
Γ,n
with sg
Γ,n
⊂ g
Γ,n
via the trace form. Then the moment map above
becomes a map µ : Hom
Γ
(
L , End
C
(Cn⊗CΓ))→ sg
Γ,n
, given by the formula: ∇ 7→ [∇1,∇2].
For c = (k, c′), we set
O
Γ,n,c
= {u ∈ gln⊗EndC(CΓ)
∣∣ u = k · |Γ| ·o⊗e
Γ
+Id
Cn
⊗c′ ∈ gln⊗EndC(CΓ) , o ∈ O}
which is a coadjoint orbit in pg∗
Γ,n
≃ sg
Γ,n
. By definition we have: M
Γ,n,c
= µ−1(O
Γ,n,c
).
Thus, M
Γ,n,c
= µ−1(O
Γ,n,c
)/PG
Γ,n
, and we get
Proposition 11.10 The variety MΓ,n,c is the Hamiltonian reduction over OΓ,n,c of the
symplectic vector space Hom
Γ
(
L , End
C
(Cn ⊗ CΓ)). 
The Proposition below and its proof are completely parallel to [Wi, Prop. 1.7], a result
proved by Wilson in the special case: Γ = {1}.
Proposition 11.11 For generic c ∈ C(Γn), the PGΓ,n-action on the variety MΓ,n,c is free.
Furthermore, MΓ,n,c is a smooth symplectic affine algebraic variety of dimension 2n.
Proof. We claim first that if E ⊂ Cn ⊗ CΓ is a proper Γ-stable subspace, which is
in addition invariant under ∇i , i = 1, 2, then E = 0. If E 6= 0, then we consider the
operator [∇1,∇2]
∣∣
E
. The trace of this operator is clearly zero. We now use the following
observation that will be also exploited many times elsewhere, esp. in Appendix E. Since Γ
is finite, the character table ‖ρi(uj)‖, where ρi is the i-th irreducible character of Γ and uj
is the j-th conjugacy class in Γ, involves a finite number of algebraic numbers. Therefore,
vanishing of a linear combination of the ρi(uj)’s involving some generic parameters implies
that the coefficient in front of each of the ρi(uj)’s vanishes identically. Thus, for generic
c = (k, c′), vanishing of the trace of [∇1,∇2]
∣∣
E
implies that the terms in the trace involving
k, resp. c′, vanish separately.
Now, looking at c′-terms we see that E is a multiple of CΓ. Further, looking at the
k-term, we see exactly like in [Wi] that EΓ, the Γ-fixed part of E, must be n-dimensional.
It follows that dimE = n · |Γ|, hence E = Cn ⊗ CΓ. Schur lemma implies the freeness of
the PGΓ,n-action.
We now show that the variety MΓ,n,c is smooth. To do this, it is sufficient to show
that k|Γ|s⊗ e
Γ
+ 1⊗ c′ is a regular value of the moment map µ : ∇ 7→ [∇1,∇2], i.e., that
the differential dµ is surjective. But the surjectivity of the differential of a moment map
for a group action on a symplectic manifold is well-known to be equivalent to the local
freeness of the group action, established above.
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It remains to calculate the dimension of MΓ,n,c. First we calculate the dimension of
MΓ,n,c(p). Since k · |Γ| · p⊗ eΓ + 1⊗ c′ is a regular value of the moment map, we get
dimMΓ,n,c(p) = dimµ
−1(p) = dimHom
Γ
(
L , End
C
(Cn ⊗ CΓ))− dim(pg
Γ,n
) .
The space Hom
Γ
(
L , End
C
(Cn⊗CΓ)) clearly has dimension 2n2|Γ|, and, moreover, we have
shown above that the PG
Γ,n
(p)-action onMΓ,n,c(p) is free. Therefore, using formulas (11.7)
and (11.8), we find
dimMΓ,n,c = dimMΓ,n,c(p)− dimPGΓ,n(p) = (2n2|Γ| − dimPGΓ,n)− dimPGΓ,n(p)
=
(
2n2|Γ| − n2|Γ|+ 1) − (n2(|Γ| − 1) + (n− 1)2) = 2n. 
Next, recall the quiver variety: Mc
Γ
(V)/G
Γ
(V) = M
Γ,n,c
, defined above Lemma 1.12. A
straighforward rewriting using McKay correspondence yields the following isomorphisms:
Mc
Γ
(V) ≃MΓ,n,c , GΓ(V) ≃ PGΓ,n , MΓ,n,c ≃ MΓ,n,c , ∀c ∈ ZΓ , n ≥ 1. (11.12)
Corollary 11.13 The variety MΓ,n,c is connected.
Proof. This is a general property of quiver varieties proved by Crawley-Boevey [CB]
(proof of a similar result in [Na2] contains a gap). 
The algebra Hκ(Γn). According to (11.1), the space C(Γn) of class functions on the set
of symplectic reflections in Γn can be identified with ZΓ via the map assigning to a class
function f ∈ C(Γn) the element k ·1+
∑
c′∈Γr{1} c
′
γ ·γ ∈ ZΓ, where k ∈ C is the value of f
on the conjugacy class of type (S), see (11.1), and c′γ is the value of f on the corresponding
conjugacy class of type (Γ). Given k and c′ =
∑
c′∈Γr{1} c
′
γ · γ as above, we will write
c = (k, c′) ∈ C(Γn) instead of the corresponding class function f .
Let Hκ(Γn) , κ = (t, k, c
′), denote the symplectic reflection algebra attached to κ =
(t, c) ∈ C × C(Γn). The algebra Ht,c(Γn) is generated by elements of the vector space
Cn ⊗ L = L⊕n, and the group Γn. It will be convenient to use the following notation:
given x ∈ L, for any 1 ≤ k ≤ n, we put: xk = (0, . . . , 0, x, 0, . . . , 0) ∈ L⊕n (x placed on
the k-th spot). Thus, CΓn and the elements {x1, . . . , xn}x∈L generate Ht,c(Γn).
Assume now that t = 0. By Theorem 1.7 and Theorem 16.1 (Appendix E), we may
(and will) view SpecZ0,c(Γn) as the moduli space of simple H0,c(Γn)-modules.
The map: Irreps
(
H0,c(Γn)
)
−→M
Γ,n,c
Let Sn−1 ⊂ Sn be the subgroup of permuta-
tions of the set {2, . . . , n}, acting trivially on the label 1 ∈ {1, . . . , n}. We have an imbed-
ding: Γn−1 = Sn−1 ⋉ Γn−1 →֒ Sn ⋉ Γn = Γn. The commutation relations in H0,c(Γn),
cf. (1.1), imply that, for any x ∈ L, the element x1 = (x, 0, . . . , 0) ∈ L⊕n ⊂ Ht,c(Γn)
commutes with Γn−1 ⊂ Ht,c(Γn).
Let E be a simple H0,c(Γn)-module. Write E
Γn−1 ⊂ E for the subspace of Γn−1-fixed
vectors in E. The elements {x1}x∈L commute with Γn−1, hence preserve the subspace
E
Γn−1
, hence, give rise to a Γ-equivariant map: L→ End(EΓn−1 ) , x 7→ x1
∣∣
E
Γn−1
.
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Theorem 1.7 says that E|
CΓn
≃ CΓn, as a Γn-module. It follows that dimEΓn−1 = n·|Γ|.
Moreover, the space E
Γn−1
= (CΓn)
Γn−1
may be identified with Cn ⊗ CΓ, as a Γ-module,
as follows. View CΓn as the vector space of C-valued functions on Γn. Then (CΓn)Γn−1
gets identified with C[Γn−1\Γn], the vector space of C-valued functions on Γn−1\Γn. By
definition, we have a Γn-module isomorphism: C[Γn−1\Γn] = IndΓnΓn−11. On the other hand,
the space Cn ⊗ CΓ = CΓ⊕n has a natural Γn-module structure, and there is a canonical
Γn-module isomorphism: Cn ⊗ CΓ ≃ IndΓnΓn−11. Thus, we get: E
Γn−1
= (CΓn)
Γn−1
=
C[Γn−1\Γn] = IndΓnΓn−11 = Cn ⊗ CΓ. Explicitly, the isomorphism between the RHS and
LHS is given by the formulas:
Cn ⊗ CΓ ∼−→ (CΓn)
Γn−1 ≃ EΓn−1 , ei ⊗ γ 7→ γ1 · s1i ∈ (CΓn)
Γn−1
, γ ∈ CΓ,
(11.14)
where {ei} denotes the standard basis of Cn.
Next, recall the matrix p, see (11.2).
Lemma 11.15 The endomorphim [x1, y1]
∣∣∣
E
Γn−1
corresponds, under the bijection (11.14),
to an endomorphism of Cn⊗CΓ given by the formula: [x1, y1] = k · |Γ| ·p⊗eΓ +IdCn ⊗ c′.
Proof. Let x, y ∈ L and x1 = (x, 0, ..., 0), y1 = (y, 0, ..., 0) ∈ L⊕n. Let E be a
representation of H0,c(Γn) and E1 be the space of coinvariants under the subgroup Γn−1 =
Sn−1 ⋉ Γn−1. Then
[x1, y1]
∣∣∣
E1
=
∑
γ∈Γ , j>1
k · ωs1j ·γ1·γ−1j (x1, y1) · s1j · γ1 + ωL(x, y) ·
∑
γ∈Γr{1}
c′γ · γ1.
It is easy to calculate that, independently of γ, one has: ωs1jγ1γ−1j
(x1, y1) = ωL(x, y).
Now, a key point, verified by a direct calculation, is that the action of the element∑
j>1 s1j on C[Γn−1\Γn] goes, under the bijection C[Γn−1\Γn] ∼−→ Cn ⊗ CΓ, to the op-
erator with matrix p⊗ Id
CΓ
(in the standard basis {ei⊗ γ}i=1,... ,n, γ∈Γ of the vector space
Cn ⊗ CΓ). The Lemma now follows since ∑γ∈Γ γ = |Γ| · eΓ . 
By definition of the varietyM
Γ,n,c
=M
Γ,n,c
/PG
Γ,n
, we have: C[M
Γ,n,c
] = C
[
M
Γ,n,c
]PG
Γ,n .
Here,M
Γ,n,c
is an affine subvariety in the vector space Hom
Γ
(
L , End
C
(Cn⊗CΓ)), see (11.3).
Thus, C[M
Γ,n,c
] is a quotient of C
[
Hom
Γ
(
L , End
C
(Cn ⊗ CΓ))]PGΓ,n , the algebra of invari-
ant polynomials. Therefore, the standard increasing filtration on the polynomial algebra
(by degree of polynomial) induces an increasing filtration on the algebra C[M
Γ,n,c
]. On
the other hand, the algebra H0,c(Γn) also comes equipped with the canonical increasing
filtration.
The main result of this section is the following explicit description of the variety
Spec
(
Z0,c(Γn)
)
, which is a more precise version of Theorem 1.13.
Theorem 11.16 Let c ∈ C(Γn) be generic. Then
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(i) The morphism: E 7→ E∇, assigning to E ∈ Irrep(H0,c(Γn)) the GΓ,n-conjugacy class
of the map E∇ : L → End
C
(E
Γn−1
) , x 7→ E∇x := x1
∣∣∣
EΓn−1
, induces an isomorphism
φ : SpecZ0,c(Γn)
∼−→ M
Γ,n,c
of Poisson algebraic varieties.
(ii) The pull-back morphism φ∗ : C[M
Γ,n,c
] ∼−→ Z0,c(Γn) is an isomorphism of filtered
algebras.
To prove the Theorem we need two lemmas.
Lemma 11.17 Let A be a commutative algebra with unit, and n ≥ 2 an integer. Then(
A⊗n
)Sn , the symmetric part of the commutative algebra A⊗n, is generated by elements of
the form:
{a1 + . . .+ an
∣∣ a ∈ A} , where ak := 1⊗(k−1) ⊗ a⊗ 1⊗(n−k) , 1 ≤ k ≤ n .
This lemma is a generalisation of the classical result of H. Weyl [We], who considered
the case A = C[x, y]. Weyl’s proof applies verbatim in the general case (in the special case
A = C[x, y]Γ, to be exploited below, the lemma can be found in [Wan, Lemma 1]).
Recall the standard increasing filtration F•H0,c(Γn). Given a ∈ H0,c(Γn), we write
filt. deg(a) = m provided a ∈ FmH0,c(Γn) r Fm−1H0,c(Γn). Let Rχ denote the simple
H0,c(Γn)-module corresponding to a smooth point χ ∈ SpecZ0,c(Γn).
Lemma 11.18 Let a ∈ H0,c(Γn) and z ∈ Z0,c(Γn) be elements such that, for any smooth
point χ ∈ SpecZ0,c, one has
(
Tr
∣∣
Rχ
(a)
) · Id = z∣∣
Rχ
. Then: filt. deg(z) ≤ filt. deg(a).
Proof. Assume the contrary, i.e. let filt. deg(a) = m, and filt. deg(z) = m + l,
where l > 0. Let z0 in grZ0,c(Γn) ≃ Z0,0(Γn) be the principal symbol of z. Let E be
a generic irreducible module over H0,0(Γn) such that z0
∣∣
E
is not zero. Let Eλ be a 1-
parameter deformation of E, such that Eλ is a representation of H0,λ2c(Γn) for each λ. Let
fλ : H0,c(Γn)
∼−→ H0,λ2c(Γn) , v 7→ λ−1v , v ∈ V ⊂ H0,c(Γn), be the obvious isomorphism
(identical on CΓn). Then we have
Tr
∣∣
Eλ
(
fλ(a)
) · Id
Eλ
= fλ(z)
∣∣
Eλ
.
Thus, λm · Tr∣∣
Eλ
(
fλ(a)
) · Id
Eλ
= λm · fλ(z)
∣∣
Eλ
. But this is a contradiction: the LHS has
a finite limit as λ goes to 0, since the element a has degree m, while RHS goes to infinity
since fλ(z)
∣∣
Eλ
is asymptotic to λ−m−l · z0
∣∣
E
. 
Proof of Theorem 11.16: We set H0,c := H0,c(Γn) and Z0,c := Z0,c(Γn).
Let f 7→ fˆ denote the standard symmetrisation map: SymL→ TL, and a 7→ a1 + . . .
+an the map: TL→ (TL)⊗n, where ak := 1⊗(k−1) ⊗ a⊗ 1⊗(n−k), as in Lemma 11.17. We
form a map: f 7→ af , given by the following composition:
SymL
f 7→fˆ
// (TL)
a7→a1+...+an // (TL)⊗n = T (Cn ⊗ L) projection // H0,c(Γn)
63
Restricting this map to Γ-equivariants we obtain a map σ : (SymL)Γ → eH0,ce , f 7→
σ(f) = eafe. We equip the algebra (SymL)
Γ with the filtration induced by the grading.
Further, the algebra eH0,ce is filtered, and we have a natural isomorphism: gr(eH0,ce) ≃
(SymV )Γn =
((
(SymL)Γ
)⊗n)Sn
. It is clear, that the map σ is filtration preserving, and
the associated graded map can be identified with the map: (SymL)Γ →
((
(SymL)Γ
)⊗n)Sn
given by the formula: (gr σ)(f) = f1+ ...+fn. Hence, the image of the map grσ generates
the algebra
((
(SymL)Γ
)⊗n)Sn
, by Lemma 11.17 applied to A = (SymL)Γ. It follows that
the image of the map σ generates the algebra eH0,ce.
Now choose a basis {x, y} in L, and identify SymL with C[x, y], a polynomial alge-
bra. We write: f(x, y) 7→ fˆ(x, y) for the corresponding symmetrisation map. Further,
compose σ with the Satake isomorphism to get a map σ♯ : C[x, y]Γ = (SymL)Γ −→
eH0,ce
∼−→ Z0,c.
Let e
diag
: Cn ։ C
diag
⊂ Cn denote the projection on the principal diagonal, so that
e
diag
⊗ e
Γ
is the projection to the 1-dimensional subspace C
diag
⊗ e ⊂ Cn ⊗ CΓ, on which
[x1, y1] = [∇x,∇y] = (n − 1) · k · |Γ|, and on which Sn acts trivially. It follows from the
construction that for the map φ∗ : C[M
Γ,n,c
]→ Z0,c we have:
φ∗
(
(e
diag
⊗ e
Γ
) ◦ fˆ(∇x,∇y) ◦ (ediag ⊗ eΓ)
)
= 1n · σ♯(f) , ∀f ∈ C[x, y]Γ . (11.19)
Since the image of the map σ generates the algebra eH0,ce, it follows from this formula
that the map φ∗ is surjective.
We now show that φ∗ is injective. Assume Ker(φ∗) 6= 0, and let Y ⊂ M
Γ,n,c
be the
zero variety of the ideal Ker(φ∗) ⊂ C[M
Γ,n,c
]. Thus, Y an affine subscheme in M
Γ,n,c
and, moreover, dimY < dimM
Γ,n,c
= dimV, since M
Γ,n,c
is irreducible, by Corollary
11.13. But then we have: dimY < dimSpecZ0,c(= dimV ), hence the map φ
∗ : C[Y ] =
C[MΓ,n,c ]/Ker(φ∗) −→ Z0,c cannot be surjective, contrary to what we have proven above.
To prove part (ii) of the Theorem, we note that the filtration on C[M
Γ,n,c
] is such that
deg(∇x) = deg(∇y) = 1. The filtration on Z0,c is induced from that on H0,c. It follows
directly from the proof of part (i) that the map (φ∗)−1 : Z0,c → C[MΓ,n,c ] is filtration
preserving.
Next, we claim that the map φ∗ is also filtration preserving. Indeed, any regular
function f on M
Γ,n,c
such that filt. deg(f) = d is representable as a sum of products
of traces of monomials of ∇x and ∇y, of total degree at most d. So φ∗(f) is an element
of the form φ∗(f)(E) = TrE(hf ), where hf ∈ H0,c(Γn) is an element of filtration degree
d. Thus, it remains to check that if h ∈ H0,c(Γn) and z ∈ Z0,c = C[IrrepH0,c(Γn)] is the
element corresponding to the function: E → TrE(h), then filt. deg(z) ≤ filt. deg(h).
But this follows from Lemma 11.18.
To complete the proof, it remains to show that the map φ respects the Poisson brackets.
First of all, the Poisson bracket {−,−}
M
Γ,n,c
on the algebra C[M
Γ,n,c
] is easily seen to
have filtration degree ≤ −2, in the sense explained above Lemma 2.26. Transporting this
bracket to Z0,c via the isomorphism φ
∗, we obtain, since the map φ∗ is filtration compatible,
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a Poisson bracket φ∗{−,−}M
Γ,n,c
on Z0,c of filtration degree ≤ −2 again. Hence, Lemma
2.26 implies that there exists a constant λ ∈ C, such that φ∗{−,−}M
Γ,n,c
= λ · {−,−}
Z0,c
.
We now, consider the line C · c ⊂ C(Γn). Hence, for any r ∈ C∗ we get similarly:
φ∗{−,−}M
Γ,n,r·c
= λ(r) · {−,−}
Z0,r·c
. Comparing homogeneity degrees of both sides of
this equation we conclude that the function : r 7→ λ(r) must be homogeneous of degree
zero, hence a constant λ(r) = λ. To compute this constant explicitly, we let r→ 0. Thus,
we are reduced to the case c = 0, which is easy to calculate. Namely, on gln⊕gln = gln⊗L
introduce the symplectic 2-form Tr ⊗ ωL. Then φ∗ωZ = 1|Γ| · (Tr ⊗ ωL), where ωZ is the
2-form on SpecZ0,c induced by the (nondegenerate) Poisson structure on Z0,c. Thus, the
theorem is proved. 
Interpretation via Quiver varieties. Let Q = Q(Γ) be a quiver obtained by
choosing an orientation on the affine Dynkin graph (of ADE type) arising from the group
Γ ⊂ SL2 via the McKay correspondence. Thus, the set V of vertices of Q is identified
with the set Irrep(Γ) of the isomorphism classes of simple Γ-modules, so that the trivial
representation corresponds to a special vertex 0 (in a somewhat degenerate case: Γ = 1,
the quiver Q has only one (rather than 2) vertex and one edge-loop at this vertex). Given
v ∈ V, we write Vv ∈ Irrep(Γ) for the corresponding Γ-module.
Let n be a positive integer, and RQn the affine variety (a vector space) of representa-
tions of Q in the vector space:
⊕
v∈V V
⊕n
v , that is representations having vector space
Cn ⊗ Vv = V ⊕nv at the vertex v ∈ V. The group
(∏
v∈V GL(C
n ⊗ Vv)
)/
C∗, which is
isomorphic to PG
Γ,n
, acts naturally on RQn. Recall that LiePGΓ,n = pgΓ,n is the quo-
tient of g
Γ,n
=
⊕
v∈V gl(C
n ⊗ Vv) by the 1-dimensional subalgebra of scalar matrices,
pg
Γ,n
= g
Γ,n
/C, and pg∗
Γ,n
≃ sg
Γ,n
.
Now, fix an element c′ =
∑
γ∈Γr{1} c
′
γ · γ ∈ ZΓ. For each vertex v ∈ V, we introduce
the complex number Cv :=
∑
γ∈Γr{1} c
′
γ ·Tr(γ
∣∣
Vv
) ∈ C. In particular, C0 =
∑
γ∈Γr{1} c
′
γ .
The PG
Γ,n
-action on RQn induces a Hamiltonian PGΓ,n-action on T
∗(RQn), the cotan-
gent bundle on RQn. Let µRQn : T
∗(RQn) −→ (LiePGΓ,n)∗ = pg∗Γ,n denote the corre-
sponding moment map. By definition of the constants {Cv}v∈V , the total trace of the
element ⊕v∈V Cv · IdCn⊗Vv ∈ gΓ,n equals∑
v∈V
Cv · dim(Cn ⊗ Vv) = n ·
∑
v∈V
∑
γ∈Γr{1}
c′γ · Tr(γ
∣∣
Vv
) · dimVv = n ·
∑
γ∈Γr{1}
c′γ · Tr(γ
∣∣
CΓ
).
Since the trace of any γ ∈ Γ r {1} in the regular representation vanishes, we see that
⊕v∈V Cv · IdCn⊗Vv ∈ sgΓ,n . Therefore we may (and will) regard the conjugacy class
Oc :=
(
k ·|Γ|·O+C0 ·IdCn
) ⊕ (⊕
v∈Vr{0}
Cv ·IdCn⊗Vv
) ∈ sg
Γ,n
⊂ ⊕
i∈V
gl(Cn⊗Vi)
as a coadjoint orbit Oc ⊂ pg∗Γ,n , via the trace duality. Then, Proposition 11.10 yields:
MΓ,n,c ≃ µ−1RQn (Oc)/PGΓ,n . Thus, Theorem 11.16 says:
Z0,c(Γn) ≃ C
[
µ−1
RQn
(Oc)/PGΓ,n
]
= C
[
µ−1
RQn
(Oc)
]PG
Γ,n . (11.20)
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Γ-analogue of the Harish-Chandra homomorphism. We now discuss a quan-
tization of (11.20). Fix c = (k, c′) ∈ C(Γn), and identify c′ with an element c′ =∑
γ∈Γr{1} c
′
γ · γ ∈ ZΓ. For each v ∈ V, we have defined the complex number Cv :=∑
γ∈Γr{1} c
′
γ · Tr(γ
∣∣
Vv
).
Write x 7→ xv for the projection prv : gΓ,n =
⊕
i∈V gl(C
n ⊗ Vi) ։ gl(Cn ⊗ Vv) .
Let χ
c′
: g
Γ,n
→ C be a character given by the formula: x 7→∑v∈V Cv ·Tr(xv∣∣Cn⊗Vv). The
character χ
c′
vanishes on the scalar subalgebra C ⊂ g
Γ,n
, hence descends to a well-defined
homomorphism χ
c′
: pg
Γ,n
= g
Γ,n
/C→ C.
In the case of the special vertex ‘0’ corresponding to the trivial representation, we
get a Lie algebra homomorphism pr0 : gΓ,n ։ gln = gl(C
n ⊗ triv). We compose this
homomorphism with the gln-representation Vk, see §7 and Appendix B, to obtain a rep-
resentation ̺k : gΓ,n → EndCVk. Again, since the representation Vk vanishes on the center
of the Lie algebra gln, the representation ̺k vanishes on the scalar subalgebra C ⊂ gΓ,n ,
hence descends to a well-defined homomorphism ̺k : pgΓ,n = gΓ,n/C → EndCVk. We let
̺
k,c′
= ̺
k
⊗ χ
c′
: pg
Γ,n
→ (End
C
Vk
)⊗
C be the tensor product representation, and let
Ann ̺
k,c′
⊂ U(pg
Γ,n
)
denote its annihilator in the enveloping algebra of pg
Γ,n
.
Let D(RQn) be the algebra of polynomial differential operators on RQn. The action
of the group PG
Γ,n
on RQn gives, by differentiation, a Lie algebra map ad : pgΓ,n →
D(RQn). We will also use a ‘shifted’ map ad − χc′ : pgΓ,n −→ D(RQn), which is a
Lie algebra homomorphism again. The Lie algebra map ‘ad’ can be uniquely extended to
an associative algebra homomorphism ad : U(pg
Γ,n
) −→ D(RQn). Let ad(Ann ̺k,c′ ) ⊂
D(RQn) denote the image of Ann ̺
k,c′
⊂ U(pg
Γ,n
)
under this homomorphism. Similarly, let
(ad − χ
c′
)(pg
Γ,n
) ⊂ D(RQn) denote the image of the Lie algebra pgΓ,n under the ‘shifted’
homomorphism.
Remark. In a subsequent publication we plan to prove the following Γ-analogue of
Theorem 9.1.
(D(RQn) · ad(Ann ̺0,c′ ))PGΓ,n = (D(RQn) · (ad− χc′ )(pgΓ,n))PGΓ,n . (11.21)
The proof of this result is obtained by extending the argument of §10. Details will be
given elsewhere.
Further, for any c = (k, c′) ∈ C(Γn), set
I
k,c′
:=
(D(RQn) · ad(Ann ̺k,c′ ))PGΓ,n = (D(RQn) · ad(Ann ̺k,c′ )) ∩ D(RQn)PGΓ,n .
This is a two-sided ideal in D(RQn)
PG
Γ,n
, and we conjecture the following Γ-analogue of
the spherical Harish-Chandra isomorphism, see Corollary 7.4.
Conjecture 11.22 For any c = (k, c′) ∈ C(Γn), there is a filtration preserving algebra
isomorphism: D(RQn)
PG
Γ,n
/I
k,c′
∼−→ eH1,ce.
66
This isomorphism should be a quantization of isomorphism (11.20). In the special case:
n = 1 (and arbitrary group Γ ⊂ SL2) the conjecture is known to be true, due to a result
of Holland [Ho].
Case: Γ = {1}. From now on we will restrict ourselves to the special case of the trivial
group Γ, so that: Γn = Sn , gΓ,n = gln, and PGΓ,n = PGLn. In this case the variety MΓ,n,c
reduces to
Mn = {(∇1,∇2) ∈ gln × gln
∣∣ [∇1,∇2] + IdCn = rank 1 matrix}/Ad PGLn , (11.23)
the Calogero-Moser space, introduced by Kazhdan-Kostant-Sternberg [KKS] and Wilson
[Wi] in connection with the Calogero-Moser integrable system. We can also write: Mn =
µ−1(O)/PGLn = µ
−1(p)/PGLn(p), where µ : gln×gln → sln , (X,Y ) 7→ [X,Y ], cf. (11.6).
Consider the trivial vector bundle: Cn × µ−1(p) → µ−1(p), on µ−1(p). The fiber Cn
over a point (X,Y ) ∈ µ−1(p) carries the tautological action of the matrices X and Y ,
such that [X,Y ] = p. The imbedding: GLn−1 →֒ GLn , A 7→ A⊕ IdIm(p+Id) , makes Cn =
Ker(p+ Id)⊕ Im(p+ Id) a GLn−1-module, and makes the vector bundle: Cn × µ−1(p)→
µ−1(p) a GLn−1-equivariant bundle, with GLn−1 acting diagonally on Cn × µ−1(p). This
GLn−1-equivariant bundle descends to a well-defined algebraic vector bundle Vn onMn =
µ−1(p)/GLn−1, to be called the tautological vector bundle.
Write H0,c = H0,c(Sn) for the symplectic reflection algebra attached to the Symmetric
group Sn. Recall that the family of simple H0,c-modules forms, by Theorem 1.7, a dis-
tinguished vector bundle R on SpecZ0,c. Using the identification φ : SpecZ0,c ∼−→ Mn,
provided by Theorem 11.16 we transport R to a vector bundle φ∗R on Mn. This vector
bundle carries a canonical Sn-action along the fibers, and we proceed now to describing
some particular Sn-isotypic components of φ∗R.
For any (not necessarily irreducible) Sn-module χ, we let R(χ) = HomSn (χ,R) denote
the χ-isotypic component of the vector bundle R on SpecZ0,c. In particular, take χ to
be the reflection representation in Cn, the sum of the irreducible (n− 1)-dimensional, and
the trivial representation 1 of Sn. Write RCn for the corresponding rank n vector bundle
on SpecZ0,c.
Proposition 11.24 Under the isomorphism of Theorem 11.16, the tautological vector
bundle Vn on Mn gets identified with the vector bundle φ∗RCn .
Proof. We use an Sn-module isomorphism: Cn ≃ IndSnSn−11. By Frobenius reciprocity,
this yields
R
Cn
= HomSn(C
n , R) = HomSn
(
Ind
Sn
Sn−1
1 , R) = RSn−1 .
Thus, to prove the Proposition we should identify RSn−1 with the vector bundle on
Mn = µ−1(p)/GLn−1, see (11.6), arising from the trivial rank n bundle on µ−1(p).
Next, recall the variety Rep
CW
(H0,c), see (3.6). In the special case Γ = Sn, c = 1,
we get the projection π : Rep
CSn
(H0,c) ։ SpecZ0,c. According to Theorem 3.7(ii), the
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trivial PAutSn (CSn)-equivariant vector bundle on RepCSn (H0,c) descends to a vector bundle
on Rep
CSn
(H0,c)/PAutSn (CSn) = SpecZ0,c, which is isomorphic to R. Obviously, the pull-
back π∗(RSn−1) may be identified with the trivial vector bundle on Rep
CSn
(H0,c) with fiber
(CSn)Sn−1 . Thus, the canonical isomorphism F : (CSn)Sn−1
∼−→ Cn provided by formula
(11.14) (applied in the special case Γ = {1}) and the map φ of Theorem 11.16 give a map
of rank n trivial vector bundles
Fbun : π
∗(RSn−1) = Rep
CSn
(H0,c)× (CSn)Sn−1 −→ µ−1(p)× Cn . (11.25)
Further, the action of the group AutSn (CSn) on (CSn)
Sn−1 may be identified with
an action of a subgroup of the group algebra CSn acting on C[Sn−1\Sn] by means of
right translations. The latter action gives, using the vector space isomorphism F and the
imbedding: PAut
Sn
(CSn) →֒ AutSn (CSn) constructed below Proposition 3.8, a group
homomorphism: PAut
Sn
(CSn)→ GLn. It is easy to see that the image of this homomor-
phism preserves the hyperplane: Cn−1 = {(x1, . . . , xn) ∈ Cn | x1 + . . . + xn = 0} ⊂ Cn,
and acts identically on the complementary line. Thus, one obtains a (surjective) group
homomorphism Fgroup : PAutSn (CSn) ։ GLn−1.
Now, the trivial bundle on the LHS of (11.25) is equivariant with respect to the group
PAutSn (CSn), while the bundle on the RHS is equivariant with respect to group GLn−1
(using the imbedding (11.9)). It is easy to see that the vector bundle morphism Fbun inter-
twines the equivariant structures on the left and on the right via the group homomorphism
Fgroup : AutSn (CSn) ։ GLn−1 described in the previous paragraph. It follows that the
morphism Fbun descends to a vector bundle isomorphism: RSn−1 ∼−→ Vn. 
Remark. In this remark we let n vary, i.e., n = 2, 3, . . . , and set Rn := R. Consider
the projection pn : Mn → Sym n(C), (X,Y ) 7→ {n-tuple of eigenvalues of X. Set Zn =
(pn)
−1(0), and let R◦n := Rn
∣∣
Zn
. Wilson showed, see [Wi, Lemma 7.1], that for any
partition n = n1 + . . . + nk, and any point n1 · x1 + . . . + nk · xk ∈ Sym n(C), where
x1, . . . , xk ∈ C are pairwise distinct, one has an isomorphism:
(pn)
−1(n1 · x1 + . . . + nk · xk) ≃ Zn1 × . . .× Znk . (11.26)
In light of our results, one might expect that for any partition n = n1 + . . .+ nk, there is
a natural Sn-equivariant vector bundle isomorphism (relative to factorisation (11.26)):
Factorisation: Rn
∣∣
(pn)−1(n1·x1+...nk·xk)
≃ IndSnSn1×...×Snk (R
◦
n1 ⊠ . . . ⊠R◦nk) . (11.27)
Harish-Chandra homomorphism Φ0,c. Set g = gln, and let Mreg ⊂Mn be the open
subset formed by conjugacy classes of pairs (X,Y ) ∈ g × g such that the matrix X is
semisimple. We can represent points of Mreg by pairs (X,Y ) such that X is a diagonal
matrix and ([X,Y ] + 1)ij = 1, for all i, j, see (11.2). Such a representation is unique up
to permuting diagonal elements. It is easy to show, see [KKS], that if (X,Y ) ∈ Mreg
and X = diag(x1, . . . , xn), then X ∈ hreg , i.e., xi 6= xj , ∀i 6= j, and, moreover, we have:
Y = diag(y1, . . . , yn) +
∑
i 6=j(xi − xj)−1Eij . We regard x = (x1, . . . , xn) as a point in
h
reg ⊂ h = Cn, and y = (y1, . . . , yn) as a point in h∗ = Cn. Then the assignment:
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(X,Y ) 7→ (x, y) gives a well defined map π : Mreg → (h∗ × hreg)/Sn, i.e., the image of a
point of Mreg depends only on the conjugacy class of the pair (X,Y ).
Recall that Mn has a natural symplectic structure. Also equip h∗ × hreg = T ∗(hreg )
with the standard symplectic structure on the cotangent bundle.
Proposition 11.28 ([Wi]) The set Mreg is Zariski open dense in Mn, and the map
π :Mreg → (h∗ × hreg)/Sn is a symplectic isomorphism. 
Remark. The density claim in the Proposition follows from the irreducibility of Mn,
which is a special case of Corollary 11.13. ♦
The Proposition above implies that the inverse map π−1 : (h∗×hreg)/Sn ∼−→ Mreg →֒
Mn induces an injective algebra homomorphism π† : C[Mn] →֒ C[h∗ × hreg ]Sn . Under
this homomorphism, the subalgebra of C[g ⊕ g]g, formed by adg-invariant functions in
the X-variable (first factor g), goes to the subalgebra C[h∗]Sn ⊂ C[h∗ × hreg ]Sn . The
function: (X,Y ) 7→ Tr(Y 2) goes to L0,c =
∑
i y
2
i −
∑
i 6=j (xi − xj)−2, the Calogero-Moser
hamiltonian, cf. Definition 4.12. Therefore, the subalgebra of C[g ⊕ g]g, formed by adg-
invariant functions in the Y -variable (second factor g), goes to C0,c, the centraliser in
C[h∗ × hreg ]Sn− of the Calogero-Moser hamiltonian.
Recall the subvariety M ⊂ g ⊕ g defined in (1.22). Let I be the ideal in C[g ⊕ g]
generated by quadratic functions of the form: (X,Y ) 7→ λ(∧2([X,Y ]+Id)), where λ runs
over (Λ2g)∗. According to the results of [Wi] cited above, I is a radical ideal and, moreover,
coincides with the ideal of polynomials vanishing at M . We set I0,c = Ig, an ideal in
C[g ⊕ g]g. By definition, the kernel of the natural projection pr : C[g ⊕ g]g ։ C[Mn]
equals I0,c. Note further that this projection is a homomorphism of Poisson algebras.
Composing the projection pr with the homomorphism π† : C[Mn] →֒ C[h∗× hreg ]Sn , one
obtains a Poisson algebra homomorphism Φ0,c = π
†
◦pr : C[g⊕ g]g → C[h∗ × hreg ]Sn .
Recall that B0,c denotes the Poisson subalgebra in C[h∗×hreg ]Sn generated, as a Poisson
algebra, by C[h∗]Sn and C0,c ⊂ C[hreg ]Sn . We claim that ImΦ0,c = B0,c, moreover, we have
Theorem 11.29 (i) The map Φ0,c gives a Poisson algebra isomorphism
Φ0,c : C[g⊕ g]g/I0,c = C[Mn] ∼−→ B0,c .
(ii) The isomorphism φ∗ : C[Mn] ∼−→ Z0,c of Theorem 11.16(ii) coincides with the fol-
lowing composite map
Φ
spher
0,c : C[Mn] = C[g⊕ g]g/I0,c
Φ0,c
// B0,c
(
Θspher0,c
)−1
// eH0,ce
Satake Z0,c .
Remark. The isomorphism of part (i) is a ‘commutative analogue’ of the Harish-Chandra
isomorphism of Corollary 7.4. The isomorphism Φ
spher
0,c of part (ii) yields Theorem 1.23,
formulated in the Introduction. ♦
Proof of Theorem 11.29 View the coordinate ring of the variety Mn as a quotient
of the algebra C[g ⊕ g]g. Thus, for each k ≥ 0, we regard the function: X,Y 7→ Tr(Xk)
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on g⊕ g as an element Trx,k ∈ C[Mn], and the function: X,Y 7→ Tr(Y k), as an element
Try,k ∈ C[Mn] Also, to each k ≥ 0, we attach the elements: zx,k =
∑
i x
k
i , zy,k =
∑
i y
k
i ∈
Z0,c.
We first claim that
Φ
spher
0,c (Try,2) = zy,2 and Φ
spher
0,c (Trx,k) = zx,k , ∀k ≥ 0 . (11.30)
Here, the equations on the right are immediate. To prove the equation on the left, recall
the Calogero-Moser Hamiltonian L0,c ∈ C[hreg × h∗], see Definition 4.12. We know that:
Θ
spher
0,c (zy,2) = L0,c. On the other hand, a result of [KKS] says: Φ0,c(Try,2) = L0,c. Thus,
Φ
spher
0,c (Try,2) =
(
Θ
spher
0,c
)−1
◦Φ0,c(Try,2) = zy,2, and (11.30) is proved.
Next, given a simple H0,c-module E, write ESn−1 for the space of Sn−1-coinvariants.
We claim next that, for any k ≥ 0, we have:
(n− 1)! · Tr((x1)k∣∣
E
Sn−1
)
= Tr
∣∣
E
(x1)
k , (n− 1)! · Tr((y1)k∣∣
E
Sn−1
)
= Tr
∣∣
E
(y1)
k .
(11.31)
To prove this, observe that a generic simple H0,c-module E has a basis {vs , s ∈ Sn}, such
that, for any s ∈ Sn we have: x1(vs) = λs−1(1) · vs, for certain constants: λ1, ..., λn ∈ C.
This yields the first equation in (11.31). The second is proved similarly by choosing a
basis of E adapted to y1 instead of x1.
Now, each of the central elements zx,k, zy,k ∈ Z0,c acts in E by a scalar, say zx,k,E, zy,k,E.
Using equation (11.31), for any k ≥ 0, we find
Tr
(
(x1)
k
∣∣
E
Sn−1
)
=
1
(n − 1)! · TrE(x1)
k =
1
n!
Tr
E
( n∑
i=1
(xi)
k
)
=
1
n!
Tr
E
(zx,k) = zx,k,E.
Thus, we have: φ∗(Trx,k) = zx,k ∈ Z0,c, and similarly: φ∗(Try,k) == zy,k, for any k ≥ 0 .
Thus, (11.30) yields:
φ∗(Try,2) = Φ
spher
0,c (Try,2) and φ
∗(Trx,k) = Φ
spher
0,c (Trx,k) , ∀k ≥ 0 . (11.32)
We claim next that
The elements: {Try,2 ; Trx,k , k ≥ 0} generate C[Mn] as a Poisson algebra. (11.33)
To prove this, consider the standard filtration on C[Mn]. Clearly, our claim reduces
to a similar statement for grC[Mn]. The Poisson algebra grC[Mn] is isomorphic to
grZ0,c ≃ C[h ⊕ h∗]Sn , due to Theorem 11.16. Moreover, we have shown above that the
isomorphism gr(φ∗) sends gr(Trx,k) to gr(zx,k) =
∑
i x
k
i ∈ C[h∗]Sn , and sends gr(Try,2)
to gr(zy,2) =
∑
i y
2
i ∈ C[h]Sn . Thus, it suffices to show that these elements generate
C[h⊕ h∗]Sn as a Poisson algebra.
To this end, observe first that the set of elements {∑i xki , ∑i yki }k≥0 generates
C[h⊕ h∗]Sn as a Poisson algebra, by the theorem of H. Weyl cited earlier. Thus, we
have only to show that the set above generates the same Lie algebra as the element
∑
i y
2
i
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together with the set {∑i xki }k≥0. But the two elements: ∑i x2i , ∑i y2i generate a Lie
subalgebra in C[h⊕ h∗]Sn isomorphic to sl2 and, moreover, this Lie algebra gives the stan-
dard sl2-action on C[h⊕h∗]Sn . It is therefore clear that applying the operator {
∑
i y
2
i ,−}
to
∑
i x
k
i sufficiently many times one gets
∑
i y
k
i , for any k ≥ 2. This proves (11.33).
We can now complete the proof of the Theorem. Since Φ0,c(Try,2) = L0,c, it is im-
mediate from (11.33) that ImΦ0,c ⊂ B0,c. On the other hand, the discussion preceding
Theorem 11.29 implies that the map Φ0,c is injective and contains the algebra B0,c in its
image. This yields part (i) of Theorem 11.29. Part (ii) follows from equations (11.32),
(11.33), and the fact that both φ∗ and Φ
spher
0,c are Poisson algebra maps. 
Remarks (i) Write φ+ = φ for the isomorphism: Irreps(H0,c)
∼−→ Mn of Theorem
11.16. One can show that replacing in the definition of φ+ the space E
Sn−1 ⊂ E of
Sn−1-invariants by the space of Sn−1-anti-invariants, one obtains a similar map
φ− : Irreps(H0,c)→M−n = {(X,Y ) ∈ g× g
∣∣ [X,Y ]− Id
Cn
= rank 1 matrix}/Ad PGLn .
Furthermore, one can verify by an explicit computation, that the maps φ+ and φ− are
related to each other by the formula: φ− = ϕ ◦φ+, where ϕ :Mn ∼−→ M−n is an isomor-
phism of algebraic varieties given by the formula ϕ : (X,Y ) 7→ (Xt, Y t).
(ii) Recall that Corollary 5.7 provides an explicit formula for the Poisson brackets:
{ψk, φl}, where the ”power sum” elements: ψℓ, φℓ ∈ Z0,c , ℓ ≥ 0, have been defined in
(5.6). For each k, l ≥ 0, put zk,l := {ψk, φl}. It is easy to show that the set of elements:
{zk,l}k,l≥0 generates Z0,c as an associative algebra. Moreover, these elements are images
of the functions: (X,Y ) 7→ k · l · Tr(XkY l) under the isomorphism φ∗. This gives, in
principle, a constructive way to identify Z0,c and C[Mn] as associative algebras. ♦
Observe next that the G-action on Ht,c arising from Theorem 5.10 is trivial on CW ⊂
H0,c, hence induces a G-action on the H0,c-module H0,ce. The latter may be viewed, by
Theorem 1.23, as a G-action on the vector bundle R on SpecZ0,c.
Recall that Berest and Wilson have defined in [BW] a G-action on the Calogero-Moser
variety Mn by the formulas, cf. (5.8):
aτ,ℓ(X,Y ) = (X + τY
ℓ , Y ) and bτ,ℓ(X,Y ) = (X , Y + τX
ℓ) , (X,Y ) ∈ gln × gln .
They showed further that the group G acts transitively on Mn.
Repeating the proof of Proposition 7.7 in the ‘limiting’ case κ =∞, we get
Corollary 11.34 (i) The spherical Harish-Chandra homomorphism Φ
spher
∞ : D(gln)gln →
eH0,ce intertwines the G-actions, resp. the L-actions, on D(gln)gln and on eH0,ce.
(ii) The (transitive) G-action on Mn lifts to a G-action on the vector bundle R on
Mn. A similar result holds for the Lie algebra L. 
Example: sl2-case. The algebra H0,c(A1) has 3 generators: s, x, y with defining rela-
tions
s2 = 1 , sx = −xs , sy = −ys , [y, x] = −2s.
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In the following proposition, we collect the results about H0,c(A1). The proofs are straight-
forward and are left to the reader.
Proposition 11.35 (i) The center of H0,c(A1) is generated by the 3 elements: A =
x2 , B = y2, and C = (xy + yx)/2, which satisfy the relation: AB = C2 − 1. Thus,
SpecZ0,c is a smooth quadric: {(a, b, c) ∈ C3
∣∣ ab = c2 − 1}.
(ii) Let (a, b, c) ∈ SpecZ0,c ⊂ C3. The unique irreducible representation of H0,c(A1)
corresponding to the point (a, b, c) has a basis {v+, v−} such that:
s(v±) = ±v± , x(v+) = α · v− , x(v−) = β · v+ , y(v+) = γ · v− , y(v−) = δ · v+,
where (α, β, γ, δ) is a solution of the system of equations:
αβ = a , γδ = b , βγ = c+ 1 , αδ = c− 1,
defined uniquely modulo rescaling transformations: (α, β, γ, δ) 7→ (t·α , t−1 ·β , t·γ , t−1 ·δ).
(iii) The vector bundle R is a direct sum of two line bundles: R = eR⊕ e−R, where
eR = O is the trivial bundle, and e−R is isomorphic to the pullback of O(1) under the
fibration π : SpecZ0,c → P1, given by: π(a, b, c) = (β, δ).
(iv) The Poisson bracket onM2 is induced by a rotation-invariant symplectic form. 
12 Appendix A: Almost commuting matrices.
In this appendix we discuss a statement in commutative algebra, which is a classical
analogue of Theorem 9.1. Throughout this Appendix g = gln and G = GLn.
Let J ⊂ C[g⊕ g] = C[X,Y ] be the ideal generated by the matrix entries of [X,Y ] ∈
g = End(Cn), i.e. by all functions on g ⊕ g of the form: X,Y 7→ λ([X,Y ]), where λ is a
linear function on g. It is clear that the zero variety of J equals Z, the commuting variety.
It is not known whether J =
√
J .
Recall next that any linear map A : Cn → Cn induces a linear map ∧2A : ∧2Cn −→∧2Cn. Let J1 ⊂ C[g ⊕ g] = C[X,Y ] be the ideal generated by the matrix entries of∧2[X,Y ] ∈ End(∧2Cn), i.e. all functions on g ⊕ g of the form: X,Y 7→ η(∧2[X,Y ]),
where η is a linear function on End(
∧2Cn). The zero variety of J1 is the variety Z1 ={
(X,Y ) ∈ g⊕ g ∣∣ rk([X,Y ]) ≤ 1} . Again, it is not known (to us) if J1 = √J1.
We observe that J1 ⊂ J , in particular Z ⊂ Z1. The classical analog of theorem 9.1 is
Theorem 12.1 JG = (J1)
G.
The proof of the Theorem requires several auxiliary lemmas. We write X = (xij),
Y = (yij) for n× n-matrices, where xij, yji are indeterminates.
Lemma 12.2 The space of g-invariant polynomials on g⊕ g with values in g is spanned
by functions of the form: (X,Y ) 7→ ∏mi=1 Tr(Pi(X,Y )) · Q(X,Y ), where P1, . . . , Pm, Q
are noncommutative polynomials.
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Proof. Immediate from the Weyl fundamental theorem of invariant theory [We]. 
Lemma 12.3 Any element of J is a linear combination of functions of the form:
(X,Y ) 7→ ∏i Tr(Pi(X,Y )) · Tr(Q(X,Y ) · [X,Y ]), where Pi, Q are noncommutative
polynomials.
Proof. Any element of J is of the form Tr(Q(X,Y ) · [X,Y ]), where Q is an invariant
polynomial on g⊕ g with values in g. Thus the lemma follows from Lemma 12.2. 
By the definition, the ideal J1 is generated by the matrix elements of
∧2([X,Y ]), i.e.
by the elements
Riljk = [X,Y ]ji · [X,Y ]lk − [X,Y ]li · [X,Y ]jk.
We say that D ∈ J has level ≤ d if it is a linear combination of elements of the form∏
i Tr
(
Pi(X,Y )
) ·Tr(Q(X,Y ) · [X,Y ]) with degree of Q being ≤ d. By Lemma 12.3, level
is defined for all elements D ∈ J .
To prove Theorem 12.1, we must show that any element D ∈ JG is zero in C[g⊕g]/J1.
We will prove that D = 0 in C[g ⊕ g]/J1 by induction in the level of D. The base of
induction (d = 0) is obvious. Assume that the level of D is d and for levels ≤ d− 1 it has
been proved that elements of J vanish in C[g ⊕ g]/J1. By Lemma 12.3, we may assume
that D = Tr
(
Q(X,Y ) · [X,Y ]), where the degree of Q is d.
The following lemma plays the main role in the proof of the induction step. It is here
that we use the “rank 1” condition. Write Qi := Qi(X,Y ), for short.
Lemma 12.4 Let Q1, Q2 be noncommutative polynomials in X,Y of degrees d1, d2 such
that d1 + d2 ≤ d− 4. Then in C[g⊕ g]/J1 one has: Tr
(
Q1 · [X,Y ] ·Q2 · [X,Y ]
)
= 0 .
Proof. We write the trace of Q1 · [X,Y ] ·Q2 · [X,Y ] as the following sum:∑
pqrs
(Q1)pq · [X,Y ]qr · (Q2)rs · [X,Y ]sp =
∑
pqrs
(Q1)pq · (Q2)rs · [X,Y ]qr · [X,Y ]sp .
Using the relations of J1, we conclude that in C[g⊕ g]/J1 one has:
Tr
(
Q1 · [X,Y ] ·Q2 · [X,Y ]
)
=
∑
pqrs
(Q1)pq ·(Q2)rs · [X,Y ]sr · [X,Y ]qp = Tr
(
Q1 · [X,Y ]
) ·Tr(Q2 · [X,Y ]),
which is zero in C[g⊕ g]/J1 by the induction hypothesis. 
Lemma 12.5 Let Q1, Q2 be noncommutative polynomials in X,Y of degrees d1, d2 such
that d1 + d2 ≤ d − 4. Then in C[g ⊕ g]/J1 one has: Tr
(
Q1 · X · Y · Q2 · [X,Y ]
)
=
Tr
(
Q1 · Y ·X ·Q2 · [X,Y ]
)
.
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Proof. We have
Tr
(
Q1 ·X · Y ·Q2 · [X,Y ]
)
= Tr
(
Q1 · Y ·X ·Q2 · [X,Y ]
)
+ Tr
(
Q1 · [X,Y ] ·Q2 · [X,Y ]
)
,
By Lemma 12.4, Tr
(
Q1 · [X,Y ] ·Q2 · [X,Y ]
)
is zero in C[g⊕ g]/J1. The lemma is proved.

Proof of Theorem 12.1. The last lemma shows that in order to prove the theorem it
is enough to check the statement of the theorem for the elements Dm = Tr
(
Qm · [X,Y ]
)
,
m = 0, ..., d, where Qm =
∑m
k=0X
m−kY d−mXk. Thus, the theorem follows from the
equation
Dm =
∑m
k=0
Tr
(
Xm−kY d−mXk[X,Y ]
)
=
∑m
k=0
Tr(Y d−mXk[X,Y ]Xm−k) = Tr
(
[Y d−mXm, Y ]
)
= 0. 
Corollary 12.6 (
√
J1)
G = (
√
J)G. 
There is a more geometric proof of Corollary 12.6, which does not use theorem 12.1.
It is based on the following beautiful linear algebraic lemma, see e.g., [Gu]:
Lemma 12.7 Let A,B be two n×n-matrices whose commutator, [A,B] is a rank 1 matrix.
Then A,B can be simultaneously conjugated into upper triangular matrices.
The proof of this lemma in [Gu] is rather complicated, so we would like to give a
simpler proof which we learned from A. Rudakov.
Proof. Without loss of generality we can suppose that the kernel of A is non-zero;
otherwise we can replace A by A − λ · Id, where λ is an eigenvalue of A. It is enough to
show that there is a proper subspace which is both A- and B-stable. Put C := [A,B].
If KerA belongs KerC then KerA is B-invariant: ABx = BAx+Cx = 0. Thus, KerA
is the needed subspace.
If KerA is not in KerC then there exists z such that Az = 0, Cz 6= 0. This means
ABz = Cz is not zero. Hence ImC, which is a 1-dimensional space, is contained in ImA.
Now ImA is B-invariant, because BAx = ABx + Cx, and both summands are in ImA.
Thus, ImA is the needed subspace. 
We observe now that Lemma 12.7 implies Corollary 12.6. In more detail, recall the
variety Z1 =
{
(X,Y ) ∈ g ⊕ g
∣∣ rk([X,Y ]) ≤ 1} . It follows from Lemma 12.7 that the
closure of any G-orbit in Z1 contains a point of Z (since a pair of upper triangular ma-
trices can be conjugated arbitrarily close to their diagonal parts). Hence, any g-invariant
polynomial on g⊕ g that vanishes on Z, must vanish on the whole of Z1. 
Remarks (i) We have shown that Lemma 12.7 implies Corollary 12.6. In fact, the corol-
lary also easily implies the lemma. Indeed, it is easy to show that any two matrices the
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closure of whose GLn-orbit contains a pair of commuting matrices, generate a solvable Lie
algebra.
(ii) There is a natural analogue of the claim of Lemma 12.7 for a general semisimple
Lie algebra g saying that any pair of elements A,B ∈ g such that [A,B] is a root element,
generates a solvable Lie algebra. This claim is false in such generality; it is false for the
Lie algebra g = so8, for instance.
13 Appendix B: Geometric construction of Vk
In this appendix we explain the geometric construction of the representation Vk over
g = sln using the notion of twisted differential operators, see e.g., [BB].
Let ω be the canonical (line) bundle on Pn−1, and let L denote its total space with
zero-section removed. Thus, L is a principal C∗-bundle on Pn−1. Write eu for the Euler
vector field on L generating the C∗-action, and D(L)eu for the centralizer of the Euler field
in the algebra of global algebraic differential operators on L. Note that eu is a central
element in D(L)eu. For any k ∈ C, we set Dk(L) := D(L)eu/(eu− k) · D(L)eu .
Remark. The algebra Dk(L) is known as a ring of twisted differential operators on Pn−1.
In the special case when k is an integer, the algebra Dk(L) turns out to be isomorphic
to D(Pn−1, ω⊗(−k)), the algebra of global algebraic differential operators acting on the
sections of the line bundle ω⊗(−k). ♦
The torus T ⊂ SLn, formed by diagonal matrices, has a unique open dense orbit in
Pn−1. Let L
reg ⊂ L be the preimage of this T -orbit in L, and let Dk(Lreg) := D(Lreg)eu/(eu−
k) · D(Lreg)eu be the corresponding ring of twisted differential operators.
For each k ∈ C, we now define an Ug-module Vk as follows. The tautological SLn-
action on Pn−1 lifts naturally to an action on L, that commutes with the C∗-action.
Differentiating the SLn-action gives, by restriction to L
reg
, a Lie algebra morphism ̺k :
g = sln −→ C∗-equivariant vector fields on Lreg. This Lie algebra morphism extends to
an associative algebra homomorphism: Ug→ D(Lreg)eu , and we form the composite map:
̺k : Ug −→ D(Lreg)eu ։ D(Lreg)eu/(eu− k) · D(Lreg)eu = Dk(Lreg) . (13.1)
Let Dk(Lreg)·̺k(h) ⊂ Dk(Lreg) be the left ideal generated by the image of Cartan subalgebra
h = LieT . Thus, Dk(Lreg)/Dk(Lreg) · ̺k(h) is a left Dk(Lreg)-module, hence, an Ug-module
via (13.1). The proof of the following result is left to the reader.
Proposition 13.2 The g-module Dk(Lreg)/Dk(Lreg) · ̺k(h) is isomorphic to Vk. 
14 Appendix D: Small representations.
In this appendix we will consider the special case of the radial part construction of §6 and
the Dunkl-Cherednik construction in §4 in the case when V is a small finite dimensional
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representation of g. This situation is of special interest because in the case of small
representations both constructions give the same answer.
Let g be a finite dimensional simple Lie algebra. Let ̺ : Ug → EndV be a finite
dimensional (not necessarily irreducible) representation such that all of its weights belong
to the root lattice of g. Then, ̺ is called small if ̺(eα)
2v = 0, for any root vector eα ∈ g
and any v ∈ V〈0〉. This condition is equivalent to saying that 2α is not a weight of V , for
any root α. Note that V = g, the adjoint representation of any reductive Lie algebra, is
small. We refer to the paper [Br] for more information about small representations.
For g = sln, one obtains a complete understanding of small representations as fol-
lows. Note that, for any finite-dimensional g-module V , the Weyl group W acts naturally
on V〈0〉. Write Cn for the tautological representation, and (Cn)⊗n for its n-th tensor
power. We let Cat denote the (semisimple) abelian category of finite dimensional sln-
representations V such that all simple constituents of V are among the simple constituents
of (Cn)⊗n.
Proposition 14.1 (i) The representation (Cn)⊗n, and its dual, are both small.
(ii) An irreducible sln-module is small if and only if it is a submodule of either (Cn)⊗n,
or of its dual. In particular, any object of Cat is a small representation.
(iii) The assignment: V  V〈0〉 gives an equivalence between the category Cat and the
category of finite-dimensional Sn-modules. This equivalence sends (Cn)⊗n to the regular
representation of Sn.
Proof. We leave the proof to the reader, and only comment on the last statement.
Let e1, . . . , en the standard basis in Cn. It is clear that, for V = (Cn)⊗n, the element
ei1 ⊗ . . . ⊗ ein belongs to the zero weight subspace if and only if the indices i1, . . . , in
are pairwise distinct. Hence the space V〈0〉 has a basis formed by the elements eσ(1) ⊗
. . . ⊗ eσ(n) , σ ∈ Sn. Therefore we may identify V〈0〉 with CSn via the correspondence:
σ ←→ eσ(1) ⊗ . . .⊗ eσ(n) . 
Recall the Harish-Chandra homomorphism ΨV : D(grs )g −→ D
(
h
reg
, End
C
V〈0〉)W , see
(6.6). On the other hand, consider the rational Cherednik algebra H1,1 , with parameters:
t = 1 and c = 1. The renormalized Dunkl homomorphism Θ1,1 : H1,1 → D(hreg ,CW ), see
above formula (4.7), restricts to a homomorphism Θ1,1 : (H1,1)
W → D(hreg ,CW )W , where
(H1,1)
W stands for the centralizer of W in the algebra H1,1 . Further, the action of W on
V〈0〉 gives an algebra morphism ̟
V
: CW → End
C
V〈0〉.
The following result explains the relevance of the notion of small representation for
the study of the Harish-Chandra homomorphism, cf. also [Br, Thm.1]
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Theorem 14.2 If t = 1 and c = 1 then, for any small representation V , the following
diagram commutes
(Sg)g
Chevalley
isomorphism
inclusion

ShW
inclusion // (H1,1)
W
Θ1,1

D(g)g ΨV // D(hreg , End
C
V〈0〉)W D(hreg , CW )W .̟Voo
Example: Let ̺ : g → End
C
V be a small representation. Then a simple calculation
with 1- and 3-dimensional sl2-modules shows that, for any α ∈ R, the endomorphism
̺(eα · e−α) : V 〈0〉 → V〈0〉 is given by the formula: (α,α)2 · (Id − sα), where sα denotes
the action on V 〈0〉 of the simple reflection sα ∈ W . It follows from (6.3) that for the
Harish-Chandra homomorphism ΨV : D(g)g→ D
(
h
reg
, End
C
V〈0〉)W , associated to V , one
obtains:
ΨV (∆g ) = ∆h −
∑
α∈R
(α,α)
2
· (Id− sα)
α2
. (14.3)
Proof of Theorem 14.2: Let ∆ ∈ ShW ⊂ Hκ be the quadratic W -invariant correspond-
ing to the Laplacian ∆
h
on h. In the special case t = 1 and c = 1, one finds:
Θ1,1(∆) = ∆h −
∑
α∈R
(α,α)
2
· (1− sα)
α2
∈ D(hreg ,CW )W . (14.4)
Since ∆g ∈ (Sg)g goes under the Chevalley isomorphism to ∆ ∈ ShW , comparing formulas
(14.4) and (14.3) yields an equality: ̟V ◦Θ1,1(∆h) = ΨV (∆g). Write D for this element
of D(hreg , End
C
V〈0〉)W .
Now, fix f ∈ (Sh)W , a homogeneous element of degree m. First, view f as an element
of (Sg)g, via the Chevalley isomorphism, write fg for the corresponding adg-invariant con-
stant coefficient differential operator on g, and set: D1 = ΨV (fg). Next, view f as an
element of (H1,1)
W , and set: D2 = ̟V ◦Θ1,1(f). The algebra (Sh)
W , being commutative
and all the maps in the diagram of the Theorem being algebra homomorphisms, we con-
clude that both D1 and D2 commute with D. Further, D1,D2 are differential operators
of order ≤ m, whose principal symbols are both equal to f . Moreover, it is clear that
D1,D2 both have homogeneity degree −m with respect to the dilation action on hreg .
Thus, D1 − D2 is a differential operator on hreg of order ≤ m − 1, that commutes with
D and has homogeneity degree −m. The proof of the Theorem is now completed by the
following result.
Proposition 14.5 Let M be a End
C
V 〈0〉-valued differential operator on an open subset of
h that commutes with D, has order ≤ m− 1, and homogeneity degree −m. Then M = 0.
The remainder of the section is devoted to the proof of Proposition 14.5. We need
an easy lemma from classical representation theory. Write E : p 7→ E(p) = |p|2 for the
quadratic polynomial on h∗ corresponding to ∆ ∈ S2h, and view it as a function on h⊕ h∗
constant along the first factor.
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Lemma 14.6 Let S : (x, p) 7→ S(x, p) be a rational function on h⊕h∗, which is polynomial
in p ∈ h∗. Suppose that the Poisson bracket {E,S} equals to zero. Then S ∈ C[h⊕ h∗].
Proof of Lemma. We may assume without loss of generality that the function S is
homogeneous in the p-variable, say of degree N . By shifting x, we may assume further
that S is regular at x = 0. Let S =
∑∞
k=0 Sk be the Taylor expansion of S at the point
(0, 0) ∈ h⊕h∗. Thus, Sk is a homogeneous polynomial on h⊕h∗ of total degree k. Clearly,
Sk has degree N in the p-variable. Further, separating homogeneous components in the
equation {E,S} = 0 yields: {E,Sk} = 0, for any k ≥ 0.
The quadratic functions: E(x, p) = |p|2 , H(x, p) = 〈x, p〉, and F (x, p) = |x|2, (x, p) ∈
h
reg × h∗, are well-known to form an sl2-triple: {E,H,F}, with respect to the Poisson
bracket on C[h ⊕ h∗]. Hence, taking the brackets with these functions gives, for each
m ≥ 0, an sl2-action on C[h ⊕ h∗](m), the space of degree m homogeneous polynomials.
By representation theory of sl2, any vector annihilated by E (i.e. a highest weight vector)
has to have a nonnegative weight. This means that the p-degree of such a polynomial
is greater than or equal to its x-degree. In particular, the x-degree of Sk is ≤ N , which
means that its total degree is ≤ 2N . Therefore, for k > 2N , we have Sk = 0. 
Proof of Proposition 14.5: Assume the contrary. Let S : (x, p) 7→ S(x, p) be the
principal symbol of M , where (x, p) ∈ h⊕h∗. Then S is a polynomial in p and {E,S} = 0.
We know that S has homogeneity degree −m, in the grading where: deg(x) = 1 =
− deg(p). Furthermore, S has order ≤ m−1 with respect to p. This implies that S cannot
be a polynomial in x. That contradicts the lemma, and we are done. 
15 Deformations, Poisson brackets and cohomology
Deformations and Poisson structures. Let A be a flat formal (not necessarily com-
mutative) deformation of an associative commutative algebra A, in other words, we are
given a topologically free C[[t]]-algebra A such that A/tA = A. Then, there is a canon-
ical Poisson bracket on A defined as follows. First, for each u˜, v˜ ∈ A we have, since A
is commutative: [u˜, v˜] ∈ tA, where [u˜, v˜] := u˜v˜ − v˜u˜. Let m(u˜, v˜) ≥ 1 be the greatest
integer (possibly = ∞) such that [u˜, v˜] ∈ tm(u˜,v˜)A. Let m ≥ 1 be the minimum of the
integers m(u˜, v˜) over all pairs u˜, v˜ as above. If m = ∞ we set the Poisson bracket on A
to be zero. If m is finite then, given u, v ∈ A, choose any representatives u˜, v˜ ∈ A, so
that u = u˜ mod (tA) and v = v˜ mod (tA), and put {u, v} = (t−m[u˜, v˜]) mod (tA). It is
known that the assignment: u, v 7→ {u, v} gives rise to a well-defined Poisson bracket on
A, independent of the choices involved.
Observe that the equality: m = ∞ in the construction above implies [u˜, v˜] ∈ tℓ · A,
∀u˜, v˜ ∈ A, and ∀ℓ ≥ 1. Since ⋂ℓ≥1 tℓA = 0, we see that the vanishing of the Poisson
bracket on A forces the whole deformation to be commutative, i.e., we have
Lemma 15.1 If m =∞, then A is a commutative algebra. 
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Remark. As has been observed by Hayashi [Ha], a slight modification of the above
construction still applies in the case of a non-commutative algebra A, and gives a Poisson
bracket on Z(A), the center of A. We note that, as opposed to the commutative case con-
sidered above, the Hayashi construction only works if m = 1, in particular, the bracket on
Z(A) may turn out to be identically zero. This is so, for instance, if Z(A) is a specialization
of the family {Z(At)}t6=0. ♦
From now until the end of this section we keep the following setup. Let A be a
commutative associative C-algebra, and A a complete topological C[[t]]-algebra such that
A/t ·A = A. Write K = C((t)) for the field of formal Laurent series, and set: AK =
K ⊗̂
C[[t]]
A, a K-algebra obtained by localizing at t (here ‘ ⊗̂ ’ stands for the completed
tensor product). Let HH•(A
K
) denote the Hochschild cohomology of A
K
(relative to the
ground field K). Further, let H•(SpecA) denote the ordinary singular cohomology (with
complex coefficients) of SpecA viewed as a topological space. For any vector space E,
write E[[t]] for the space of formal power series with coefficients in E.
The deformation A gives rise to a Poisson structure {−,−} on A, making SpecA
a Poisson variety. The following result is based on the celebrated Formality theorem of
Kontsevich [Kon].
Proposition 15.2 Assume that the canonical isomorphism: A/t · A ∼−→ A can be lifted
to a topological C[[t]]-module isomorphism:
φ : A ∼−→ A[[t]] . (15.3)
If SpecA is smooth and the Poisson structure {−,−} on A is non-degenerate, i.e., makes
SpecA a symplectic manifold, then there is a graded K-algebra isomorphism: HH•(A
K
)
≃ K ⊗
C
H•(SpecA).
To prove the Proposition we transport the multiplication map from A to A[[t]] via the
bijection (15.3) to obtain a C[[t]]-bilinear map ⋆ : A[[t]] ⊗ A[[t]] −→ A[[t]] , (P,Q) 7→
P ⋆ Q = φ
(
φ−1(P ) · φ−1(Q)). Expanding into powers of t one can write it in the form of
a star-product
P ⋆ Q = P ·Q+ t · µ1(P,Q) + t2 · µ2(P,Q) + . . . . (15.4)
The algebra (A[[t]], ⋆) thus obtained is clearly isomorphic to A. The following result is
quite standard.
Lemma 15.5 Let A be a deformation of a commutative algebra A, as in Proposition 15.2.
Then there exists a ⋆-product on A[[t]] equivalent to (15.4), such that:
• Each map µi : A × A → A in this new ⋆-product is given by a certain regular
bi-differential operator on SpecA;
• µ1(P,Q) = {P,Q}, where {−,−} stands for the Poisson bracket on A induced by
the deformation A;
• The C[[t]]-algebra A is isomorphic to (A[[t]],⋆).
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Proof of Lemma 15.5: Put M = SpecA. Then for any k ≥ 0, the Hochschild co-
homology, HHk(A), are well-known to be isomorphic to, Ωk(M), the space of regular
differential k-forms on M. Let C•(A) denote the standard Hochschild cochain complex,
and C•
diff
(A) ⊂ C•(A) the subcomplex formed by poly-differential operators. Differential
forms on M being local objects, it follows that the imbedding: C•
diff
(A) →֒ C•(A) is a
quasi-isomorphism. Recall that all the terms µi in the expansion (15.4) are controlled by
(second and third) Hochschild cohomology groups. Therefore, changing the star-product
by an equivalent one, one may achieve that: µi ∈ C2diff (A), for all i ≥ 1. This proves
the claim about bi-differential operators. The claim concerning the Poisson bracket is
well-known. The Lemma is proved. 
Proof of Proposition 15.2: Set M := SpecA, a smooth affine symplectic variety.
Hence, the Poisson structure onM is given by a regular bi-vector field: β ∈ ∧2 TM. Now,
fix a star-product on A[[t]] as in Lemma 15.5. By (an algebraic version of) the Formality
theorem of Kontsevich [Kon], this star-product is equivalent to the one obtained by the
Kontsevich quantization procedure applied to an appropriate formal Poisson structure of
the form: β̂ = β0 + t · β1 + t2 · β2 + . . . ∈ (
∧2 TM)[[t]], such that β0 = β. Write HP •(−),
for the Poisson cohomology of a Poisson algebra, see Brylinski [Br] and references therein.
Kontsevich’s theorem on the cup-product on tangent cohomology, see [Kon, §8], yields a
graded K-algebra isomorphism:
HH•(A
K
) ≃ HP •(K[M] , β̂ ) . (15.6)
Here, the RHS stands for the Poisson cohomology of the commutative K-algebra K[M] :=
K⊗̂
C
C[M] equipped with the K-linear Poisson structure given by β̂.
The cohomology on the RHS of (15.6) are computed by means of K⊗̂
C
(
∧• TM), the
complex formed by poly-vector fields, with differential being induced by the Schouten
bracket with the bivector β̂. It follows, since the Poisson structure β = β0 on M
is non-degenerate and C[[t]] is a local ring, that the natural pairing with β̂ induces
a C[[t]]-module isomorphism: (T ∗M)[[t]] ∼−→ (TM)[[t]], hence, a graded isomorphism:
K⊗̂
C
(
∧• T ∗M) ∼−→ K⊗̂
C
(
∧• TM). Brylinski showed [Br] that the de Rham differential
goes under the latter isomorphism to the Poisson differential. Thus, writing H•
DR
(M) for
the algebraic de Rham cohomology of M one obtains a natural K-algebra isomorphism:
HP j(K[M]) ≃ K ⊗
C
H•
DR
(M). But de Rham cohomology of the smooth affine variety M
is known (Grothendieck) to be isomorphic to H•(M), the ordinary singular cohomology
of M, viewed as a topological space. Combining these considerations with (15.6), we find
HH•(AK) ≃ HP •
(K[M] , β̂ ) ≃ K ⊗
C
H•
DR
(M) ≃ K ⊗
C
H•(M) . 
In applications, Proposition 15.2 will be used in the following situation. Let A be a
flat formal deformation of A, as above. Assume given an increasing filtration: C[[t]] =
F0A ⊂ F1A ⊂ . . . , on A such that: ∪i≥0 FiA = A, and FiA ·FjA ⊂ Fi+jA, ∀i, j ≥ 0 .
The filtration on A induces a filtration on A = A/t·A, and we write grA, resp. grA, for
the corresponding associated graded algebra. The following result is proved by a routine
argument involving, for each i ≥ 0, an arbitrary choice of complementary subspace to FiA
in Fi+1A.
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Lemma 15.7 Assume that: (i) grA is a finitely generated (commutative) C-algebra, in
particular, dimFiA <∞, for any i ≥ 0.
(ii) The algebra A is complete, and the isomorphism: grA/t ·grA ∼−→ grA can be
lifted to a graded topological C[[t]]-algebra isomorphism: grA = (grA)[[t]] .
Then (15.3) holds. 
Given an algebra A and an idempotent e ∈ A, we say that the pair (A, e) has Morita
property if the map: A ⊗ A → A given by x ⊗ y → x · e · y is surjective. A similar
definition applies for a complete topologically free C[[t]]-algebra A in which case the map:
A⊗̂
C[[t]]
A → A involves the completed tensor product over C[[t]].
Let A be a complete topologically free C[[t]]-algebra, and A = A/t·A.
Proposition 15.8 Let e ∈ A be an idempotent in A, and e ∈ A its reduction modulo t.
If (A, e) has Morita property, then so does (A, e).
Proof. This is an immediate consequence of the following general claim: Let f : V→
W be a continuous homomorphism of complete topologically free C[[t]]-modules. If the
induced map f : V/t·V →W/t·W is surjective, then f is surjective as well.
To prove the Claim, we can assume that V = V [[t]],W =W [[t]], and f =
∑
j≥0 t
j · fj,
where fj : V → W. Suppose we want to solve the equation f(
∑
tj · vj) =
∑
ti ·wi, where
wi are given. Suppose we’ve solved it up to order n − 1, let’s solve in order n. We have
f0(vn) + known things = wn. Since f0 is surjective, we can always solve it. 
16 Some examples
Let Γ be a finite subgroup of SL2. Consider the wreath product Γn = Sn ⋉ Γn, and use
the notation as at the beginning of §9. We will consider the symplectic reflection algebra
H0,k,c(Γn), for generic k, c. Our first result in this section is
Theorem 16.1 Any simple H0,k,c-module restricts to the regular representation of Γn.
This theorem and proposition 3.8 imply the following corollary:
Corollary 16.2 For wreath-products, the Calogero-Moser space SpecZ0,k,c is smooth. 
Before proving the theorem, we prove the following lemma.
Lemma 16.3 Let E be a finite dimensional representation of H0,k,c. Then as a Γn-module,
E has the form IndΓnSnL, where L is a unique Sn-module.
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Proof of Lemma 16.3. To show that E is induced, it suffices to show that trE(g) = 0
if g ∈ Γn is an element not conjugate to an element of Sn. We may assume that g =
(g1, g2, . . . , gm), where gi ∈ Sni ⋉ Γni , with
∑m
i=1 ni = n, and where g1 = σ · (α, 1, ..., 1),
for some cycle σ, and α ∈ Γ, a nontrivial element.
Let a, b ∈ C2, and consider the commutator [(a, 0, ..., 0), (b, b, . . . , b, 0, ..., 0)] in H0,k,c
(here and below, the number of copies of b in the element (b, b, . . . , b, 0, ..., 0) ∈ V =
(C2)⊕n ⊂ H0,k,c equals n1 =length of the cycle σ). According to the main commutation
relation, we have
[(a, 0, ..., 0), (b, b, . . . , b, 0, ..., 0)] = (a, b) ·
∑
γ∈Γr1
cγ · (γ, 1, ..., 1) + k · f(a, b),
where f(a, b) ∈ C[Γn]. Therefore,
[(σ, g2, ..., gm)(a, 0, ..., 0), (b, b, . . . , b, 0, ..., 0)] = (a, b)
∑
γ∈Γr1
cγ ·(σ·(γ, 1, ..., 1), g2 , ..., gn)+k·f˜(a, b),
where f˜(a, b) ∈ C[Γn]. Taking the trace of both sides of this equation in E, and using the
facts that k and cγ are generic and that traces of group elements are algebraic integers,
we get
tr
E
(σ · (γ, 1, ..., 1), g2 , ..., gn) = 0.
The lemma is proved. 
Proof of Theorem 16.1. In the previous lemma we showed that, for any γ ∈ Γn, the
trace of γ in E vanishes unless γ is not conjugate to an element of Sn ⊂ Γn. Thus, it
remains only to show that the trace of any nontrivial permutation σ in E vanishes.
Let us take y = (b, b, ..., b), and x = (0, ..., 0, a, 0, ..., 0), a, b ∈ C2, where a stands
in the i-th place. For any permutation σ with m cycles, let us consider the element
σ[x, y] = [σx, y] of H0,k,c. The trace of this element in E is obviously zero. Thus, writing
this trace explicitly using the main commutation relation
(
1.15(iii)
)
, and taking into
account that k, c are generic, we get∑
{j | j 6=i}
∑
γ∈Γ
Tr(σ · sij · γi · γ−1j , E) · ωsij ·γi·γ−1j (x, y) = 0
The last sum consists of two parts: the terms with m+1 cycles and with m−1 cycles.
The first part is the sum over j belonging to the same cycle of σ as i. In this sum, the
element σ ·sij has i, j in different cycles, so the term containing the trace of σ ·sij ·γi ·γ−1j is
zero. Indeed, for γ = 1 this term comes with a zero coefficient, and for γ 6= 1 the element
has nontrivial cycle monodromies (= conjugacy class of the product of the elements of Γ
in a cycle), hence, it cannot be conjugated into Sn. Thus, its trace is zero by Lemma 16.3.
Thus, only the second part of the sum, over j belonging to the cycles of σ other than the
one that contains i, remains. In this case, i and j are in the same cycle of σ · sij , so the
trace is γ-independent, and after computing ωsij ·γi·γ−1j
and simplifications we have
∑
{j | i/∈<σ>j}
Tr(σ · sij, E) = 0
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The last equality involves only permutations with a fixed number of cycles, namely
m − 1. So the terms of the sum correspond to partitions of n into m − 1 parts. In
terms of partitions, the latter sum can be expressed in a very simple way. Namely, let
the length of the cycle of σ containing i be l. Then the other cycles define a partition
µ = (µ1, µ2, ..., µm−1), µ1 ≥ µ2 ≥ . . . , of n− l. The last equation has the form∑m−1
p=1
Tr(µ1, ..., µp + l, ..., µm−1) = 0
where trace of a partition is by definition the trace in E of the corresponding permutation
(to view (µ1, ..., µp + l, ..., µm−1) as a partition one may rearrange the elements involved
in the decreasing order if this happens not to be so).
Now, let λ be a partition of n into n−m−1 parts, λ = (λ1, . . . , λm−1), λ1 ≥ λ2 ≥ . . . .
Let p be the largest index for which λp 6= 1. Let l = λp − 1, and µ be the partition
(λ1, ..., λp − l = 1, 1, 1, . . . , 1) of n − l. Then the above equation for this µ allows one to
express Tr(λ) through traces of partitions which are bigger with respect to the standard
ordering than λ (i.e. obtainable from λ by increasing λq and decreasing λr with q < r).
This implies that Tr(λ) = 0, as desired. 
Proposition 16.4 (i) If W is the Weyl group of type A or of type B = C, then the
variety SpecZ(H0,c) is smooth, for generic c.
(ii) If W is the Weyl group of type G2, then the variety SpecZ(H0,c) is never smooth.
Proof. Part (i) is a special case of Corollary 16.2 with Γ = {1} for type A, and
Γ = Z/2Z, for type B. To prove (ii), by Proposition 3.8(i), it suffices to produce, for
Weyl group W of type G2, a simple H0,c-module of dimension less than |W |. We have
dimC = 2, hence, c = (c1, c2), where c1 ∈ C and c2 ∈ C correspond to long and short
roots, respectively.
Recall the structure and representation theory of W = W (G2). The group W is the
group of symmeries of the regular hexagon, so it contains rotations {rj}j=0,...,5, where r
is the rotation by π/3, and reflections: s0, ..., s5, where sj is the reflection with respect
to the line making angle πj/6 with the x-axis. The element r3 (the central symmetry) is
central in W , and W = Z/2× S3, where Z/2 = {1, r3}, and S3 = {1, r2, r4, s0, s2, s4}.
Therefore, the group W has six irreducible representations: T+, T−, S+, S−,D+,D−,
where T, S,D are the trivial, sign, and 2-dimensional representations of S3, and ± denotes
the action of r3. In particular, h = D−, and the sign representation of W is S+. We note
that |W | = 12, and consider the following two reducible 6-dimensional representations
E+, E− of W : E+ = T+⊕S+⊕2D−, and E− = T−⊕S−⊕2D+. Clearly, E+⊕E− = CW .
The proof of part (ii) of Proposition 16.4 is now completed by the following result.
Proposition 16.5 Let W be of type G2 and assume c ∈ C is generic enough. Then
(i) Any finite dimensional representation of H0,c is a linear combination of E+ and E−
as a W -module.
(ii) Each of the W -modules E+ and E− admits a unique extension to an H0,c-module;
in particular, E+ , E− are H0,c-modules of dimension
1
2 |W |.
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Proof. We first prove (i). Let E be any finite dimensional H0,c-module. It is clear
fromW -invariance of the symplectic form ω on h∗⊕h, that the forms∑2j=0 ωs2j(x, y), and∑2
j=0 ωs2j+1(x, y) on h
∗ ⊕ h are both nonzero multiples of the standard pairing. Taking
the trace in the H0,c-module E of both sides of the main commutation relation (1.15iii)
for the algebra H0,c, we get:
[x, y] = c1 ·
∑2
j=0
ωs2j(x, y) · s2j + c2 ·
∑2
j=0
ωs2j+1(x, y) · s2j+1.
Recall that c1, c2 are generic, all the s2j are conjugate, and all the s2j+1 are conjugate.
Thus, we get Tr(si, E) = 0. Next, we consider the commutator [s0·x, y(e1)], where y(e1) ∈ h
corresponds to the vector e1 = (1, 0) ∈ C2. Then ωs0(x, e1) = 0, and we get
[s0 · x, e1] = s0 · [x, e1] = c1 ·
∑2
j=1
ωs2j(x, e1) · s0 · s2j + c2 ·
∑2
j=0
ωs2j+1(x, e1) · s0 · s2j+1
= c1 ·
∑2
j=1
ωs2j(x, e1) · r2j + c2 ·
∑2
j=0
ωs2j+1(x, e1) · r2j+1.
Let us now take the trace in E of both sides. Recall that r2 is conjugate to r4 and r to r5.
Thus, using again that c1, c2 are generic, we get
Tr(r2, E) = 0 , Tr(r3, E) +
1
2
Tr(r, E) = 0.
It is easy to check that these equations are equivalent to saying that E = n+E+ ⊕ n−E−.
Statement (i) is proved.
Now we prove (ii), and introduce the structure of an H0,c-module on E+. We have
E+ = T+ ⊕ S+ ⊕ L⊗D−, where L is a 2-dimensional space. An action of H0,c is defined
by W -equivariant linear maps f1 : h→ End(E+) and f2 : h∗ → End(E+).
Let I : h → h be the operator of rotation by π/2. Identifying h and h∗ with D−, and
taking into account the W -equivariance of fj, we find that
fj(v) =
 0 0 aj ⊗ (v, ∗)0 0 bj ⊗ (Iv, ∗)
αj ⊗ v βj ⊗ Iv 0
 ,
where aj , bj ∈ L∗, αj , βj ∈ L. Now consider the relation [fj(v), fj(w)] = 0. It is easy
to calculate that this relation is equivalent to the conditions aj ⊗ αj + bj ⊗ βj = 0, and
(aj , βj) = (bj , αj) = 0. It is not hard to show that αj , βj , aj , bj must be nonzero. Thus, by
changing scale in S+ we can make sure that bj =
√−1 · aj , βj =
√−1 · αj , and we have:
(aj , αj) = 0.
Next consider the main relation for [f1(v), f2(w)]. After a straightforward calculation,
this relation turns out to be equivalent to an additional requirement that a1α2+a2α1 = 0,
and a1α2 − a2α1 = k (where k is a constant multiple of c1 + c2). There is obviously a
unique solution to these equations, up to linear transformations of L: namely, a1, a2 is the
dual basis to {2k−1α2 , −2k−1α1}.
The case of E− is treated similarly. In this case, c1 + c2 is replaced with c1 − c2. Part
(ii) is proved. 
84
Remarks (i) It is easy to check that in E± the right hand side of the main relation
depends only on c1 ± c2 since the sums which are multiplied by c1, c2 are the same in E+
and differ by sign in E−. Therefore, if f+, f− ∈ CW are the idempotents corresponding
to E+, E− then one has: f± · H0,c1,c2(G2) · f± = C[Z/2]⋉
(
f± · H0,c1±c2(A2) · f±
)
. Thus in
effect we are taking a 6-dimensional representation of H0,l(A2) (regular as S3-module, as
it must be), which is compatible with the action of the central element of W . The claim
we proved is that such a module exists and is unique.
(ii) Similar result holds more generally for W = Wn being the Coxeter group of the
symmetries of a regular n-gon, whenever n ≥ 5 (with theG2-case corresponding to n = 6).
Specifically, the algebra H0,c(Wn) always has a simple module whose restriction to CWn is
isomorphic to a direct sum of the trivial representation, the sign representation, and of two
copies of the 2-dimensional reflection-representation. Thus, H0,c(Wn) has a 6-dimensional
module, hence the variety SpecZ0,c(Wn) is not smooth, if n ≥ 5.
(iii) Note that our result on singularity of SpecZ0,c(G2) agrees perfectly with a similar
result for the G2-type Hilbert scheme, obtained in [Ka2]. ♦
17 Open questions
Throughout this section (V, ω) is a finite dimensional symplectic vector space over C, and
Γ ⊂ Sp(V ) is a finite group generated by symplectic reflections and, moreover, the triple
(V, ω,Γ) is assumed to be indecomposable. We will identify V ∗ with V without further
notice. Recall that Z0,c := Z(H0,c). We have, cf. §16:
Question 17.1 For which groups Γ is the algebraic variety SpecZ0,c smooth, at least for
generic values of c ∈ C ?
Recall that if SpecZ0,c is smooth then the Poisson structure on Z0,c is induced by a
symplectic form, by Lemma 3.5(ii).
Question 17.2 Assume that c ∈ C is such that SpecZ0,c is smooth. Is there a natural
hyper-Ka¨hler structure on SpecZ0,c compatible with the holomorphic symplectic 2-form ?
Question 17.3 For which finite groups Γ ⊂ Sp(V ) the dimensions of the Poisson coho-
mology groups of the Poisson algebra C[V ]Γ are given by: dimHP 2i(C[V ]Γ) = n(i), and
dimHP
odd
(C[V ]Γ) = 0 ?
An argument analogous to our proof of Theorem 2.16 yields the following
Proposition 17.4 If the answer to question 17.3 is affirmative for Γ, then the family
{Z0,c}c∈C gives a universal deformation of (SV )Γ in the class of Poisson algebras. 
Problem 17.5 Study representation theory of the algebra Ht,c. Specifically, describe the
set of those (t, c) ∈ C⊕ C such that:
(i) The algebra Ht,c is not simple, and/or has modules whose Gelfand-Kirillov dimension
is less than 12 dimV .
(ii) The algebra Ht,c has finite-dimensional modules.
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For rational Cherednik algebras, problem 17.5(ii) has been studied by Cherednik (see e.g.
[ChM] for the sl2-case).
Let Q denote the skew field of fractions of the Weyl algebra A1(V ). The group Γ
acts naturally on Q by algebra automorphisms. We have the following analogue of the
Gelfand-Kirillov conjecture
Conjecture 17.6 For any (t, c) ∈ C∗ ⊕ C, there is an isomorphism between Q#Γ and
the Goldie ring of fractions of the algebra Ht,c, which is identical on the subalgebra CΓ.
This would imply the following result
Proposition 17.6* If Conjecture 17.6 holds then, for any (t, c) ∈ C∗⊕C, the skew field
of fractions of the algebra eHt,ce is isomorphic to Q
Γ.
A ‘quasi-classical’ analogue of Proposition 17.6* is
Conjecture 17.7 For any c ∈ C, the variety SpecZ0,c is birationally isomorphic to V/Γ
as a Poisson variety.
We remark that the existence of a (faithful) Dunkl-type representation, see Proposition
4.11, for the rational Cherednik algebra H0,c associated with any complex reflection group
Γ yields (without assuming Conjecture 17.6):
Proposition 17.7* Proposition 17.6* and Conjecture 17.7 hold true in the case where
Γ is a complex reflection group in h, and V = h⊕ h∗. 
Question 17.8 Does the isomorphism: HH•(Ht,c) ≃ grF• (ZΓ) of Theorem 1.8(i) hold
for all (t, c) ∈ C∗ × C without exception ?
Problem 17.9 Prove that the equality in Theorem 7.3(ii) holds for all k ∈ C without
exception.
Recall the setup of §5, esp. Definition 5.9. Let P ∈ C〈x, y〉 be a noncommutative
polynomial in two variables. Call P central if, for any n, the element
∑
i P (xi, yi) is
central in H0,c, where the algebra H0,c is associated with g = gln.
Question 17.10 Find all central polynomials.
The above arguments show that the space of central polynomials is an L-submodule
of C〈x, y〉 which contains xk and yk for all k. So denoting by E the L-module generated
by xk and yk, we might ask if any central polynomial belongs to E. In particular, any
element of E is palindromic (i.e. invariant under the antiinvolution of C〈x, y〉 which fixes
x and y), so one might ask whether every central polynomial is palindromic.
Recall that according to Proposition 1.10, we have a canonical isomorphism: K(Γ)
≃ K(SpecZ0,c). Further, Theorem 1.8 says: H•(SpecZ0,c) ≃ grF• (ZΓ). Therefore, the
Chern character map ch : C ⊗
Z
K(SpecZ0,c)
∼−→ H•(SpecZ0,c) may be viewed as an
isomorphism ch : C ⊗
Z
K(Γ) ∼−→ grF• (ZΓ). On the other hand, identifying ZΓ with the
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space of class functions on Γ, and associating to any Γ-module E its character TrE , gives
a vector space isomorphism: C⊗
Z
K(Γ) ∼−→ ZΓ , E 7→ Tr
E
.
Problem 17.11 Compute the composite map ch ◦Tr−1 : ZΓ ∼−→ C⊗
Z
K(Γ)→ grF• (ZΓ).
Let H0,c be the Cherednik algebra associated to a root system R in h
∗. Recall the
finite map Υ : SpecZ0,c −→ h∗/W × h/W , see Proposition 4.16. Let χ ∈ Υ−1(0) be a
point in the zero-fiber, viewed as a maximal ideal χ ⊂ Z0,c, and (χ) ⊂ H0,c the two-sided
ideal in H0,c generated by χ. We assume that SpecZ0,c is smooth, so that one has an
algebra isomorphism: H0,c/(χ) ≃ EndCCΓ. It follows readily from this isomorphism that
the space e · (H0,c/(χ)) · e
−
⊂ H0,c/(χ) is 1-dimensional. Let εχ denote a base vector in
e · (H0,c/(χ)) · e
−
.
Now, the action of two commutative subalgebras: C[h∗] , C[h] ⊂ H0,c generate two
subspaces: C[h∗] · εχ ⊂ H0,c/(χ), and εχ · C[h] ⊂ H0,c/(χ), which are stable under left,
resp. right, CW -action on H0,c/(χ) by multiplication.
Conjecture 17.12 Assume R is the root system of type An−1. Then, for each χ ∈
Υ−1(0) :
(i) There is a unique (up to W -conjugacy) pair of subsets S1, S2 ⊂ R, such that one
has W -module isomorphisms:
C[h∗] · εχ ≃ IndWW (S1)1 , εχ · C[h] ≃ IndWW (S2)sign,
where W (Si) ⊂W denotes the Weyl subgroup generated by Si. Moreover, each of the sets
Si (but not S1 and S2 simultaneously) is a subset of a basis of simple roots in R.
(ii) The two W -modules in (i) have a single non-zero irreducible constituent, Lχ ∈
Irrep(W ), in common (see [Gi, 4.16, 4.17]).
Further, for g = sln, let φ : SpecZ0,c
∼−→ Mn be the isomorphism of SpecZ0,c with
the Calogero-Moser space. Let Oχ ⊂ sln× sln be the PGLn-conjugacy class corresponding
to a point χ ∈ SpecZ0,c under that isomorphism. Set O(i)χ , i = 1, 2, for the image of
Oχ under the corresponding projection pri : sln × sln → sln. It is clear that, for any
χ ∈ Υ−1(0), the set O(i)χ is a nilpotent conjugacy class in sln.
Conjecture 17.13 The simple W -module Lχ introduced in Conjecture 17.12 corre-
sponds to the nilpotent orbit O(1)χ ⊂ sln via the Springer correspondence. Similarly, the
module sign⊗Lχ corresponds to the nilpotent orbit O(2)χ ⊂ sln via the Springer correspon-
dence.
Conjecture 17.14 The scheme-theoretic multiplicity of Υ−1(0) at the point χ equals
(dimLχ)
2.
Problem 17.15 For any Weyl group W , and c ∈ C such that SpecZ0,c is smooth, find
a natural bijection: Υ−1(0) ∼←→ Irreps(W ) , χ 7→ Lχ, such that the scheme-theoretic
multiplicity of Υ−1(0) at any point χ ∈ Υ−1(0) equals (dimLχ)2.
87
In the setup of Theorem 11.21, we expect the following Γ-analogue of [LS1] to hold
Conjecture 17.16 Let u ∈ D(RQn)
PG
Γ,n
be a differential operator which annihilates all
PG
Γ,n
-invariant rational functions on RQn. Then u ∈
(D(RQn) · (ad− χc′ )(pgΓ,n))PGΓ,n .
18 Appendix G: Results of Kostant and shift operators
The notion of shift operator is quite important in the theory of Calogero-Moser systems.
The goal of this Appendix is to place this notion in the framework of Lie theory.
Fix g, a semisimple Lie algebra with a triangular decomposition g = n− ⊕ h ⊕ n. Let
pr
h
: Sg ։ Sg/Sg·(n + n−) = Sh be the corresponding projection. Set b = h + n, the
fixed Borel subalgebra in g. Write ρ for the half-sum of positive roots, and δˇ ∈ Sh for the
product of positive coroots. Let Lµ denote the irreducible g-module with highest weight µ.
Below g = sln. Let H1,k be the rational Cherednik algebra associated with the root
system of sln. We view the family {H1,k}k∈C as a single flat C[k]-algebra. Also, we view
δˇ as an element δˇ = δy ∈ Sh ⊂ H1,k.
Recall the symmetriser idempotent e and the ”anti-symmetriser idempotent”: e− =∑
w∈W (−1)ℓ(w) ·w. The Dunkl representation Θk : Hk →
(D(hreg )#W )[k], see §4, restricts
to a map
Θk : e− ·Hk ·e −→ e− ·
(D(hreg )#W )·e⊗
C
C[k] ≃ D(hreg )sign [k] ,
where D(hreg )sign stands for the subspace of D(hreg ) formed by theW -anti-symmetric differ-
ential operators. The operator S := Θk(e− ·δy·e) ∈ D(hreg )
sign
[k] is called the shift operator
(this definition differs from the original one, and is due to Heckman). It is easy to check
that S is a differential operator of order m = number of positive roots, with the principal
symbol σm(S) = δˇ. Furthermore, it is known from work of Opdam [O] that, for g = sln,
we have: S ◦Lk = Lk+1 ◦S. Moreover, there exists an isomorphism τk : Ck ∼−→ Ck+1 such
that for all L ∈ Ck one has S ◦L = τk(L) ◦S.
Example. For n = 2, we have: S = ∂ − k+1x .
Remark. In fact, Opdam considers the trigonometric Calogero-Moser system, while we
are considering its rational degeneration. Let us point out that the results of Opdam are
valid in the rational limit, while our construction below easily generalizes to the trigono-
metric case by replacing the Lie algebra with the corresponding group. ♦
We are going to give a Lie theoretic construction of the shift operator.
Write C◦[x±11 , . . . , x
±1
n ] ⊂ C[x±11 , . . . , x±1n ] for the subspace of Laurent polynomials
of total degree zero. Recall the family Vk = (x1 · . . . · xn)k · C◦[x±11 , . . . , x±1n ] , k ∈ C,
of sln-representations, see the beginning of §7. Let V be the nonzero finite dimensional
subrepresentation of the representation V1, i.e., V = S
n(Cn) = degree n polynomials . The
natural ‘multiplication’ map:
f ⊗ (x1 · . . . · xn)k ·P 7→ (x1 · . . . · xn)k ·(fP ) = (x1 · . . . · xn)k+1 ·
( f
x1 · . . . · xnP
)
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gives a g-module homomorphism: V ⊗Vk → Vk+1. This morphism induces a g-equivariant
pairing ν : D(grs , V )g ⊗ C[grs , Vk]g −→ C[grs , Vk+1]g. Let {vi} be a basis of V , and {vi}
the dual basis of V ∗. Recall that since Vk〈0〉 is 1-dimensional, the restriction to hreg gives
an isomorphism: C[grs , Vk]g
∼−→ C[hreg , Vk〈0〉]W = C[hreg ]W .
View elements of Sg as constant coefficient differential operators on g.
Theorem 18.1 (i) For g = sln, there exists a g-module embedding j : V
∗ →֒ Sn(n−1)/2g,
such that pr
h
(
j(V ∗)
)
is the line in Sh spanned by δˇ.
(ii) The assignment: f 7→∑ j(vi)f ⊗ vi defines a V -valued invariant differential oper-
ator Ŝ ∈ D(g, V )g = (D(g) ⊗ V )g, such that, for any g-invariant function f : grs → Vk,
one has:
(ν(Ŝ⊗ f))
∣∣
h
reg
= S(f
∣∣
h
reg
) .
Before entering the proof of the Theorem, we are going to put it into a more general
framework of Kostant’s results. It is worth noticing that Kostant’s motivation had nothing
to do with the theory of Calogero-Moser systems and shift operators.
Kostant results. We keep the notation as at the beginning of this section. In particular,
let g = n− ⊕ h⊕ n be an arbitrary semisimple Lie algebra with a fixed triangular decom-
position, and b = h + n. Set m = number of positive roots, so that dim g = rk g + 2m.
Write Λ•g and Λ•g∗ for the exterior algebras over g and g∗, respectively.
Let Ab denote the set parametrising all the abelian ideals a ⊂ b having dimension
rk g. For each a ∈ Ab, the element Λrk ga ∈ Λrk gg is clearly an ad b-weight vector,
hence a highest weight vector of a simple g-submodule in Λrk gg. The corresponding
highest weight, µa, equals the sum of all the positive roots whose root vectors form a
basis of a. Further, the Hodge ‘star-operator’ relative to an invariant form on g gives
a g-equivariant isomorphism ⋆ : Λrk gg ∼−→ Λdim g−rk gg = Λ2mg. We let La ⊂ Λ2mg
denote the simple g-submodule corresponding to the g-submodule in Λrk gg generated by
Λrk ga. Thus, La ≃ Lµa ; moreover, all the modules La , a ∈ Ab, are known to be pairwise
nonisomorphic.
Write Λ
ev
g∗ ⊂ Λ•g∗ for the even part, which is a commutative algebra. Let d : g∗ −→
Λ2g∗ denote the map dual to the commutator map: g ∧ g [,]−→ g. The map d can
be uniquely extended to a commutative algebra homomorphism s : Sg∗ → Λevg∗. Let
A(g) =
⊕
i A
2ig, be the image of s, naturally graded by even integers.
Theorem 18.2 ([Ko2],[Ko3]) (i) The maximal i such that A2ig 6= 0 equals m.
(ii) A2mg =
⊕
a∈Ab La.
(iii) A simple g-module occurs in Lρ ⊗ Lρ with non-zero multiplicity if and only if it
occurs in Λ•g. Thus, La occurs in Lρ⊗Lρ with non-zero multiplicity, for any a ∈ Ab. 
Example: sln-case. In this case m = n(n − 1)/2. The root vectors in any Young
diagram occupying the upper right hand corner of the Borel subalgebra of the upper
triangular matrices spans an ideal in the Borel subalgebra, where the Young diagram
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progresses downward and to the left of E1n. If there are exactly n−1 boxes then the ideal
is abelian. Given such a Young diagram, the sum of the roots corresponding to the boxes
of the diagram form the corresponding dominant weight µa. ♦
Following [Ko2], consider the map s† : Λ
ev
g −→ Sg, transposed to s (this map is
related to the Amitsur-Levitski standard identity, as explained in [Ko3]). Put: Q(g) =
s†(Λ2mg). By self-duality of A(g), one gets a g-module isomorphism: Q(g) ≃ A2m(g) =⊕
a∈Ab La. From now on we will think of the La’s as sitting inside Q(g) via this decom-
position. Recall the notion of harmonic elements in Sg introduced in [Ko1].
Theorem 18.3 (Kostant [Ko4]) (i) Any element of Q(g) ⊂ Smg is harmonic.
(ii) For any a ∈ Ab, the space pr
h
(La) ⊂ Sh is the 1-dimensional space2 spanned by δˇ.
(iii) For any a ∈ Ab, and any integer k = 1, 2, . . . , there exists a g-equivariant imbed-
ding j : Lk·µ(a) →֒ Sk·mg such that prh
(
j(Lk·µ(a))
) ⊂ Sk·mh is the one dimensional space
spanned by δˇk, the k-th power of the product of the positive roots.
Proof (after Kostant). Recall the standard Koszul differential d on Λ•g∗. Note that
the algebra A(g) is generated by exact 2-forms, relative to d. Hence, any element of A(g)
is exact. It follows that, for any ad g-invariant u ∈ Sg∗, the element s(u) is ad g-invariant
and exact. But it is well-known that any non-zero ad g-invariant in Λ•g∗ represents a
non-zero cohomology class in H∗(g), so that any exact ad g-invariant must be equal to
zero. Thus, s must vanish on the ideal I ⊂ Sg generated by the ad g-invariants of positive
degree. Part (i) follows from this, by duality.
Let ω ∈ Λ2mg be defined as the wedge product of all the root vectors, with respect to
the triangular decomposition. It is a zero weight vector which transforms according to the
sign representation of the Weyl group since any simple reflection clearly takes ω to −ω.
Identify g∗ with g and h∗ with h. It follows that the element pr
h
(
s†(ω)
)
is an element of
Smh that transforms, under the Weyl group action, according to the sign character of W .
But any such element is known to be proportional to δˇ. Thus, pr
h
(
s†(ω)
) ∈ C · δˇ.
To prove (ii), take the orthocomplement D in Λ2mg of the one dimensional space
spanned by ω . Since s(xm) is a non-zero multiple of ω, for any x ∈ hreg , it follows that
s†(D), viewed as an element of Sg∗, vanishes on the elements of the form xm , x ∈ hreg .
Hence, by the previous paragraph, pr
h
(
s†(Λ2mg)), is contained in the one dimensional
space spanned by the product of positive coroots. But La is contained in Λ
2mg. Hence,
for any a ∈ Ab, either pr
h
(
s†(La)
)
vanishes or is contained in pr
h
(
s†(La)
) ⊂ C · δˇ. We
claim it cannot vanish. Indeed if pr
h
(
s†(La)
)
vanished then since it is stable under the
Ad G-action it follows that Ad g
(
pr
h
(
s†(La)
))
vanishes, for all g ∈ G. Identifying Sg with
C[g] via an invariant form, that would mean that elements of pr
h
(
s†(La)
)
vanish on all
adjoint transforms of h. But that would imply that they vanish identically on g, which is
impossible.
2this result has been first obtained (via a case by case argument) by Ranee Brylinski in her PhD Thesis.
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To prove (iii), view La as a vector subspace in S
mg. Clearly, elements of the form
{vk , v ∈ La ⊂ Smg} span an ad g-stable subspace in Sk·mg. Furthermore, let vµ be a
highest weight vector for La. Then (vµ)
k is a highest weight vector, and the g-module
generated by this vector has highest weight k · µa. This gives an imbedding jk : Lk·µa →֒
Sk·mg. It remains to observe that, for any v ∈ Smg, one has: pr
h
(vk) =
(
pr
h
(v)
)k
. It
follows, that pr
h
(Lk·µa ) is contained in the linear span of {prh (vk) , v ∈ La}, which has
been shown to be the line spanned by δˇk. Finally, pr
h
(Lk·µa ) 6= 0 since prh
(
(vµ)
k
) 6= 0. 
Fix a ∈ Ab. Let {vi} be a basis of La, and {vi} the dual basis of L∗a. Since, Q(g)
is a self-dual module, the above results hold for L∗a as well as for La. In particular, we
have the canonical g-module imbedding j : L∗a →֒ Smg, as a harmonic subspace. Put
Sa :=
∑
j(vi)⊗vi. This is a g-invariant La-valued differential operator on g with constant
coefficients, of order m. Moreover, part (ii) of Theorem 18.3 insures that for σm(Sa), the
principal symbol of Sa, one has: prh
(
σm(Sa)
)
= δˇ.
For any integer k ≥ 0, one has a canonical g-module projection: La ⊗ Lk·µa ։
L(k+1)·µa . It induces a natural pairing ν : D(grs , La)g⊗C[grs , Lk·µa ]g −→ C[grs , L(k+1)·µa ]g.
Recall the isomorphism: C[grs , Lk·µa ]
g ∼−→ C[hreg , Lk·µa〈0〉]W , induced by restriction to
h
reg
. Thus, the radial part of Sa gives a differential operator
Ψ(Sa) ∈ D
(
h
reg
, Hom
C
(Lk·µa〈0〉, L(k+1)·µa〈0〉)
)W
. (18.4)
Proof of Theorem 18.1. If the Young diagram corresponding to a ∈ Ab is the top row
or the last column we get La = S
n(Cn)(= V ), or its dual. Thus, Theorem 18.2(iii),(vi)
yields a canonical imbedding j : V →֒ Sn(n−1)/2g. Part (i) of Theorem 18.1 now follows
from Theorem 18.3(ii).
Further, since Vk〈0〉 is a 1-dimensional space, the operator (18.4) may be viewed in
this case as a scalar valued differential operator on h
reg
. The principal symbol of this
differential operator equals δˇ, by part (i) of the theorem.
Moreover, we have: Ψ(Sa) ◦Lk = Lk+1 ◦Ψ(Sa), because Sa transforms G-invariant func-
tions with values in Vk into G-invariant functions with values in Vk+1.
Thus, the operator Ψ(Sa) satisfies all the properties of the shift operator. Therefore,
it must coincide with the shift operator, by the uniqueness results, due to Opdam. 
Remark. An alternative proof of Theorem 18.1 can be deduced from the results of [EK].
Specifically, first it was proven in [EK] that there exists a nonzero homomorphism Ξ : Lρ →
Lρ ⊗ V ∗. For any X ∈ g the element eX ∈ G gives a well-defined automorphism of the
vector space Lρ, and one considers the composite map Ξ ◦e
X : Lρ
eX−→ Lρ Ξ−→ Lρ⊗V ∗
as an element of
(
End
C
Lρ
) ⊗ V ∗. Thus, taking the trace: End
C
(Lρ) → C, on obtains a
V ∗-valued holomorphic function: X 7→ Tr
∣∣
Lρ
(Ξ ◦eX), on g. It has been shown in [EK]
that, for any X ∈ h, one has the identity: Tr
∣∣
Lρ
(Ξ ◦eX) =
∏
α>0
(
e〈α,X〉/2 − e−〈α,X〉/2) =
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Weyl denominator, where we have identified V ∗〈0〉 with C. This implies that
F : X 7→ 1
n(n−1)
2 !
· Tr∣∣
Lρ
(
Ξ ◦Xn(n−1)/2
)
, X ∈ g,
is a V ∗-valued function on g which defines the required embedding, with property (i).
We note that this remark is in good agreement with Theorem 18.2(viii), since L∗ρ = Lρ.
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