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Enforcement of the Comprehensive Nuclear Test Ban Treaty (CTBT) will involve monitoring for radiologic
indicators of underground nuclear explosions (UNEs). A UNE produces a variety of radioisotopes which
then decay through connected radionuclide chains. A particular species of interest is xenon, namely the
four isotopes 131mXe, 133mXe, 133Xe, and 135Xe. Due to their half lives, some of these isotopes can exist in
the subsurface for more than 100 days. This convenient timescale, combined with modern detection
capabilities, makes the xenon family a desirable candidate for UNE detection. Ratios of these isotopes as a
function of time have been studied in the past for distinguishing nuclear explosions from civilian nuclear
applications. However, the initial yields from UNEs have been treated as ﬁxed values. In reality, these
independent yields are uncertain to a large degree. This study quantiﬁes the uncertainty in xenon ratios
as a result of these uncertain initial conditions to better bound the values that xenon ratios can assume.
We have successfully used a combination of analytical and sampling based statistical methods to reliably
bound xenon isotopic ratios. We have also conducted a sensitivity analysis and found that xenon isotopic
ratios are primarily sensitive to only a few of many uncertain initial conditions.
© 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
Radioxenon isotopes, 131mXe, 133mXe, 133Xe, and 135Xe, are
considered as possible indicators for detecting and discriminating
underground nuclear explosions. Because of their short half-lives,
their background concentrations are extremely low. Xenon con-
centrations and isotopic ratios have been studied for distinguishing
nuclear explosions from civilian nuclear application sources
(Carrigan et al., 1996; Kalinowski et al., 2010; Kalinowski, 2011;
Carrigan and Sun, 2014; Sun and Carrigan, 2014; Sun et al., 2015).
Radioactive decay and ingrowth have been modeled numerically
(Kalinowski et al., 2010) and analytically (Sun et al., 2015) by
solving systems of ﬁrst-order ordinary-differential equations
(ODEs). The resulting solution of the ﬁrst-order reaction networks
(Fig. 1) has been further used to calculate the Multi-Isotope Ratio
Chart (MIRC, Kalinowski et al., 2010). An arbitrary line is drawn on
the logelog MIRC to separate the ratio correlations between an
underground nuclear explosion (UNE) and a civilian application.llnl.gov (Y. Sun), carrigan1@
r Ltd. This is an open access articlAlthough numerical methods are available for integrating coupled
ODEs, the stiffness of ordinary differential equations due to greatly
differing decay rates may require extra computational effort to
obtain solutions.
Bateman (1910) ﬁrst derived an analytical solution of the ﬁrst-
order sequential reactions without considering branching and
converging connections. Since then, many papers have been pub-
lished in analytical solution development for sequential decay-
ingrowth in batch-reactor systems (e.g., Cetnar, 2006; Yuan and
Kernan, 2007; Zhou et al., 2015) and in studying radionuclide
transport in the subsurface (e.g., van Genuchten, 1985; Sun et al.,
1999; Slodicka and Balazova, 2008; Clement et al., 1998; Dai et al.,
2012). However, the uncertainty propagation from parent to
daughter species has not been studied in the literature.
The distribution of isotopes characterizing the independent
yield depends on the direct probability of forming a nuclide after
prompt neutron emission and before its decay. Measuring the in-
dependent yield is difﬁcult, especially for nuclides with short half-
life. Although measurement uncertainties of independent yields
have been reported by England and Rider (1994), the impact of
those uncertainties on the MIRC remains unknown. Uncertainty
quantiﬁcation (UQ) of xenon isotopic ratios has not yet been donee under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
Fig. 1. Radioactive decay chains for xenon 131/133 and xenon 135 isotopes. (a) 131 and 133 decay chains. (b) 135 decay chain. a denotes branching factor. Half lives and independent
yields are given in Table 1.
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analytical UQ form of xenon isotopic ratios and create a Multi-
Isotope Ratio Chart (Kalinowski et al., 2010), which takes into ac-
count the uncertainties in both xenon isotopic ratios resulting from
substantial uncertainties in the independent yields of a UNE. We
compare the analytical UQ form with sampling-based UQ methods
for studying the uncertainty propagation from independent yields
(at t¼0) to xenon ratios at some later time. Using one-standard
deviation of xenon isotopic ratios, that is expressed analytically as
a function of uncertainties of independent yields, we quantitatively
deﬁne the discrimination line on the MIRC.2. Materials and methods
2.1. Coupled ﬁrst-order reactions
A typical system of coupled ﬁrst-order reactions is described
using coupled ordinary differential equations. For example, the rate
equations of 135 decay chain (Fig. 1b) can be expressed as
d
dt
2
6666664
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c3
c4
c5
c6
3
7777775
¼
2
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k1 0 0 0 0
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(1)
where ci, i¼1,/,6, denote concentrations of Sn, Sb, Te, I, Xe-m, and
Xe in 135 decay chain, ki, i¼1,/,6, are their decay rates, and
ai,i¼1,/,6, are branching factors. The reaction matrix A in Eq. (1)
can be decomposed analytically as A¼SLS (see Appendix B of
Sun et al., 2015). The analytical solution of Eq. (1) is derived by Sun
et al. (2015). Using the same method of matrix decomposition,generalized closed-form solutions of radionuclide concentrations
with user-deﬁned reaction networks and unlimited numbers of
isotopes and decay chains are derived in Sec. 2.2 and analytical
statistics of concentrations and isotopic ratios are derived in Sec.
2.3.
2.2. General reaction solver
In order to address the problem of ratios of radioisotopes in
xenon 131, 133, and 135 decay chains, a generalized computer code
was developed in Python for analytical solutions to irreversible and
ﬁrst-order reaction systems. Consider a set of M independent nu-
clear decay chains consisting of a total of N species. Each of these
reaction chains may have both branching points, where one parent
species splits into two or more daughter species, and converging
points, where multiple parents converge to the same daughter
species. Each independent reaction can be characterized by a re-
action matrix Ak. We then deﬁne the joint reaction matrix as the
block diagonal matrix A, which carries each independent reaction
matrix Ak as a block,
A ¼ A14A24/4AM ¼
0
@A1 0 /0 1 0
« 0 AM
1
A: (2)
Writing the set of reactions in terms of a single block matrix will
allow a more uniﬁed treatment of an arbitrary number of reaction
chains which escapes the notational complexity of indexing re-
actions in addition to reaction rates and branching factors. The
concentrations of each of the N total species as a function of time
are then given in the vector c(t), which satisﬁes the differential
equation
dc
dt
¼ Ac; (3)
Fig. 2. Probability distribution of a single initial concentration given m reported in
England and Rider (1994) and ε calculated from percent uncertainty reported.
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ferential equations, we turn to the analytical method developed by
Sun et al. (2008; 2012). The method provides an analytical
approach to diagonalizing a single reaction matrix Ak. Since the
blocks in the block diagonal joint reaction matrix A do not interact
with each other, each block can be diagonalized by this method
independently.
Let Ak be a single reaction matrix with corresponding sets of
reaction rates {ki}, and branching factors {az}. The matrix Ak can
then be diagonalized as Ak¼SLS, where L is the matrix of eigen-
values of Ak, and S is the matrix whose columns are the eigenvec-
tors of Ak. Since any reaction matrix Ak is lower triangular, its
eigenvalues are simply given by the set of its diagonal entries. In the
case of a nuclear decay matrix, the diagonal entries are the non-
coupling terms ki, and thus the matrix L is given as
L ¼
0
@k1 0 /0 k2 0
« 0 1
1
A: (4)
The matrix of eigenvectors and its inverse are given analytically
as
Sij ¼
Xbij
z¼1
2
4az kjki  kj
Ynij1
l¼1
kmðlÞ
kmðlÞ  kj
3
5; (5)
Sij ¼
Xbij
z¼1
"
az
Ynij
l¼1
kmðlÞ
kmðlÞ  ki
#
; (6)
where i is the current species index and j an ancestor of species i,
m(l) is the species index of the l-th ancestor of i, nij is the generation
number from species j to i, z is the branch number index, and bij is
the number of branches that connect species i and j (Sun et al.,
2012).
Each reaction block Ak of A can then be diagonalized indepen-
dently as Ak¼SkLkSk. In other words, the reaction matrix A can be
expressed in the block form
A ¼ 4
k¼1
M
SkLkS

k : (7)
Once this has been done, the solution to the entire system is
straightforward. This is,
cðtÞ ¼ expðAtÞc0 ¼ exp

4
k¼1
M
SkLktS

k

c0
¼

4
k¼1
M
SkexpðLktÞSk

c0: (8)
As a more clear block matrix, this is
cðtÞ ¼
0
@ S1eL1tS1 0 /0 1 0
« 0 SMe
LMtSM
1
A
0
@ c01«
c0N
1
A: (9)
For ease of notation, the matrix exp(At) which provides time
evolution for the initial concentration vector c0 will be labeled as
the NN matrix M(t).
2.3. Analytical statistics on solutions
For a given c0, the above method provides a clear path to
analytical solutions. However, complexity increases when we wish
to address the impact of uncertain initial conditions on the con-
centrations of end products in decay chains, such as 131mXe, 133mXe,133Xe, and 135Xe. In order to make c0 variable, we deﬁne each
component as ci0¼miþεixi, where mi is the mean observed value of ci0,
εi is theassociated standarderror, and xi is auniformrandomvariable
over the interval [1,1]. The associated probability density functions
of xi are then of course the uniform distributions pi(xi)¼1/2 (Fig. 2).
The initial conditions are nowno longer treated asﬁxed, but rather a
set of uncertain parameters, each of which falls into an evenly
distributed window.
Since each component of the initial concentration vector c0 is
treated as random and independent, the joint probability distri-
bution for the entire probability space is given as p(x1,…,xN)¼1/2N.
The expectation value of some quantity j over the probability space
under consideration is then given by the evaluation of
hjðx1;…; xNÞi ¼
1
2N
Z1
1
/
Z1
1
jðx1;…; xNÞ dx1//dxN : (10)
The ﬁrst and second moments of some initial concentration
component c0i are then given as
D
c0i
E
¼ 1
2N
Z1
1
/
Z1
1
ðmi þ εixiÞ dx1/dxi/dxN ¼ mi; (11)

c0i
2 ¼ 1
2N
Z1
1
/
Z1
1
ðmi þ εixiÞ2 dx1/dxi/dxN
¼ 1
2
Z1
1

m2i þ 2miεixi þ ε2i x2i

dxi ¼ m2i þ
ε
2
i
3
: (12)
We now consider statistics on the solution cðtÞ. Consider a
particular species of interest ci(t). This evolution is given as
ciðtÞ ¼
X
k
MikðtÞc0kðxkÞ: (13)
Since M(t) has no dependence on c0, the expected value of ci(t)
over the space of random x is simply given as
hciðtÞi ¼
X
k
MikðtÞ
D
c0k
E
¼
X
k
MikðtÞmk: (14)
This is a satisfying result which ultimately states that the mean
concentration as a function of time when subject to random initial
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initial conditions.
We now move forward to calculate the covariance of the set of
concentrations. This gives a covariance matrix which contains in-
formation used to make further calculations. We consider the
interaction between the two random variable solutions ci(t) and
cj(t). The covariance between the two is deﬁned as
cov

ciðtÞ; cjðtÞ
	 ¼ 
ciðtÞcjðtÞ hciðtÞi
cjðtÞ: (15)
Since the mean solutions have been calculated, we concern
ourselves with the quantity 〈ci(t)cj(t)〉. Let
ciðtÞ ¼
X
k
MikðtÞc0kðxkÞ (16)
cjðtÞ ¼
X
l
MjlðtÞc0l ðxlÞ; (17)
the product of two solutions is given as
ciðtÞcjðtÞ ¼
X
k
X
l
MikðtÞMjlðtÞc0kðxkÞc0l ðxlÞ
¼
X
ksl
MikðtÞMjlðtÞc0kðxkÞc0l ðxlÞ þ
X
k¼1
N
MikðtÞMjk
h
c0kðxkÞ
i2
:
(18)
Thus the expectation value of this product over the space of
random c0 is


ciðtÞcjðtÞ
 ¼X
ksl
MikðtÞMjlðtÞ
D
c0kðxkÞ
ED
c0l ðxlÞ
E
þ
X
k¼1
N
MikðtÞMjk

c0k
2
¼
X
ksl
MikðtÞMjlðtÞmkml þ
X
k¼1
N
MikðtÞMjk
 
m2k þ
ε
2
k
3
!
:
(19)
This means the covariance matrix can be expressed as
cov

ciðtÞ; cjðtÞ
	 ¼X
ksl
MikðtÞMjlðtÞmkml þ
X
k¼1
N
MikðtÞMjk
 
m2k þ
ε
2
k
3
!

 X
k
X
l
MikðtÞMjlðtÞmkml
!
¼
X
k¼1
N
MikðtÞMjkðtÞ
 
ε
2
k
3
!
:
(20)
The cancellation which takes place in the antisymmetric terms
is quite satisfying and cleans up the covariance expression signiﬁ-
cantly. If we are purely interested in the variance of some ci(t), then
we can let i¼j in the covariance expression to give
varðciðtÞÞ ¼
1
3
XN
k¼1
M2ikðtÞε2k : (21)
While calculating statistics on the individual concentrations as a
function of time is an essential step, our ultimate goal is to establish
a statistical description of ratios of concentrations. The mean of a
ratio of two concentrations ci(t) and cj(t) can be approximated to
second order as*
ciðtÞ
cjðtÞ
+
z
hciðtÞi

cjðtÞ
 cov

ciðtÞ; cjðtÞ
	


cjðtÞ
2 þ var

cjðtÞ
	hciðtÞi

cjðtÞ
3 : (22)
Similarly, the variance of a ratio of the two quantities is
approximated as
var
 
ciðtÞ
cjðtÞ
!
z
hciðtÞi2

cjðtÞ
2
 
varðciðtÞÞ
hciðtÞi2
 2 cov

ciðtÞ; cjðtÞ
	
hciðtÞi


cjðtÞ

þ var

cjðtÞ
	


cjðtÞ
2
!
:
(23)
One salient feature of these expressions is that although they
contain the covariance of the two concentrations of interest, in
many applications, we consider the ratio between two concentra-
tions from different reaction chains. Intuitively, this should mean
that the two concentrations have zero covariance since they
depend on completely independent sets of parameters and random
variables. Analysis of the expression derived for the covariance of
concentrations conﬁrms that if i and j are from distinct reaction
blocks, then one of the M(t) components will always be zero.
2.4. Implementation and simulation
The above methods were implemented and applied to a set of
three particular reaction chains: xenon 131, 133, and 135 (Fig. 1).
The mean values and uncertainties of independent yields, together
with half lives, are listed in Table 1 (England and Rider, 1994).
Table 1 reports independent-yield values and the associated
absolute uncertainty of each. To generate samples, we assumed that
values for each uncertain independent yield fall into a range
[mε,mþε] with equal likelihood, in other words, a uniform proba-
bility distribution centered at m with range 2ε. Monte Carlo sam-
pling for each of the 22 independent yields results in a 22
dimensional parametric space. For optimal results in sensitivity
analysis, a normalized version of the random samples was
computed. The random samples were rescaled so that random
values fell into a range [0,1].
We generated a total of 200,000 initial condition sets which
constitute the starting point of the three nuclear decay chains un-
der consideration. Each of these samples was then run through an
analytical reaction solver which was developed in Python to output
exact concentrations of xenon nuclides at selected time steps. For
this set of simulations, 200 exponentially telescoping time steps
were used, beginning near zero and expanding to approximately
100 days. This set of samples was then used to compute a variety of
statistics on the isotope concentrations themselves, as well as ratios
of radioactivity between isotopes.
3. Results and analyses
In this section, we compare sampling-based and analytical sta-
tistics, present numerical results of probability density functions of
xenon isotopic ratios, conduct global sensitivity analyses, and
analyze the uncertainty of the Multi-Isotope Ratio Chart for
discriminating nuclear explosions and civilian applications.
3.1. Comparison of sampling and analytical statistics
Compared with sampling-based methods, analytical statistics is
always preferred for accurate and efﬁcient simulations. To verify
the analytical formulation of mean and standard deviation of xenon
mass and isotopic ratios, we now compare the results from our
sampling-based model to those calculated analytically (Figs. 3 and
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With the exception of the 133mXe/131mXe standard deviation for
the ﬁrst 1000 s, all relative errors remain below 0.05 (5%). All
errors then stabilize below 2%. This indicates that the derived
analytical forms for the mean and standard deviation of xenon
isotope ratios are quite accurate after several hours have passed.
Note that as the calculated mean and variance of concentrations
were exact, this error is purely a result of the ﬁnite order ap-
proximations used for the mean and variance of ratios. More ac-
curate expansions could be derived which depend on higher order
joint moments of concentrations, but this process would prove
cumbersome and begin to sacriﬁce the simplicity which arises
from analytical solutions.3.2. Probability density functions
The random input which drives the system is a set of 22 in-
dependent uniformly distributed initial yields. Each random set of
initial conditions deterministically speciﬁes a time dependent path
for the two xenon isotopic ratios under consideration. We will refer
to the 133mXe/131mXe ratio as r1, and the 135Xe/133Xe ratio as r2. The
input probability density function p(x1,…,xN) implies a resulting
time dependent probability density function P(r1,r2,t) for the xenon
isotopic ratios. To explore the distribution of ratios over time, the
probability density over the space of ratios was approximated at
select times (e.g., 2 h, 1, 10, and 20 days). At each time, values for r1
and r2 from 50,000 samples were loaded into a Python script
which calculated the probability density for (r1,r2) at each sample.
Sample points were then plotted on the r1~r2 plane and colored
according to probability density. As shown in Fig. 5, the ratio
correlation is plotted on a logelog scale. The probability density
estimations appear relatively symmetric about two diagonal axes
and the distribution becomes similar at late times (Fig. 5c and d).
This apparent symmetry increases with time. It was hypothesized
that the distribution P(r1,r2,t) could be modeled as a lognormal
distribution with increasing accuracy over time. A distribution is
said to be lognormal if the logarithm of the distribution is normally
distributed. The mean and covariance matrix for the natural log-
arithm of the data were numerically calculated at each time step.
Let yi¼ln xi, and y be normally distributed. The bivariate
lognormal distribution probability density function in the variables
(x1,x2) takes the form
Pðx1; x2Þ ¼
1
2px1x2sy1sy2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 r2
p expq
2

; (24)
q ¼ 1
1 r2
"
ln x1  my1
sy1
2
 2r

ln x1  my1
sy1

ln x2  my2
sy2

þ

ln y1  my2
sy2
2#
;
(25)
where myi and syi are respectively the mean and variance of the
associated normal distribution y, and r2[1,1] is the correlation
coefﬁcient between the normal random variables y1 and y2. The
relationship between the mean and variance of the lognormal
distribution and those of the associated normal distribution in the
logarithmically transformed domain can be summarized assyi ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln
 
1þ s
2
xi
m2xi
!vuut (26)
myi ¼ ln

mxi
	 s2yi
2
: (27)
An analytical calculation of the correlation coefﬁcient r is not
practical, as doings so would require an evaluation of the covari-
ance, a function of the joint moment 〈r1r2〉. However, signiﬁcant
progress can be made using computational methods on the sta-
tistically generated data samples that were generated. The covari-
ance matrix 0 of the data sets log(r1) and log(r2) was calculated at
each of the 200 sampled time steps. The covariance matrix of the
Gaussian in two dimensions takes the general form
S0 ¼
 
s21 rs1s2
rs1s2 s
2
2
!
; (28)
where s1 and s2 are the standard deviations of the two variables
under consideration, and r is the coefﬁcient of variation. Note that
cov(log(r1),log(r2))¼rs1s2, and thus r¼cov(log(r1),log(r2))/(s1s2).
As such, a calculation of the standard deviations and covariance of
log ratios is sufﬁcient to ﬁnd the coefﬁcient of variation r. The
calculated value of r was plotted as a function of time in Fig. 6.
The value of r begins near zero at the time of the explosion, as it
should since the xenon isotope independent yields are indepen-
dently distributed. As decay occurs, correlation between ratios
develops because both ratios depend on an isotope from the 133
chain. The concentrations of the isotopes 133Xe and 133mXe should
be positively correlated as they are both products in the same decay
network. As such, we should expect the two xenon isotopic ratios
we consider to be negatively correlated since 133mXe appears in the
denominator of r1, while 133Xe appears in the numerator of r2. After
approximately one day has elapsed, the correlation coefﬁcient be-
gins to approach a steady value. The coefﬁcient stabilizes at a value
r¼0.446. This value can then be used to construct the probability
density function P(r1,r2) at any time after 1 day of reaction. This
time constraint is reasonable for all practical purposes as an On Site
Inspection (OSI) is unlikely to take place at the site of a possible
UNE before 1 day from the explosion has elapsed.
3.3. Sobol’ sensitivity index
Sobol’ sensitivity index is used to identify the contribution of
each uncertain input to the variance of the output (Tong, 2005) and
to screen out critical inputs and major sources of uncertainties.
Xenon isotopic ratio data at 4 time steps (1 day, 5 days, 10 days, 20
days) from 200,000 samples were given to PSUADE, a software
package which provides a large variety of data analysis and infer-
ence tools (Tong, 2005). In particular, the program was used to
compute Sobol’ sensitivity index (Saltelli et al., 2008) for each of the
two ratios at each of the four time steps. Sobol’ sensitivity index is a
relative measure of the sensitivity of a dependent variable to var-
iations in random input variables. The results of the sensitivity
analysis can be seen in Fig. 7 and Table 2.
The results of the sensitivity analysis indicate that the value of
the 133mXe/131mXe ratio at all times examined is largely dominated
by variations in the initial concentrations of 131Sn, 131Sb, and 133Te.
The variable 131m Te grows most in inﬂuence as the examined time
increases, but still bears little inﬂuence when compared to the
more inﬂuential inputs. The results for the value of the 135Xe/133 Xe
ratio indicate that the value of the resulting ratio is most largely
dominated by variations in 133Te, 135Te, and to some extent 135I. No
Fig. 3. Comparison of mean and standard deviation of mass simulated using sampling-based (circles) and analytical (solid lines) statistics. (a) Comparison of mean mass of xenon
isotopes (blue line: 131mXe, green line: 133mXe, red line: 133Xe, and cyan line: 135Xe. (b) Comparison of standard deviation of xenon isotopic mass. (c) Relative error of mean mass of
xenon isotopes. (d) Relative error of standard deviation of isotopic mass.
Fig. 4. Comparison of statistics for xenon isotope ratios simulated using sampling-based (squares) and analytical (solid lines) statistics. (a) Comparison of mean isotopic ratios
(r1¼133mXe/131mXe and r2¼135Xe/133Xe). (b) Comparison of standard deviation of isotopic ratios. (c) Relative error of mean isotopic ratios. (d) Relative error of standard deviation of
isotropic ratios.
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Fig. 5. Probability density plots for xenon isotopic ratios at (a) 2 h, (b) 1, (c) 10, and (d) 20 days.
Fig. 6. Coefﬁcient of variation r of log(r1) and log(r2) plotted as a function of time. r1 and r2 are 133mXe/131mXe and 135Xe/133Xe, respectively.
J. Sloan et al. / Journal of Environmental Radioactivity 155-156 (2016) 130e139136signiﬁcant variation in Sobol’ sensitivity index was observed over
the time steps considered.
Not only was the sensitivity in ratios dominated largely by only
4 uncertain independent yields, but 6 independent yields showed
a sensitivity index of 0 at all times examined. It is interpreted that
the major sources of the ratio uncertainties are from those inde-
pendent yields with high Sobol’ sensitivity indices. Since rates of
xenon isotopic ratio change stabilize over time, it is reasonable toassume that the 6 non-inﬂuential independent yields have no
measurable impact after 1 day of reaction. These results provide
strong justiﬁcation and guidance for future reduced order models
which treat these 6 non-inﬂuential independent yields as ﬁxed at
their mean observed values. It is observed that isotopes with
relatively low independent molar yields with relatively small
ranges of uncertainties showed less response in the sensitivity
analysis.
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The ultimate objective of this work is to create a Multi-Isotope
Ratio Chart (Kalinowski et al., 2010), which takes into account the
uncertainties in both xenon isotopic ratios resulting from sub-
stantial uncertainties in the independent yields of a UNE. Fig. 8
shows a parametric path of both xenon ratios as a function of time.
Due to the uncertainties of isotopic ratios, it is ideal to take a
probabilistic approach to the discrimination of UNEs. Several
possible techniques for discrimination can be employed:
1 Worst case uncertainty analysis. It is possible to put a boundary
on the MIRC which separates points which were passed through
during sampling from those which were never reached. Due to
the stable nature of ratio paths, this boundary corresponds
strongly to the path taken by the sample with the most extreme
initial conditions. In this way, such a boundary for discrimina-
tion of nuclear events can be calculatedwithout having to repeat
sampling. Reasonable adjustments can be made to accommo-
date changes in discrimination line if different uncertainties in
initial conditions are to be considered.
2 Fixed time probability analysis. If the time since the potential
UNE, denoted t', is known accurately, then one can consider the
ratio probability distribution P(r1,r2,t') given time t' since the
start of the decay reaction. With time ﬁxed, this probability
density can then be easily numerically integrated over some
region U in the (r1,r2) plane to determine the probability of
observing a pair of ratios in U at time t'. If the probability of
observing a ratio within a region is below some predetermined
level of discrimination, then the event can be conﬁdently
assessed as resulting from a civilian source. If the calculated
probability does not fall below this level, further comparison
against likelihoods from other possible nuclear sources, or
support from other UNE detection methods may be required.
3 Uncertain time probability analysis. In some cases, the sus-
pected time of detonation may not be known to great accuracy.
In this case, it may be important to acknowledge the
complexity of time uncertainty. This complexity exists because
points with associated probability distributions at different
times have the potential to overlap. In other words, a particular
ratio which may be very likely to be found at some time t1 may
be much less likely to be found at a later time t2. If this is theFig. 7. Sobol’ sensitivcase, it is possible to compensate for this effect. In order to
accomplish this, we may choose a probability distribution p(t)
over time domain t which accounts for the uncertainty in time
since detonation. Unless there is reason for a different choice of
distribution, the time uncertainty should most likely be rep-
resented by either a uniform or Gaussian distribution in times.
Then the probability density which treats time as a random
variable, rather than a parameter, is p(r1,r2,t)¼P(r1,r2,t)p(t),
where P(r1,r2,t) is the previously considered conditional prob-
ability density function of r1 and r2 given a time t. The above
relation follows from Bayes Theorem. In this formulation, the
probability r of observing the a ratio in the space U over the
time interval t is given by
P ðU; tÞ ¼
Z
t
Z
U
Pðr1; r2; tÞpðtÞ dr1dr2dt: (29)
4. Conclusions and discussion
We analytically derived the dependence of xenon ratios on in-
dependent yield uncertainties and the probability distributions of
xenon ratios as functions of time. We quantitatively studied the
conﬁdence in MIRC justiﬁed by probability distributions and
modiﬁed MIRC to show the 95% conﬁdence zone instead of a single
line.
A generalized method for uncertainty quantiﬁcation has been
developed for ratios between isotopes in arbitrary nuclear decay
chains. An exact method is used to derive the mean and variance
of concentrations in nuclear decay networks when considering
uncertainty in initial conditions. Asymptotically stable approxi-
mations are then used to formulate a closed-form expression for
the mean and variance of isotope ratios. The solutions show very
good agreement with the same statistics in concentrations and
ratios approximated by statistical sampling techniques. This
general methodology for uncertainty quantiﬁcation in isotopic
ratios yields excellent results when used to evaluate un-
certainties in xenon radioisotopes which emerge as a result of
uncertain independent yields following underground nuclear
explosions.
Global sensitivity analysis ﬁrst showed that only a small numberity index results.
Table 1
Independent yield data for u235f 100 ﬁssions. t1/2 is half-life time, m and ε are mean value and uncertainty of independent yields, and a is branching factor.
Reaction Species t1/2 Unit Mean value m Uncertainty ε Branch factor a
131 In 0.28 s 3.75 102 2.40 102 a1(In/ Sn) 0.982
Sn 39.0 s 1.39 4.44 101 a2(Sn/ Sb) 1.000
Sb 23.0 m 1.50 3.44 101 a3(Sb/ Te-m) 0.070
Te-m 1.35 d 2.24 101 1.43 101 a4(Sb/ Te) 0.930
Te 25.0 m 7.54 102 4.83 102 a5(Te-m/ Te) 0.180
I 8.04 d 1.08 103 6.92 104 a6(Te-m/ I) 0.820
Xe-m 11.93 d 2.51 107 1.61 107 a7(Te/ I) 1.000
Xe 0.0 8.46 108 5.41 108 a8(I/ Xe-m) 0.014
a9(I/ Xe) 0.986
a10(Xe-m/ Xe) 1.000
133 In 0.18 s 2.70 104 1.73 104 a1(In/ Sn) 1.000
Sn 1.44 s 1.38 101 8.84 102 a2(Sn/ Sb) 0.997
Sb 2.5 m 1.52 1.22 101 a3(Sb/ Te-m) 0.420
Te-m 55.4 m 2.05 2.26 101 a4(Sb/ Te) 0.580
Te 12.4 m 2.62 8.38 101 a5(Te-m/ Te) 0.130
I 20.8 h 3.84 101 4.22 102 a6(Te-m/ I) 0.870
Xe-m 2.19 d 4.23 103 2.71 103 a7(Te/ I) 1.000
Xe 5.24 d 1.46 103 8.73 105 a8(I/ Xe-m) 0.028
a9(I/ Xe) 0.972
a10(Xe-m/ Xe) 1.000
135 Sn 0.418 s 1.62 103 1.04 103 a1(Sn/ Sb) 1.000
Sb 1.71 s 2.46 101 1.57 101 a2(Sb/ Te) 0.821
Te 19.0 s 2.47 5.69 101 a3(Te/ I) 1.000
I 6.57 h 3.60 2.88 101 a4(I/ Xe-m) 0.147
Xe-m 15.3 m 1.86 101 1.19 101 a5(I/ Xe) 0.853
Xe 9.10 h 1.20 101 2.75 102 a6(Xe-m/ Xe) 1.000
Note: The time units are s: seconds; m: minutes; h: hours; d: days.
Table 2
Ranking of uncertain independent yields frommost to least inﬂuential. Yields which
showed no inﬂuence are listed in the rightmost column.
133mXe/131mXe ranking 135Xe/133Xe ranking Non-inﬂuentials
1 131Sn 133Te 131I
2 133Te 135Te 131mXe
3 131Sb 135I 131Xe
4 131mTe 133mTe 133In
5 133mTe 135Sb 133Xe
6 131Te 133Sn 135Xe
7 133Sn 133I e
8 133mXe 135mXe e
9 131In e e
10 133I e e
Fig. 8. MIRC with uncertainty bounds.
J. Sloan et al. / Journal of Environmental Radioactivity 155-156 (2016) 130e139138of uncertain independent yields are highly inﬂuential in deter-
mining the uncertainty in xenon isotopic ratios over longer periods
of time. Six of these independent yields were shown to hold no
inﬂuence, as expected due to comparatively low molar yields. The
results of global sensitivity analysis give a strong sense of direction
for developing future reduced order models which simplify the
uncertain parametric space. Quantitative information about which
independent yields are most inﬂuential also provides a set of in-
dependent yields which should be further understood. This work
assumed uniform distributions for all uncertain independent
yields. However, this assumption is likely an oversimpliﬁcation of
reality. If the distributions of independent yields of the most
inﬂuential species can be better understood, then a more narrow
conﬁdence in xenon isotopic ratios can be established. In addition
to the uncertainty quantiﬁcation of independent yields, we also
studied uncertainties of half-lives and branching factors. Sobol’
sensitive analysis shows that the uncertainties of half-lives and
branching factors reported by England and Rider (1994) are less
sensitive to xenon concentrations compared to that of independent
yields. The solution derived in this paper is limited to irreversible
and ﬁrst-order reactions (radionuclide decay and ingrowth).
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