Abstract-Orthogonal frequency division multiplexing (OFDM) combines the advantages of high achievable rates and relatively easy implementation. However, for proper recovery of the input, the OFDM receiver needs accurate channel information. In this paper, we propose an expectation-maximization algorithm for joint channel and data recovery in fast fading environments. The algorithm makes a collective use of the data and channel constraints inherent in the communication problem. This comes in contrast to other works which have employed these constraints selectively. The data constraints include pilots, the cyclic prefix, and the finite alphabet restriction, while the channel constraints include sparsity, finite delay spread, and the statistical properties of the channel (frequency and time correlation). The algorithm boils down to a forward-backward Kalman filter. We also suggest a suboptimal modification that is able to track the channel and recover the data with no latency. Simulations show the favorable behavior of both algorithms compared to other channel estimation techniques.
I. INTRODUCTION
Orthogonal frequency division multiplexing (OFDM) is an effective technique for high bit-rate transmission. It has found widespread applications and is already part of many standards (e.g., 802.11a/b/g and 802.16a/e). OFDM combats intersymbol interference by prepending a guard band (cyclic prefix) to the transmitted symbol. This effectively divides the channel into many narrowband ISI-free channels over which parallel streams of data are transmitted. Frequency selectivity can now be mitigated using one tap equalizers. For proper operation of an OFDM receiver, it needs an accurate estimate of the channel state. For rapidly time-variant channels, the receiver faces the additional challenge of performing channel (and data) recovery for each OFDM symbol. In carrying out these two operations, the receiver takes advantage of the rich structure of the underlying communication problem. This structure can be traced back to some inherent constraints on the data or on the channel. Table I lists the most common of these constraints and some of the works that employed them.
A. Approaches to Channel Estimation in OFDM
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Digital Object Identifier 10.1109/TSP. 2007 . 894271 of a subset of the constraints in Table I . These algorithms can be classified into one of the following categories. 1) Training-based estimation: Pilots are used to perform channel estimation as in [11] and [14] . 2) Blind estimation: At the other extreme, blind algorithms rely completely on natural constraints inherent in the communication problem to perform channel recovery. For example, [3] used frequency correlation and code, [5] used the cyclostationarity induced by the cyclic prefix and transmitter precoding, [26] used a subspace constraint, and [6] used the cyclic prefix. 3) Semi-blind estimation: Semi-blind techniques are a hybrid of blind and training based techniques, utilizing pilots and other natural constraints to perform channel estimation (see, for example, [3] , [19] , [21] , [22] , [24] , and [27] ). 4) Data-aided channel estimation: The main and perhaps the only reason to perform channel estimation at the receiver is to use the estimate along with the channel output to recover the transmitted data. One can, in turn, use the detected data to enhance the channel estimate giving rise to an iterative technique for channel and data recovery. With this in mind, it is natural for the two operations of channel and data recovery to be considered jointly, especially since one operation can be used to enhance the performance of the other. This intuitive idea is the basis of joint channel estimation and data detection proposed in [21] , [22] , and [28] . Other works, like [2] , [24] , and [29] , arrived at iterative techniques more rigorously by employing the expectation-maximization (EM) algorithm. The data-aided approach seems the most sensible for channel estimation, especially when the channel is time variant. 1 The aforementioned works utilize only a subset of the constraints on the channel and data. In this paper, however, we present a (data-aided EM) method that can make use of all the constraints in Table I . 2 The method boils down to a forward-backward (FB) Kalman filter which we derive in Section III. One consequence of our approach is the increased storage and latency requirements of the FB-Kalman as it has to process multiple OFDM symbols simultaneously. We, thus, suggest in Section IV a suboptimal forward-only version (basically, a Kalman filter) that is able to perform channel recovery with no latency. These two algorithms are compared and benchmarked in our simulations in Section V. We start by introducing our notation and the system model.
B. Notation
We denote scalars with small-case letters, vectors with small-case boldface letters, and matrices with uppercase boldface letters. We also reserve calligraphic notation (e.g., X X X and X ) for variables in the frequency domain. The individual entries of a variable like h h h are denoted by h(l). When any of these variables becomes a function of time, the time index i appears as a subscript (e.g., we write x i ; h i (l); h h h i , and X X X i ), and use the notation h h h T 0 to denote the sequence (h h h 0 ; h h h 1 ; . . . ; h h h T ). We also maintain the following conventions: 1) a hat over a variable indicates an estimate of the variable (e.g.,ĥ h h is an estimate of h h h); 2) all vectors are column vectors; 3) all underlined vectors are of length P (e.g., the cyclic prefix x x x i ) or of length P +1 (e.g., the impulse response (2) where N N N i N(0; 2 n I I I) is the additive noise. The second equality in (2) follows from the DFT relationship H H
where Q Q Q P +1 consists of the first P + 1 columns of Q Q Q. Alternatively,
A similar relationship exists between the cyclic prefixes at the input and the output y y y i = X X X i h h h i + n n n i
where X X X i is a P 2(P +1) Toeplitz matrix constructed from the vector of cyclic prefixes [x x x T i01 ; x x x T i ] T . By concatenating (3) and (4), we obtain the total I/O relationship
which incorporates the effect of the OFDM symbol as well as the cyclic prefix observation.
A. Pilot/Output Relationships
In general, the receiver needs pilots to obtain initial channel estimates. Let the index set I p = fi 1 ; i 2 ; . . . ; i L g denote the pilot locations within the OFDM symbol. Also, let X X XI denote the matrix X X X pruned of the rows that do not belong to I p . Then, the pilot/output equation can be derived from the I/O relationship (3) as
III. EM ALGORITHM FOR JOINT CHANNEL AND DATA ESTIMATION

A. EM Algorithm
Ideally, we estimate h h h i using some I/O relationship, e.g., 
:
In our case, however, the input X X Xi (or X X Xi) 4 is not observable. Thus, we use the expectation-maximization algorithm and maximize instead an averaged form of the log-likelihood function. Specifically, starting from an initial estimateĥ h h (0) i , the estimateĥ h h i is calculated iteratively, with the estimate at the jth iteration given bŷ
Thus, for the example above, the EM-based estimate (at the jth itera- 
i . We now derive the EM algorithm for the time-variant case. 3 We use the weighted norm kh h hk to denote h h h 6h h h. 4 Since X X X = diag(X X X )Q Q Q , conditioning on X X X can be replaced by con-
B. EM-Based FB Kalman
Consider the OFDM system of Section II, essentially described by the state-space model Now, using (8), we can express the first term of the log-likelihood (up to some additive constant) as
Similarly, using (7), we can express the second term (again up to some additive constant) as
Combining these two expressions yields
Since the channel sequence h h h T 0 is jointly Gaussian, the MAP estimate of the channel sequence given the input and output sequences X X X (16) h h h i j T =ĥ h h i j i01 + P P P i j i01 i j T :
The desired estimate isĥ h h i j T .
The FB Kalman obtains the MAP estimate of the channel impulse response. In the forward step, the filer obtains the MAP estimate of h h h i given X X X i 0 . Our aim, however, is to obtain the MAP estimate of h h h i given the whole sequence X X X 
Note that we can obtain the averaged likelihood (18) from the original likelihood (10) by performing the substitution
We can, thus, state the following theorem. 
n n n i (20) where n n n i N(0 P 21 ; 2 n I I I) is virtual noise that is independent of the physical noise N N N i .
To fully implement the EM algorithm, we need to initialize the algorithm and calculate the first and second moments of the input-two steps which we perform next.
C. Initial Channel Estimation
We can obtain the initial channel estimate from the pilot/output (6). We do this by applying the FB Kalman to the state-space model 
i.e., by applying the FB Kalman (11)- (17) 
D. Calculating the Input Moments
Using the relationship X X X i = diag(X X Xi)Q Q Q P +1 , we can write
We can calculate the mean and covariance of X X X i by calculating the first two moments of its individual elements X i (l) l = 1; . . . N . 6 Now, to calculate the two moments of Xi(l), we need to evaluate the pdf 
Equations (23)- (24) represent the soft estimate of the input. We can perform channel estimation using the hard estimate of the input. This is obtained by rounding the first moment in (25)- (26) to the nearest QAM point. (23)-(26). 6 To be precise, calculating the second moment (24) 
E. Summary of the EM-Based FB Kalman
1) Obtain the initial channel estimate
IV. THREE EXTENSIONS
A. Using the Cyclic Prefix Observation
The FB Kalman can make use of the CP observation. Here pilotbased estimation remains the same while the EM algorithm is run on the I/O equation (5) which contains the effect of the cyclic prefix. Thus, in this case, we apply the FB Kalman (11)- (17) The two moments of X X X i can be obtained from (25)- (26) but the calculations become more cumbersome due to the presence of the CP (see [30] ).
B. Using the Hard Estimate of the Input
We can simplify our algorithm by using the hard estimate of the input. In this case, the pilot based estimate remains the same. In the expectation step, however, we only calculate the first moment of the input X X X i and round the estimate to the nearest QAM point,X X X i . The channel estimate is subsequently obtained by applying the FB-Kalman (11)- (17) to the state-space model 
C. Kalman-(Forward-Only) Based Estimation
The FB Kalman requires considerable storage and latency. The algorithm needs to wait for all T + 1 symbols before it can execute the backward run and, hence, obtain the channel estimate. One way around this is to reduce the window size T . Alternatively, we can run the filter in the forward direction only [i.e., run (11)- (15)] for both the initial estimation and the EM iteration. 7 The algorithm then collapses to the Kalman-based filter proposed in [32] where the data and channel are recovered within one OFDM symbol, i.e., with no latency.
V. SIMULATIONS
We consider an OFDM system that transmits a sequence of 5 symbols, each with 64 carriers and a cyclic prefix of length P = 15. The input data is 16 QAM mapped from a binary bit stream through Gray coding. We use 16 pilots in the first symbol and fix the number of pilots in the subsequent symbols to x where 4 x 16. instants. Throughout the simulations, we run the EM algorithm for four iterations.
A. Comparing the Kalman and the Forward-Backward Kalman
In Fig. 1 , we compare the performance of FB-Kalman and the Kalman based receivers. We carry out this comparison for two levels of time variation (f = :7; :9), progressively increasing the number of pilots from x = 4 to x = 16. As expected, the FB-Kalman consistently outperforms the Kalman filter-based receiver.
B. Effect of Increased Signal Processing
Next, we consider the effect of increased signal processing on the BER curves for FB-Kalman based receiver. Specifically, we implement this receiver 1) using the CP observation and the soft estimate of the input, 2) using the CP and the hard estimate of the input, and 3) using no CP observation and using the hard estimate of the input. We demonstrate that for f = :7 (Fig. 2 ) and f = :8 (Fig. 3) . The two figures show that increasing the level of signal processing pays off producing better BER performance for different number of pilots. However, as we increase the number of pilots, signal processing results in diminishing returns. Fig. 4 demonstrates the effect of increasing the number of EM iterations on the BER performance of the FB-Kalman receiver. We demonstrate that for f = :9 and for different number of pilots. As expected, the BER improves as we increase the number of iterations. Notice, however, that with increasing number of pilots the BER curves for 2 and 4 iterations become almost identical demonstrating again the tradeoff between increasing the number of pilots and increased signal processing.
C. Effect of Increasing the Number of Iterations
D. Bench Marking
Finally, we bench mark the BER performance of the Kalman and FB-Kalman receivers against receivers that have been suggested in literature and also against the known-channel case. Specifically, [24] ; 8 3) the EM-based Kalman receiver; 4) the EM-based FB-Kalman receiver; and 5) a receiver with perfect channel knowledge. All receivers implement the same number of pilots. We test these receivers against the dynamically variant channel (1) with f = :7. Fig. 5 demonstrates that the Kalman and the FB-Kalman receivers outperform the LS receiver and the receiver of [24] . This is especially the case for small number of pilots.
VI. CONCLUSION
In this paper, we considered the problem of semi-blind channel and data recovery in OFDM transmission over time-variant channels. Motivated by the EM approach, the algorithm boils down to a FB Kalman filter. It makes a collective use of the channel and data constraints in Table I . Specifically, the algorithm makes use of the finite alphabet constraints [in (25) - (26)], the data in its soft form [in (19) - (20)], pilots [in (21)- (22)], transmission precoding [in (27) - (28)], finite-delay spread (in that channel estimation is done in the time domain), and frequencyand time-correlation [in (1)]. It is also straightforward to incorporate the effect of an outer code and of sparsity (see [30] ). We also suggested a relaxed version of the algorithm (a forward-only Kalman) that is able to perform recovery with no latency and, hence, avoid the delay and storage shortcomings of the FB-Kalman. Our simulation show the favorable behavior of the FB-Kalman filter. Specifically, simulations demonstrate that increased signal processing always results in better BER behavior.
The Kalman receivers derived here apply to nonstationary channels as well in which the matrices F F F and G G G of the state-space model (1) vary with time. The algorithm has already been extended to incorporate the coding constraint on the data [33] . The paper assumes that these parameters are known perfectly at the receiver. However, the receiver can be generalized to estimate the state-space parameters and to be robust to uncertainties in these estimates (e.g., see [25] ).
APPENDIX I CHANNEL MODEL
Here, we show how to derive the state-space model (1) from the power delay profile and the Doppler spread (both of which can be estimated (e.g., see [34] and [35] ) and from the transmit filter. The channel h h h i is the convolution of the physical channel c c c i (which consists of L+1 paths arriving at instants 0 ; 1 . . . ; L ) and the receive filter r r r. Thus, we can write [15] h h h i = R R R i c c c i (31) where R R Ri is the receive filter matrix given by We can use this dynamical relationship along with (31) to derive a dynamical relationship for the impulse response h h h. Specifically, multiplying both sides of (32) by R R R and noting that R R R y R R R = I I I, 9 we obtain h h h i+1 = F F Fh h h i + G G Gu u u i , where F F F = R R RF F F c R R R y and G G G = R R RG G G c .
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