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Temporal information promotes visual grouping of local image features into global spatial form. However, experiments demonstrat-
ing time-based grouping typically confound two potential sources of information: temporal synchrony (precise timing of changes) and
temporal structure (pattern of changes over time). Here, we show that observers prefer temporal structure for determining perceptual
organization. That is, human vision groups elements that change according to the same global pattern, even if the changes themselves
are not synchronous. This ﬁnding prompts an important, testable prediction concerning the neural mechanisms of binding: patterns of
neural spiking over time may be more important than absolute spike synchrony.
 2006 Elsevier Ltd. All rights reserved.
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Looking around the visual world, we readily perceive
distinct, meaningful objects. Remarkably, however, the ini-
tial stages of visual processing register only local image fea-
tures comprising those objects. These local, spatially
distributed features must be grouped into coherent, global
objects that are segmented from one another and from the
backgrounds against which they appear. Called the binding
problem in contemporary parlance, the importance of this
grouping operation for ﬁgure–ground organization ﬁrst
was highlighted by Gestalt psychologists in the early part
of the previous century, and it remains a central problem
in vision science today.
Among the sources of stimulus information indicating
whether spatially distributed elements should be grouped,0042-6989/$ - see front matter  2006 Elsevier Ltd. All rights reserved.
doi:10.1016/j.visres.2006.09.012
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E-mail address: sguttman@mtsu.edu (S.E. Guttman).the role of temporal factors has been of enduring interest.
Numerous psychophysical studies indicate that the visual
system can capitalize on the constraint that, in the natural
environment, visual features that change at the same times
likely belong to a single object (e.g., Alais, Blake, & Lee,
1998; Guttman, Gilroy, & Blake, 2005; Kandil & Fahle,
2001; Lee & Blake, 1999, 2001; Sekuler & Bennett, 2001;
Suzuki & Grabowecky, 2002; Usher & Donnelly, 1998).
While there is disagreement concerning speciﬁcs of the neu-
ral operations that promote temporal grouping, this body
of research converges on the notion that the visual system
exploits temporally coincident change, broadly construed,
as a cue for stimulus binding (see Blake & Lee, 2005, for
a review of alternative hypotheses).
To date, research on temporal correlation as a binding
agent has primarily focused on temporal synchrony. Multi-
ple events occurring over time are synchronous—and thus
theoretically will be bound—if the individual events occur
at the same moments in time. Synchrony, however, is not
the only conceivable temporal signature for grouping.
One might also envision feature grouping based on com-
mon temporal structure among those features. Temporal
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events occur.
Theoretical considerations suggest that temporal struc-
ture, rather than synchrony, might represent the more reli-
able source of information for grouping. The probability of
two unrelated events occurring synchronously, purely by
chance, far outweighs the chance probability of obtaining
two unrelated, identical patterns of events over time.
Expressed in terms of information content (Shannon,
1948), common, irregular patterns over time convey more
information than regular, synchronous events. Moreover,
empirical studies of time-based grouping suggest that the
nature of temporal structure aﬀects task performance.
Some experiments use deterministic temporal structure
(e.g., Kandil & Fahle, 2001, 2004; Kiper, Gegenfurtner,
& Movshon, 1996; Sekuler & Bennett, 2001): all stimulus
elements change according to a regular, periodic pattern
over time. In these studies, ﬁgure elements can be distin-
guished from ground elements solely on the basis of the
phase of the changes (i.e., asynchrony). Other experiments
present stimuli with stochastic temporal structure (e.g.,
Adelson & Farid, 1999; Guttman et al., 2005; Lee & Blake,
1999; Morgan & Castet, 2002): ﬁgure elements change at
times designated by one stochastic process (i.e., elements
are equally likely to change or to not change on any given
frame), whereas background elements change at times des-
ignated by a diﬀerent stochastic process. Under at least
some conditions, stochastic temporal patterns yield more
robust ﬁgure–ground segmentation than do deterministic
temporal patterns (see review by Blake & Lee, 2005).
Temporal synchrony and temporal structure easily are
confounded because multiple elements that undergo a ser-
ies of synchronous changes have, by deﬁnition, the same
temporal structure. The two can be distinguished, however,
as we demonstrate here. In the current paper, we present
psychophysical evidence that time-based grouping can be
achieved based on patterns of temporal change. Speciﬁcal-
ly, we created animations in which temporal structure and
temporal synchrony deﬁne opposing perceptual organiza-
tions and, using those animations, we compared the rela-
tive eﬀectiveness of these two cues for grouping. The
results from all experiments support the notion that tempo-
ral structure impacts perceived spatial organization more
signiﬁcantly than does temporal synchrony.
2. Experiment 1: Detecting asynchronies
The point of departure for this study was an anecdotal
observation: when two Gabor patches changed asynchro-
nously, detecting the temporal asynchrony seemed more
diﬃcult when those changes occurred multiple times (with
constant temporal lag) during a viewing sequence. It was as
if multiple samples of a given event paradoxically reduced
the salience of the temporal asynchrony of those events.
Our ﬁrst experiment was designed to evaluate this obser-
vation using more rigorous, forced-choice methodology. Is
asynchrony more diﬃcult to detect when changes occurwithin the context of a common temporal structure? If
indeed veriﬁed, this ﬁnding could be leveraged into a test
of the relative salience of temporal structure versus tempo-
ral synchrony in ﬁgure–ground segmentation.
2.1. Methods
2.1.1. Observers
Five observers with normal or corrected-to-normal
vision participated in all experiments reported herein.
Two observers were authors of this paper (SEG and
LAG); the other three observers had previous experience
with psychophysical observation but were naı¨ve to the
experimental hypotheses.
2.1.2. Apparatus
The stimuli for all experiments were generated with a
Macintosh G4 computer and appeared on a gamma-cor-
rected Mitsubishi Diamond Pro 2020u 20 inch monitor
with a spatial resolution of 1280 · 1024 pixels and a refresh
rate of 120 Hz. The monitor provided the only source of
illumination in an otherwise darkened testing room.
2.1.3. Stimuli
The stimuli consisted of two, vertically arranged Gabor
patches on a mid-gray (16.5 cd/m2) background (Fig. 1A).
Each Gabor patch had a visible area of approximately
0.80 deg (SD = 0.20 deg) and the center-to-center distance
between elements measured 1.0 deg. Each Gabor patch
had randomly assigned orientation, phase, spatial frequen-
cy (1.0–4.0 cycles/deg), and contrast (10–100%). During the
course of a trial, each Gabor patch changed in spatial fre-
quency once or multiple times; the new spatial frequency
diﬀered from the previous spatial frequency by at least
33% and fell within the range stated above, but otherwise
was randomly determined. Previous work has shown that
spatial frequency changes of this kind provide a highly sali-
ent cue for temporal grouping (Guttman et al., 2005),
although those results do not speak to observers’ sensitivity
to asynchrony per se.
2.1.4. Procedure
The asynchrony detection experiments utilized a two-in-
terval, forced choice procedure. In each of two intervals,
observers viewed two Gabor patches that, at some point(s)
in time, changed with respect to spatial frequency. In one
interval, the changes occurred synchronously; in the other
interval, one patch changed slightly earlier than did the
other patch. The observer indicated, via keypress, the inter-
val in which the spatial frequency changes occurred
asynchronously.
In the ﬁrst version of this task (‘‘Single Change’’), each
element changed once within each interval of a trial
(Fig. 1B). Speciﬁcally, the two Gabor patches appeared
simultaneously for 500 ± 16.7 ms, followed by a single
change in spatial frequency for each element. During one
interval, the changes occurred synchronously; during the
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Fig. 1. Stimuli and trial timing for asynchrony detection experiments. (A)
Two Gabor patches, presented during each interval of a 2-IFC procedure.
Each element is random with respect to orientation, phase, contrast, and
spatial frequency, and changes in spatial frequency at some point(s) in
time. (B) Schematic depiction of trial timing for experiment in which
observers must detect asynchrony when presented in the form of an
isolated change. The dots depict the times at which the two Gabor patches
changed. During each interval, the two elements appeared simultaneously,
changed after approximately 500 ms, then disappeared simultaneously
after a total exposure duration of 1000 ms. The relative asynchrony during
the ‘‘asynchronous’’ interval (shown here in interval 2) varied across trials
from 8.3 to 33.3 ms (1–4 frames at 120 Hz). (C) Schematic depiction of
trial timing for experiment in which observers must detect asynchrony
when presented in the context of a stochastic point process. Within a point
process, the minimum time between two successive changes was 33.3 ms.
The two elements changed a total of 30 times during each 2000 ms
interval.
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Fig. 2. Asynchrony detection as a function of amount of asynchrony.
Black symbols indicate the proportion of correct responses when
asynchronies were presented as isolated events. Gray symbols indicate
the proportion of correct responses when asynchronies were embedded in
stochastic point processes. Error bars represent ±1 SE across observers.
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the change of one patch lagging the other. The amount
of temporal lag varied across trials from 8.3 to 33.3 ms
(in 8.3 ms steps; 1–4 frames at 120 Hz), but was held con-
stant within each trial. The entire array in each interval dis-
appeared after 1000 ms.
In a second version of the task (‘‘Stochastic Sequence’’),
the two Gabor patches each changed 30 times over 2000 ms
according to a stochastic 30 Hz point process (i.e., every
33.3 ms, the patches would either change or not change
with equal probability; Guttman et al., 2005). Within a tri-
al, all patches changed according to the same point process;
diﬀerent stochastic sequences were used in diﬀerent trials.
In one interval the changes occurred synchronously; in
the other interval, the two patches initially appeared simul-taneously (and disappeared simultaneously at the end of
the trial), but all changes of one Gabor patch lagged the
changes of the other Gabor patch by a constant amount.
As in the single change condition, the temporal lag varied
across trials from 8.3 to 33.3 ms, in 8.3 ms steps.
In both versions of the task, the parameters of the
Gabor patches both before and after change(s) were always
the same in the two intervals, such that the intervals dif-
fered only in terms of synchronicity. The interval in which
the changes occurred asynchronously varied randomly
across trials, as did which patch (top or bottom) underwent
the ﬁrst change in that interval. Observers pressed one of
two keys to indicate the interval in which the changes were
asynchronous. For each task, observers participated in 256
randomly ordered trials over four sessions, for a total of 64
trials at each level of asynchrony.
2.2. Results and discussion
Fig. 2 depicts the proportion of responses correct as a
function of the amount of asynchrony. The results of the
single-change experiment indicate that human observers
can eﬀectively distinguish synchrony from asynchrony.
When the stimulus changes were conveyed as isolated
events, task performance increased signiﬁcantly with the
amount of asynchrony, F (1,4) = 367.0, p < .001. Still, dis-
crimination performance, when averaged across observers,
actually exceeded chance levels for all measured asynchro-
nies, t4P 5.3, p < .01. Furthermore, 4 of 5 individual
observers signiﬁcantly exceeded chance discrimination lev-
els for single-change asynchronies at and above 16.7 ms,
v2P 4.0, p < .05. Thus, the results of the single-change
experiment reveal that human observers can detect asyn-
chronous stimulus change on the order of 8–16 ms. This
estimate compares favorably with previously measured
thresholds for temporal order detection (e.g., Hirsh et al.,
1961; Westheimer & McKee, 1977).
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Fig. 3. Stimuli and trial timing for perceptual organization experiment.
(A) Array of Gabor patches seen during a single frame of a trial. The solid
and dotted rectangles depict the two possible perceptual organizations
between which observers must choose. (B) Schematic illustration of
stimulus conﬁguration, in which diﬀerent elements change according to
diﬀerent point processes. The dots at the right of the ﬁgure depict the times
at which elements in each of the four categories changed; all elements
underwent 30 changes over the course of 2000 ms. Solid black circles
depict elements that change according to the ‘‘ﬁgure’’ point process.
Striped black circles depict elements that change according the ﬁgure point
process, but delayed relative to the central ﬁgure elements. Solid gray
circles depict elements that change according to the ‘‘ground’’ point
process. Striped gray circles depict elements that change according a
delayed version of the ground point process.
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detection was indeed more diﬃcult when the stimulus
changes were embedded in stochastic sequences (see
Fig. 2). As before, task performance improved with the
amount of asynchrony, F (1,4) = 111.2, p < .001. However,
under these conditions observers required 33.3 ms of asyn-
chrony before task performance signiﬁcantly exceeded
chance levels, t4 = 5.0, p < .01. Overall, observers distin-
guished the synchronous from the asynchronous interval
signiﬁcantly less eﬀectively when presented with 30 changes
in the context of stochastic point processes compared to the
single presentation of one change, F (1,4) = 38.3, p < .01,
particularly at higher levels of asynchrony (for interaction,
F (3,12) = 4.4, p < .05).
At ﬁrst glance, this ﬁnding seems counterintuitive. We
know that repetitive temporal asynchrony has perceptual
consequences: out-of-phase ﬂicker among spatially segre-
gated clusters of elements can promote ﬁgure–ground seg-
mentation (Sekuler & Bennett, 2001), even when the ﬂicker
itself is indistinct (Rogers-Ramachandran & Ramachan-
dran, 1998). So why should it be more diﬃcult to perceive
asynchrony when viewing stochastic point processes rather
than single changes? Why, in other words, does a greater
number of relevant events produce poorer discrimination?
Perhaps when observers view an extended sequence of sto-
chastic events, the temporal structure (i.e., pattern) of those
events is more salient than the temporal synchrony (or lack
thereof) among events within the sequence. If this were true,
the extended sequence could create a cue conﬂict situation in
which the similarity in temporal pattern (structure) domi-
nates otherwise detectable diﬀerences in the absolute timing
(synchrony) of individual changes. This context dependence
of asynchrony detection suggested to us that temporal struc-
turemay play an important role in visual grouping, a role not
revealed in earlier work using repetitive ﬂicker. This possibil-
ity was tested in the following experiments.
3. Experiment 2: Opposing perceptual organizations
In this series of experiments, we tested directly the nature
of the time-based cue underlying spatial grouping and seg-
mentation.Speciﬁcally,weaskedwhether temporal structure
or temporal synchrony would dominate perceived grouping
when the two deﬁned opposing perceptual organizations.
3.1. Method
Observers viewed 6 · 6 arrays of Gabor patches
(Fig. 3A). As in Experiment 1, each Gabor patch had a vis-
ible area of approximately 0.80 deg and the elements were
separated by 1.0 deg (center-to-center distance), creating an
overall stimulus measuring just under 6.0 deg. All Gabor
patches had randomly assigned orientation, phase, spatial
frequency, and contrast, within the same ranges as used
in Experiment 1.
Over the course of two seconds, each element within the
array changed in spatial frequency 30 times according toone of two stochastic point processes (Fig. 3B). Speciﬁcal-
ly, the central four elements changed in spatial frequency at
times designated by the ‘‘ﬁgure’’ point process. Two sets of
ﬂanking elements also changed according to the ﬁgure
point process, but with all changes delayed by 1–4 frames
(8.3–33.3 ms) relative to the central elements; whether these
ﬂankers fell to the left and right or above and below the
central elements varied across trials. The other two sets
of ﬂanking elements changed at times designated by the
second, ‘‘ground’’ point process. The correlation between
the ﬁgure and ground point processes varied from 0 to
0.8, with higher correlations providing less information to
segregate ﬁgure from ground (i.e., the two regions were
more similar in temporal pattern); previous research con-
ﬁrms that this manipulation signiﬁcantly inﬂuences the
strength of ﬁgure–ground segregation (Guttman et al.,
2005). Finally, the remaining elements changed at times
designated by a version of the ground point process that
was delayed by the same amount as the ﬁgure delay for
that trial. The task was to determine whether the elements
that more strongly grouped together—and segregated from
the rest of the array—formed a horizontal or vertical rect-
angle. Observers pressed one of two keys to indicate their
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Fig. 4. Perceived organization when temporal structure opposes temporal
synchrony: Proportion of responses consistent with grouping by temporal
structure as a function of amount of asynchrony (delay) and ﬁgure–
ground correlation. The left panel depicts the experiment in which delay
varied across trials; the right panel (indicated by 4**) depicts the follow-up
experiment in which delay was set to four frames (33.3 ms), and both the
ﬁgure and ground point processes were controlled to have zero correlation
with their delayed versions. Responses above 0.5 indicate grouping and
segmentation on the basis of temporal structure, whereas responses below
0.5 indicate grouping and segmentation on the basis of temporal
synchrony. To minimize visual clutter, error bars have been omitted from
this graph; across conditions, standard error ranged from 0.008 to 0.054,
averaging 0.026.
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tations must be chosen, even if no clear ﬁgure popped out
or if the orientation appeared to ﬂuctuate over the course
of the trial.
The total trial length varied between 2041.7 and
2066.7 ms, consisting of an initial 33.3 ms static frame,
2000 ms of changes, and a temporal lag in the delayed point
processes of 8.3–33.3 ms. All elements appeared and
disappeared simultaneously at the beginning and end,
respectively, of each trial. For the initial experiment, observ-
ers participated in 640 randomly ordered trials over eight
sessions, resulting in 32 observations at each level of asyn-
chrony and ﬁgure–ground correlation. In a follow-up exper-
iment (described below), observers participated in 320 trials
over four sessions, for a total of 64 trials at each level of
correlation.
3.2. Results and discussion
If spatial grouping and segmentation are strongly
dependent on temporal structure, then observers should
group elements within an array that change according to
the same point process, even when there exist timing delays
among those elements; this grouping should cause observ-
ers to segment the array based on the diﬀerent point pro-
cesses (i.e., ‘‘vertical’’ response for Fig. 3B). On the other
hand, if grouping is more strongly dependent on temporal
synchrony, then observers should group elements that
often change at the same absolute times (as the ‘‘ﬁgure’’
and ‘‘ground’’ elements do, particularly at higher correla-
tions), ignoring diﬀerences in the global temporal struc-
tures; perceptual organization based on temporal
synchrony would, therefore, favor segmentation based on
the diﬀerences in absolute timing (i.e., ‘‘horizontal’’
response for Fig. 3B).
Plotted in Fig. 4 is the proportion of trials on which
observers chose the ﬁgure orientation consistent with
grouping by temporal structure for the various combina-
tions of ﬁgure–ground correlation and delay. Observers
responded ‘‘structure’’ less frequently as correlation
increased, F (4,16) = 194.5, p < .001; this result is not sur-
prising, as higher correlations correspond to less structural
diﬀerence to distinguish ﬁgure from ground. The propor-
tion of ‘‘structure’’ responses also decreased as a function
of increasing delay, F (3,12) = 62.1, p < .001; consistent
with previous ﬁndings (e.g., Fahle & Koch, 1995), asyn-
chrony appears to play a larger role in determining per-
ceived spatial organization as the amount of asynchrony
increases. Most importantly, however, the proportion of
trials on which observers responded ‘‘structure’’ was above
0.5 for the overwhelming majority of conditions. Not until
ﬁgure–ground correlation rose to 0.8 (i.e., very little tempo-
ral structure diﬀerence was available to distinguish ‘‘ﬁgure’’
from ‘‘ground’’) and the asynchrony within a region was
four frames (33.3 ms) did observers group by temporal syn-
chrony more often than by temporal structure. In sum,
observers systematically grouped elements that changedaccording to the same pattern over time—even though
the changes occurred asynchronously across elements—
and segregated elements that changed according to diﬀer-
ent patterns.
In a follow-up experiment, we replicated the 4-frame
delay condition with additional control over temporal syn-
chrony. The delay of four frames (33.3 ms) is highly detect-
able (Experiment 1) and matches the time between
potential changes within a single point process, such that
a change within the delayed point process may co-occur
with a non-delayed change from the fundamental point
process. Here, the ﬁgure and ground point processes were
selected such that each point process, relative to its delayed
version, had zero correlation. In this manner, the level of
synchrony within a ‘‘grouping-by-structure region’’ was
always quantitatively the same or less than the level of syn-
chrony between regions. Thus, if synchrony dominates per-
ceptual grouping, then observers should ignore the diﬀerent
temporal structures and consistently select the organization
in which the asynchronous point processes deﬁne diﬀerent
regions.
In contrast to this prediction, the results of this experi-
ment did not diﬀer qualitatively from the corresponding
conditions of the experiment described above (right panel
of Fig. 4). Despite the additional control over temporal
synchrony, observers still showed a strong tendency to
organize the array in accordance with temporal structure.
In sum, temporal structure, rather than temporal syn-
chrony, dominates perceived grouping and segmentation,
at least for the range of delay values tested in this experi-
ment. In determining the perceptual organization of a
dynamic array, human vision appears to rely more on
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Fig. 5. Stimuli and trial timing for objective grouping experiment. (A)
Array of Gabor patches seen during a single frame of a trial. The dotted
rectangle indicates a possible ﬁgure region, here depicted vertically. In the
actual experiment, the stimulus contained 20 · 20 elements and the ﬁgure
region contained 10 · 12 elements. (B) Examples of point processes
deﬁning the timing with which the stimulus elements changed. The top
row in each pair represents the ‘‘ﬁgure’’ point process and the bottom row
represents the ‘‘ground’’ point process. (1) Independent: the two point
processes are independently stochastic. (2) Four frame delay: the two
point processes have the same temporal structure, but with the ground
elements changing four frames (33.3 ms) later than the ﬁgure elements. (3)
Eight frame delay: the two point processes have the same temporal
structure, but with the ground elements changing eight frames (66.7 ms)
later than the ﬁgure elements. For the delayed point processes, the ﬁnal
one or two elements of the original point process were wrapped around to
the beginning of the sequence, if necessary.
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events that comprise the pattern.
4. Experiment 3: Objective grouping task
These conclusions regarding the relative importance of
temporal structure and temporal synchrony, although
based on highly systematic data, depend on subjective
judgments about the perceived shape of a ﬁgure seen
against a background. To eliminate any subjectivity, we
designed an objective task to probe the relative eﬃcacy of
temporal structure and temporal synchrony for supporting
spatial grouping and segmentation of dynamic arrays; per-
formance on this modiﬁed task was tested in our third
experiment.
4.1. Method
To ensure adequate task diﬃculty (i.e., oﬀ-ceiling per-
formance), several stimulus changes were required. Observ-
ers viewed a 20 · 20 array of stochastically changing Gabor
patches in which each patch changed according to one of
two 30 Hz stochastic point processes (Fig. 5A). For this
experiment, the Gabor patches had a visible area of
approximately 0.67 deg (SD = 0.17 deg) and the distance
between elements measured 0.80 deg, for a total stimulus
size of approximately 16.0 deg. As before, each element
had a diﬀerent, random orientation, phase, spatial frequen-
cy, and contrast, but spatial frequency ranged from 0.67 to
2.67 cycles/deg and contrast ranged from 5 to 30%. (Note
that these ranges of spatial frequency and contrast values
were considerably smaller than those used in Experiments
1 and 2, to make the task more diﬃcult.)
The ‘‘ﬁgure’’ consisted of a single 10 · 12 rectangle, ori-
ented either horizontally or vertically, and positioned ran-
domly in the array with the constraint that at least two
patches had to intervene between the ﬁgure and all edges
of the array. Within the ﬁgure region, all elements changed
in spatial frequency at times designated by one point pro-
cess. The remaining ‘‘ground’’ elements changed according
to the second point process. The point processes operated
at the same rate as in previous experiments (30 Hz; changes
occurring at random multiples of 33.3 ms), but for a total
of 10 changes over a 700 ms trial (initial 33.3 ms frame
+666.7 ms of changes).
To determine the importance of temporal structure, the
relationship between the ﬁgure and ground point processes
varied across trials (Fig. 5B). The ﬁgure and ground point
processes could be: (1) independent; (2) the same, but
delayed by four frames (33.3 ms) relative to one another;
or (3) the same, but delayed by eight frames (66.7 ms) rel-
ative to one another. All resulting ﬁgure–ground combina-
tions had a temporal correlation of zero, such that the
number of asynchronous changes distinguishing the ﬁgure
from the ground was the same across conditions. Thus, any
diﬀerences in performance across conditions must be
attributed to variations in the temporal structure relation-ship between the ﬁgure and ground regions. Observers par-
ticipated in 300 trials over four sessions, resulting in 100
trials for each type of point process.
4.2. Results and discussion
Regardless of the relationship between the ﬁgure and
ground point processes, the times at which ﬁgure elements
changed were completely uncorrelated with the times at
which ground elements changed. Therefore, if perceptual
organization depends on temporal synchrony, then observ-
ers should exhibit similar task performance in all three con-
ditions. If, however, perceptual organization depends on
temporal structure, then task performance should be better
in the independent condition than in the 4-frame delay con-
dition. This prediction follows from the fact that distinct
temporal structures distinguish ﬁgure and ground in the
independent condition, whereas the ﬁgure and ground
regions in the 4-frame delay condition have the same tem-
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Fig. 6. Figure detection as a function of ﬁgure–ground relationship.
Proportion correct horizontal–vertical judgments as a function of the
relationship between the ﬁgure and ground point processes. Error bars
represent 1 SE across observers.
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Fig. 7. Jittered versus delayed point processes. (A) Examples of point
processes deﬁning the timing of changes in ﬁgure and ground elements. In
the ‘‘delayed’’ condition, all change points associated with ﬁgure elements
occur one frame after the change points for ground elements (or vice
versa). In the ‘‘jittered’’ condition, change points associated with ﬁgure
elements occur either one frame before or one frame after the change
points for ground elements. Every jittered sequence contained ﬁve
instances where ﬁgure elements changed before ground elements and ﬁve
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basis of asynchrony. We further would predict that the 8-
frame delay condition should produce comparable perfor-
mance to the independent condition, as the delay of eight
frames essentially produces qualitatively diﬀerent temporal
structures to distinguish ﬁgure and ground regions.
Plotted in Fig. 6 is the proportion of correct responses as
a function of the relationship between the ﬁgure and
ground point processes. Although task performance
exceeded chance levels for all conditions (t4P 10.6,
p < .001), the eﬀectiveness of grouping and segmentation
clearly varied with the ﬁgure–ground relationship. Speciﬁ-
cally, observers segregated ﬁgure from ground less eﬀec-
tively when the two regions had the same temporal
structure (i.e., 4-frame delay), even though the level of syn-
chrony vs. asynchrony was the same. The results of this
experiment support the conclusions that (1) temporal struc-
ture provides the more potent cue for segmentation, and (2)
the time-based information for grouping cannot be reduced
to temporal synchrony.1 Results from the 8-frame delay
imply that there is an upper limit to the temporal precision
with which identical but delayed point processes can be
correlated, as one would expect. Further work is required
to establish the exact temporal constraints on the eﬃcacy
of temporal structure.
5. Experiment 4: Does ‘‘jitter’’ disrupt grouping based on
pattern?
One could argue that observers are not sensitive to the
pattern of changes over time (temporal structure) but,
instead, are picking up on relatively coarse temporal infor-1 One cannot directly compare results for the independent condition in
Experiment 3 (85% correct, Fig. 6) with the zero-correlation conditions
from Experiment 2 (94% correct, Fig. 4), because the displays and task
are quite diﬀerent in the two experiments.mation engendered by elements deﬁning the ﬁgure region.
Indeed, an appropriately designed spatiotemporal ﬁlter
could register temporal correlation over any arbitrarily
long time scale. To test this hypothesis, we compared seg-
mentation and grouping performance using jittered point
processes to segmentation and grouping performance using
delayed point processes, with the two arrays having the
same number of correlated events within a given time win-
dow. If observers are relying on coarse temporal correla-
tions and not temporal structure, the jittered point
processes and delayed point processes should have compa-
rable eﬀects on perceptual grouping.
5.1. Method
Experiment 4 used dynamic arrays of Gabor patches
identical to those of Experiment 3, except that contrast ran-
ged from 10 to 100% for added visibility in this diﬃcult
task. Fig. 7A illustrates the point processes deﬁning ﬁgure
and ground in these two categories of stochastic displays.
To create a given animation, we started with a 30 Hz sto-
chastic point process like those used in our other experi-
ments; as in Experiment 3, each element underwent 10
changes over the course of 666.7 ms. This point process
deﬁned the times at which the ﬁgure elements, a 10 · 12
region within a 20 · 20 array of Gabor patches, changedinstances where the ﬁgure elements changes after ground elements, with
these two types of change randomly intermixed over the entire sequence of
10 changes. (B) For each of ﬁve observers, percent correct on the two-
alternative, forced-choice task (chance equals 50%) for the two types of
animations, jittered and delayed. Error bars represent 1 SE across
observers.
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ground elements in the array were assigned the same point
process as the ﬁgure elements, except that the points in time
at which a change occurred was shifted either one frame
(8.3 ms) in advance of the ﬁgure change times (‘‘lead’’
change) or one frame after the ﬁgure change times (‘‘lag’’
change). There were ten change points in total within a giv-
en animation; we ensured that ﬁve of those were ‘‘lead’’
changes and the other ﬁve were ‘‘lag’’ changes, with the
order of leads and lags being random. For the delayed con-
dition, all stimulus elements within the background region
changed either one frame in advance of the background
elements or one frame after the background elements; in
other words, one set of changes was always delayed relative
to the other. Note that the amount of asynchrony between
ﬁgure and ground was the same for both jittered and
delayed displays. Note also that both jitters and delays
introduce an 8.3 ms asynchrony between each ﬁgure
change and the ground change that occurred most closely
in time, the smallest lag possible within the limits of a
120 Hz video monitor.
Observers performed the same task as in our other
experiments: judging whether the ﬁgure region had a hori-
zontal or a vertical orientation. Each of our ﬁve observers
were tested on 200 trials, administered in blocks of 50, with
jittered and delayed animations randomly intermixed.
5.2. Results and discussion
Consider the stimulus information potentially available
for performing this task. Jittered and delayed displays con-
tain equivalent amounts of temporal oﬀset information to
distinguish ﬁgure from ground, which implies that perfor-
mance based on these two categories of displays should
be comparable if observers use asynchrony information
to segregate a ﬁgure. But if observers rely on temporal pat-
tern, then the two types of displays should produce diﬀer-
ent levels of performance. Speciﬁcally, with the delayed
point processes, both ﬁgure and ground elements change
according to the same pattern, which should make stimulus
segmentation diﬃcult if observers rely on this source of
information to segregate ﬁgure from background. With
the jittered point process, however, ﬁgure and ground
elements change according to diﬀerent patterns and,
therefore, should be discriminable.
The results of this experiment support the latter predic-
tion. All ﬁve observers tested on this task identiﬁed ﬁgure
orientation with reliably greater accuracy in displays with
jittered point processes compared to displays with delayed
point processes, t4 = 8.6, p < .001 (Fig. 7B). Indeed, relying
on delay to segregate ﬁgure from ground resulted in essen-
tially chance performance, which is not so surprising in
light of the results from Experiment 1 showing that the dif-
ference between asynchronous point processes is very diﬃ-
cult to judge. We take this ﬁnding as further evidence that
common temporal structure promotes grouping which, in
this experiment, impaired the ability to segregate ﬁgurefrom ground because elements in both regions had the
same temporal structure.
6. Temporal structure and spatiotemporal ﬁltering
Previous conclusions from work on time-based grouping
(Lee & Blake, 1999) have been criticized for ignoring the
possible role of spatiotemporal ﬁltering (such as that imple-
mented by motion energy models) in the extraction of form
from temporal structure. Thus, Adelson and Farid (1999)
and, subsequently, Farid (2002) showed that physiologically
plausible neural ﬁlters with appropriately selected temporal
bandpass characteristics could reveal spatial structure in
the stochastic displays developed by Lee and Blake and
used, with modiﬁcation, in the present experiments. This
ﬁlter response occurs because, in stochastic displays, there
are periods during which stimulus elements deﬁning the ﬁg-
ure create abrupt transient signals while stimulus elements
deﬁning the background do not. These transient events can
be readily detected by neural ﬁlters with biphasic responses,
or transient detectors as Lee and Blake called them. As
Farid and Adelson (2001) correctly argue, these coarse-
scale temporal changes can be registered by temporal band-
pass ﬁlters without recourse to the ﬁne temporal resolution
required to encode temporal synchrony (see also Morgan &
Castet, 2002).
Elsewhere, we have acknowledged the possible role of
transient detectors in registering form from temporal struc-
ture (Guttman et al., 2005), and we a priori have no reason
to doubt the involvement of transient detectors in the
grouping eﬀects described here. Indeed, it is natural to
ask what impact the current class of temporal structure dis-
plays would have on these putative biphasic ﬁlters. Is there
spatial structure arising within the ﬁltered outputs of the
animations used in this study, and, if so, do those outputs
predict the pattern of empirical results when temporal syn-
chrony opposes temporal structure?
To answer those questions, we implemented the tempo-
ral bandpass ﬁlter described by Farid and Adelson (2001)
and Farid (2002), in which the bandpass impulse response
is given by:
hðtÞ ¼ ðkt=sÞnekt=s 1=n! ðkt=sÞ2=ðnþ 2Þ!
h i
with s = 0:01, k = 2, n = 4, and an integration time cover-
ing 100 ms (coinciding with the time constant used by Far-
id and Adelson and by Farid). We applied this ﬁlter to a
sample of stimulus displays used in Experiment 2, in which
temporal structure deﬁned one spatial grouping (e.g., ‘‘hor-
izontal rectangle’’) and temporal synchrony deﬁned a dif-
ferent spatial grouping (e.g., ‘‘vertical rectangle’’).
For each animation, the 84-frame original was ﬁltered
through the biphasic ﬁlter, producing a series of matrices
each containing values proportional to the output of the ﬁl-
ter at a given spatial location. Examples of a successive ser-
ies of these ﬁltered outputs are shown in Fig. 8A, in exactly
the same format utilized by Farid and Adelson (2001) and
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Fig. 8. Dissociation of perceived organization and spatiotemporal ﬁltering models. (A) Sample ‘‘frames’’ of the output sequence resulting from the
convolution of a temporal bandpass (biphasic) ﬁlter with an animation sequence used in the present study. Often, no clear spatial structure is evident in the
ﬁltered output (e.g., the ﬁrst and last pair of frames), but occasionally there are brief moments in which horizontal or vertical structure is clearly evident
(i.e., the middle pairs of frames). (B) Fluctuations in RMS contrast corresponding to the spatial form deﬁned by temporal structure (left panel) and by
temporal synchrony (right panel). (C) The diﬀerence in integrated contrast energy for structure- and synchrony-deﬁned form as a function of the
correlation between ﬁgure and ground point processes (there were 80 exemplars for each correlation value; error bars denote ±1 SE). Positive values
indicate that contrast energy favors structure-deﬁned form and negative values indicate that contrast energy favors synchrony-deﬁned form. (D) The
diﬀerence in peak contrast energy for structure- and synchrony-deﬁned form (positive and negative values correspond to structure- and synchrony-deﬁned
form, respectively).
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often sees no spatial structure in the ﬁltered output, but one
can ﬁnd brief moments in time in which the ﬁltered output
clearly signals temporally correlated events within a region
of the array. Signiﬁcantly, that structured region some-
times corresponds to the region deﬁned by temporal syn-
chrony and other times it corresponds to the region
deﬁned by temporal structure. To quantify any bias toward
structure- versus synchrony-deﬁned form, we computed the
RMS contrast between ‘‘ﬁgure’’ and ‘‘ground’’ pixels con-
tained in each frame of the ﬁltered animations. This index
was computed separately for the pixels specifying the form
associated with temporal structure and for the pixels spec-
ifying the form associated with temporal synchrony. We
thus generated two alternative records of ﬂuctuations in
RMS contrast for each and every ﬁltered sequence. An
example of those ﬂuctuations for these two alternative def-
initions of form are shown in Fig. 8B. Note the consider-
able variability in the strength of the contrast between
ﬁgure and ground pixels in both plots. On some frames,the ‘‘synchrony’’ deﬁned contrast dominates and on other
frames the ‘‘structure’’ deﬁned contrast dominates.
It is important to keep in mind that these images of the
ﬁltered outputs of our animations portray on a pixel by
pixel basis the output levels, over space and time, of an
array of biphasic ﬁlters. These images do not specify
how neighboring responses become grouped over space
to recover a given shape. Furthermore, it is not possible
to specify the minimum contrast necessary to support per-
ception of the spatial structure implicitly contained in
these sequences of outputs. Thus to compare the contrast
signals associated with temporal structure and with tempo-
ral synchrony, we have made the very unrealistic assump-
tion that any non-zero contrast value could specify a given
form.
To predict the perceptual judgment produced by a given
ﬁltered sequence, we implemented two alternative decision
rules, one based on integrated contrast energy and the
other based on peak contrast energy. For the integration
rule, we integrated over the entire animation sequence the
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ture and subtracted from that the integrated contrast ener-
gy associated with the form deﬁned by synchrony. Fig. 8C
shows the distributions of those diﬀerence values for the
ﬁve diﬀerent levels of correlation employed in Experiment
2; Fig. 8D shows the comparable distributions when con-
trast is quantiﬁed in terms of the peak contrast value in
each sequence. For both decision rules, contrast energy
tends to favor form deﬁned by synchrony for all correlation
values except zero correlation.
Comparing panels C and D of Fig. 8 with the actual
data from Experiment 2 reveals that the biphasic ﬁlter
model does not provide reliable predictions of perfor-
mance. On trials in which the correlation between the tim-
ing of ﬁgure and ground changes is zero, observers were
strongly biased to perceptually organize the display by tem-
poral structure, not temporal synchrony. However, the
outputs of the hypothetical ﬁlters show essentially no bias;
indeed, for the zero correlation condition, the model pre-
dicts an approximately equal distribution of category
responses for the two alternatives speciﬁed by structure
and by synchrony. And at higher values of correlation,
the model predicts bias in favor of synchrony when, in fact,
observers continue to report form deﬁned by structure.
Only when correlation approaches unity does perceptual
organization become deﬁned by synchrony, as predicted
by the biphasic ﬁlter model.
One could argue, of course, that our selection of the
time constant for the ﬁlter unwittingly biased results
against the structure solution. We speciﬁcally used the
parameter value utilized in most of Farid and Adelson’s
work, where the ﬁlter was able to recover spatial structure
in stochastic displays that confounded temporal synchrony
and temporal structure. Still, to test the generality of our
analyses, we created new ﬁltered outputs using a much
longer time constant, 300 ms. Results from that reanalysis
produced essentially the same pattern of predictions, with
the ﬁltered outputs either showing no bias for synchrony
versus structure, or a bias for synchrony when, in fact,
structure dominated in perception.
This analysis does not imply that biphasic ﬁlters are
irrelevant for registering temporal structure. On the con-
trary, we can imagine no other way that the visual system
could register the rapid, irregular changes in spatial fre-
quency that deﬁne spatial structure in these stochastic dis-
plays. Moreover, we agree with Farid (2002) that dynamic
displays producing negligible coherent responses in an
array of biphasic ﬁlters are likely to produce weak or non-
existent spatial grouping. What the analyses in this section
imply to us is that spatial structure in stochastic displays is
not being recovered by coarse temporal correlation but,
instead, by a temporal pattern matching process that does
not require precise temporal synchrony for registration of
common temporal structure. The details of this pattern
matching process remain to be learned, but the results from
the current study suggest that temporal structure provides
the key to grouping in these displays.7. General discussion
7.1. Temporal structure and its relation to previous
psychophysical studies
Previous psychophysical work supports the notion that
time-based cues, in general, lead to spatial grouping and
segmentation. Several of these studies found eﬀective
grouping using deterministic temporal structure (i.e., ﬁgure
and ground regions changed according to the same, period-
ic schedule), meaning that diﬀerent regions were distin-
guishable solely on the basis of temporal synchrony (e.g.,
Kandil & Fahle, 2001; Rogers-Ramachandran & Rama-
chandran, 1998; Sekuler & Bennett, 2001; Usher & Donnel-
ly, 1998).
The ideas presented herein are entirely consistent with
these previous psychophysical studies. To be sure, our
results do not imply that synchrony fails to inﬂuence per-
ceptual organization; when choosing between alternative
perceptual organizations, observers in our Experiment 2
showed an increased tendency to group elements on the
basis synchrony when temporal structure was purposefully
degraded. Nor do our results rule out an interaction
between temporal synchrony and temporal structure in
determining perceived grouping. However, when temporal
structure was reliably present in the stimulus array, that
cue—not synchrony—dominated.
Interestingly, two aspects of the earlier research support
the notion that temporal structure provides a stronger cue
for grouping and segmentation than does temporal syn-
chrony. First, segmentation seen in deterministic displays
may be attributed largely to asynchronies in initial stimulus
onset (Beaudot, 2002); repeated presentations of asynchro-
nous events (i.e., out-of-phase ﬂicker) actually weakens
perceptual organization (Kandil & Fahle, 2001; Usher &
Donnelly, 1998). In other words, the equivalence of the
temporal patterns in the ﬁgure and ground regions tended
to overwhelm diﬀerences in absolute timing, just as we
found in the current study. Second, studies using determin-
istic temporal structure—wherein asynchrony is the only
temporal cue distinguishing ﬁgure from ground—have
found that synchrony fails to inﬂuence perceptual organi-
zation when the displays carry meaningful spatial informa-
tion (Fahle & Koch, 1995; Kiper et al., 1996; cf. Usher &
Donnelly, 1998). By contrast, stochastic temporal structure
interacts synergistically with spatial structure in determin-
ing perceptual organization (Lee & Blake, 2001). In this
regard, it is noteworthy that our study eliminated spatial
cues for grouping altogether, and the results clearly sup-
ported temporal structure, rather than temporal synchro-
ny, as the temporal cue of greatest salience.
The current study also dovetails nicelywith results report-
ed by Guttman et al. (2005), whereby observers grouped ele-
ments that changed at times designated by the same
stochastic process even when those elements changed in very
diﬀerent ways (i.e., elements changing in contrast readily
grouped with elements changing in spatial frequency). At
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latencies with which the visual system signals change vary
signiﬁcantly with spatial frequency and contrast, not tomen-
tion the nature of the change. Grouping based on temporal
synchrony would be confounded by the absolute latency dif-
ferences in registering these kinds of diverse stimulus ele-
ments. Grouping based on temporal patterns of change
over time, however, would be robust across modest diﬀer-
ences in absolute latency.
In sum, several lines of evidence, including those pre-
sented herein, suggest that temporal structure provides a
more salient cue for perceptual organization than does
temporal synchrony. Future work is needed to determine
the level of temporal precision required to establish com-
mon temporal structure, as well as the length of the
sequence needed to achieve binding.
7.2. Temporal structure: A key to neural binding?
Time-based visual grouping has been interpreted by
some as evidence for the temporal correlation hypothe-
sis—the idea that the visual system implements feature
binding via temporally correlated responses among neu-
rons that encode elements belonging to a single object
(Eckhorn, 2000; Engel & Singer, 2001; Singer & Gray,
1995). But in what manner must these neural impulses be
correlated? The psychophysical results presented here indi-
cate that temporal structure—patterns of stimulus change
over time—supports stimulus grouping and segmentation
more eﬀectively than does temporal synchrony per se, at
least within the tested range of temporal delays. By exten-
sion, we predict that patterns of neural ﬁring over time,
irrespective of the precise millisecond timing of individual
spikes, may constitute an important signature of neural
binding. This temporal structure hypothesis is consistent
with the suggestion that correlated neural activity underlies
binding. At the same time, the hypothesis sidesteps con-
cerns that the visual system cannot maintain precise syn-
chrony through multiple layers of processing (Mainen &
Sejnowski, 1995; Roelfsema, Lamme, & Spekreijse, 2004;
Shadlen & Movshon, 1999). According to the scheme pro-
posed here, precise synchrony is unnecessary because
grouping relies on correlated ‘‘rhythms’’ of spike activity,
within which some degree of timing noise can be tolerated.
This hypothesis also does not require that stimulus events
be registered at unrealistically ﬁne temporal resolution, a
reasonable criticism that has been leveled against the tem-
poral synchrony hypothesis (Morgan & Castet, 2002).
According to the temporal structure hypothesis, binding
is contingent primarily on the reliability of patterns of neu-
ral activity produced by given sequences of stimulus events,
and there is solid evidence for such reliability in neural
spike trains (Bair & Koch, 1996; Berry, Warland, & Mei-
ster, 1997; Mainen & Sejnowski, 1995). In general, we are
led to speculate that it may be biologically more plausible
for the visual system to promote grouping based on tempo-
ral patterns of stimulus events (and, hence, temporalpatterns of neural spikes), rather than on the absolute tim-
ing of stimulus events (and, hence, the absolute timing of
individual neural spikes).
It remains to be learned how common temporal struc-
ture across an array of visually activated neurons could
be registered, but algorithms for accomplishing this kind
of operation have been described in other domains (Mozer,
1995). We hope that the psychophysical results presented
here will motivate neurophysiological work to determine
whether neural systems analogously depend on patterns
of ﬁring over time to encode the binding of local visual fea-
tures into uniﬁed, global objects.Acknowledgments
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