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Let (* ) u,, - du + q(x, t) u = 0 in D x [0, T], where D c R3 is a bounded domain 
with a smooth boundary dD, T> d, d: =diam D, q(x, I) E C( [O, 2’1, L”(D)). Sup- 
pose that for every (**) ~I,+~=f(x, l)EC’(dDx [0, T]), the value u*,;,:= h(s, t) is 
known, where N is the outer normal to dD, u solves (* ) and ( ** ) and satisfies the 
initial conditions u = U, = 0 at I = 0. Then q(x, I) is uniquely determined by the data 
(J h}, VIE C’(dD x [0, T]) in the subset S of D x [0, T] consisting of the lines 
which make 45” with the t-axis and which meet the planes t = 0 and I = T outside 
Dx [0, T], provided that q(x, t) is known outside S. Here B is the closure of D. 
0 1991 Academic Press. Inc. 
I. INTRODUCTION 
In [ 1 ] a method for proving uniqueness theorems for multidimensional 
inverse problems is developed and a number of uniqueness theorems are 
proved for elliptic equations. The method is based on property C 
introduced in [la-c]. Property C is completeness of the set of products of 
solutions to PDE [lc]. 
The purpose of this paper is to prove the uniqueness theorem formulated 
in the abstract and a more general one. This theorem is another application 
of the method developed in [l]. The argument in this paper is close to the 
arguments in [ld, 4a]. Related inverse problems were considered earlier 
in [2-9-J. Our result is not contained in the cited works. The ideas from 
[4, 51 are used in our arguments. The material in Sections IL-II.2 was 
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presented by A.G.R. in lectures given at the University of Paris-Sud, Orsay, 
in Dec. 1988 and at the NSF Conference held in Jan. 1989 at George 
Mason University. In Section II we formulate the result and give the proof. 
II. STATEMENT OF THE RESULT AND PROOFS 
1. Assume that 
(O+q)u:= u,,-du+q(x,t)u=O in D,=Dx [0, T] := DOT, (1) 
where D c R? is a bounded domain with a smooth boundary f, 
Drrh:= Dx [a,b], d<a<b<T-d, and d=diam D. Let 
u =f(s, t) on rT, fE c; : = C’(T,), rT : = l-x [0, T] (2) 
u=ur=o at t=O. (3) 
Assume that 
q(4 t) = 0 for x 4 D,, (4) 
and q(x, t) is a continuous in t element of L”(D), 
q(x, t) E C( [a, b], L”(D)) : = Cob. (5) 
In Proposition (see Remark 4 below) we relax assumption (4): we 
assume that q(x, t) is known outside the subset S defined in the Proposi- 
tion and we prove that q(x, t) is uniquely determined in S by the data (7). 
The set D x [a, b] is a subset of S if d < a < b < T- d. 
Problem (l)(3) has the unique solution (that is the solution exists and 
is unique). Let 
u AJ=m 1) on rT (6) 
where u,,, is the normal derivative of u on r, N is the outer normal to r. 
The set of pairs 
if, h)> vf~ cl(w 
is our datum. 
The inverse problem consists in finding q(x, t) given the data (7). 
2. Our result is: 
(7) 
THEOREM 1. Data (7) determine q(x, t) uniquely provided that 
q(x, t)ECrrb, d<a<b< T-d. 
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This means that if there are two functions q,(x, t), j= 1, 2, for which data 
(7) are the same then q1 = q2. 
Proof of Theqrem 1. Assume that qj, j= 1,2, produce the same data 
(7). Subtract Eq. (1) with q = q2 from Eq. (1) with q = q, to obtain 
I,,u := I,u := u,,-du+q,u=qu,, u := zd-u2, 4 := 42-41. (8) 
By the assumption 
u=u,=o on rT. (9) 
Multiply (8) by w,, where w1 is an arbitrary solution to Eq. (1) with the 
property 
w,=w,,=o at t=T (10) 
and integrate over D, to obtain 
I 
T 
&wI dxdt= s s dt ds(w,,u-w,uN)+ (u,wl -uwl,) ‘dx=O, Ddl 0 I- s D 0 
where we have integrated by parts and used (3), (lo), and (9). Thus 
J &w, dxdt=O, &EN,,,, VW, EN,,T, Da/l (11) 
where D,, : = Dx[a,b], N,,T:= {w:I,w=O in DT, w solves (10)) and 
N := {u:Z,u=O in D,, u solves (3)). Equation (11) implies that 4 = 0 
przided that the following lemma holds: 
LEMMA 1. The set {w,u2}, VW, EN,,. and QUME N,,, is complete in 
L*(D,d 
Since we assume that q E C,, it is sufficient o prove completeness in Cub, 
namely that (11) implies 4 = 0 if q E Cab c L2(Dab). If 4 = 0 then q, = q2 and 
Theorem 1 is proved. To complete the proof of Theorem 1 let us prove 
Lemma 1, but first let us outline the basic ideas. We would like to prove 
Lemma 1 in three steps. 
Step 1. If T- d/2 > b then the function w, takes all the values in the set 
{w:l,w=Oin D,,:= Dx[a,b], WEC’J. 
Step 2. If a > d/2 then the function u,(x, t) takes all the values in the 
set (u:f,u=O in Dab, UE C’}. Therefore the set { w1u2} is the set of 
products of arbitrary C2 solutions to the equations I, w = 0 and 1,~ = 0 
in D,,. 
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Srep 3. The set of products of these solutions is complete in C,,,. 
Steps 1, 2 are analogous and can be eliminated if one can prove that the 
set of products of solutions from some subsets of N,, ,. and N,,, is complete 
in D,,. This is done in Sections 33.5 below under the assumption that a > d 
and h < T-d. We are not able to give a proof under the assumptions 
a>d/2 and h<T-d/2. 
3. Let us construct the solutions, which belong to N,, 0 and N,, 7‘, such 
that the set of their products is complete in C( [a, h], L’(D)). One can 
prove (see Lemma 3 below) that there exist the solutions 
w1 =9,(x+t0)exp[ia(t+O.x)] + R,,, tlES2, 
rJ > 0, RI, = &,(X3 t, 8, 01, 
u2 = 4,:(x + to) exp[ - ia(t + d .x)] + R2c, OES, a>0 
with de(x) E Cc(R3), 
II Rje II Lz(D,,,) + 0 as ~--+co, j=l,2 
and 





where 6(x) is the delta-function, and convergence is meant in the sense of 
distributions, 
supp 46(x) A D = JZA {supp~,(x)+T8}nD=~, V’~ES*, (16) 
where @ is the empty set. For q = q(x) the solutions of the form (12) were 
used in [4]. Using (12)-( 16), taking 0 + + co and then E + 0, one obtains 
w,u,=6(x+tB-0+0(l), & + 0. (17) 
This set is complete in C,, in the sense that Eq. (18) below implies (20). 
Indeed, let E + 0. Then (4), ( 11) and ( 17) yield 
s @(x, t) 6(x + ttl- t) dx dz = 0, 





tj((-t0, t)dt=O, V0eS2, V<$D. 
0 




q(( - te, t) dt = 0, VOES~, Vt#D. (19) 
0 
LEMMA 2. rf q(x, t)=O for (x, t)$ Da,,, where a>d, h-c T-d, 
d= diam D, 4(x, t) E Cub, then (19) implies 
3x, t) = 0, Vt E [a, b], t/xc D. (20) 
ProoJ: The integral in (19) gives the light-ray transform of q(x, t) which 
is defined to be the X-ray transform in which the rays are the lines 
t = t, x = 5 + te, O<t<T, 5 $ D, 
Namely if 6% is the light-ray transform operator, then 
(21) 
(c@q)(t,p):= Jr, q([+&, t)dt, YES’, PER”. (22) 
The operator &Y’, defined by formula (22) on continuous functions q(x, t) of 
x, t, with compact support D in x variable, and integrable in t variable can 
be extended to an operator on {q: supp qE D x R, qES’ (R3 x R)}, the 
space of tempered distributions (see Remark 3 below and paper [S]). By 
the assumption, q(x, t) = 0 for x $ D, in particular, for Ix I > d/2. Without 
loss of generality one can assume that D is a ball 1 x 1 < d/2. If 4 $ D, then 
the rays (21) intersect the region XE D, t > d/2. We required that 
c - 8T.$ D. This condition is satisfied and the rays (21) cover the region 
D,, if 
and T-h>d. (23) 
Indeed, 15 - T8 I> T- d/2 -h > d/2, so that the ends of these rays do not 
belong to D. By the assumption, q(x, t) =0 outside D,,. Thus, (21) says 
that the light-ray transform vanishes everywhere (that is, the restriction 
5 # D can be dropped) provided that a > d and b < T - d. Indeed, in this 
case,if5EDonehas l&t0I>ItI-IQ>d-d/2>d/2,sothat~-tp$D 
for t 2 a > d and, since 4(x, t) = 0 for x 4 D, one has q(< - t0, t) = 0 for 
(~0 and taa>d. Thus, if (19) holds for 540, if T-b>d, and if a>d, 
then (19) holds for all r E R3. This implies (20) by Lemma 4 below. 
Lemma 2 is proved. 
Remark 1. If only the assumption a > d/2, b < T- d/2 is given, then the 
above simple argument is not sufficient. It would be interesting to find out 
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if the uniqueness theorem holds under this assumption. It is clear that for 
u <d/2 the uniqueness theorem does not hold because the domain of 
dependence for Eq. (1) is a cone of height d/2. If Q(x, t) = (5(x) then Eq. (19) 
becomes 
(24) 
d/2 < a < b < T- d/2, so that T> d. It follows from (24) that if 5 runs in 
s-neighborhood of f, 4 4 D, E > 0 is an arbitrary small positive number, 
then (24) implies that the X-ray transform of g(x) vanishes so that Q(x) = 0. 
This is the result obtained in [4b]. 
4. Let us now give the proof of the existence of the solutions (12) (13) 
(14). 
Let 
u = #(x + to) exp[io(t + x .0)] + R, e&, 00, (25) 
4 E C,W3), suppbnD=(ZI, {supp4+TB}nD=@, (26) 
where R = R(x, t, CJ, 0). If 
(0 sq)u=O inD,, u=o on rT, u=u,=o in D at t = 0, 
(27) 
then 
(0 +q) R=exp(iot)g, g:= -exp(iax.0)(0 +q)d 6’8) 
R=O on rT, R=R,=O in D at t = 0. (29) 
Let Jb Rdz := W. Then 
q w=j: q RdT={i [-qR+exp(iaT)g]dr= -1: qw,h+6, (30) 
where 6 : = Jb exp(ioz) g dT, 6 = S(x, t, CJ, 0). By Riemann-Lebesgue’s 
lemma one has 
where II 6 II 3c : = II 6 II Lo. Multiply (30) by W, and integrate over D, then 
by parts using (29), then integrate in t from 0 to t, and obtain 
11~,/12+ llW12~2 j,) Ilw.,ll s,’ IIdx~~)llm llW,ll dr+r j; ll”‘,/l dz, (32) 
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where II.11 is the norm in L2(D). Let 
SUP II 4(x, 7111 m = Q(~,, s : /I w, 11 dz : = u(t). (33) O<r<t 
Then (32) can be written as 
v” < II w, II2 + II VW II 2 d Q(t) v2(t) + v. (34) 
Let 
sup Q(r) = c. 
OGIST 
(35) 
Then u’~ < cu2 + vu < c, Y* + q2, where c1 = c + $. Using the inequality 
(A + B)“2 6 A u2 + B ‘I2 for A, B 2 0, one obtains 
u’ 6 yu + q, y = c:y. (36) 
Multiply (36) by exp( -it) to obtain [v exp( - rt )]’ 6 g exp( - yt). Integrate 
from 0 to t and use u(O) = 0 to obtain 
u(t)<‘~~~‘[exp(yt)- 11. (37) 
It follows from (33), (34), and (37) that 
II VW II + II w, II 6 c,v> 0 d t 6 T, c2 = const. (38) 
Since R = w, one has 
II R II < crl + 0 as C-CO. (39) 
Therefore the following lemma is proved. 
LEMMA 3. Assume that 
SUP II 4(x, t)ll3c G c. (40) 
O<l<T 
Then there exists a solution (25) to problem (27) such that (39) holds. One 
can choose d(x) = $Jx), with supp 4E(~) shrinking to a given point 5 $ D, 
such that (15) holds. 
5. Let us give a formula for finding q(x, t). Our argument is similar to the 
one given in [Id, 4a]. Write - tlu = qu, multiply this equation by a 
II/ E A’,,( 0 ) and integrate over D, to obtain 
j-$x, t) 4x, r) $(x, t) dx dr = !*,,, ($a,~ - +u,) ds := Z, (41) 
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where I* is the outer normal to dDT. Choose $ such that $ = $, = 0 at 
t = T, XED. Then the right-hand side of (41) is known if the data (7) arc 
known. Choose u and $ of the form (12) and (13) so that (14), (15) hold, 
pass to the limit E + 0 to obtain as in (19) 
.f(t,o):= lim lim I= ‘q(&tO,t)dt. 
c-0 a--+x i‘ 0 (42) 
The knowledge of the integral on the right in (42) for all 8 E 5” and all 
r $ D, 15 I< h + d/2, q(x, t) = 0 for (x, t) 4 D,, determines q(x, t) in Doh, 
a > d, h < T- d, uniquely, as we showed above. Therefore (42) can be con- 
sidered as an inversion formula. Note that the left-hand side of (42) does 
not depend on 1 because the right-hand side of (42) does not depend on 
3.. To apply formulas (41), (42) practically one chooses u=p,(x+ to) 
exp[ -io(t + 0.x)] on f r, find the corresponding uNlr from (7) so that I 
in (41) is known without knowledge of q. Moreover this u satisfies (13) 
(14) so that (42) holds. 
6. Finally let us sketch the proof of injectivity of the light-ray transform. 
LEMMA 4. Let J’(x, t) he continuous in t E R Junction with values in 
L*(D), D c R3 is a bounded domain, .f= 0 for (x, t) 4 D,,. Assume that 
(k%f)(x,p):= /I f(x+tfl, t)dt=O, VO E s2, Vx E R3, (43) % 
where 3’ is an open set in S*. Then f (x, t) E 0. 
Proof: Let d(x) E C,“(R3) be arbitrary. Then, by Parseval’s equality. 
o=y 1 dt 
7. 
R3 f (x + t0, t) 4(x) dx 
where 7 = (2n) ~ 3’2 j,+ 4 exp( il. x) dx. Thus 
oq- dtT(l., t) exp( - it1 .0), VA E R3, t/8 E s2. (45) -% 
For an arbitrary fixed i E R3, (A 1 > 0, one can choose t?~ S2 such that 
O.%:= T, -T,<T<T,, r0 > 0. Thus (45) says that the Fourier transform 
F(A, -r) ofT(A, t) in the variable t vanishes for -r. Q r d zo. Since f(A, t) 
is assumed compactly supported in t, the function F(E., T) is entire in r. 
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Since F(I, r) = 0 for - r0 < r 6 TV, ~~ > 0, one concludes that F(& r ) E 0. 
Thus y(J, t) E 0 and f(x, t) = 0. Lemma 4 is proved. 
Remark 2. In [S] a stronger result is proved: (43) implies f- 0 for 
f(x, t) a tempered distribution with support in a cylinder 1 XI < R, 
- co < t < co. A similar result is established in [6]. The result of Lemma 4 
can be derived easily from the known results on Radon’s transform. 
Remark 3. The line integral in (43) is defined in the sense of distribu- 
tions by the formula 
9fddx=S 7(n,t)d(n)exp(-it~“.8)d~, 
R’ 
V’d E C,“(R3). (46) 
If #EY (the Schwartz class) then .92f is defined by (46) as an element of 
Y’ (the class of tempered istributions). 
Remark 4. Our argument actually proves: 
PROPOSITION. Given the data (7), q(x, t) can be uniquely reconstructed in 
the subset Y of D, consisting of the points of the lines which make 45” with 
the t-axis and which meet the planes t = 0 and t = T outside D, provided that 
q(x, t) is known outside 9’. Here 6, is the closure of D,. 
One can put in (7) a different but sufficiently rich set, for example, 
Cm(ry). If in addition to (7) one knows the Cauchy data u(x, T) and 
ul(x, T) for all XE D, where u(x, t) is the solution to (1) (2) (3) then one 
can uniquely reconstruct q(x, t) in the subset 3 of D, consisting of the 
points of the lines which make 45” with the t-axis and which meet the plane 
t = 0 outside D provided that q(x, t) is known outside Y; This formulation 
is more general than the one in Theorem 1. 
demark 5. The proof of Lemma 3 given in Section II.4 is self-con- 
tained. One can give an alternative proof using an estimate [ 10, p. 4193 
2 exp( - 21t) dx dt 6 c 
s IOwI*exp(-2At)dxdt, (47) D/ 
where WE H2(DT), w= w,=O at t =O, w=O on Tr, ,?>O is sufficiently 
large and c denotes various positive constants which do not depend on 1 




<c$+c IIqli”, [ dxdt IRI’exp(-21-t). 
DT 
Thus, for sufficiently large A, one obtains 
I IRI*exp(-2it)dxdt6cq2 or DT s IR/2dxdt6c,~2+0 as ~+xi, DT 
(48 1 
where c, =L ’ exp(2LT) c. 
Remark 6. In a recent preprint (V. Isakov, Completeness of products of 
solutions and some inverse problems for PDE, 1989) the ideas from [la, c] 
are used in the proof of the uniqueness theorem which says that q(x, t) in 
(1) is uniquely determined by the data (7) given for solutions corre- 
sponding to all initial data. In this case T can be arbitrarily small. Our 
result uses the data for specific initial data (3), which are of interest in 
applications, and is stronger than the result in the above preprint. 
Moreover, we give not only a stronger uniqueness theorem, but, also a 
reconstruction procedure. No reconstruction procedure is given in the 
above preprint. 
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