Whether home or abroad, both resource allocation and task scheduling is one of the popular problems in the cloud computing environment, and swarm intelligence algorithm is a hot topic. Particle swarm optimization (PSO) is an important swarm intelligent algorithm in solving the task scheduling optimization problem. Based on the research of the basic PSO algorithm, this paper proposes the next improvement strategies: (1) The calculation method of the success value of single particle is improved, and the progressive speed of individual particles is improved; (2) Integrated the correlation between random factors, that improved the global optimization ability of PSO algorithm in the process of optimization, and avoided the particle trapping into the local best. The simulation results show that under the same conditions, the improved algorithm's execution time is better than the sequential scheduling algorithm, the greedy algorithm, the basic PSO algorithm, the correlation PSO algorithm and the adaptive PSO algorithm for inertia weights.
Introduction
Recently, due to the specificity of cloud computing, it becomes a hot topic for the Internet's development. Cloud computing is mainly use virtualization technology, dividing a big processing task into many smaller tasks by the network, and then to a large system which is made of many servers, after processing, return the results to the users [1] [2] . In cloud computing, task scheduling strategy directly influences the user's task performance efficiency and the utilization of the cloud environment's resource. In 1995, Kennedy et al. [3] proposed PSO algorithm. In the process of optimization for particles, The basic thought is that not only consider their own local understanding, but also consider the population's global understanding, in other words, every particle decides next evolution direction based on these two cognitive information. PSO algorithm has many characteristics, such as less parameters, achieve easily, fast convergence speed and so on, so it has been widely used in various fields.
However, the PSO algorithm has local convergence faults. In order to solve this problem, Li Xuejun et al. [4] proposed New Adaptive Inertia Weight Based Particle Swarm Optimization (NewPSO) on the basis of traditional inertia weight, it can further adjust the particle velocity ,the global and local search of the particle will be balanced, at the same time, The algorithm avoids falling into the local best. In order to improve the search ability, Tan Wenan et al. [5] proposed a Correlation Particle Swarm Optimization (CPSO) algorithm, it solves the lack of global optimization ability because of the PSO algorithm not consider the effect of random factors. Based on the study of adaptive inertia weight of particle swarm optimization algorithm, this paper combines the correlations of random factors, and then the improved particle swarm optimization algorithm will be used to the cloud computing task scheduling problem. The experimental results show that the improved algorithm's execution time is better than the sequential scheduling algorithm, the greedy algorithm, the PSO algorithm, CPSO algorithm and the NewPSO algorithm.
Cloud Computing Task Scheduling Problem Description
Cloud computing task scheduling mainly study how to allocate resources for tasks which the user submit. It works between the cloud task and the virtual machine, the cost, time, load balancing, system stability, user requirements, and system satisfaction are all determined by the task scheduling strategy. Therefore, the cloud computing task scheduling algorithm decides the execution efficiency of user tasks and the use efficiency of system resources, influencing the performance of cloud computing system.
Basic PSO Algorithm
According to the individual fitness value of the search space, the PSO algorithm evaluates the good or bad of the individual. For example, there is a population, whose number of particles is m ,and the dimension of the particle is n, so the speed of the i-th particle can be expressed as v i ={v i1 ,v i2 ,…,v id }, 1≤i≤m,1≤d≤n; The position of the i-th particle can be expressed as x i ={x i1 ,x i2 ,…,x id },1≤i≤m,1≤d≤n; the best solution of the i-th particle can be expressed as p i ={p i1 ,p i2 ,…,p id }, 1≤i≤m, 1≤d≤n; the global best solution of the whole population can be expressed as p g ={p g1 ,p g2 ,…,p gd }. Update equation of the particle speed and position is as follows:
(2) Among them, ω is the inertia weight; c 1 and c 2 are the acceleration factors, usually set as 2; r 1 and r 2 are two independent random numbers, and they are uniformly distributed in the [0,1].We should encode the particles if PSO algorithm applies to cloud computing task scheduling problem.
Particle Encoding, Decoding and Initialization
There are many kinds of particle encoding methods, this paper uses direct method.
Suppose the number of tasks are k, the number of resources are r, and k>r. The direct encoding scheme is to map one task to one resource. For example, when k = 5 and r= 4, The coding sequence (4,3,3,2,1) denotes task 1 is mapped on the resource 4, task 2 is mapped on the resource 3, and so on. So we get a particle, that is (4,3,3,2,1).
The purpose of particle decoding is to get all the tasks which are running on each resource. For example, all tasks that run on resource 3 are {2,3}. We define the matrix time[i,j] to record the execution time of task i on resource j, so the total execution time of all tasks on resource j is:
Where i represents the number of tasks executed on resource j and n represents the total number of tasks executed on resource j. The total time for the system to complete all tasks is:
(4) And then the population is initialized. Suppose there are k tasks, r resources, s particles, and k>r. The i-th particle position is represented by the vector xi, and it is defined as xi={xi1,xi2,…,xid}, where 1≤i≤s,1≤d≤k,1≤xij≤t. The i-th particle speed is represented by the vector vi, and it is defined as vi={vi1,vi2,…,vid}, where 1≤i≤s, 1≤d≤k, -r≤vij≤r. Initially, s particles are generated, next, the position and speed of each particle are taken as random integers between [1,r] and [-r,r] respectively.
This paper mainly studies how to reduce the execution time, so the fitness function is:
1/ fitness
TaskTime  (5) Among them, the TaskTime is defined as:
Correlation PSO Algorithm (CPSO)
According to the psychological assumptions of the PSO algorithm, the random factors reflect the irrational behavior of the particles in the cognitive process, reflecting the emotions of the particles as the cognitive subject, and the acceleration coefficient is regarded as the psychological effect of particles on this emotion [6] [7] . Therefore, if the random factors r1 and r2 are set to two independent random numbers, the relationship between the individual optimal solution pi and the global optimal solution pg is not considered in the process of Particle Optimization. So it is necessary to establish the correlation between r1 and r2. The linear correlation coefficient is a common method of correlation analysis [8] , and it is calculated as follows:
It can be seen from the above equation that if we want to know the correlation coefficients ƿ of the random variables x and y, the average value and variance must be known firstly. However, the average value and variance of some variables do not exist. Moreover, the correlation coefficient can only describe the linear relationship, can not describe the nonlinear relationship. Copula theory provides a new way to analyze the correlation between variables. Therefore, the correlation between the variables r1 and r2 can be described by the binary Copula function. ,, xy C u u H F x F x   (7) Let the random variables x and y satisfy x，y ~ U(0,1). By definition 1, we know that their binary Copula function is actually the joint distribution functions of x and y. Therefore, it is practicable to use the Copula function to study the correlation between the random factors r1 and r2, the specific definition is as follows:
Implementation of CPSO Algorithm
,, H r r C r r  (8) Where H is the joint distribution function of r1 and r2; C is the corresponding Copula function. Definition 3: on the basis of PSO algorithm, the algorithm of particle trajectory is described by formula (1), (2) and (8) is called CPSO [5] algorithm.
New Adaptive Inertia Weight Based Particle Swarm Optimization (NewPSO)
By comparing the fitness of each particle with the global optimal value, the position of the particle can be described more accurately. The calculation of the success value is as follows:
Where S(i,t)is the success value of the particle i in the t th iteration, pbest i t is the optimal position of the particle i in the t th iteration, globalbest t is the global optimal value, fitness(pbest i t ) is the fitness of the optimal position when the particle i in the t th iteration. Ps(t) is the success rate of the particle swarm in the t th iteration, representing the proportion of the particles in the particle swarm whose iteration position is better than the previous iteration position. Where 
is the sum of the success values of all particles, and n represents the number of particles in the particle population.
(10) ω(t) is the inertia weight at the t th iteration, and it is used to adjust the initial velocity of particles at each iteration.
(11) The S(i,t) is more accurately gotten by comparing with the global optimal value. The exact S(i,t) can improve the particle population's success rate (Formula (10)) and the fitness of inertia weight (Formula (11)), so the algorithm can more accurately adjust the particle velocity, to balance the particle global and local search abilities, avoiding falling into the local optimal.
Definition 4: On the basis of PSO algorithm, the algorithm, particle trajectory is described by formula (1), (2),(9), (10) and (11), is called the NewPSO [4] algorithm.
Enhanced Particle Swarm Optimization Algorithm(EPSO)
The CPSO algorithm improves the searching ability of particle swarm by establishing the correlation of random factors, but it doesn't consider the adaptability of inertia weight. Based on the NewPSO algorithm, by improving the adaptability of inertia weight, to avoid falling into the local optimal, but it does not consider the correlation of random factors. Therefore, this paper combines the two factors, adding the random factor correlation on the basis of the adaptability of inertia weight, it not only can improve the searching ability of particle population, but also can avoid the local optimization. The algorithm is called Enhanced Particle Swarm Optimization (EPSO).
The EPSO algorithm is implemented as follows: Input: the Maximum Iterations Iteration, the number of tasks N, the number of virtual machines M;
Output: optimal solution, optimal fitness, TaskTime, Cost. ① Initialize the initial position of the particle and the initial velocity , and calculating the fitness; ② The global optimal solution is selected from the optimal solutions of n individuals. ③ According to the known correlation coefficient to generate random factors 1 2 , which are interrelated and uniformly distributed by [0,1]; ④ Calculate the success value of the current optimal solution and the success rate; ⑤ Update the inertia weight according to the success rate; ⑥ Update the speed, the individual optimal solution and fitness; ⑦ The global optimal solution is selected from the optimal solutions of n individuals. ⑧ Determine whether the algorithm is stopped; ⑨ If so, p g is the optimal solution when the iteration is stopped; otherwise return to step③.
Simulation Experiment and Analysis

Experimental Environment and Parameters
In this paper, CloudSim is used to build the cloud computing environment, Eclipse is the development platform. The EPSO algorithm proposed in this paper is compared with the sequential scheduling algorithm, the greedy algorithm, the basic PSO algorithm, CPSO [5] algorithm and NewPSO [4] algorithm. Where the algorithm parameters in Table 1 . The number of resources r 5
The number of tasks t 20~600
Weight factor c 1 ,c 2 2
Maximum number of iterations Iteration 100
Experimental Results and Analysis
Experiment set the number of tasks is changing from 20 to 600, a single task is a random value within 30 ~ 3000[10]. Fig.1 shows the execution time of different algorithms when the number of tasks is different,the abscissa represents the number of tasks, and the ordinate represents the time. In fig.1(a) , we take 20 to 100 tasks. When the number of tasks is greater than or equal to 60, EPSO algorithm is obviously better than the basic PSO algorithm, CPSO algorithm and NewPSO algorithm. In fig.1(b) ,Taking 50 to 600 tasks respectively, the EPSO algorithm is obviously superior to the sequential scheduling algorithm and the greedy algorithm as the number of tasks increases. Figure 2 (a) ~ (d) is the time trend chart that is iterated 100 times when the number of tasks is 60, 100, 200 and 300 respectively. From the figures, we know that compared with the other three algorithms, the trend of EPSO algorithm is flat, and the time change is relatively stable. The more the number of tasks, the better the EPSO algorithm works. 
Conclusions and Future Work
In this paper, on the basis of adaptive inertia weight, adding the correlation of random factors, proposing EPSO algorithm. The EPSO algorithm not only avoids the local best, but also improves the global optimization ability, obtaining the scheduling scheme with better time. However, this experiment is only implemented in the simulation environment, and it needs to be modified and improved on the actual cloud computing platform.
