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Data Center 
Dell EMC CX3-80 Fiber Channel SAN  
250 Servers  -  7 SysAdmins 
 
 
Thanks for Phil Sergent for his assistance on this 3d model 
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Challenges 
Complexity of managing FC SAN 
Cost of connecting additional hosts 
End of life approaching 
Cost of support renewal 
Cost of additional licensing  
Objectives 
More cost effective storage platform 
Simple and cheap method to add hosts 
Flexible environment with mixed disks 
Full features, no additional licensing 
Keep power utilization in mind 
After 
 
Power Utilization 
 
Thanks for Phil Sergent and Eric Wolfe for their assistance in capturing the data behind this graph 
Power vs Storage 
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Current and Future Plans 
Two more arrays to fire up soon 
Plan to standardize on 10g for most 
storage arrays 
 
