Abstract
Introduction
DNA microarray technology measures gene expression data simultaneously in genome scope, and it offers us a great opportunity to uncover gene regulatory network. Bayesian network (BN) have become a powerful tool to learn gene regulatory network from gene expression data [5, 13] , but it only models gene regulation as a static process. Time delay is an important property of gene regulatory network, and could exist in various situations. One of the possibilities is that it takes time for one gene to be transcribed and translated into a protein, and then activate or inhibit its target gene to express. Dynamic Bayesian network (DBN) [20] can model the situation that one event causes another event in the future, which makes it suitable to model time delayed gene regulatory network. Another advantage of using DBN is that it can model gene regulation feedback because DBN is not constrained to be an acyclic graph. Murphy et al. [11] and Friedman et al. [6] first proposed a framework of learning DBN from gene expression data. Ong et al. [12] , Kim et al. [8] , and Perrin et al. [14] applied DBN to interpret real-life time series gene expression data. In their DBNs, the time delay between all the regulators and their targets is assumed to be one time unit of a time series gene expression dataset. Although it was indicated that multiple time units delay in gene regulation is possible, the computational cost for incorporating this information into the learning process of DBN is expensive [12] . Zou et al. [19] proposed an approach to handle multiple time units delay using DBN, however, the structure of the learned DBN ignored the scenario that several regulators co-regulate one gene with different time lags. Besides DBN, other methods, such as decision tree [10] , clustering [15] have also been tried to capture multiple time units delay in gene regulation.
In this paper, we propose using higher-order Markov DBN to model multiple time units delayed gene regulatory network. A two steps heuristic learning framework using mutual information and genetic algorithm is designed. In order to verify the effectiveness of the proposed method, we apply the learning framework to a real-life gene expression dataset and compare the results with biological evidence.
Dynamic Bayesian Network
In this paper, we use capital letters for variable names and boldface capital letters for sets of variables. Consider a set X = {X 1 , ..., X n } of random variables, a Bayesian network (BN) 1 is a graphical representation of a joint probability distribution of X [5] . Dynamic Bayesian network (DBN) is an extension of (static) Bayesian network to model temporal processes [6] . Assuming X = {X 1 , ..., X n } is the set of attributes changing in a temporal process of T time slices, random variable X i [t] denotes the value of attribute X i at time slice t, and X[t] denotes the set of variables 1 When we say Bayesian network, it means static Bayesian network. Learning the structure of a (static) Bayesian network from training dataset can be seen as a search problem to find an optimal structure in the search space that maximizes a score function. The score function measures the fitness of a given structure according to the dataset. The basic idea of learning the structure of a BN is to enumerate all the possible structures and choose the one with the highest score. However, the number of network structures increases super-exponentially with the number of nodes, and the optimization is an NP-hard problem [7] . Heuristic search methods, such as hill-climbing, simulated annealing, and been applied to learn the structure of a BN [7] .
Among the existing different score functions, Maximum likelihood (ML) [6] is a widely used score. It is defined as below [6] :
where N i,ji,ki is the number of cases in the training dataset when node X i takes value j i and the its parents take the values k i . The problem of ML score is that it prefers complex structure because adding more parents to a node can not decrease the likelihood [16] . In order to find a sparse structure, one solution is to limit the maximal number of parents. Another solution is to use Minimal description length (MDL) score, which is proposed to penalize complex structures based on ML score [9] . Learning the structure of a dynamic Bayesian network shares the same idea with learning the structure of a (static) Bayesian network. Friedman [6] extended the score function of BN to evaluate the inter-slice structure in a DBN. For the inter-slice structure, the same score functions, such as ML, MDL, for (static) Bayesian networks can be used. The difference is that for dynamic Bayesian networks, the training dataset needs to be shifted.
Method

Higher-order Markov DBN
As suggested in [20] There is an arrow from node A in slice t−2 to node C in slice t. This arrow is not allowed in a first-order Markov DBN. Most of the applications using DBN in gene regulation modeling use only first-order Markov DBNs [12, 8, 14] . Those applications assume that all the regulators regulate their targets with a delay of one time unit in a time series gene expression dataset. This assumption ignores some regulation pairs with more than one time units delay. In this paper, we use r th -order Markov Given a time series gene expression dataset of N genes in T time slices, learning a r th -order Markov DBN from the dataset is the task of learning a DBN structure composed by (r+1)×N nodes. Learning a first-order Markov DBN is the simplest case of learning a structure of 2×N nodes. When r increases, the search space becomes extremely larger. Currently, most available time series gene expression data only contains a few dozen time slices. It means the size of training data is small. The problem of small training data size compared with large search space makes learning the structure of a r th -order Markov DBN (r > 1) from limited number of time slices a extremely challenging task.
Learning framework
In order to address the problem of large search space, we propose a two-step heuristic learning framework to learn the structure of r th -order Markov DBNs (r > 1). First, a mutual information matrix is computed to store the variable pairs with mutual information above a threshold. Second, genetic algorithm is applied to search for an optimal DBN structure by using the mutual information matrix obtained in step 1. Before computing the mutual information and fitness function, gene expression data need to be discretized. In this paper, we use k-mean algorithm [4] to group every gene's expression values into three clusters.
Step 1: Mutual Information Matrix
Mutual Information [1] is a natural way to measure the dependence between two variables and was employed in gene expression analysis [1, 5] 
When searching DBN structures, if M (i, j, l) = l, it is more likely that there will be an arrow from variables
Step 2: Genetic Algorithm
In the second step, genetic algorithm is customized to interact with the mutual information matrix to search the structure of higher-order Markov DBNs. Having the structure of a r th -order DBN of N variables evolving in time series, in genetic algorithm, it is represented as a matrix I with dimension N ×N . Each cell I(i, j), in the matrix I is defined as:
if there is no arrow between variables in X j and Figure 2 (c) is an example of matrix I with dimension 3×3, presenting the 3-node 2 nd -order Markov DBN in Figure 2(a) . In Figure 2 (c), each row represents a local structure, the structure of a node and its parents. For example, the third row represents node C has two parents, node A and B, from two time slices and one time slice before respectively.
In order to limit the search space, the population are initialized using mutual information matrix M as prior knowledge. The cell I(i, j) is initialized by randomly choosing a value from the set of values
. This initialization seeds the population to a set of structures in which all the single arrow structures, the structure of two variables connected by an arrow, have high mutual information.
The three operators used in our genetic algorithm are swap, knowledge guided mutation and random mutation. The swap operator swaps several rows between two individuals in the population. Using a row as the swapping unit is based on the property of ML/MDL scores that the score of the whole structure can be decomposed as the sum of local structure scores. Knowledge guided mutation operator mutates the value of cell I(i, j) by randomly choosing a value from the set of values
with uniform distribution. Knowledge guided mutation switches the gene regulation pair to other time lags which also appear in the mutual information matrix or turns off the gene regulation relationship between two genes. In order to overcome the over-restriction by using mutual information matrix, random mutation operator is designed. Random mutation, without referring to the mutual information matrix, mutates I(i, j) randomly to a value in the set of values {−1, 1, 2, ..r} with uniform distribution.
Experiment
To test our proposed method, we apply the learning framework to the Saccharomyces cerevisiae gene expression dataset collected by Cho et al. [2] . This dataset is ideal to test the proposed method because it has a large number of time slices (17 time slices) and relatively small time intervals (10 minutes). Figure 3 is taken from Chou et al. [2] . It shows 4 genes' expression profiles in the dataset. The vertical axis is the relative expression value according to the mean of every gene's expression data. The horizontal axis is the time. One cell cycle is divided into four phases, Figure 3 , below the horizontal axis, the corresponding phases of time scopes in the experiment are presented. Because of shifting the dataset according to various time delay when using score functions to evaluate DBN structures, the size of available training data varies for different structures. Observing the dataset records nearly two full cell cycles [2] , the data can be viewed as a loop. When shifting the dataset, no matter which time slice is chosen as the start point, the end point can be found in the loop to keep the length as 17 time points.
Simon et al, [18] used genome wide location analysis to investigate nine genes (Swi4, Swi6, Swi5, Fkh2, Mcm1, Ndd1, Cln3, Ace2, Mbp1) that play a role during yeast cell cycle progression. The result revealed a nine gene regula-
Figure 3. Gene Expression Profiles
tory network that appears to control the sequential activation of cyclins and other cell cycle regulators. It is shown in Figure 5 . 3 Using Figure 5 as a comparison target, our experiment is deigned to learn the higher-order Markov DBN from Chou's [2] data subset containing the same nine genes.
The experiments are conducted using 5 th -order Markov DBNs (r = 5) with ML score and MDL score as fitness functions respectively 4 . Using ML score, the maximal number of parents has to be limited because this score prefers complex structures. Using MDL score, the maximal number of parents is not limited because this score can penalize complex structures. Figure 4 shows the fitness function converging plots for ML score and minus MDL score respectively. The genetic algorithm converges around 40 iterations for the ML score and 120 iterations for MDL score. It takes more iterations for MDL score to converge because in the experiment of using MDL score, the maximal number of parents is not limited and the search space is larger. Figure 5 (from simon et al. [18] ) represents a regulatory circuit in yeast cell cycle derived from genomic binding data. In Figure 5 , there are four groups of genes who are active in different phases. The group of genes Swi6, Swi4 and Mbp1 are active in phase late G1; genes Mcm1, Fkh2, Ndd1 are active in phase G2/M; genes Swi5, Ace2, Mcm1 are active in phase M/G1; gene Cln3 are active in phase late G1. Arrows represent gene regulation relationships. Each group of genes regulate other genes acting in the next phase in the cell cycle. Figure 5 is used as a comparison target because it is a well-studied regulation network and it offers gene regulation with corresponding phase information.
The result produced by our learning framework using ML score is in Figure 6 . In Figure 6 relationships supported by SGD database [17] , and 6 regular dashed arrows are new predicted regulation relationships (support from biological literature is not available). Taking the gene pairs connected by solid and bold arrows and dashed and bold arrows as supported relationships, the rate supported by biological evidence is (8 + 4)/18 = 0.67.
Analyzing the 8 solid and bold arrows and attached time delay carefully, we found the predicted time delay is consistent with the yeast cell cycle phase information. In Figure ferring to the time scopes of the phases for the dataset in Figure 3 , the time difference from phase late G2 to phase early G1 is approximately between 60 minutes to 90 minutes. The acting phase delay is 90−60 = 30 minutes, which is consistent with our predicted 30 minutes time delay. In Figure 5 , it shows that gene Mbp1 acting at phase late G1 regulating gene Ndd1 which is active at phase G2/M. The acting time delay cross phase late G1, S, G2. Referring to the time scope of phases for the dataset in Figure 3 , the time difference from phase late G1 to phase late G2 is approximately between 20 minutes to 60 minutes or between 100 minutes to 140 minutes. In Figure 6 , the proposed method predicts that gene Mbp1 regulates gene Ndd1 with 40 minutes time delay, which is also consistent with the phase information. Similarly, gene Ace2 regulating gene Cln3 with 20 minutes delay and Mcm1 regulating Cln3 with 30 minutes delay predicted in Figure 6 are also supported by their acting phase information in Figure 5 . From the above comparison, it seems that our predicted time delay information are highly consistent with the cell cycle phase information.
Besides the solid and bold arrows, there are 4 dashed and bold arrows. The regulation pairs presented by the 4 dashed arrow do not appear in the network of Simon et al. (Figure 5 ). But those relationships also can be explained. The arrow representing gene Swi5 regulating gene Ace2 is supported by the evidence that gene Ace2 and Swi5 are homologous regulators [17] . Swi4 regulating Swi6 and Swi6 regulating Mbp1 is supported by the fact that Swi4 and Swi6 compose as a complex SBF and Swi6 and Mbp1 compose as a complex MBF [18, 17] . An experiment using MDL score is also perfomed. The result is in Figure 7 . Because the MDL score penalizes complex structure, it produces a simpler DBN which contains only 9 arrows. Conducted similar analysis as we just did for the result of ML score, the prediction rate supported by biological evidence is (5+1)/9 = 0.67. Compared with the result obtained by using ML score, three solid and bold arrows disappear when using MDL score. Taking gene Swi5 for example, in Figure 6 , it has two parents, gene Mcm1 and Ndd1; in Figure 7 , only one parent, gene Ndd1, remains. It indicates that using MDL score, the situation of several genes together co-regulating one gene are inclined to be replaced by the situation of one gene regulated by a single regulator.
Conclusion
In this paper, a method of using higher-order Markov dynamic Bayesian network to model multiple time units delayed gene regulatory network is proposed. Although there are applications of using DBN in gene expression data analysis, to the best of our knowledge, higher-order Markov DBN was not applied explicitly before. In order to solve the learning problem of large search space compared to small size of the time series gene expression dataset, a two-step heuristic learning framework using mutual information and genetic algorithm is proposed. Applying our method to a Saccharomyces cerevisiae gene expression dataset, the results show that the learned gene regulatory networks are strongly supported by biological evidence and highly consistent with yeast cell cycle phase information. In the future, we are going to apply our learning framework to more available datasets and investigate more score functions.
