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Motivated by the recent discovery of subsurface oceans on planetary moons and
the interest they have generated, we explore convective flows in shallow spherical
shells of dimensionless gap width ε2  1 in the rapid rotation limit E 1, where E
is the Ekman number. We employ direct numerical simulations (DNS) of the Boussi-
nesq equations to compute the local heat flux Nu(λ) as a function of the latitude
λ and use the results to characterize the trapping of convection at low latitudes,
around the equator. We show that these results are quantitatively reproduced by
an asymptotically exact nonhydrostatic equatorial β-plane convection model at a
much more modest computational cost than DNS. We identify the trapping param-
eter β = εE−1 as the key parameter that controls the vigor and latitudinal extent of
convection for moderate thermal forcing when E ∼ ε and ε ↓ 0. This model provides
a new theoretical paradigm for nonlinear investigations.
I. INTRODUCTION
Recent exploration campaigns of the solar system have provided evidence of the presence
of shallow subsurface global oceans of water in ice-clad moons of giant gaseous planets (in
Europa [1, 2], Titan [3], Ganymede [4], Callisto [1], Enceladus [5, 6] and Triton [7]) or at the
other extreme molten magma (in Io [8]). The convective flows in these oceans are believed
to have far-reaching consequences for each moon including the active shaping of the outer
crust topography [9] and magnetic field generation via the dynamo effect [1]. For instance,
the latitudinal modulation of heat flux carried by convection has been proposed to explain
the chaotic topography of Europa’s icy surface at low latitudes [10].
However, convection in the rapid rotation regimes that generally pertain to planets or
their moons remains an arduous problem. Such regimes are characterized mathematically
by geostrophic balance between the Coriolis force and pressure gradient, resulting in the
Proudman-Taylor constraint that gives rise to the formation of highly anisotropic Taylor
columns aligned with the rotation axis [11–16]. This anisotropy and the multiple scales
associated with it have prevented theoretical or numerical investigations of the nonlinear
regimes of convection approaching the strongly rotationally constrained regimes [17]. The
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2shallow aspect ratio geometry (studied experimentally in a microgravity environment in [18])
compounds the difficulty and hinders direct numerical integration of the governing equations.
One possible strategy that has proved successful in related problems is asymptotic model
reduction. In this approach the system parameters are linked in a careful and precise way,
and an asymptotic expansion is performed that is valid in the limit in which this parameter
approaches zero or infinity. The resulting leading order equations provide an asymptotically
exact reduction of the primitive equations provided they are closed. These techniques have
proved remarkably effective in establishing reliable reduced (i.e., simplified) model equations
for a variety of buoyancy-driven geophysical flows that are valid in extreme but geophysically
or astrophysically relevant parameter regimes. These include rapidly rotating convection in
the polar regions of rotating shells [19] and studies of its potential for dynamo action [20],
following the seminal contribution of [21], and turbulent doubly diffusive convection in both
oceans and stars in the fingering regime [22], to cite two recent examples. In both these
cases the domains invoked are simple: a three-dimensional horizontal layer with periodic
boundary conditions in the horizontal in the former, and a triply-periodic domain in the
latter.
We follow here the above approach and introduce an asymptotically reduced model for
convection in the equatorial β-plane by leveraging the following idea: in a shallow rotating
shell, elongated Taylor columns develop preferentially in the vicinity of the equator, where
the tangent plane is locally aligned with the rotation axis (Fig. 1). The resulting nonhydro-
static equatorial β-plane convection (EβC) model, a nonlinear counterpart of the classical
(hydrostatic) equatorial β-plane model for atmospheric waves [23], successfully captures the
nonlinear dynamics of equatorial convective flows in shallow shells and provides predictions
for the latitude dependence of the heat flux pertaining to global modelling of the oceans and
solid-state convection in ice crusts of both planets and their moons.
Prior to a rigorous presentation of the EβC model, we wish to provide some physical
intuition behind the development of this model. The EβC model is akin to a plane Rayleigh-
Be´nard setup with rotation about an axis Y (playing the role of latitude) parallel to the top
or bottom boundary. However, the model includes the variation of the rotation vector with
latitude via a normal component of rotation vector that varies linearly with Y and therefore
vanishes at the equator Y = 0 where it changes sign. All other contributions of sphericity
represent higher order effects and so are absent from the EβC model.
The paper is organized as follows. The governing equations for fluid shells and the
resulting EβC model are presented in Sec. II, along with a discussion of the trapping mech-
anism that is responsible for the confinement of the convection cells in the equatorial region.
Throughout the paper we compare the solutions of the EβC model with those of the primi-
tive equations in order to validate the model. The numerical methods used for this purpose
are described in Sec. III. An analysis of the linear stage of the convective instability appears
in Sec. IV while the resulting saturated state and the corresponding equatorially-trapped
heat flux are characterized in Sec. V. Finally, closing remarks are found in Sec. VI.
II. FORMULATION
A. Governing equations and dimensionless parameters
For simplicity, we consider a Boussinesq fluid with kinematic viscosity ν, thermal con-
ductivity κ and thermal expansion coefficient α contained within a spherical shell of outer
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FIG. 1. Shell slices of temperature taken at mid-depth of a shallow shell with aspect ratio `/R =
0.05 in (a) slow and (b) rapid rotation. Equatorial and meridional slices of the temperature field in
case (b) are represented in a 3D visualization in panel (d). In (b) and (d) convective motions adopt
the form of anisotropic Taylor columns localized in the equatorial region. The equatorial reduced
coordinates (x, Y, z) [see Eq. (5)] are represented from the side in panel (c) and in perspective in
panel (d).
radius R and gap `  R rotating around an axis eΩ with a constant angular velocity Ω
[see Fig. 1(c)]. A constant temperature difference δΘ¯ is imposed between the two bounding
surfaces and is used as a temperature unit below. Gravity is radial, directed inwards, with
strength gr∗/R proportional to the dimensional radial coordinate r∗, where g represents the
gravitational acceleration at the outer shell. In the absence of motion (u = 0), the dimension-
less background temperature profile is spherically symmetric: Θ(r∗) = Θ0 +R (R− `) /(`r∗).
The dimensionless fluctuations of the velocity u and temperature Θ obey the Navier-Stokes
equations (NSE):
Pr−1 (∂tu + u · ∇u) + E−1eΩ ∧ u = −E−1∇p+ ε2rRa Θ er +∇2u , (1a)
∇ · u = 0 , (1b)
∂tΘ + u · ∇
(
Θ + Θ
)
= ∇2Θ , (1c)
where r = r∗/` is the dimensionless radial coordinate. We define the Prandtl number Pr,
the gap-based Ekman number E, the Rayleigh number Ra, and the dimensionless gap ε2 as
follows:
Pr =
ν
κ
, E =
ν
2Ω`2
, Ra =
αg`3δΘ¯
κν
, ε2 =
`
R
. (2)
4In the following, motivated by the case of planetary moons (see Table I and the closing
discussion in Sec. V C), we consider the limit of shallow shells ε  1 in rapid rotation
E  1, under the assumption that both the Prandtl and the Rayleigh numbers are O(1)
quantities, and focus on the distinguished regime
E ∼ ε . (3)
In this distinguished regime convective motions are localized around the equator, as shown
next, and their latitudinal extent is controlled by the confinement parameter β, obtained by
collapsing the two dimensionless parameters E and ε:
β = εE−1 = O(1) . (4)
The parameter β quantifies the local rate of change of the Coriolis parameter at the equator:
β therefore increases with both the rotation rate (as measured by E) and the gap ε. An
alternative (and dual) view is that β decreases with the local curvature of the shell.
B. Asymptotic analysis and the reduced model
In this section we provide a concise sketch of the derivation of the Equatorial β-Convection
(EβC ) model. The reader is referred to Appendix A for details of this derivation.
If buoyancy remains modest compared to the Coriolis force (Ra  E−1), the leading
order terms in Eq. (1a) yield the geostrophic balance eΩ ∧ u0 = −∇p0, responsible along
with incompressibility for the Proudman-Taylor theorem invoked above: the flow tends to
form anisotropic Taylor columns aligned with the rotation axis eΩ and localized around the
equator. Variations along the rotation axis occur on a scale E−1`, i.e. on a scale larger by a
factor E−1 than variations orthogonal to this axis. We therefore define an anisotropic set of
local coordinates (x, Y, z) around the equator:
φ = ε2x, λ = εY, r =
1
ε2
(1 + ε2z) , (5)
where φ is the azimuthal angle and λ is the latitude. The fluid is confined in the domain
z ∈ [−1, 0]. Note that the equatorial coordinates x and z correspond to a length set by the
gap. In contrast, the reduced latitude Y corresponds to an intermediate (geometric-mean)
scale of order εR, shorter than the radius of the sphere yet longer than the gap. This scale
anisotropy, clearly depicted in Fig. 1(d), is emphasized here by employing lower case symbols
for (x, z) and an upper case symbol for the latitude variable Y . Despite this anisotropy, the
condition Y = O(1) defines a region confined to small latitudes.
Each variable u, p and Θ is now expanded in a series in ε, for instance:
u = u0 + εu1 + ε
2u2 + . . . . (6)
The leading order geostrophic balance suggests that we decompose the velocity u0 into an
equatorial stream function ψ identical to the pressure, and a meridional velocity V , both of
which are functions of x, Y and z:
u0(x, Y, z) = ∂zψ ex + V ey − ∂xψ ez , (7a)
p0(x, Y, z) = ψ . (7b)
5Evolution equations for ψ and V are obtained at the next order of the asymptotic hierar-
chy from a solvability condition for u1, p1, ψ and V (see e.g. [24]). Relegating details to
Appendix A, these equations and the corresponding temperature equation take the form:
Pr−1D⊥t ∇2⊥ψ − βMV = −Ra ∂xΘ +∇4⊥ψ , (8a)
Pr−1D⊥t V + βMψ = ∇2⊥V , (8b)
D⊥t Θ + ∂xψ = ∇2⊥Θ , (8c)
where we have defined the equatorial diffusion operator ∇2⊥ = ∂xx + ∂zz, the equatorial
material derivative D⊥t = ∂t + ∂xψ∂z − ∂zψ∂x, and the meridional operatorM = Y ∂z + ∂Y .
These equations are supplemented with appropriate boundary conditions at z = −1
(inner shell) and z = 0 (outer shell). We consider either stress-free ψ = ∂zzψ = ∂zV = 0
or no-slip ψ = ∂zψ = V = 0 velocity boundary conditions, together with fixed temperature
Θ = 0 or fixed flux ∂zΘ = 0 thermal boundary conditions. Periodic boundary conditions
are natural in the azimuthal direction x. We also require boundedness of the solutions as
|Y | → ∞.
The asymptotically reduced Eqs. (8), dubbed the EβC model, are closely related to the
usual equations describing two-dimensional Rayleigh-Be´nard convection (RBC) which are
recovered by setting V = 0, β = 0 [25]. The EβC model with β > 0 incorporates the
latitudinal variation of the Coriolis parameter present in the equatorial region. This new
effect is captured via the linear operatorM which couples the equatorial stream function ψ
and the meridional velocity V . In the following section, we demonstrate that this coupling is
responsible for the presence of equatorial trapping, i.e., the presence of localized convective
motions in the form of “banana cells” [16] around the equatorial plane of the shell.
We remark that the breaking of the reflection symmetry x ↔ −x, a key feature of the
primitive equations of motion in spherical geometries that leads to pattern precession, arises
only at higher order in our asymptotic treatment. The EβC model is thus invariant under
the reflection x ↔ −x. As a result the slowly drifting modes usually found in rotating
shells are absent from the EβC model and the corresponding states do not precess. The
implications of the absence of precession are discussed below.
C. The quantum harmonic oscillator approximation
Before turning to a rigorous numerical study of Eq. (8) to evidence the presence of banana
cells, we present a semi-qualitative but analytic argument in favor of trapping as a result of
the presence of the operator M . In the linear limit, a stationary solution to Eq. (8) obeys
− β2M 2ψ = (−Ra ∂xx +∇6⊥)ψ , (9)
and the variables V and Θ follow by solving βMψ = ∇2⊥V , and ∂xψ = ∇2⊥Θ, respectively.
Analytical solutions to Eq. (9) remain arduous to obtain owing to the complexity of the
operator M 2 = ∂Y Y + Y 2∂zz + 2Y ∂Y z + ∂z. Nevertheless, an attempt can be made at
leveraging the kinship existing between Eq. (8) and 2D RBC. In this spirit, we assume
that, for stress-free boundary conditions, an approximate solution ψa.s. to Eq. (9) has the
separable form
ψa.s. ≈ sin(kpiz) exp(imx)Ψ(Y ) , (10)
6FIG. 2. Isosurfaces of the vorticity ω = (∂xx + ∂zz)ψa.s. along the Y axis for n-banana cells
obtained from the quantum harmonic oscillator ansatz [Eqs. (10) and (12b)] for different values
of the parameters k and n. The vorticity fields are normalized by their respective maximum
value and isosurfaces are drawn for ω = ±0.1, ±0.3 and ±0.6. (For legibility, only the surfaces
corresponding to ω = ±0.3 are represented when k = 2.) The blue and red hues correspond to
opposite cyclonicities. The equatorial plane at Y = 0 is also indicated.
where k ∈ N+ is a positive integer and the variation along latitude is contained in the yet
unknown function Ψ(Y ). This ansatz diagonalizes the right hand side of Eq. (9). Further-
more, the action of M 2 simplifies considerably along mid-depth z = −1/2 because the z
derivative vanishes, and Eq. (9) then yields:(−∂Y Y + k2pi2Y 2)Ψ(Y ) = 1
β2
(
Ram2 − [m2 + k2pi2]3)Ψ(Y ) . (11)
The left hand side of this equation corresponds to the Hamiltonian of a quantum particle in
a harmonic well, whose well-known eigen-energies En and eigenfunctions Ψn(Y ) are:
En = kpi(1 + 2n) , (12a)
Ψn(Y ) = Hn
(√
kpiY
)
exp
(
−kpiY
2
2
)
, (12b)
where n ∈ N is an integer and Hn(Y ) is the Hermite polynomial of degree n (see, e.g., [26] or
[27]). These eigenfunctions are depicted in Fig. 2. Thus, provided that a stationary solution
exists in the linear limit and is reasonably described by our ansatz [Eq. (10)], we can utilize
Eq. (11) and solve for the onset of the mode n along the Y direction:
Ra(QHO)(m,n, k) =
[m2 + k2pi2]
3
m2
+
β2kpi
m2
(1 + 2n) . (13)
7The interpretation of our simple model’s prediction is the following: the linear modes have a
latitudinal structure reminiscent of the quantum harmonic oscillator (QHO) wavefunctions
[Eq. (12b)]. Modes are indexed by n, their number of zeros along the Y direction, and
correspond to banana cells with n cyclonic-anticyclonic reversals in the Y direction, hereafter
referred to as an “n-banana cell” (see Fig. 2). For fixed m and k, a clear hierarchy is observed
among these modes, all of which are more stable than the 2D RBC roll (whose threshold
is recovered for β ↓ 0): their stability increases with n. The most unstable mode is the
latitudinally symmetric 0-banana cell, with a gaussian profile in Y . The second most unstable
mode is the anti-symmetric 1-banana cell composed of opposite cyclonicity above and below
the equator. These 1- and 0-banana cells captured by the QHO approximation presented
in this section are the analogs of the antisymmetric and symmetric modes computed by
Roberts [11] and Busse [12]. As Ra increases further, cells with an increasing index n
destabilize. This scenario will be illustrated, verified, and discussed further in Sec. IV.
III. METHODS
A. The Equatorial β-Convection model
a. Discretization. In the linear limit, Eqs. (8) are spatially discretized by expanding
each variable in normal modes exp(imx) along the periodic direction, and Chebyshev poly-
nomials Tk(z) along the bounded direction. Owing to the presence of the parity mixing
operator M = Y ∂z + ∂Y , both Chebyshev rational functions SBn(Y ) and TBn(Y ) (which
are obtained as trigonometric functions mapped onto the infinite line, see e.g. [28, 29]) are
used along the unbounded latitudinal direction:
ψ(x, Y, z, t) =
Nx∑
m=0
NY∑
n=0
Nz∑
k=0
ψ˜mnk(t)Tk(z)TBn(Y ) exp (imx) + c.c. , (14a)
V (x, Y, z, t) =
Nx∑
m=0
NY∑
n=1
Nz∑
k=0
V˜mnk(t)Tk(z)SBn(Y ) exp (imx) + c.c. , (14b)
Θ(x, Y, z, t) =
Nx∑
m=0
NY∑
n=0
Nz∑
k=0
Θ˜mnk(t)Tk(z)TBn(Y ) exp (imx) + c.c. , (14c)
where c.c. denotes the complex conjugate. A sparse discretization of the linear operators
results from: (i) the well-known quasi-inverse technique for Chebyshev polynomials [30, 31],
and (ii) the use of two families of Chebyshev rational functions with opposite parities, as
proved in [29]. The sparsity of the coupling matrices proves to be important from a practical
point of view in both the linear stability analysis and the nonlinear time-stepping of the
equations, as explained below.
b. Linear stability analysis. In the linear limit of the model, azimuthal modes are
decoupled. Thus, for a fixed azimuthal wavenumber m, we seek solutions whose coefficients
are normal modes in time:
[ψ˜mnk(t), V˜mnk(t), Θ˜mnk(t)] = [ψ̂mnk, V̂mnk, Θ̂mnk] exp (st) . (15)
The complex growth rates s and the associated meridional planforms (i.e. the coefficients
ψ̂mnk etc.) are obtained by solving sparse generalized eigenvalue problems. The parameter
8space is explored rapidly by obtaining the most unstable eigenvalues with Matlab’s function
eigs, an implementation of the iterative Arnoldi method. Results are periodically checked
by solving for the full spectrum by means of the robust but computationally expensive
QR/QZ method (Matlab’s eig).
c. Time-stepping of the nonlinear equations. Nonlinear dynamics are investigated with
a pseudo-spectral code, implemented in Matlab and Fortran. The equations are marched
in time with the classic second order IMEX Runge-Kutta scheme. For each time-step, the
linear terms are treated implicitly in spectral space by solving two sparse linear systems.
The nonlinear contributions are evaluated explicitly in physical space, and full dealiasing
is employed in every direction. A typical truncation is (Nx, NY , Nz) = (63, 127, 63), which
amounts to a collocation grid of size (192, 192, 96) as a consequence of dealiasing. Direct and
inverse transforms between spectral and physical space are implemented with the FFTW
library. Simulations are initialized with small amplitude random noise and are carried out
until a stationary regime is identified. Owing to fast transforms and the necessity of modest
resolutions as a result of our rescaling [Eqs. (5)], stationary regimes are usually reached
within 60 core hours (ten hours on a 6-core desktop machine with Intel Sandy Bridge E
architecture) using the Matlab implementation. Therefore, our model benefits from a dras-
tically reduced computational complexity compared to DNS of the Boussinesq equations
presented next.
B. The Boussinesq equations in a spherical shell
The linear stability analysis of the conduction state in the full problem is performed by
means of the code QuICC [32], and the nonlinear dynamics are investigated with the code
Rayleigh [33]. These are both pseudo-spectral codes that rely on expanding the variables
in spherical harmonics and Chebyshev polynomials. For small gaps ε ↓ 0 (within our dis-
tinguished limit ε ∼ E), the numerical computations become involved for three reasons: (i)
a large resolution is needed in φ and θ and the number of spherical harmonics scales likes
ε−4, (ii) an O(N2θ ) Legendre transform is necessary along the latitudinal direction (as op-
posed to an O(NY logNY ) Fourier transform for the reduced model), and, as a consequence,
(iii) these codes are developed for parallel architectures on High Performance Computing
(HPC) clusters where the cost of communication between nodes compounds to the overall
algorithmic complexity. Therefore, our run with the smallest gap ε2 = 0.01 presented in
Fig. 8 has a resolution (Nφ, Nθ, Nr) = (4608, 2304, 96), which corresponds to 64 dealiased
Chebyshev polynomials and spherical harmonics with degree less than `max = 1536. This
high resolution run necessitated 396 cores (Intel Haswell architecture) for three days before
reaching a stationary regime, which amounts to approximately 30,000 core hours.
IV. LINEAR STABILITY ANALYSIS
A. The EβC model
1. Onset
We first investigate the linear stability of the conduction state ψ = V = Θ = 0 of the
EβC model by seeking solutions of the linearized model as products of normal modes in x and
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FIG. 3. (a) Marginal stability curves for the reduced model [Eqs. (8)]. Filled symbols indicate
steady onset (s = 0) while open symbols indicate oscillatory onset (Re(s) = 0, Im(s) 6= 0). Dashed
lines: the QHO approximation [Eq. (13)]. (b) Isocontours of the linear growth rate Re(s) for the
reduced model [Eqs. (8)], with β = 20. Green symbols indicate marginal stability Re(s) = 0. The
red line marks the optimal wave number such that ∂[Re(s)]/∂m∗ = 0, for a given supercriticality.
The nature of the most unstable mode changes from steady to oscillatory at the dashed yellow line.
The green square indicates the Takens-Bogdanov point.
t and meridional planforms, as detailed above. We focus exclusively on the case of Pr = 1
with stress-free and fixed temperature boundary conditions, namely ψ = ∂zzψ = ∂zV =
Θ = 0 on the boundaries z = −1, 0. The marginal curves and wave numbers are normalized
by the onset Rayleigh number 27pi4/4 and critical wave number pi/
√
2 for Rayleigh-Be´nard
convection (RBC) [25]:
Ra∗ =
4
27pi4
Ra, and m∗ =
√
2
pi
m . (16)
Figure 3(a) shows the normalized marginal stability curves Ra∗ as a function of the normal-
ized wave number m∗ for different values of the trapping parameter β. The figure shows that
the conduction state in the EβC model is more stable than in RBC, i.e. Ra∗β(m) > Ra
∗
RB(m)
for all m∗. For small β ≈ 1, the two curves Ra∗β and Ra∗RB are almost undistinguishable.
As the confinement parameter β increases both the instability threshold Ra∗c(β) and the
corresponding critical wave number m∗c increase monotonically [Fig. 3(a) and Fig. 6(a)]. We
note that the marginal stability curve is well-captured by Eq. (13), despite the crudeness
of the starting point of this model [Eq. (10)]. In all cases the onset is to steady convection
(s = 0) although oscillatory onset (s = iωc 6= 0) can take place for m∗ 6= m∗c [Fig. 3(a)].
We represent in Fig. 3(b) the linear growth rate for the optimal mode as a function of
the wave number m∗ and supercriticality Ra∗, for constant β = 20. We observe a similarity
between the shape of the isocontours of the growth rate for the EβC and RBC. The optimal
wave number which corresponds to the largest growth rate for a given supercriticality (the
red line on Fig. 3b) is a slowly increasing function of Ra∗, which is reminiscent of RBC as
10
−2
−1
0
1
2
R
ed
uc
ed
la
ti
tu
de
Y
(a) Marginal modes
0.0
0.2
0.4
0.6
0.8
1.0
ψ
(z
)
(c) Radial profiles
Y = 0.0
Y = 0.5
Y = 1.0
Y = 1.5
sin(πz)
−3
−2
−1
0
1
2
3
R
ed
uc
ed
la
ti
tu
de
Y
(b) Mid-depth profiles
|ψ(Y )|
|V (Y )|
|Θ(Y )|
exp
(
−piY 22
)
ψ(Y, z) V (Y, z) Θ(Y, z)
β
=
1
−2
−1
0
1
2
R
ed
uc
ed
la
ti
tu
de
Y
0.0
0.2
0.4
0.6
0.8
1.0
ψ
(z
)
Y = 0.0
Y = 0.5
Y = 1.0
Y = 1.5
sin(πz)
−3
−2
−1
0
1
2
3
R
ed
uc
ed
la
ti
tu
de
Y
|ψ(Y )|
|V (Y )|
|Θ(Y )|
exp
(
−piY 22
)
ψ(Y, z) V (Y, z) Θ(Y, z)
β
=
10
−1 −0.5 0
−2
−1
0
1
2
R
ed
uc
ed
la
ti
tu
de
Y
−1 −0.5 0 −1 −0.5 0 −1.00 −0.75 −0.50 −0.25 0.00
0.0
0.2
0.4
0.6
0.8
1.0
ψ
(z
)
Y = 0.0
Y = 0.5
Y = 1.0
Y = 1.5
sin(πz)
10−4 10−2 100
−3
−2
−1
0
1
2
3
R
ed
uc
ed
la
ti
tu
de
Y
|ψ(Y )|
|V (Y )|
|Θ(Y )|
exp
(
−piY 22
)
ψ(Y, z) V (Y, z)
Reduced depth z
Θ(Y, z)
β
=
10
0
FIG. 4. Marginal modes for the reduced model [Eqs. (8)] when β = 1 (top row), 10 (middle row)
and 100 (bottom row). Left column (a): meridional planforms. Center column (b): mid-depth
profiles (solid lines) compared to the QHO model [Eq. (12b), dashed line]. Right column: normal-
ized radial profiles ψ(z, Y )/maxz(ψ(z, Y )) at latitudes Y = 0, 0.5, 1, 1.5 (solid lines) compared to
the ansatz (10), plotted in dashed lines.
well.
We close this section by commenting on the oscillatory modes observed for EβC convec-
tion (in contrast to RBC): these oscillatory modes form a tongue of unstable modes in the
(Ra∗,m∗) plane. A Hopf bifurcation occurs along the yellow dashed line in Fig. 3(b). To the
left of this line (small wave numbers), pairs of counter-propagating modes exist. For β = 20,
we find that the Takens-Bogdanov point (at the intersection of the Hopf bifurcation and the
marginal stability curve) lies at the position (m∗TB,Ra
∗
TB) ≈ (0.75, 2.38). For Pr = 1, we
observed that Ra∗TB is always significantly larger than the onset Ra
∗
c , regardless of the value
of β. Furthermore, for a given supercriticality, the growth rates of the oscillatory modes are
significantly smaller than the optimal growth rate. We conclude that, in agreement with
our observations, the tongue of oscillatory modes does not play any significant role in the
nonlinear dynamics for Pr = 1.
2. Marginal modes
The marginal modes for the reduced model [Eqs. (8)] are represented in Fig. 4 for β = 1,
10, and 100. Meridional planforms are displayed in Fig. 4(a). All three fields ψ, V , and
11
Θ resemble banana cells: the fields display localization around the equator and correspond
to a flow that resembles a single convective roll spanning the gap, and tapering away as
the latitude increases (|Y | → ∞). Perhaps expectedly, the stream function ψ and the
temperature profiles Θ of the marginal modes have a symmetric structure about the equator:
these fields remain unchanged under the transformation Y ↔ −Y , regardless of the value of
β. In contrast, the meridional velocity V is antisymmetric about the equator. We observe
that both ψ and Θ are almost perfectly symmetric about mid-depth z = −1/2 for β = 1.
This symmetry degrades as β increases: for β = 100, both modes are of no particular
symmetry along the radial direction. Regardless of the value of β, no particular symmetry
is observed for V along z.
We quantify the confinement of the modes along Y and at mid-depth in Fig. 4(b). We
first remark that |ψ| and |Θ| are very similar to each other when β = 1, to the point that
they cannot be distinguished in Fig. 4(b). Both fields have a gaussian profile exp (−Y 2),
which is slightly wider than the prediction (12b), whereas V ∼ Y exp(−Y 2). As β increases,
the latitudinal width of the modes decreases and the fields |ψ| and |Θ| become significantly
distinct from one another.
We represent in Fig. 4(c) the radial profiles of ψ at different latitudes Y . For β = 1, the
stream function is almost indistinguishable from sin (piz) regardless of the latitude Y . This
resemblance to 2D RBC supports our ansatz (10) for the QHO approximation, and thereby
provides an explanation for the accuracy of the prediction of the threshold for instability in
the EβC model using the QHO approximation, as quantified in Fig. 3(a). As β increases,
the profile along z is no longer independent of Y , indicating that a separable form such as
Eq. (10) is no longer an accurate approximation. The mode is no longer symmetric with
respect to mid-depth. Instead, |ψ| shifts towards the inner sphere at the equator and towards
the outer sphere at high latitudes. This follows intuition: we recall that β is a measure of
rotation. Therefore, as rotation increases, the mode tends to straighten instead of following
the weak curvature of the bounding surfaces.
3. Secondary modes
We analyze in this section the structure of the spectrum of the linearized EβC model.
We have shown above that the most unstable mode corresponds to a flow we called a 0-
banana cell, i.e. a flow composed of a single convection roll along the radial direction,
symmetric about and maximal at the equator, which tapers towards high latitudes. In the
light of the model described in Sec. II C, and particularly following Eq. (12b), we expect
to observe modes which are composed of an arbitrary number n + 1 of counter-rotating
cells in latitude (see Fig. 2). These cells are separated by a number n of isosurfaces where
the temperature perturbation vanishes. We dub these modes n-banana cells, and represent
them for β = 20 in Fig. 5(a,b). From Eq. (13), a clear hierarchy exists within these modes:
their onset increases with n. This prediction is validated in Fig. 5(c), where the marginal
stability curves of banana cells with 0 ≤ n ≤ 5 are represented for β = 20. These curves are
shifted with respect to each other but share similar properties to the n = 0 curve, already
discussed. In Fig. 5(d), we display the growth rate of these modes as a function of the
azimuthal wave number m∗ with the supercriticality fixed at Ra∗ = 3. A clear hierarchy is
visible in this representation as well: as n increases, the interval of unstable modes [with
Re(s) > 0] shrinks, and the growth rate decreases for a given m∗. We relegate to Appendix B
the generalization of the QHO approximation to obtain predictions for the curves presented
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FIG. 5. Structure of n-banana cells and their stability for β = 20 and 0 ≤ n ≤ 5. (a) Meridional
profiles of the temperature perturbations Θn(Y, z) at their onset. (b) Solid lines: correspond-
ing mid-depth profiles. Dashed lines: latitudinal profiles obtained from the QHO approximation
[Eq. (12b)]. (c) Marginal stability curves; filled (resp. open) symbols indicate steady (resp. os-
cillatory) onset. (d) Linear growth rate Re(s) as a function of the wave number m∗ for Ra∗ = 3.
in Fig. 5(d).
B. Comparison with the full shell
The fidelity of the EβC model is reckoned by comparing its linear properties against the
linear stability results of the primitive equations (1). For full shells, the marginal modes
are obtained by means of the spectral code QuICC [32]. For three dimensionless rotation
rates ΩR2/ν = 104, 105, and 106, we vary the dimensionless gap ε2: each full shell data
point corresponds to a value β = ε/E in the EβC model. Onset quantities such as the
threshold Ra∗c and the critical wave number m
∗
c are plotted as functions of β in Figs. 6(a)
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FIG. 6. (a) Normalized threshold Ra∗c and (b) critical wave number m∗c for both the Boussinesq
equations [Eqs. (1), color symbols] and the reduced model [Eqs. (8), black crosses] as functions of
β. (c) Normalized drift frequency ωd/(εβ) at onset. (d,e,f) Meridional temperature profiles of the
onset mode in the Boussinesq equations and in the reduced model for the parameters E = 10−2,
ε = 0.1 (shell) and β = 10 (reduced model). To facilitate comparison, the marginal mode of the
full shell is mapped onto the reduced coordinates (Y, z) in panel (e).
and (b) for both the EβC model and full shells. An excellent agreement between the two
models is observed. However, in the shell the onset of convection is no longer steady, and all
states drift slowly in the rotating frame. Figure 6(c) shows the drift frequency ωd normalized
with εβ. A transition from retrograde drift (ωd > 0) [14] to the well-known prograde drift
(ωd < 0) is observed as ε increases. A good collapse on a master curve is obtained for small
to moderate β < 30. We conclude that the azimuthal drift is a O(ε) effect that vanishes
in shallow shells as ε decreases. This weak effect is not captured by the EβC model whose
symmetry with respect to azimuthal reflection x ↔ −x suppresses drift. In reality, this
symmetry is always broken and weak drift is therefore to be expected. Finally, Fig. 6(d)
depicts a meridional slice of a typical marginal temperature perturbation obtained in a
spherical shell in cylindrical coordinates. When mapped on the reduced coordinates (x, Y, z),
the temperature planform of the marginal mode in a full shell is remarkably similar to the
planform of the marginal mode obtained from the reduced model with the corresponding
reduced parameters [Fig. 6(e,f)].
V. NONLINEAR DYNAMICS AND LOCALIZED HEAT FLUX
A. The EβC model
We first present the heat flux in the saturated state of the EβC model by analyzing the
behavior of the Nusselt number defined as the ratio of the azimuthally averaged convective
14
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FIG. 7. Local heat transport in the saturated state of the EβC model [Eqs. (8)]. (a) Latitudinal
extent of convection as measured by the heat flux Nu†(Y ) grows with increasing supercriticality
when β = 10. (b) Maximum Nusselt number and (c) latitudinal extent of convective motions as
measured by the quantity σY for several values of the trapping parameter β as the supercriticality
varies. The stars in panel (b) indicate instability thresholds.
and conductive heat fluxes:
Nu†(Y ; β) = 1− 1
L
∫ L
0
∂zΘ(x, Y, 0) dx . (17)
This quantity, represented in Fig. 7, characterizes the vigor of convection and its contribu-
tion to heat transport at a given latitude Y . For fixed β, we observe that Nu† peaks around,
and reaches its maximum on, the equator Y = 0. The convective heat flux decreases mono-
tonically to its purely conductive value N † = 1 with increasing latitude |Y |. Figure 7(a)
represents Nu† for increasing supercriticality when β = 10. The figure shows that both the
maximum intensity of convection and its latitudinal extent increase with supercriticality.
We quantify these two features by showing in Figs. 7(b) and (c) the peak value Nu†max(β)
and the length σY computed from the second moment of Nu
†(Y ; β)− 1,
σY ≡
(∫ ∞
−∞
Y 2
[
Nu†(Y ; β)− 1] dY/∫ ∞
−∞
[
Nu†(Y ; β)− 1] dY)1/2 , (18)
both as functions of the Rayleigh number for several values of β. As β increases at fixed
supercriticality, the maximum convection amplitude decreases and so does its spatial extent
in Y . This observation is compatible with intuition as, for a fixed gap ε2, increasing β
corresponds to faster rotation (smaller Ekman number). The RBC heat flux constitutes an
upper bound which, in our reduced model, is approached from below as β ↓ 0.
B. The case of full shells
We now establish the relevance of the EβC asymptotic regime, characterized above, for
full shells. Extending the definitions (17) and (18), we define the azimuthally-averaged
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FIG. 8. Top panels: DNS of convection in shells of decreasing gap ε2 = 0.25, 0.16, 0.09, 0.05, 0.03,
and 0.01 (left to right) but constant β = 5 (see text) and Ra∗ = 1.3 in terms of the normalized
mid-depth temperature fluctuations Θ/max |Θ| and the normalized azimuthally averaged heat flux
(Nu−1)/(Numax−1) on the outer sphere. Bottom panels: temperature profiles obtained in (a) DNS
with gap ε2 = 0.01 and (b) the EβC model, both plotted as functions of the reduced coordinates
(x, Y, z). In both cases we display (i) an equatorial slice at Y = 0 and (ii) a shell slice at mid-depth
z = −0.5 of the total temperature, along with (iii) a meridional slice of the azimuthally averaged
temperature fluctuation. Azimuthal drift is visible on (a.ii) but is absent from (b.ii) as a result of
the restored azimuthal symmetry in the EβC model.
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FIG. 9. Top panels: heat flux Nu in the six cases plotted as a function of (a) the latitude λ and
(b) the reduced latitude Y , for comparison with the reduced heat flux Nu†(Y ). Bottom panels:
(c), (d) and (e) show Numax, the latitudinal extent σY or σλ [Eqs. (18) and (20)] and the scaled
wave number M = m/ε2 selected after saturation, all as functions of ε. Dashed lines indicate the
predictions from the EβC model.
dimensionless heat flux Nu in a sphere and the associated second moment:
Nu(λ; ε, E) = 1 +
1
2pi
∫ 2pi
0
∂rΘ(r = R, λ, φ)
∂rΘ(r = R)
dφ , (19)
σλ ≡
(∫ ∞
−∞
λ2
[
Nu(λ; ε, E)− 1] dλ/∫ ∞
−∞
[
Nu(λ; ε, E)− 1] dλ)1/2 . (20)
We present in Fig. 8 a suite of six direct numerical simulations (DNS) of the full Navier-
Stokes equations (1) in shells with gaps ε2 = 0.25, 0.16, 0.09, 0.05, 0.03, and 0.01. Expecting
the properties of convection to depend only on β in the asymptotic regime, we fix β = 5
and set the Ekman number of each run accordingly. The normalized Rayleigh number is
set to Ra∗ = 1.3 so that the corresponding Rayleigh number is Ra ≈ 854.8. We display in
the top row of Fig. 8 shell slices of the temperature fluctuation Θ at mid-depth together
with the azimuthally averaged heat flux on the outer shell Nu(λ), in pseudo-colors. In
spherical coordinates, the heat flux concentrates around the equator as the gap diminishes.
The temperature field obtained with the smallest gap ε = 0.01 is represented in Fig. 8(a)
as a function of the reduced coordinates (x, Y, z) [see Eq. (5)], with a view to performing a
qualitative comparison with the corresponding solution to the reduced equations represented
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TABLE I. Physical properties of the outer ice crust and the subsurface ocean of Europa and
Enceladus. We provide an order of magnitude for the characteristic kinematic viscosity ν(β=20)
that would result in parameter β = 20.
Moon Radius R (km) Gap ` (km) Ratio `/R ε Ω (rad/s) ν(β=20) (m
2/s)
Europa (crust) 1565 15 0.0096 0.098 2.4× 10−5 ∼200
Europa (ocean) 1550 100 0.065 0.25 2.4× 10−5 ∼8000
Enceladus (crust) 250 25 0.1 0.32 5.3× 10−5 ∼1000
Enceladus (ocean) 225 26 0.115 0.34 5.3× 10−5 ∼1000
in Fig. 8(b). For both situations, we display an equatorial slice (Y = 0) and a mid-depth
shell slice (z = −0.5) of the full temperature profile. These slices are complemented with
meridional slices of the azimuthally averaged temperature perturbation. The EβC model
captures faithfully the azimuthal wavelength of the banana cells after saturation, as well
as their latitudinal extent. Both quantities are analyzed more quantitatively below. A
striking difference between the two temperature profiles in Figs. 8(a) and (b) is the bending
of the banana cells in the case of the DNS. This bending results from the generation of an
underlying azimuthal prograde jet at the equator of the sphere, which is itself a consequence
of the breaking of the φ ↔ −φ symmetry in Eqs. (1). As a consequence of the restored
azimuthal symmetry x↔ −x in Eqs. (8), no jet or bending of the convection cells is observed
in the reduced model. However, the absence of the (higher order) symmetry-breaking terms
in the EβC model does not appear to impact the capacity of the model to provide accurate
predictions of the heat flux at modest supercriticality, as we now demonstrate.
A more quantitative analysis of the heat flux is provided in Figs. 9(a) and (b) where this
flux is plotted as a function of the latitude λ and the reduced latitude Y = λ/ε, respec-
tively. Figure 9(b) provides evidence that, as ε diminishes, the heat flux profile Nu(λ; ε,E)
approaches an asymptotic profile Nu†(Y ; β) with β = εE−1 and Y = ε−1λ. The conver-
gence to the asymptotic profile is documented in Figs. 9(c) and (d) where Numax and σλ
are represented as functions of ε and compared against Nu†max and σY . As ε decreases both
Numax and σλ approach from below the corresponding asymptotic values predicted by the
EβC model [34]. We remark that the wave number selection is accurately captured by our
reduced model as well [Fig. 9(e)]. The figure shows the wave number m containing the most
energy in spectral space. We recall that an azimuthal mode exp (iMφ) in the full sphere
corresponds to the mode exp (imx) with m = Mε2 in the reduced geometry. Figure 9(e)
confirms that the wave number selected in our suite of spherical DNS approaches from below
the value m ≈ 2.499 predicted by the reduced model.
C. Applicability of the EβC model
In summary, the robustness of the predictions from the asymptotic model is quantitatively
good: for instance, the error in both the latitudinal extent and the intensity of convection
is within ten percent for ε as big as
√
0.05 ≈ 0.22. This latter value is representative of
Europa’s and Enceladus’ subsurface oceans (see Table I), and larger than the depth of their
crusts. However, for both oceans and crusts, the crux in the applicability of the model resides
in our assumption that β = O(1) [Eq. (3)]. Indeed, values based on molecular diffusivities
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for liquid water (∼ 10−6 m2/s) are incompatible with this hypothesis, yielding a large β
for liquid oceans when estimated values of ` and rotation rates Ω typical of icy moons
are considered. In contrast, evaluating β relevant to ice crust yields equally problematic
small values. In fact water-ice in planetary context is often modelled with an effective
viscosity & 1011 m2/s [35] despite its non-Newtonian character. Therefore without greater
understanding of the physical rheology of both oceans and crusts, the direct applicability of
the EβC model to planets or their moons is not straightforward. Nevertheless we document
estimates of the effective viscosity compatible with the asumption that β = O(1) in Table I
for future reference.
VI. CONCLUDING REMARKS
We have characterized the trapping of convection columns at low latitudes in narrow
rapidly rotating shells by analyzing the local convective heat flux. This trapping is faithfully
described by an asymptotically reduced model valid in the distinguished regime where the
Ekman number E is comparable to ε, the square root of the dimensionless gap, as confirmed
by DNS of the full equations. The DNS show that as ε diminishes, the flow converges
to an asymptotic regime well captured by the EβC model presented in Eqs. (8). In this
regime azimuthal drift is a higher order effect and so is slow. Although we cannot exclude
the possibility of windy-convection in the EβC model at much larger Rayleigh numbers
analogous to that present on a plane layer [36–38], the slow drift remains a higher order effect
at the modest supercriticalities reported in this paper and therefore exerts no quantifiable
effect on heat transport. Thus, the parameter β = εE−1 controls both the linear stability of
the conduction state and the properties of the saturated regime. Low values of β yield weakly
trapped convection, whose properties are well approximated by 2D RBC. As β increases and
trapping intensifies, the localization around the equator becomes tighter and the vigor of
convection declines unless compensated by increased Ra. The EβC model offers predictions
for narrow shells at a modest computational cost that are beyond current DNS capabilities,
and has potential to be extended to MHD flows, in the spirit of existing studies in plane
layer geometry [20].
In future work, the present study will be extended to larger supercriticalities (yet not
so large as to trigger instability at the poles) in order to investigate the effects of spatial
modulations on convection within the tropical region. Prandtl numbers different from unity
will also be studied to account more rigorously for solid-state convection in ice crusts. Also
required are synergistic investigations of the EβC model in conjunction with detailed DNS
studies of the primitive equations [10], as done successfully in a horizontal plane layer ge-
ometry with vertical rotation and gravity. Such an effort may lead to further developments
and finer tuning of the asymptotic model.
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Appendix A: Derivation of the Equatorial β-Convection model
1. Convection in a shell: formulation
We start the derivation of the EβC model by recalling the Boussinesq equations for a
spherical fluid shell of gap ` and outer radius R, in the presence of a dimensionless back-
ground temperature profile Θ(r∗) = Θ0 + R (R− `) /(`r∗), with r∗ (resp. r = r∗/`) the
dimensional (resp. dimensionless) radial coordinate:
Pr−1Dtu + E−1eΩ ∧ u = −∇p+ `r
R
Ra Θ er +∇2u , (A1a)
∇ · u = 0 , (A1b)
DtΘ + ur∂rΘ =∇2Θ , (A1c)
and the definition of the Prandtl, Ekman, and Rayleigh numbers:
Pr =
ν
κ
, E =
ν
2Ω`2
, Ra =
αg`3δΘ¯
κν
. (A2)
The gap ` has been used to make lengths dimensionless. Upon defining the dimensionless
gap ε2 = `/R, the dimensionless radius r = r∗/` becomes
r =
1
ε2
+ z , (A3)
where z ∈ [−1, 0] is the dimensionless depth. No-slip (NS) or stress-free (SF) boundary
conditions are imposed at z = −1, 0:
No−slip : ur = uφ = uθ = 0 , and ∂zur = 0 , (A4a)
Stress−free : ur = 0, ∂zuφ = ∂zuθ = 0 and ∂zzur = 0. (A4b)
Fixed temperature or fixed flux boundary conditions are used for the temperature:
Fixed temperature : Θ = 0 , (A5a)
Fixed flux : ∂rΘ = 0 . (A5b)
2. Geostrophy
We consider shallow shell geometries (ε ↓ 0) and postulate rapid rotation (E ↓ 0), while
remaining in the distinguished limit:
β = εE−1 = O(1) . (A6)
Within this distinguished limit, it is natural to consider the dimensionless gap as the smallest
characteristic scale for the flow. Therefore, we introduce along the latitudinal and longitu-
dinal directions scales of the order of the gap. Furthermore, we allow for modulation on an
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intermediate scale O(ε), larger than the O(ε2) gap but smaller than the radius O(1). Hence,
the coordinates φ and λ become:
φ→ ε2x, λ→ (εY, ε2y) (A7)
and ∂λ = ε
−1∂Y + ε−2∂y. Recalling from Eq. (A3) that the radius itself is r = ε−2 + z, we
illustrate on the latitudinal pressure gradient the mechanics of our change of variables:
1
r
∂λp =
[
ε2 +O (ε4)] (ε−1∂Y + ε−2∂y) p = ∂yp+ ε∂Y p+O(ε3) . (A8)
We also give the leading order expression for the rotation axis eΩ:
eΩ = eY + εY ez +O(ε2) . (A9)
Armed with this information, one can readily check, upon defining u = uφ, v = uλ and
w = ur, that the governing equation (A1a) for the momentum and the incompressibility
condition (A1b) become:
Pr−1Dt
uv
w
+ E−1
 w0
−u
+ βY
−vu
0
 =
− E−1
∂xp∂yp
∂zp
− β
 0∂Y p
0
+ RaΘez +
∇2u∇2v
∇2w
+O (ε) , (A10a)
and
E−1 (∂zw + ∂yv + ∂xu) + β ∂Y v = O (ε) , (A10b)
where
Dt = ∂t + u∂x + v∂y + w∂z , (A11a)
∇2 = ∂2xx + ∂2yy + ∂2zz . (A11b)
The mass conservation equations [Eq. (A10b)] has been multiplied through by E−1 so as
to obtain a skew-adjoint operator [see Eq. (A14) below]. Each variable u, p and Θ is now
expanded in a power series in ε:
u(x, y, Y, z) = u0 + εu1 + ε
2u2 + . . . , (A12a)
p(x, y, Y, z) = p0 + εp1 + ε
2p2 + . . . , (A12b)
Θ(x, y, Y, z) = Θ0 + εΘ1 + ε
2Θ2 + . . . . (A12c)
Substituting these expansions into Eq. (A1) and collecting the leading order terms atO(E−1),
one obtains the relation describing geostrophic balance between the Coriolis force and the
pressure gradient on the one hand, complemented by an incompressibility condition on the
other:  w00
−u0
 = −
∂xp0∂yp0
∂zp0
 , (A13a)
∂xu0 + ∂yv0 + ∂zw0 = 0 . (A13b)
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Upon introduction of the geostrophic operator L, this leading order result may be formally
written in the form
L
(
u0
p0
)
= 0 , with L =

0 0 1 ∂x
0 0 0 ∂y
−1 0 0 ∂z
∂x ∂y ∂z 0
 . (A14)
This operator is skew-adjoint, so that the adjoint operator satisfies L† = −L. Thus, the
kernel of both the operator L and its adjoint L† is:
Ker (L) = Ker (L†) = {(∂zψ, V, −∂xψ, ψ)T ∣∣ ψ, V arbitrary functions of (x, Y, z)} .
(A15)
In particular, we have proved from this leading order balance the invariance of the flow along
the y-axis (Taylor-Proudman theorem) on the fast scale y for the leading order component
(u0, v0, w0). As a consequence, the velocity u is decomposed into an equatorial stream
function ψ(x, Y, z) identical to the pressure, and a meridional velocity V (x, Y, z), viz.
u0(x, Y, z) = ∂zψ ex + V ey − ∂xψ ez , (A16a)
p(x, Y, z) = ψ . (A16b)
3. Equatorial trapping
We now derive the governing equations for the modulation on the intermediate scale
εY . We proceed by collecting terms of the same order in ε in Eqs. (A10), making use of
expression (A16). The momentum equation yields
(
Pr−1∂t −∇2⊥
) ∂zψV
−∂xψ
+ Pr−1
 ∂zψ∂xzψ − ∂xψ∂zzψ∂zψ∂xV − ∂xψ∂zV
−∂zψ∂xxψ + ∂xψ∂xzψ

+ βY
−V∂zψ
0
+ β
 0∂Y p
0
− Ra Θ ez = −β
w10
u1
− β
∂xp1∂yp1
∂zp1
 . (A17a)
Furthermore, upon multiplication by β, incompressibility becomes
β∂Y V = −β∂xu1 − β∂yv1 − β∂zw1 , (A17b)
so that together these equations are of the form:
Q (ψ, V ) = −βL
(
u1
p1
)
. (A18)
The solvability condition for Eq. (A18) requires Q (ψ, V ) to be orthogonal to the kernel of
the adjoint operator L†, given above in equation (A15), viz.
∀ (ψ†, V †) : ∫ d3V [(∂zψ†, V †, −∂xψ†, ψ†) ·Q (ψ, V )] = 0 , (A19)
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where
∫
d3V represents integration over the fluid domain. Recalling the geostrophic structure
of ψ and V [Eqs. (A16)], the orthogonality condition takes the form:∫
d3V
{
∂zψ
†
[
Pr−1
(
∂t + ∂zψ∂x − ∂xψ∂z
)
∂zψ −∇2⊥∂zψ − βY V
]
+ V †
[
Pr−1
(
∂t + ∂zψ∂x − ∂xψ∂z
)
V −∇2⊥V + βY ∂zψ + β∂Y ψ
]
− ∂xψ†
[
− Pr−1(∂t + ∂zψ∂x − ∂xψ∂z)∂xψ +∇2⊥∂xψ − RaΘ]+ ψ†[β∂Y V ]
}
= 0 , (A20)
where we recall the definition of the equatorial diffusion operator∇2⊥ = ∂xx+∂zz. Integration
by parts yields:∫
d3V
{
− ψ†
[
Pr−1
(
∂t + ∂xψ∂z − ∂zψ∂x
)∇2⊥ψ −∇4⊥ψ − βY ∂zV − β∂Y V + Ra∂xΘ]
+ V †
[
Pr−1
(
∂t + ∂xψ∂z − ∂zψ∂x
)
V −∇2⊥V + βY ∂zψ + β∂Y ψ
]}
= 0 . (A21)
Finally, we obtain our reduced set of governing equations for the geostrophic fluctuations ψ,
V and Θ: (
Pr−1Dt −∇2⊥
)∇2⊥ψ − β (Y ∂z + ∂Y )V = −Ra ∂xΘ , (A22a)(
Pr−1Dt −∇2⊥
)
V + β (Y ∂z + ∂Y )ψ = 0 , (A22b)(
Dt −∇2⊥
)
Θ + ∂xψ = 0 , (A22c)
where D⊥t = ∂t + ∂xψ∂z − ∂zψ∂x represents the equatorial material derivative. These equa-
tions are subject to the velocity boundary conditions (A4a) which now read:
No− slip : ψ = ∂zψ = 0 , V = 0 , (A23a)
Stress− free : ψ = ∂2zzψ = 0 , ∂zV = 0 (A23b)
and the temperature boundary conditions (A5) which read Θ = 0 for fixed temperature, or
∂zΘ = 0 for fixed flux.
Appendix B: Growth rate prediction from the QHO model: general case
Starting from the linearized Eqs. (8)(
Pr−1∂t −∇2⊥
)∇2⊥ψ = βMV − Ra ∂xΘ , (B1a)(
Pr−1∂t −∇2⊥
)
V = −βMψ , (B1b)(
∂t −∇2⊥
)
Θ = −∂xψ , (B1c)
we obtain:(
Pr−1∂t −∇2⊥
)2 (
∂t −∇2⊥
)∇2⊥ψ = −β2M 2 (∂t −∇2⊥)ψ + Ra (Pr−1∂t −∇2⊥) ∂xxψ . (B2)
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FIG. 10. Comparison of the growth rates of the first five Y-modes obtained with the EβC model
(plain lines, taken from Fig. 5b) and the corresponding QHO approximation [see Eq. (B7) with
k = 1] plotted as dashed lines.
We assume that the solution can be approximated by an exponentially growing counterpart
of Eq. (10):
ψa.s. ≈ sin(kpiz) exp(imx+ st)Ψ(Y ) , (B3)
where k is an integer. Defining K2⊥ = m
2 + k2pi2, and evaluating Eq. (B2) using the
ansatz (B3) along the line z = −1/2 where the z derivative vanishes, it follows that:
β2
(−∂Y Y + k2pi2Y 2) (s+K2⊥)Ψ = Ra (Pr−1s+K2⊥)m2Ψ
− (Pr−1s+K2⊥)2 (s+K2⊥)K2⊥Ψ . (B4)
Recalling the eigenvalues of the operator (−∂Y Y + k2pi2Y 2) from Eq. (12a), one obtains a
cubic equation for s:
kpiβ2 (1 + 2n)
(
s+K2⊥
)
= Ra
(
Pr−1s+K2⊥
)
m2 − (Pr−1s+K2⊥)2 (s+K2⊥)K2⊥ . (B5)
The case Pr = 1 yields a (stable) viscous solution s = −K2⊥ and the two roots of the
quadratic equation:
kpiβ2 (1 + 2n) = Ram2 − (s+K2⊥)2K2⊥ (B6)
given by:
s = −K2⊥ +
√
Ram2 − kpiβ2 (1 + 2n)
K2⊥
. (B7)
The growth rate becomes complex for
m < β
√
kpi(1 + 2n)
Ra
, or m∗ < β
√
8k(1 + 2n)
27pi5Ra∗
, (B8)
but with a negative real part:
s = −K2⊥ + i
√
−Ram2 + kpiβ2 (1 + 2n)
K2⊥
. (B9)
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It follows that no Hopf bifurcations are present in the QHO approximation, in contrast to
the EβC model. Nonetheless, Fig. 10 presents additional evidence for the fidelity of the
QHO approximation. For a given supercriticality Ra = 3 and trapping parameter β, the
figure shows the growth rates of the first five modes in the Y direction obtained from the
EβC model (documented in Fig. 5) as functions of the horizontal or azimuthal wavenumber
m∗. These growth rates are confronted with the corresponding QHO prediction given in
Eq. (B7), for k = 1.
For the fundamental mode n = 0, the agreement is excellent for m∗ > 1.5, and the QHO
approximation captures well the wave number and growth rate of the optimal mode within
the m∗ ∈ [1, 1.5] range. However, the accuracy of the QHO approximation degrades as m∗
diminishes. In particular, the Hopf bifurcation for small m∗ is not captured. Further, fidelity
of the QHO model degrades for modes with n > 0 although large wave numbers m∗ continue
to be described more faithfully than small wave numbers.
