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Abstract
Robots need to be able to adapt to unexpected changes in the environment such that they can autonomously succeed
in their tasks. However, hand-designing feedback models for adaptation is tedious, if at all possible, making data-driven
methods a promising alternative. In this paper we introduce a full framework for learning feedback models for reactive
motion planning. Our pipeline starts by segmenting demonstrations of a complete task into motion primitives via a
semi-automated segmentation algorithm. Then, given additional demonstrations of successful adaptation behaviors, we
learn initial feedback models through learning from demonstrations. In the final phase, a sample-efficient reinforcement
learning algorithm fine-tunes these feedback models for novel task settings through few real system interactions. We
evaluate our approach on a real anthropomorphic robot in learning a tactile feedback task.
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1 Introduction
The ability to deal with changes in the environment is
crucial for every robot operating in dynamic environments.
In order to reliably accomplish its tasks, the robot needs to
adapt its plan if unexpected changes arise in the environment.
For instance, a grasping manipulation task involves a
sequence of motions such as reaching an object and grasping
it. While executing the grasp plan, environment changes may
occur, requiring an online modulation of the plan, such as
avoiding collisions while reaching the object, or adapting a
grasp skill to account for object shape variations.
Adaptation in motion planning can be achieved either by
re-planning (Park et al. 2012; Ratliff et al. 2009; Byravan
et al. 2014; Ratliff et al. 2015; Mukadam et al. 2018) or
by reactive motion planning via feedback models (Pairet
et al. 2019; Kober et al. 2008; Park et al. 2008; Hoffmann
et al. 2009; Pastor et al. 2011; Rai et al. 2017; Sutanto
et al. 2018). Online adaptation via re-planning is done via
trajectory optimization, which is computationally expensive
due to its iterative process that can be slow to converge to
a feasible and optimal solution. On the other hand, most
computational burden of adaptation via a feedback model
is on the forward computation of either the pre-defined or
pre-trained feedback model based on the task context and
sensory inputs. Hence, reactivity via a feedback model is
computationally cheaper than reactivity via a re-planning
method (Eppner et al. 2016; Kappler et al. 2018).
Moreover, adaptation via re-planning requires the ability
to plan ahead, which in turn requires a model that can
predict the consequences of planned actions. For cases such
as movement in free space and obstacle avoidance, such
predictive model is straightforward to derive, and hence re-
planning approaches are feasible in these cases –although
possibly still computationally expensive. On the other hand,
for tasks involving interaction with the environment, for
instance when trying to control contacts through tactile
sensing, planning is hard due to hard-to-model non-rigid
contact dynamics as well as other non-linearities. In this
case, learning methods may come to the rescue. Planning
as well as re-planning approaches are possible once the
predictive model is learned (Tian et al. 2019; Hoffmann
et al. 2014; Sutanto et al. 2019). Similarly, a reactive policy
via a learned feedback model is also a possible solution
1Autonomous Motion Department, Max Planck Institute for Intelligent
Systems, Tu¨bingen, Germany
2Department of Computer Science, University of Southern California,
Los Angeles, CA, USA
3Facebook Artificial Intelligence Research, Menlo Park, CA, USA
4Chair of Intelligent Maintenance Systems, ETH Zurich, Switzerland
5Google Brain, Mountain View, CA, USA
6X Development LLC. (formerly Google X), Mountain View, CA, USA
7Dexterity Inc., Palo Alto, CA, USA
*Contributions were made during past affiliation with the Autonomous
Motion Department, Max Planck Institute for Intelligent Systems,
Tu¨bingen, Germany.
Corresponding author:
Giovanni Sutanto, Univ. of Southern California, Los Angeles, CA, USA.
Email: gsutanto@usc.edu
ar
X
iv
:2
00
7.
00
45
0v
1 
 [c
s.R
O]
  2
9 J
un
 20
20
2to achieve adaptation in this case (Chebotar et al. 2014;
Sutanto et al. 2018). However, in order to plan and re-
plan effectively, a global predictive model is required. On
the other hand, feedback models are supposed to react to
changes locally, thus local feedback models are sufficient.
Learning a local feedback model is more sample-efficient
as compared to learning a global predictive model for a re-
planning approach, and hence we choose to work on the
former in this paper.
Among the data-driven approaches for learning reactive
policies, there are at least two alternatives. One can learn a
global end-to-end sensing-to-action policy. Alternatively, we
can provide a nominal motion plan encoded as a movement
primitive, and then learn a local feedback adaptation model
on top of the primitive to account for environmental changes,
along the same line of thought as the residual learning
(Johannink et al. 2019). Although the global end-to-end
reactive policy learning has shown some impressive results,
such as learning reactive policy mapping raw images to robot
joint torques (Levine et al. 2016; Chebotar et al. 2017),
we chose to work on the latter, as the representation with
movement primitives and local feedback models explicitly
incorporate task parameterization such as start, goal, and
movement duration, making this method more generalizable
to variations of these parameters. Specifically, we utilize
Dynamic Movement Primitives (DMP) (Ijspeert et al. 2013)
to represent the nominal motion. DMPs allow the possibility
of adding reactive adaptations of the motion plan based on
sensory input (Pastor et al. 2011). This modulation is realized
through the so-called coupling terms which can be a function
of the sensory input, essentially creating a feedback loop.
This means the DMP becomes a reactive controller. Such
online modulation is generated by a feedback model, which
maps sensory information of the environment to the motion
plan adaptation.
In the past, robotics researchers have been hand-designing
feedback models for particular applications (Park et al. 2008;
Hoffmann et al. 2009). However, such feedback models
are very problem-specific and most likely are not re-usable
in another problem. Moreover, in cases where sensory
input is very rich and high-dimensional, mapping this input
into the required adaptation is not straightforward, and
hand-designing the feedback model can become a tedious
process. For this reason, we have proposed data-driven
approaches to learning feedback models (Rai et al. 2017;
Sutanto et al. 2018). In this previous work, we acquired the
feedback model in a supervised manner, by learning from
demonstrations.
This manuscript extends our prior work in several ways:
First, we present an extended, more complete, version
of our prior work on learning feedback models based
on tactile sensing (Sutanto et al. 2018). This extended
version includes details on our tactile feedback testbed;
details and insights on how to acquire demonstrations for
skills involving tactile sensing and a method for semi-
automatic demonstration segmentation. Second, to allow
for generalization to previously unseen task settings, we
extend our work with a sample-efficient reinforcement
learning (RL) approach. Once the feedback model has
been initialized by learning-from-demonstration on several
known environmental settings, we tackle the problem of
Figure 1. Proposed framework for learning feedback models
with Associative Skill Memories for reactive motion planning.
encountering new environment settings during execution.
In such new settings, we propose an RL extension of the
framework, allowing the feedback model to be refined further
by trial-and-error such that the performance of the feedback
model on the new setting can be improved over a few trials,
while maintaining its performance on the settings it has been
trained on before. The new setting can be selected from an
extrapolated environment setting –instead of an interpolated
one– over the known settings. This gives the system the
possibility for constantly expanding the possible range of
environmental settings that it can handle, leading toward a
lifelong learning of adaptation in reactive behaviors.
We perform our experimental evaluation on a learning task
for tactile feedback on a real robot. In this tactile feedback
testbed, we are learning the mapping from the sensor traces
deviation ∆s – the difference between the experienced
sensor traces sactual and the expected one sexpected, according
to the concept of Associative Skill Memories (ASMs) (Pastor
et al. 2011)– to the adaptation c of the behavior. Data
efficiency is critical in this case, given that the tactile-driven
action dynamics is not easy to be simulated and the data
collection on the real hardware is expensive. Thus this helps
us to test how feasible is our framework of learning feedback
model, especially when applied to the real robot scenario.
Our proposed framework is depicted in Figure 1.
2 Related Work
There are several pieces of related work (Kappler et al.
2018; Cheng et al. 2018; Ratliff et al. 2018) that tried to
combine both re-planning approach and reactive feedback
models, in order to get the best out of both approaches:
able to instantly adapt to local changes, but can also re-plan
whenever more significant changes occur. In this paper, we
focus our work on the general learning of representations for
adaptation via feedback models which has not been explored
significantly in the past. We start out by reviewing motion
representations.
2.1 Movement Representation
Some previous projects in the literature encoded
movement plans as primitives for modular motion planning
(Ijspeert et al. 2013; Paraschos et al. 2018; Ewerton
et al. 2015). Dynamical Movement Primitive (DMP) with
local coordinate transformation (Ijspeert et al. 2013) and
Associative Skill Memories (ASMs) (Pastor et al. 2011,
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2013) pose a framework for data-driven modular sensory-
motor primitives. It is modular in the sense that the learned
primitive can generalize w.r.t. task parameters such as start,
goal, and movement duration.
The parameters of motion primitives can be learned
via learning from demonstrations or via RL. One of
the advantages of DMPs is in the ability to represent
a continuous motion trajectory with a small number of
parameters, typically of size 25-50 parameters per task space
dimension. For such a small parameterization, gradient-free
policy-based RL methods such as PoWER (Kober and Peters
2011) or PI2 (Theodorou et al. 2010b) are sample-efficient,
and have been successfully used in many applications (Stulp
et al. 2012; Kalakrishnan et al. 2011; Hazara and Kyrki 2016;
Celemin et al. 2019), to learn or adjust the nominal behaviors
within a few RL iterations.
2.2 Automated Segmentation of
Demonstrations
For learning from human demonstrations, after demon-
strations are provided, a pre-processing step is required to
segment each demonstration into the corresponding prim-
itive. This segmentation is based on the function/role and
semantics of each primitive in the task, i.e. as parts of a
movement primitive library which can be re-used for other
complex tasks such as writing or assembly tasks (Meier et al.
2011; Niekum et al. 2013, 2015; Lioutikov et al. 2015).
The simplest technique for demonstration segmentation is
the threshold-based cutting, for example based on a threshold
on the velocity norm signal like in the Zero Velocity Crossing
(ZVC) method (Fod et al. 2002). While this method –in
combination with manual inspection of the segmentation
result– is sufficient for segmenting a small number of
demonstrations, for a larger number of demonstrations this
method becomes tedious since we need to find a threshold
that will work for all noisy demonstrations.
A more sophisticated segmentation method is based on
feature correspondence matching between demonstrations,
which is done by dynamic programming techniques such
as Dynamic Time Warping (DTW) (Sakoe and Chiba 1978;
Coates et al. 2008; Zhou and De la Torre 2012; Aung et al.
2010). However, due to the noise in the demonstrations, the
extracted feature correspondences can be erroneous, which
in turn will degrade the segmentation quality.
In this paper, we introduce a more robust method for
automated demonstration alignments and segmentation by
combining the feature correspondences extracted by DTW
with a weighted least square formulation of the problem, in
a similar nature as the Iterative Closest Point (ICP) method
(Chen and Medioni 1992) in Computer Graphics for mesh
alignment and registration.
2.3 Learning of Feedback Models
Previously many approaches have hand-designed feed-
back models for specific purposes, such as obstacle avoid-
ance (Park et al. 2008; Hoffmann et al. 2009; Pastor et al.
2009; Khansari-Zadeh and Billard 2012), joint limit avoid-
ance (Gams et al. 2009), as well as force and tactile feedback
(Khansari et al. 2016; Pastor et al. 2011; Hogan et al. 2020;
Donlon et al. 2018; Sundaralingam et al. 2019; Veiga et al.
2020).
However, the cumbersome parameter tuning becomes a
drawback of hand-crafted feedback modeling approaches,
which motivates more data-driven approaches. Johannink
et al. (2019); Sung et al. (2017) learn feedback models
for haptics and contact interaction with the environment.
Although the methods are data-driven, there is no
performance guarantees. Hence, the next question is
about how to incorporate learning in the feedback model
acquisition, while ensuring desirable system properties. Rai
et al. (2014, 2017); Pairet et al. (2019) learn feedback models
for obstacle avoidance with goal-convergence guarantees,
either by designing features with Lyapunov stability proofs
or by adding post-processing heuristics.
Besides the convergence properties, previous works
showed that the feedback models may also have dependen-
cies on movement phases (Kober et al. 2008; Chebotar et al.
2014). Moreover, Gams et al. (2015) employed Learning-
from-Demonstration (LfD) to train separate feedback models
for different environmental settings, which were then inter-
polated by a Gaussian Process regression.
In our previous work (Sutanto et al. 2018) and in this
paper, we present a unified and general-purpose feedback
model learning representation which has goal-convergence
properties, can capture phase-dependent movement adapta-
tion, and can handle multiple environmental settings.
2.3.1 Reinforcement Learning of Feedback Models
Previous works (Kober et al. 2008; Chebotar et al. 2014)
are mostly performing RL to acquire feedback policies with
low number of parameters or are limited to linear weighted
combination of phase-modulated features.
Deep RL techniques (Mnih et al. 2013; Lillicrap et al.
2015; Tamar et al. 2016) offer a solution for learning policies
with high number of parameters, such as those represented
by neural networks. Although Deep RL techniques have
shown promising results in simulated environments, the
high sample complexity of these methods hinder their use
in real-world robot learning involving physical hardware.
When simulations are available, Simulation-to-Real methods
(Chebotar et al. 2019; Molchanov et al. 2019) can be
leveraged to perform high sample complexity training in
simulation, while only updating the dynamics model in the
simulation from real-world rollouts a few times. However,
for our tactile feedback testbed in this paper, the dynamics
models are difficult to be obtained or simulated, and hence
we really need a sample-efficient RL for our purpose.
Guided Policy Search (GPS) (Levine and Koltun 2013)
tackles the high sample complexity issue by decomposing
the policy search into two parts: trajectory optimization
and supervised learning of the high-dimensional policy.
However, the use of smooth local policies in GPS –
such as LQR with local time-varying linear models– to
supervise the high-dimensional policy has difficulties in
learning discontinuous dynamics, such as during a door
opening task. Path Integral Guided Policy Search (PIGPS)
(Chebotar et al. 2017) replaced LQR with PI2 –a model-
free and gradient-free RL algorithm– to tackle the problem
of learning discontinuous dynamics.
43 Review: Dynamical Movement Primitives
Dynamical Movement Primitives (DMPs) (Ijspeert et al.
2013) is a goal-directed behavior described as a set of
differential equations with well-defined attractor dynamics.
Moreover, for the purpose of enabling online adaptation via
feedback models, DMPs allow modulation of sensory inputs
as a feedback adaptation to the output motion plans, via an
additional term in the differential equations.
In our framework, we use DMPs to represent position
and orientation motion plans of the robot’s end-effector,
as well as to represent the expected sensory traces in the
Associative Skill Memories (ASM) framework (Pastor et al.
2013). As mentioned in Section 1, the expected sensory
traces sexpected are the reference signals of the adaptation
feedback model. Throughout this manuscript, we call the
DMP models that we use to represent position motion plans
and expected sensory traces as regular DMPs. On the other
hand, we use quaternions to represent orientations, and
hence we call the orientation DMP models as Quaternion
DMPs. Rai et al. (2017) provides a reference for our
regular DMP formulation, while here we focus on reviewing
Quaternion DMPs. Quaternion DMPs were first introduced
in (Pastor et al. 2011), and then improved in (Ude et al.
2014; Kramberger et al. 2016) to fully take into account the
geometry of the Special Orthogonal Group SO(3).
In general, a DMP model consists of a transformation
system, a canonical system, and a goal evolution system.
The transformation system governs the evolution of the state
variable being planned, which for a Quaternion DMP is
defined as∗:
τ2ω˙ = αω (βω2 log (Qg ◦Q∗)− τω) + f + c (1)
where Q is a unit quaternion representing the orientation,
Qg is the goal orientation, and ω, ω˙ are the 3D angular
velocity and angular acceleration, respectively. f and c are
the 3D orientation forcing term and feedback/coupling term†,
respectively.
During unrolling, we integrate Q forward in time to
generate the kinematic orientation trajectory as follows:
Qt+1 = exp
(
ω∆t
2
)
◦Qt (2)
where ∆t is the integration step size. The forcing term
encodes the nominal behavior, while the coupling term
encodes behavior adaptation which is commonly based on
sensory feedback. Our work focuses on learning feedback
models that generate the coupling terms.
We choose the constants αω = 25 and βω = αω/4 to
achieve a critically-damped system response when both
forcing term and coupling term are zero (Ijspeert et al. 2013).
τ is set proportional to the motion duration.
The second-order canonical system governs the movement
phase variable p and phase velocity u as follows:
τ u˙ = αu (βu (0− p)− u) (3)
τ p˙ = u (4)
We set the constants αu = 25 and βu = αu/4 to get a
critically-damped system response. The phase variable p is
initialized with 1 and will converge to 0. On the other hand,
the phase velocity u has initial value 0 and will converge to
0. For the purpose of our work, position DMPs, Quaternion
DMPs and expected sensory traces share the same canonical
system, such that the transformation systems of these DMPs
are synchronized (Ijspeert et al. 2013).
The forcing term f governs the shape of the transient
behavior of the primitive towards the goal attractor. The
forcing term is represented as a weighted combination of N
basis functions ψi with width parameter χi and centered at
µi:
f (p, u;θf ) =
∑N
i=1 ψi (p) θf i∑N
j=1 ψj (p)
u (5)
where
ψi (p) = exp
(
−χi (p− µi)2
)
(6)
Note, because the forcing term f is modulated by the phase
velocity u, it is initially 0 and will converge back to 0.
TheN basis function weights θf i in equation 5 are learned
from human demonstrations of baseline/nominal behaviors,
by setting the target regression variable:
ftarget =− αω(βω2 log
(
Qg,bd ◦Q∗bd
)
− τbdωbd)
+ τ2bdω˙bd (7)
where {Qbd,ωbd, ω˙bd} is the set of baseline/nominal
orientation behavior demonstrations. τbd is the movement
duration of the baseline/nominal behavior demonstration.
From this point, we can perform linear regression to identify
parameters θf , as shown in (Ijspeert et al. 2013).
Finally, we include a goal evolution system as follows:
τωg = αωg2 log
(
QG ◦Q∗g
)
(8)
whereQg andQG are the evolving and the steady-state goal
orientation, respectively. We set the constant αωg = αω/2.
The goal evolution system has two important roles related to
safety during the algorithm deployment on robot hardware.
The first role, as mentioned in (Ijspeert et al. 2013), is to
avoid discontinuous jumps in accelerations when the goal is
suddenly moved. The second role, as mentioned in (Nemec
and Ude 2012), is to ensure continuity between the state
at the end of one primitive and the state at the start of the
next one when executing a sequence of primitives. Here we
ensure continuity between primitives for both position and
orientation DMPs by adopting (Nemec and Ude 2012).
In the upcoming experimental evaluation on the learning
tactile feedback testbed, we will be using a sequence of
three primitives, therefore we first explain our method for
segmenting the nominal behavior demonstrations into the
corresponding primitives.
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Figure 2. Flow diagram of our framework. Phase 1 is detailed
in section 5 as outlined in Algorithm 1. Phase 2 is detailed in
section 6 with its flow diagram expanded in Figure 4. Phase 3 is
detailed in section 7 as outlined in Algorithm 2.
4 Overview: Learning Feedback Models for
Reactive Behaviors
We aim to realize reactive behavior adaptations via
feedback models given multi-modal sensory observations
within one unified machine learning framework. We envision
a general-purpose feedback model learning representation
framework that can be used in a variety of scenarios,
such as for obstacle avoidance, tactile feedback, locomotion
planning adjustment, etc. Such a learning representation
ideally has the flexibility to incorporate a variety of
sensory feedback signals and can be initialized from human
demonstrations. Finally, our learning framework should
be able to perform reinforcement learning to refine the
model when encountering new environmental settings, while
maintaining the performance on the previously seen settings.
Our overall learning framework contains 3 main phases: In
PHASE 1, we start out by collecting human demonstrations
of default/nominal behaviors for a task executed in
a default environmental setting. These demonstrations
represent the motion trajectories and sensory traces of
successful executions. We semi-automatically segment the
demonstrations into several movement primitives and encode
both the default motion trajectory as well as the expected
sensor traces of a given segment into DMPs. We describe
this phase in detail in section 5. In PHASE 2 we then unroll
the learned movement primitives on a variety of non-default
environmental settings. Due to the change in the environment
setting, it is necessary to adapt/correct the behaviors in order
to accomplish the task. Thus we provide demonstrations of
how to correct each primitive execution. Simultaneously, we
also record the experienced sensor traces of these corrected
rollouts, followed by a supervised learning of behavior
feedback models from these correction demonstrations. We
describe the details of this phase in section 6. In PHASE 3 we
now turn to learning how to correct without demonstrations
in novel environmental settings. We propose a sample-
efficient reinforcement learning algorithm, that can update
the feedback model such that behavior is improved on
novel settings as well as maintaining its performance on
previously known/seen settings. We present the details of our
reinforcement learning phase in section 7. An overview of
our framework, with its phases, is shown in Figure 2.
Figure 3. Learning tactile feedback testbed.
4.1 Testbed: Tactile Feedback
We perform evaluations of our framework on a learning
tactile feedback testbed as depicted in Figure 3. In this
testbed, the robot is equipped with two tactile sensors at
its fingers. These tactile fingers perform pinch grasp on
a scraping tool, and the task is to scrape the board flatly
w.r.t. to the board’s surface. The challenge is that the
robot does not know a-priori what is the orientation of
the board –which is a representation of the environment
setting–, since it is not given a visual information of the
board. The robot needs to online correct the execution
of the scraping task –by relying on the tactile sensing
information– in order to still successfully execute the task.
In this testbed, we are acquiring/learning the feedback
model which maps the tactile sensing information ∆s –
as a proxy of the environment setting information– to the
correction/adaptation c of the behavior. The division of the
task into movement phases that are considered as movement
primitives is usually dependent on the function/role and
semantics of the movement phase with respect to the overall
task. In the learning tactile feedback testbed that we are
evaluating in this paper and in our previous work (Sutanto
et al. 2018), the task is broken down into three primitives:
bringing the tool down until contact is made with the
scraping board, tool re-orientation to align the tool tip with
the board surface, and scraping forward on the board.
5 Segmenting Demonstrations into
Movement Primitives
In our work, we model complex manipulation tasks as a
sequence of motion primitives. Moreover, for robustness we
want to learn these primitives from multiple demonstrations
∗For defining Quaternion DMPs, the operators ◦, ∗, the logarithm mapping
log(·), and the exponential mapping exp(·) are required. The definition of
these operators are stated in Equations 24, 25, 26, and 27 in the Appendix
A.
†Throughout this manuscript, we use the term feedback and the term
coupling term interchangeably.
6of the baseline/nominal behavior. In a learning-from-
demonstrations setup, it is often easier to obtain each
demonstration for such tasks in one go, instead of one
primitive at a time. Thus, our work starts by collecting such
full demonstrations, and then segmenting the recordings into
motion primitives.
To avoid the high cost of manually segmenting the
demonstrations, we propose a semi-automated segmentation
approach. The main idea of our approach is to take the first∗
demonstration, manually segment it, and then segment the
rest by aligning them with the first. Finally, we learnP DMPs
from L segmented demonstrations.
Our approach starts by manually segmenting the
first demonstration U1 = {zi}T1i=1 in our dataset into P
trajectories {zi}e
p
1
i=sp1
, one per primitive p. For this manual
segmentation we use the Zero Velocity Crossing (ZVC)
method (Fod et al. 2002), with a manually tuned threshold
h. Moreover, we expand each segmented trajectory in both
directions – the start and end points – by , and call the result
as the reference trajectory T pref = {zi}e
p
1+
i=sp1−.
Given, these P reference trajectories, the automatic
segmentation of the unsegmented demonstrations is outlined
in Algorithm 1. For a task that consists of P primitives,
we incrementally segment one primitive at a time. The
segmentation process takes the following as input:
• the remaining (L− 1) un-segmented
baseline/nominal behavior demonstrations {U l}Ll=2
• the segmented reference trajectories {T pref}Pp=1
• Zero Velocity Crossing (ZVC) threshold h†
• Dynamic Time Warping (DTW) search’s integer time
index extension 
Our algorithm starts by extracting initial segmentation
guesses T guessp using the ZVC method from the remaining
demonstrations. However, we expect these initial segments
to be very rough, and thus expand each initial segmentation
guess to  time steps before and after the found start and end
points‡.
For each primitive p, we then use Dynamic Time
Warping (DTW) (Sakoe and Chiba 1978) to extract point
correspondences C between the reference trajectory T refp
and the guessed trajectory segment T guessp, as shown in
line 14 of Alg. 1 and explained in section 5.1. Next, using the
correspondence pairs C, we want to estimate a time delay and
a time scaling parameter that best aligns the correspondence
points in T guessp with its correspondence pair in T refp, as
we explain in section 5.2. We propose to use a (weighted)
least squares formulation to identify these parameters, which
then allow us to extract the final segmentation, as will be
explained in section 5.3. The overall segmentation algorithm
is shown in Alg. 1. Next, we describe the details of the
individual segmentation steps.
5.1 Point Correspondences between
Demonstrations
For finding point correspondences between the reference
and guessed segmentation trajectories, we use the Dynamic
Time Warping (DTW) algorithm (Sakoe and Chiba 1978)§.
Algorithm 1 Pseudo-Code of Nominal Movement Primitives
Extraction from Demonstrations
1: function SEGMENTDEMO({U l}Ll=2, {T pref}Pp=1, h, )
2: # Initialize solution with empty list for P primitives:
3: S = {{} × P}
4: for p = 1 to P do
5: for l = 2 to L do
6: # Compute the initial segmentation guess
7: # start point spl and end point e
p
l with ZVC:
8: [spl , e
p
l ] = ZV C(U l, h)
9:
10: # If U l = {zj}Tlj=1, then:
11: T guessp = {zj}e
p
l+
j=spl−
12:
13: # Compute correspondence pairs C:
14: C = DTW (T refp,T guessp)
15:
16: # Construct least square (LS) parameters:
17: [A,b] = ConstructLS(C)
18:
19: # Compute least square (LS) weights:
20: W = ComputeLSWeights(C,T refp,T guessp)
21:
22: # Solve weighted least square (WLS) problem
23: # to estimate time scale ζl and time delay dl:
24: [ζl, dl] = SolveWLS(A,b,W)
25:
26: # Append the refined segmentation to solution:
27: is = s
p
l + dl + (ζl − 1)
28: ie = s
p
l + dl + (ζl − 1)+ ζl(ep1 − sp1)
29: S[p] = S[p] ∪ {{zj}iej=is}
30: return S
With reference to line 11 of Algorithm 1, given:
1. the one-dimensional (1D) reference trajectory T refp =
{zi}e
p
1+
i=sp1− of size N = e
p
1 − sp1 + 2+ 1
2. a 1D initial segmentation guess trajectory T guessp =
{zj}e
p
l+
j=spl−
of size M = epl − spl + 2+ 1
the DTW algorithm returns K = minimum(M,N) corre-
spondence pairs C = {(trefk , tguessk )}Kk=1, where 1 ≤ trefk ≤ N
is a (positive integer) time index in the reference trajectory
and 1 ≤ tguessk ≤M is a (positive integer) time index in the
guessed segment.
∗For clarity purposes we say first, but in practice any demonstration can be
used.
†Here we use the same velocity threshold h as the one used for segmenting
the reference trajectory T pref, i.e. there is no re-tuning here.
‡In practice, when extending the trajectories –e.g. as done in line 11 of
Alg. 1–, we need to take care of boundary cases, because the extended
segmentation points may fall out-of-range. However, for the sake of clarity,
here we do not include this boundary-checking in Algorithm 1.
§Please note that it is important to standardize both the reference and target
trajectories before performing the DTW matching, such that each signal is
zero-mean and its standard deviation equal to one, otherwise the computed
correspondence pairs will be erroneous due to the incorrect/biased current
cost.
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5.2 Least Square Problem Setup
Similar to the Iterative Closest Point (ICP) method
(Chen and Medioni 1992) in Computer Graphics for mesh
alignment, we can setup a least square problem for trajectory
segment alignment. To do so, we relate each correspondence
pair in C = {(trefk , tguessk )}Kk=1 by assuming that the time
indices trefk in the reference segment can be shifted and scaled
such that they match with the corresponding time indices
tguessk in the guessed segment:
tguessk = ζlt
ref
k + dl (9)
We would like to do parameter identification for ζl and dl,
which are the time scale and the time delay, respectively,
of the guessed segment T guess relative to the reference
segment T ref. Since the reference trajectory T ref has been
properly cut using the ZVC method, knowing the values of
ζl and dl parameters informs the best (data-driven) refined
segmentation point of the guessed trajectory T guess. To
identify parameters (ζl, dl) we can set up a least square
estimate by using all K correspondence pairs as follows:
Ax = b (10)
with:
A =

tref1 1
tref2 1
...
...
trefK 1
 ,b =

tguess1
tguess2
...
tguessK
 ,x =
[
ζl
dl
]
With A and b known, the regular solution of least square
applies:
x =
(
ATA
)−1
ATb (11)
5.3 Weighted Least Square Solution
The least square solution in Equation 11 above applies if the
assumption –that all correspondence pairs are accurate– is
satisfied. In reality, due to noise, un-modeled disturbances
and other factors, some correspondence pairs can be
inaccurate, yielding an inaccurate estimation of ζl and dl
parameters. These inaccurate correspondence pairs can be
characterized as follows:
• correspondence pair between points with near-zero
velocities
• correspondence pair between points of incompatible
velocities
Correspondence pairs with near-zero velocities are most
likely inaccurate, due to the way the DTW algorithm works.
To give an intuitive example, let us imagine we have T ref
which has a consecutive of 100 zero data points in the end
(i.e. trailing zeroes), while T guess has only 10 zero data
points in the end. In this case, there are many number of ways
the matching can be done between the 100 trailing zeroes
in T ref with the 10 trailing zeroes in T guess. However, there
is only one matching that will be consistent with the true
value of the (ζl, dl) parameters. Therefore, we filter out the
correspondence pairs with near-zero velocities, so that they
do not affect the (ζl, dl) parameter identification result at all.
For handling the case of correspondence pairs between
points of incompatible velocities, instead of using the
regular least square solution, we use a weighted least square
formulation as follows:
x =
(
ATWA
)−1
ATWb (12)
The weight matrix W is chosen to be a diagonal positive
definite matrix, with each diagonal component is the weight
associated with a correspondence pair. This weight is
determined by how compatible the velocities are between
the two points. If the velocities of the pair are the same, the
weight will be 1 –which is the maximum weight possible–;
otherwise, the weight decays exponentially as a function of
the velocity difference.
We also performed time complexity analysis of our
algorithm, which is O(MN) in overall, with N is the length
of the reference segment and M is the length of the guessed
segment as defined in section 5.1. A quadratic speed-up can
be obtained by down-sampling the reference and guessed
segments. Details of this time complexity analysis and speed-
up can be seen in Appendix B.
5.3.1 Refinement of the Trajectory Segmentation
After the time scale ζl and time delay dl parameters are
identified, we can refine the segmentation of the guessed
trajectory. The duration of the reference trajectory is (ep1 −
sp1 + 2). Hence, the segment in the guessed trajectory that
corresponds to the reference trajectory has duration ζl(e
p
1 −
sp1 + 2). Moreover, such segment starts at s
p
l − + dl.
Taking into account the scaling of the extension  as well,
the refined trajectory segment that is to be appended to the
solution has the start index:
is = s
p
l − + dl + ζl = spl + dl + (ζl − 1) (13)
and the end index:
ie = s
p
l − + dl + ζl(ep1 − sp1 + 2)− ζl
= spl + dl + (ζl − 1)+ ζl(ep1 − sp1)
(14)
Eventually, we append the refined segmentation result to the
solution, as shown in line 29 of Alg. 1.
5.4 Learning DMPs from Multiple Segmented
Demonstrations
After we segmented the demonstrations into primitives,
we can learn the forcing term parameters θf for each
primitive from these segmented demonstrations. For each
data points in each segmented demonstration, we extract
the target regression variable ftarget and the corresponding
phase-dependent radial basis function (RBF) feature vec-
tor u∑N
j=1 ψj(p)
[
ψ1(p) ψ2(p) . . . ψN (p)
]
according to
Eq. 7 and 6. Afterwards we stack these target regression
variable ftarget and the corresponding phase-dependent RBF
feature vector over all the data points in all segmented
demonstrations, and perform regression to estimate the forc-
ing term parameters θf based on the relationship in Eq. 5.
86 Learning Feedback Models for Reactive
Behaviors from Demonstrations
Recall the transformation system from Eq. 1:
τ2ω˙ = αω (βω2 log (Qg ◦Q∗)− τω) + f + c
Previously, we perform parameter identification to obtain
the parameter vector θf of the forcing term f of DMP
from demonstrations of nominal behaviors. In this section,
we describe how do we learn the parameter θPMNN of the
coupling term c from corrected behavior demonstrations.
We aim to realize reactive behavior adaptations via
feedback models given multi-modal sensor observations
within one unified machine learning framework. We envision
a general-purpose feedback model learning representation
framework that can be used in a variety of scenarios,
such as for obstacle avoidance, tactile feedback, locomotion
planning adjustment, etc. Such learning representation
ideally has the flexibility to incorporate a variety of
sensor feedback signals, and can be initialized from human
demonstrations.
This goal opens up several questions such as: What should
the input to the feedback model be? How do we extract the
training data for the feedback from human demonstrations?
What representation should we endow the feedback model
with, such that it is able to take into account a high-
dimensional sensory input, but also maintain convergence
properties of the dynamic motion primitive?
In this section, we address these questions and present
a general learning-from-demonstration framework for the
feedback model. We start with the feedback model input
specification, then explain how to extract training data,
followed by the description of the neural network structure
that we use as the feedback model representation, and finally
present the loss function for supervised training of the
feedback model.
Figure 4. Flow diagram of Phase 2: the initial supervised
learning of the behavior feedback models with sensor trace
deviation as input. Components of this diagram are explained in
section 6.1, 6.2 and 6.3. Definition of Default and Known/Seen
settings can be seen in section 8.2.
6.1 Feedback Model Input Specification
In order to perform adaptation, in each time step the
feedback model requires some information –regarding the
state between the environment and the robot– related to
the task in consideration. This task-related information is
obtained via the robot’s sensors in the form of the observation
of a set of variables that we call as sensor features s,
whether they are directly or indirectly related to the task.
As mentioned before, in this paper the input of the feedback
model is the sensor trace deviations ∆s = sactual − sexpected.
The core idea of Associative Skill Memories (ASMs)
(Pastor et al. 2011, 2013) rests on the insight that similar
task executions should yield similar sensory events. Thus,
an ASM of a task includes both a movement primitive as
well as the expected sensor traces sexpected associated with
this primitive’s execution in its default environment setting.
When a movement primitive is executed under en-
vironment variations and/or uncertainties, the online-
perceived/actual sensor traces sactual tend to deviate from
sexpected. The disparity sactual − sexpected = ∆s can be used to
drive corrections for adapting to the environmental changes
causing the deviated sensor traces. This can be written as:
c = h(∆s) = h(sactual − sexpected) (15)
c is the degree of adaptation/correction of the behavior, e.g.
the coupling term c in Equation 1. For this reason, we need
to acquire the expected sensor traces sexpected beforehand by
learning from the sensor traces associated with the nominal
behaviors, as shown in the purple block in Figure 4.
To learn the sexpected model, we execute the nominal
behavior and collect the experienced sensor measurements.
Since these measurements are trajectories by nature, we can
encode them using DMPs to become sexpected. This has the
advantage that sexpected is phase-aligned with the motion
primitives’ execution.
As a part of preparation for the learning-from-
demonstration framework of the feedback model, we collect
the dataset of the actual sensor traces sactual associated with
the adapted/corrected behavior demonstrations, which we
call as sactual, demo.
6.2 Extracting Feedback Model Training data
from Demonstrations
Here we assume that the motion primitive’s parameter
vector θf has been learned beforehand from the nomi-
nal/baseline behavior demonstrations, following the descrip-
tion in Section 3 and 5, and therefore we can already obtain
the behavior forcing term f , following Equation 5.
To perform the learning-from-demonstration of the
feedback model, we need to extract the target adaptation
level or the target coupling term –which is the target
output/regression variable– from demonstrations data, as
follows (in reference to Eq. 1):
ctarget =− αω(βω2 log
(
Qg , cd ◦Q∗cd
)
− τcdωcd)
+ τ2cdω˙cd − f (16)
where {Qcd,ωcd, ω˙cd} is the set of adapted/corrected orien-
tation behavior demonstration. Furthermore, τcd is the move-
ment duration of each adapted/corrected demonstration, and
αω and βω are the same constants defined in Section 3.
Due to the specification of τcd in Eq. 16, the formulation
can handle demonstrations with different movement dura-
tions/trajectory lengths.
Next, we describe our proposed general learning
representations for the feedback model.
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6.3 Feedback Model Representation
Our goal is to acquire a feedback model which predicts
the adaptation/correction/coupling term c based on sensory
information about the environment. In other words, we
would like to learn the function h(.), mapping sensory input
features ∆s to the coupling term c, as mentioned in Equation
15.
We continue our previous work (Sutanto et al. 2018),
using a special neural network structure with embedded
post-processing as the feedback model representation. This
neural network design is a variant of the radial basis
function network (RBFN) (Bishop 1991), which we call the
phase-modulated neural networks (PMNNs). PMNN has an
embedded structure that allows encoding of the feedback
model’s dependency on movement phase as a form of post-
processing, whose form is determined automatically from
data during learning process. Moreover, the structure ensures
convergence of the adapted motion plan, due to a modulation
with the phase velocity. Diagrammatically, PMNN can be
depicted in Figure 5.
Figure 5. Phase-modulated neural network (PMNN) with
one-dimensional output coupling term c.
The PMNN consists of:
• input layer
The input is ∆s = sactual − sexpected.
• regular hidden layers
The regular hidden layers perform non-linear feature
transformations on the high-dimensional inputs. If
there are L layers, the output of l-th layer is:
hl =
{
al (Whl∆s∆s+ bhl) for l = 1
al
(
Whlhl−1hl−1 + bhl
)
for l = 2, ..., L
(17)
al is the activation function of the l-th hidden layer,
which can be tanh, RELU, or others. Wh1∆s is the
weight matrix between the input layer and the first
hidden layer. Whlhl−1 is the weight matrix between
the (l − 1)-th hidden layer and the l-th hidden layer.
bhl is the bias vector at the l-th hidden layer.
• final hidden layer with phase kernel modulation
This special and final hidden layer takes care of the
dependency of the model on the movement phase. The
output of this layer ism, which is defined as:
m = Φ (WmhLhL + bm) (18)
where denote element-wise product of vectors. Φ =[
φ1 φ2 . . . φN
]T
is the phase kernel modulation
vector, and each component φi is defined as:
φi (p, u) =
ψi (p)∑N
j=1 ψj (p)
u i = 1, ..., N (19)
with phase variable p and phase velocity u, which
comes from the second-order canonical system defined
in Equation 3 and 4. ψi (p) is the radial basis function
(RBF) as defined in Equation 6. We useN = 25 phase
RBF kernels both in the PMNNs as well as in the
DMPs representation. The phase kernel centers have
equal spacing in time, and we place these centers in
the same way in the DMPs as well as in the PMNNs.
• output layer
The output of this layer is the one-dimensional
coupling term c, which is defined as:
c = wTcmm (20)
wcm is the weight vector. Please note that there is no
bias introduced in the output layer, and hence if m =
0 –which occurs when the phase velocity u is zero–
then the coupling term c is also zero. This ensures that
the coupling term is initially zero when the primitive
is started. The coupling term will also converge to zero
because the phase velocity u is converging to zero.
This ensures the convergence of the adapted motion
plan.
For an M -dimensional coupling term, we use M separate
PMNNs with the same input vector ∆s and the output of
each PMNN corresponds to each dimension of the coupling
term. This separation of neural network for each coupling
term dimension allows each network to be optimized
independently from each other.
6.4 Supervised Learning of Feedback Models
The feedback model parameters θPMNN can then be
acquired by supervised learning that optimizes the following
loss function:
LSL =
N∑
n=1
∥∥ctargetn − h(∆sdemon;θPMNN)∥∥22
=
N∑
n=1
∥∥ctargetn − h(sactual, demon − sexpectedn;θPMNN)∥∥22
(21)
with N is the number of data points available in the
adapted/corrected behavior demonstration dataset.
7 Reinforcement Learning of Feedback
Models
In the previous section, we presented an expressive
learning representation of feedback models capable of
capturing dependency on the movement phase as well as
ensuring convergence of the overall behaviors. Moreover,
we presented a method to train the feedback models in
a supervised manner, by learning from demonstrations of
corrected behaviors.
In this section, we show how to refine the feedback
model via a sample-efficient reinforcement learning (RL)
algorithm, after the initialization by the supervised learning
process. Our method extends the previous works on
approaches for improving nominal behaviors via RL or
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Iterative Learning Control (Theodorou et al. 2010a,b; Kober
and Peters 2011; Stulp and Sigaud 2012; Stulp et al. 2012;
Hazara and Kyrki 2016; Gams et al. 2014a,b; Likar et al.
2015; Bristow et al. 2006; Abu-Dakka et al. 2015; Queiβer
et al. 2018) into an RL method for learning feedback
models. This extension has two benefits. First, in the previous
works on the improvement of nominal behaviors, if a new
environment situation is encountered, the nominal behavior
has to be re-learned. Our method –in contrast– learns a single
adaptive behavior policy which is more general and will
be able to tackle multiple different environmental settings
via adaptation of the nominal behavior. Second, due to
our feedback model representation learning, our method
maintains its performance on the previous settings, while
expanding the range of the adaptive behavior to a new
setting. On the other hand, previous methods which refine
the nominal behavior will be able to perform well on a new
setting, but may not perform well on the previous setting it
has seen before.
Our sample-efficient RL algorithm for feedback models
performs the optimization in the lower dimensional space,
i.e. in the space of the weights of the radial basis functions
(RBFs) centered on the phase variable p –which is equal in
size to the parameter θf of the DMP forcing term–, instead
of the high-dimensional neural network parameter θPMNN
space. This is similar in spirit with the PIGPS algorithm
(Chebotar et al. 2017; Levine and Koltun 2013). The PIGPS
algorithm breaks down the learning of end-to-end policies
into three phases: 1) optimization of a low-dimensional
policy through PI2 (Theodorou et al. 2010b; Stulp and Sigaud
2012), and then 2) rolling out the optimized policies and
collecting data tuples of actions and observations; and finally
3) supervised training of the end-to-end vision-to-torque
policy based on data collected in phase 2). In our work, we
follow a similar process. The main difference is that in our
approach, we use the generated trajectory roll-outs to train a
feedback model instead of an end-to-end policy. A summary
of our approach is presented in Algorithm 2, which takes the
following as input:
• DMP forcing term parameters θf which encodes the
nominal behavior
• initial feedback model parameters θPMNN
• corrected behavior dataset Dcdemo =
{Qcd,ωcd, ω˙cd,∆s} on some known environment
settings, which was used to train θPMNN in Eq. 16 and
21
• expected sensor trace sexpected
• initial policy exploration covariance Σ
• acceptable cost threshold Jthr
We now the describe the phases∗ of this algorithm in more
detail.
7.1 Phase 1: Evaluation of the Current
Adaptive Behavior and Conversion to a
Low-Dimensional Policy
Intuitively, the parameters θPMNN need to capture
feedback terms for a variety of settings, and thus a
Algorithm 2 Reinforcement Learning of Feedback Model
for Reactive Motion Planning
1: function RLFB(θf , θPMNN, Dcdemo, sexpected, Σ, Jthr)
2: [T , ,J ]← unroll(θf ,θPMNN, sexpected)
3: while ‖J‖2 > Jthr do
4: θf c ← train DMP ({T })
5: # Exploration:
6: for k ← 1 to K do
7: θf ck ← sample(N (θf c,Σ))
8: [ , ,J ′k]← unroll
(
θf ck ,0, sexpected
)
9: # PI2 update:
10: [θf c
′,Σ]← PI2CMA(
{
(θf ck ,J
′
k)
}K
k=1
,θf c)
11: [T ′new, sactual, ]← unroll
(
θf c
′,0, sexpected
)
12: ∆s← sactual − sexpected
13: Dcdemo, additional ← {T ′new,∆s}
14: Dfb train ← Dcdemo +Dcdemo, additional
15: θPMNN ← train DMP FB(Dfb train,θf )
16: [T , ,J ]← unroll(θf ,θPMNN, sexpected)
17: return θPMNN
Algorithm 3 Path Integral Policy Improvement with
Covariance Matrix Adaptation (PI2 − CMA) Update
Function
1: function PI2CMA(
{
(θf k,Jk)
}K
k=1
,θf )
2: T = length(Jk)
3: for t← 1 to T do
4: for k ← 1 to K do
5: Sk,t =
∑T
t=1 Jk,t
6: Pk,t =
e−
1
λ
Sk,t∑K
k=1
[
e−
1
λ
Sk,t
]
7: θf
new
t =
∑K
k=1 Pk,tθf k
8: Σnewt =
∑K
k=1 Pk,t(θf k − θf )(θf k − θf )T
9: θf
new =
∑T
t=1(T−t)θf newt∑T
l=1(T−l)
10: Σnew =
∑T
t=1(T−t)Σnewt∑T
l=1(T−l)
11: return θf new, Σnew
high-capacity feedback model representation is required
to represent the feedback variations of many settings.
However, since we focus on improving the feedback
term for the current setting only, we can utilize a
lower dimensional representation; optimization on the
low-dimensional representation –instead of on the high-
dimensional feedback model parameters θPMNN– helps us
to achieve sample-efficiency in our RL approach. Therefore,
our algorithm first converts the high-dimensional policy into
a low-dimensional one, which happens in two steps: First, the
algorithm evaluates the current adaptive behavior based on
the high-dimensional policy θPMNN, as is done in line 2 and
16 of Algorithm 2, which results in the roll-out trajectory T
and the cost per time-step J . In the second step, the algorithm
compresses the observed trajectory T into another DMP
∗We assume that the environment setting being improved upon is fixed
throughout these phases.
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with low-dimensional forcing term parameters θf c, where
θf c is a set of 25 weights (see line 4 of Alg. 2).
7.2 Phase 2: Optimization of the
Low-Dimensional Policy
Once the low-dimensional parametrization θf c is avail-
able, the optimization can be done via the PI2 algorithm
(Theodorou et al. 2010b). This consists of three steps: policy
exploration, policy evaluation, and policy update. In order to
do exploration, we model the noisy version of the transfor-
mation system from Eq. 1 (without the coupling term c) as:
τ2ω˙ = αω (βω2 log (Qg ◦Q∗)− τω) + (θf c + )TΦ
with zero-mean multivariate Gaussian noise  ∼ N (0,Σ),
Φ =
[
φ1 φ2 . . . φN
]T
is the phase kernel vector, and
each component φi is as defined in Eq. 19. In the policy
exploration step, we sampleK policies from the multivariate
Gaussian distributionN (θf c,Σ) as done in line 7 of Alg. 2.
In the policy evaluation step, we roll-out K trajectories –i.e.
one trajectory for each sampled policy–, and evaluate their
cost as done in line 8 of Alg. 2. In the policy update step,
the algorithm performs a weighted combination of the policy
based on the cost: the policies with lower costs are prioritized
over those with higher costs, as done in Algorithm 3∗.
7.3 Phase 3: Rolling Out the Improved
Low-Dimensional Policy
Once the low-dimensional policy is improved, now the
algorithm needs to transfer the improvement to the high-
dimensional feedback model policy θPMNN. This transfer
is done by rolling out the improved low-dimensional
policy θf c
′ on the real system (line 11 of Alg. 2). This
rollout generates the trajectory T ′new –which consists of
the trajectory of orientation Q, angular velocity ω, and
angular acceleration ω˙– and the corresponding sensor traces
deviation ∆s (line 12 of Alg. 2), which are both part of the
additional feedback model training data Dcdemo, additional (line
13 of Alg. 2).
7.4 Phase 4: Supervised Learning of the
Feedback Model
Finally, the algorithm does supervised training of the
feedback model θPMNN on the combined dataset Dcdemo +
Dcdemo, additional, as is done in line 15 of Alg. 2, following
our approach in section 6. Please note that initially –before
the RL algorithm was performed–, θPMNN is trained in
supervised manner only on the dataset Dcdemo, which is the
dataset of corrected behaviors on several known environment
settings. The additional training data Dcdemo, additional will
improve the performance of the feedback model θPMNN on
the new environment setting where the RL algorithm is
performed on.
We repeat these phases until the norm of the cost ‖J‖2
converges to either on or below the threshold Jthr.
8 System Overview and Experimental
Setup
This work is focused on learning to correct tactile-
driven manipulation with tools. As shown in Figure 6, our
Figure 6. Experimental setup of the scraping task.
experimental scenario involves a demonstrator teaching our
robot to perform a scraping task, utilizing a hand-held tool
to scrape the surface of a dry-erase board that may be tilted
due to a tilt stage, similar to our previous work (Sutanto et al.
2018). The system is taught this skill at a default tilt angle,
and needs to adapt its behavior when the board is tilted away
from that default angle such that it can still scrape the board
effectively with the tool. A few important points to note in
our experiment:
• The system is driven only by tactile sensing to inform
the adaptation –neither vision nor motion capture
system plays a role in driving the adaptation–.
• A Vicon motion capture system is used as an external
automatic scoring system to measure the performance
of the scraping task. The performance in terms of cost
for reinforcement learning is defined in section 8.5.
One of the main challenges is that the tactile sensors interact
indirectly with the board, i.e. through the tool adapter and
the scraping tool via a non-rigid contact, and the robot does
not explicitly encode the tool kinematics model. This makes
hand-designing a feedback gain matrix for contact control
difficult. Next, we explain the experimental setup and some
lessons learned from the experiments.
∗We follow the variant of the PI2 algorithm with covariance matrix
adaptation (Stulp and Sigaud 2012).
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8.1 Hardware
The demonstrations were performed on the right arm and
the right hand of our bi-manual robot. The arm is a 7-
degrees-of-freedom (DoF) Barrett WAM arm which is also
equipped with a 6D force-torque (FT) sensor at the wrist.
The hand is a Barrett hand whose left and right fingers are
equipped with biomimetic tactile sensors (BioTacs) (Wettels
et al. 2008). The two BioTac-equipped fingers were setup to
perform a pinch grasp on a tool adapter. The tool adapter is
a 3D-printed object designed to hold a scraping tool with an
11mm-wide tool-tip.
The dry-erase board was mounted on a tilt stage whose
orientation can be adjusted to create static tilts of ±10◦ in
roll and/or pitch with respect to the robot global coordinates
as shown in Figure 6. Two digital protractors with 0.1◦
resolution (Wixey WR 300 Digital Angle Gauge) were used
to measure the tilt angles during the experiment.
A set of Vicon markers were placed on the surface of
the scraping board, and another set of Vicon markers were
placed on the tool adapter. A Vicon motion capture system
tracks both sets of Vicon markers in order to compute the
relative orientation of the scraping tool w.r.t. the scraping
board to evaluate the cost during the reinforcement learning
part of the experiment. The cost is defined in section 8.5.
8.2 Environmental Settings Definition and
Demonstrations with Sensory Traces
Association
For our robot experiment, we considered 7 different
environmental settings, and each setting is associated with a
specific roll angle of the tilt stage, specifically at 0◦, 2.5◦,
5◦, 6.3◦, 7.5◦, 8.8◦, and 10◦. At each setting, we fixed
the pitch angle at 0◦ and maintain the scraping path to be
roughly at the same height. Hence, we assume that among
the 6D pose action (x-y-z-pitch-roll-yaw), the necessary
correction/adaptation is only in the roll-orientation. Here
are some definitions of the environmental settings in our
experiment:
• The default setting is the setting where we expect
the system to experience the expected sensor traces
sexpected when executing the nominal behavior without
feedback model. We define the setting with roll angle
at 0◦ as the default setting, while the remaining
settings become the non-default ones.
• The known/seen settings are a subset of the non-
default settings where we collected the demonstration
dataset to initialize the feedback model via supervised
training.
• The initially unknown/unseen setting is a non-default
setting –disjoint from the known/seen settings– where
the feedback model will be refined on with RL.
• The unknown/unseen setting is a non-default setting
which is located between the known/seen settings
and the initially unknown/unseen setting where we
will evaluate the generalization capability of the
feedback model after the RL process on the initially
unknown/unseen setting has been done. After the
RL phase, the feedback model has been trained on
both the known/seen settings as well as the initially
unknown/unseen settings. Since the unknown/unseen
setting is located in between the previous settings,
the feedback model is expected to generalize its
performance/behavior to some extent to this new
setting.
For the demonstrated actions, we recorded the 6D pose
trajectory of the right hand end-effector at 300 Hz rate, and
along with these demonstrations, we also recorded the multi-
dimensional sensory traces associated with this action. The
sensory traces are the 38-dimensional tactile signals from the
left and right BioTacs’ electrodes, sampled at 100 Hz.
8.3 Learning Pipeline Details and Lessons
Learned
DMPs provide kinematic plans to be tracked with a
position control scheme. However, for tactile-driven contact
manipulation tasks such as the scraping task in this paper,
using position control alone is not sufficient. This is because
tactile sensors require some degree of force control upon
contact, in order to attain consistent tactile signals on
repetitions of the same task during the demonstrations as well
as during the robot’s execution.
Moreover, for initializing the feedback model via super-
vised learning, we need to collect several demonstrations of
corrected behaviors at a few of the known/seen non-default
settings as described in section 8.2. While it is possible
to perform the corrected demonstrations solely by humans,
the sensor traces obtained might be significantly different
from the traces obtained during the robot’s execution of the
motion plan. This is problematic, because during learning
and during prediction phases of the feedback terms, the input
to the feedback models are different. Hence, instead we try
to let the robot execute the nominal plans, and only provide
correction by manually adjusting the robot’s execution at
different settings as necessary.
Therefore, we use the force-torque (FT) sensor in the
robot’s right wrist for FT control, with two purposes: (1) to
maintain tool-tip contact with the board, such that consistent
tactile signals are obtained, and (2) to provide compliance,
allowing the human demonstrator to perform corrective
action demonstration as the robot executes the nominal
behavior.
For simplicity, we set the force control set points in our
experiment to be constant. We need to set the force control
set point carefully: if the downward force (in the z-axis
direction) for contact maintenance is too big, the friction will
block the robot from being able to execute the corrections as
commanded by the feedback model. We found that 1 Newton
is a reasonable value for the downward force control set
point. Regarding the learning process pipeline as depicted
in Fig. 2 and Fig. 4, here we provide the details of our
experiment:
8.3.1 Nominal movement primitives acquisition : While
the robot is operating in the gravity-compensation mode and
the tilt stage is at 0◦ roll angle (the default setting), the human
demonstrator guided the robot’s hand to kinesthetically
perform a scraping task, which can be divided into three
stages, each of which corresponds to a movement primitive:
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(a) primitive 1: starting from its home position above
the board, go down (in the z-axis direction) until the
scraping tool made contact with the scraping board’s
surface (no orientation correction at this stage),
(b) primitive 2: correct the tool-tip orientation such that it
made a full flat tool-tip contact with the surface,
(c) primitive 3: go forward in the y-axis direction while
scraping the surface, applying orientation correction as
necessary to maintain full flat tool-tip contact with the
surface.
For robustness, we learn the above primitives –to represent
the nominal behavior– from multiple demonstrations. In
particular we collected L = 11 human demonstrations of
nominal behaviors, and use the semi-automated trajectory
alignment and segmentation algorithm as mentioned in
section 5. We extract the reference trajectory segments
containing primitives 1 and 3 from the first demonstration,
by using Zero Velocity Crossing (ZVC) method (Fod et al.
2002) and local minima search refinement on the filtered
velocity signal in the z and y axes, to find the initial
guesses of the segmentation points of primitives 1 and
3, respectively. The remaining part – between the end of
primitives 1 and the beginning of primitive 3 – becomes
the primitive 2. Afterwards, we perform the automated
alignment and weighted least square segmentation on the
remaining demonstrations as outlined in section 5. We
encode each of these primitives with position and orientation
DMPs.
Table 1. Force-torque control schedule for steps 8.3.2-8.3.5.
Force-Torque Control Activation Schedule
Prim. 1 Prim. 2 Prim. 3
Step 8.3.2 - z 1 N z 1 N
Step 8.3.3 - z 1 N, z 1 N,
roll 0 Nm roll 0 Nm
Step 8.3.4 - z 1 N z 1 N
Step 8.3.5 - z 1 N z 1 N
For the following steps (8.3.2, 8.3.3, 8.3.4, and 8.3.5),
Table 1 indicates what force-torque control mode being
active at each primitive of these steps. ”z 1 N” refers to
the 1 Newton downward z-axis proportional-integral (PI)
force control, for making sure that consistent tactile signals
are obtained at repetitions of the task; this is important for
learning and making correction predictions properly. ”roll
0 Nm” refers to the roll-orientation PI torque control at 0
Newton-meter, for allowing corrective action demonstration.
8.3.2 Expected sensor traces acquisition : Still with the
tilt stage at 0◦ roll angle (the default setting), we let the
robot unrolls the nominal primitives 15 times and record
the tactile sensor traces. We encode each dimension of the
38-dimensional sensor traces as sexpected, using the standard
DMP formulation.
8.3.3 Supervised feedback model learning on
known/seen settings : Now we vary the tilt stage’s
roll-angle to encode each setting in the known/seen
environmental settings. At each setting, we let the robot
unroll the nominal behavior. Beside the downward force
control for contact maintenance, now we also activate
the roll-orientation PI torque control at 0 Newton-meter
throughout primitives 2 and 3. This allows the human
demonstrator to perform the roll-orientation correction
demonstration, to maintain a full flat tool-tip contact
relative to the now-tilted scraping board. We recorded 15
demonstrations for each setting, from which we extracted
the supervised dataset for the feedback model, i.e. the pair of
the sensory trace deviation ∆sdemo and the target coupling
term ctarget as formulated in Eq. 16 and 21. Afterwards, we
learn the feedback models from this dataset with PMNN.
8.3.4 Reinforcement learning of the feedback model
on the initially unknown/unseen setting : We set the tilt
stage’s roll-angle to encode the initially unknown/unseen
setting. Using the reinforcement learning algorithm outlined
in section 7, we refine the feedback model to improve its
performance over trials in this setting.
8.3.5 Adaptive behavior (nominal primitive and feedback
model) unrolling/testing on all settings : We test the
feedback models on the different settings on the robot:
• on known/seen settings, whose corrected demonstra-
tions are present in the initial supervised training
dataset,
• on the initially unknown/unseen setting –on which
reinforcement learning was performed on– and
• on the unknown/unseen setting, which neither was
seen during supervised learning nor during reinforce-
ment learning, for testing the generalization capability
of the feedback model.
For the purpose of our evaluations, we evaluate feedback
models only on primitives 2 and 3, for roll-orientation
correction. In primitive 1, we deem that there is no action
correction, because the height of the dry-erase board surface
is maintained constant across all settings.
8.4 Learning Representations Implementation
We implemented all of our models in TensorFlow (Abadi
et al. 2015), and use tanh as the activation function of
the hidden layer nodes. We use the Root Mean Square
Propagation (RMSProp) (Tieleman and Hinton 2012) as the
gradient descent optimization algorithm and set the dropout
(Srivastava et al. 2014) rate to 0.5 to avoid overfitting.
8.5 Cost Definition for Reinforcement Learning
We define the performance/cost of the scraping task as the
norm of angular error between the relative orientation of the
scraping tool w.r.t. the scraping board during the current task
execution versus the relative orientation during the nominal
task execution on the default environment setting. If the
relative orientation of the scraping tool w.r.t. the scraping
board during the current task execution at time t is denoted
as Quaternion Qcr,t, and the relative orientation of the
scraping tool w.r.t. the scraping board during the nominal
task execution on the default environment setting at time t
is denoted as QuaternionQnr,t, then the cost at time t is:
Jt =
∥∥2 log (Qnr,t ◦Q∗cr,t)∥∥2 (22)
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The cost vector J in Algorithm 2 is defined as:
J =
[
J1 J2 . . . JT
]T
(23)
These relative orientations are measured by a Vicon motion
capture system throughout the execution of the tasks.
The reason of the selection of this form of cost is
because in order to do the scraping task successfully, the
robot shall maintain the particular relative orientation of the
scraping tool w.r.t. the scraping board similar to the nominal
demonstrations.
9 Experiments
After previously presenting the system overview and
experimental setup, here we present the experimental
evaluations of each components in our learning feedback
models pipeline: the semi-automated extraction of nominal
movement primitives from demonstrations, the supervised
learning of feedback models, and the reinforcement learning
of feedback models.
9.1 Extraction of Nominal Movement
Primitives by Semi-Automated
Segmentation of Demonstrations
First, we show the effectiveness of our method for
semi-automated segmentation of the nominal behavior
demonstrations as outlined in section 5. Our process begins
with computing the correspondence matching between the
reference segment and each guess segment using the
Dynamic Time Warping (DTW) algorithm. For primitive
1, we perform correspondence matching computation on
the z-axis trajectory of the end-effector position, while for
primitive 3, the matching is done on the y-axis trajectory.
This selection is based on the definition of the primitives
in section 8.3.1. Once both the segmentation of primitives 1
and 3 are refined, the remaining segment between these two
primitives becomes the primitive 2.
9.1.1 Correspondence Matching Results and Issues
Some of the extracted correspondence matches during the
segmentation of primitive 1 are shown in Fig. 7a and 7b, with
numbered pairs as well as alphabet-indexed pairs indicating
the matching points. Among the two possible causes of
inaccurate correspondence pairs mentioned in section 5.3,
the correspondence pair B in Fig. 7a is an example of the
incorrect matches due to near-zero velocities. Including this
in the regular least square fashion will result in erroneous
alignment and segmentation as can be seen between the red
(reference) and green (guess) curves in Figure 7c.
9.1.2 Segmentation Results via Weighted Least Square
Method
To mitigate the negative effect of the erroneous correspon-
dence matches, in section 5 we proposed to associate each
correspondence pair with a weight, and perform a weighted
least square method to refine the segmentation. Fig. 7b
shows eight (8) of the top-ranked correspondence pairs based
on the weights, meaning that these features will have the
most significant influence on the result of the segmenta-
tion refinement using the weighted least square method. In
Fig. 7c, we show the result of the segmentation refinement
using the regular (un-weighted) least square method versus
using the weighted least square method, as mentioned in the
section 5.3. The red trajectory is the refined segment of the
reference trajectory, while the green and blue trajectories
are the refined segments of the initial segmentation guess
trajectory using the least square method and the weighted
least square method, respectively. Both the green and blue
trajectories are displayed in its stretched version, relative to
its time duration, so that they become visually comparable
to the red trajectory. As can be seen the alignment is much
better in the weighted case than the un-weighted one.
Figure 8 shows the segmentation result of all trajectories.
In Fig. 8a, we show the reference segment versus all
(10) guess segments before the segmentation refinement
for primitive 1 (top) and primitive 3 (bottom). Figure 8b
shows the result of the segmentation refinement on all
guess segments, comparing between using the regular (un-
weighted) least square method (left) versus using the
weighted least square method (right) on primitive 1 (top)
and primitive 3 (bottom); we see that the weighted least
square method achieves the superior result as the refined
segmentations appear closer together (after the stretching
of each refined segments for visual comparability)∗. In Fig.
8c, we show the nominal behavior demonstrations as well
as the primitive segments encoded with colors in the 3D
Cartesian space. The primitive 2 only contains orientation
motion, thus it looks only like a point in 3D space. In this
3D Cartesian space plot, the segmentation result between the
least square and the weighted least square methods are in-
distinguishable, and hence we only show the result of the
weighted least square method in Fig. 8c. However, as seen
in the space-time plots in Fig. 8b, the weighted least square
method achieves superior performance, as the relative time
delays between the corresponding demonstration segments
–which is an un-modeled phenomenon in learning a DMP
from multiple demonstrations– are minimized.
9.2 Supervised Learning of Feedback Models
In accordance with the definition in section 8.2, for
all experiments in section 9.2, the environmental settings
definition are:
• The default setting is the setting with tilt stage’s roll
angle at 0◦.
• The known/seen settings are the settings with tilt
stage’s roll angle at 2.5◦, 5◦, 7.5◦, and 10◦.
To evaluate the performance of the feedback model after
supervised training on the demonstration data, first we
evaluate the regression and generalization ability of the
PMNNs. Second, we show the superiority of the PMNNs
as compared to the regular feed-forward neural networks
(FFNNs), for feedback models learning representation.
Third, we investigate the importance of learning both the
feature representation and the phase dependencies together
within the framework of learning feedback models. In
∗During the supervised training of the nominal primitive parameters θf ,
we use the un-stretched version of the segmented trajectories, as the DMP
transformation system in Eq. 1 is able to take care of each trajectory time-
stretching via the motion duration parameter τ .
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(a) Several (un-weighted) correspondence
pairs between the reference segment (top)
and a guess segment (bottom).
(b) Eight (8) top-ranked weighted
correspondence pairs between the
reference segment (top) and a guess
segment (bottom).
(c) The result of trajectory segmentation
refinement (after stretching for
comparability) using the regular
(un-weighted) least square method versus
using the weighted least square method.
Figure 7. 1 reference segment vs. 1 guess segment: The DTW-computed correspondence matching and refined segmentation
results of primitive 1 based on z-axis trajectory, compared between the un-weighted version and the weighted version.
(a) The reference and guess
segments before refinement for
prim. 1 (top) and prim. 3
(bottom).
(b) The result of trajectory segmentation refinement (after
stretching for comparability) using the regular (un-weighted)
least square method (left) versus using the weighted least
square method (right) for prim. 1 (top) and prim. 3 (bottom).
(c) The 3D Cartesian plot of the
refined demonstrations’
segmentation into primitives.
Figure 8. 1 reference segment vs. 10 guess segments: The refined segmentation results (space vs. time) of primitive 1 (based on
z-axis trajectory) and primitive 3 (based on y-axis trajectory), compared between the un-weighted version and the weighted version,
as well as the (space-only) 3D Cartesian plot of the segmented primitives.
comparison to the previous work (Sutanto et al. 2018), here
we add a comparison of the inclusion of the movement phase
information p and u as inputs of FFNN versus the inclusion
of the movement phase information as radial basis function
(RBF) modulation in PMNN.
We use normalized mean squared error (NMSE), i.e. the
mean squared prediction error divided by the target coupling
term’s variance, as our metric. To evaluate the learning
performance of each model in our experiments, we perform
a leave-one-demonstration-out test. In this test, we perform
K iterations of training and testing, where K = 15 is the
number of demonstrations per setting. At the k-th iteration:
• The data points of the k-th demonstration of all
settings are left-out as unseen data for generalization
testing across demonstrations, while the remaining
K − 1 demonstrations’ data points∗ are shuffled
randomly and split 85%, 7.5%, and 7.5% for training,
validation, and testing, respectively.
• We record the training-validation-testing-
generalization NMSE pairs corresponding to the
lowest generalization NMSE across learning steps.
We report the mean and standard deviation of training-
validation-testing-generalization NMSEs across K itera-
tions.
9.2.1 Regression and Generalization Evaluation of
PMNNs
The results for primitive 2 and 3, using PMNN structure
with one regular hidden layer of 100 nodes, are shown
∗Each demonstration – depending on the data collection sampling rate and
demonstration duration – provides hundreds or thousands of data points.
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in Table 2. The PMNNs achieve good training, validation,
testing results, and a reasonable (across-demonstrations)
generalization results for both primitives.
Table 2. NMSE of the roll-orientation coupling term learning
with leave-one-demonstration-out test, for each primitive (Pr.).
Roll-Orientation Coupling Term Learning NMSE
Training Validation Testing Generaliz.
Pr. 2 0.15±0.05 0.15±0.05 0.16±0.06 0.36±0.19
Pr. 3 0.22±0.05 0.22±0.05 0.22±0.05 0.32±0.13
Figure 9. (Top) comparison of regression results on primitives
2 and 3 using different neural network structures; (Bottom)
comparison of regression results on primitives 2 and 3 using
separated feature learning (PCA or Autoencoder and phase
kernel modulation) versus embedded feature learning (PMNN)
9.2.2 Performance Comparison between FFNN and
PMNN
We compare the performance between FFNN and PMNN.
For PMNN, we test two structures: one with no regular
hidden layer being used, and the other with one regular
hidden layer comprised of 100 nodes. For FFNN, we also
test two structures, both uses two hidden layers with 100
and 25 nodes each –which is equivalent to PMNN with
one regular hidden layer of 100 nodes but de-activating the
phase modulation–, but with different inputs: one with only
the sensor traces deviation ∆s as 38-dimensional inputs,
while the other one with ∆s, phase variable p, and phase
velocity u as 40-dimensional inputs. The second FFNN
structure is chosen to see the effect of the inclusion of
the movement phase information but not as a phase radial
basis functions (RBFs) modulation, to compare it with
PMNN. The results can be seen in Figure 9 (Top). It can
be seen that PMNN with one regular hidden layer of 100
nodes demonstrated the best performance compared to the
other structures. The FFNN with additional movement phase
information performs significantly better than the FFNN
without phase information, which shows that the movement
phase information plays an important role in the coupling
term prediction. However, in general the PMNN with one
regular hidden layer of 100 nodes is better in performance
than the FFNN, even with the additional phase information.
PMNN with one regular hidden layer of 100 nodes is
better than the one without regular hidden layer, most likely
because of the richer learned feature representation, without
getting overfitted to the data.
9.2.3 Comparison between Separated versus Em-
bedded Feature Representation and Phase-Dependent
Learning
We also compare the effect of separating versus embedding
the feature representation learning with overall parameter
optimization under phase modulation. Chebotar et al. (2014)
used PCA for feature representation learning, which was
separated from the phase-dependent parameter optimization
using reinforcement learning. On the other hand, PMNN
embeds feature learning together with the overall parameter
optimization under phase modulation, into an integrated
training process.
In this experiment, we used PCA which retained 99% of
the overall data variance, reducing the data dimensionality
to 7 and 6 (from originally 38) for primitive 2 and
3, respectively. In addition, we also implemented an
autoencoder, a non-linear dimensionality reduction method,
as a substitute for PCA in representation learning. For
PMNNs, we used two kinds of networks: one with one
regular hidden layer of 6 nodes (such that it becomes
comparable with the PCA counterpart), and the other with
one regular hidden layer of 100 nodes.
Figure 9 (Bottom) illustrates the superior performance
of PMNNs, due to the feature learning performed together
with the overall phase-dependent parameters optimization.
Of the two PMNNs, the one with more nodes in the regular
hidden layer performs better, because it can more accurately
represent the mapping, while not over-fitting to the data.
Based on these evaluations, we decided to use PMNNs
with one regular hidden layer of 100 nodes and 25 phase-
modulated nodes in the final hidden layer for subsequent
experiments.
9.3 Reinforcement Learning of Feedback
Models
In accordance with the definition in section 8.2, for
all experiments in section 9.3, the environmental settings
definition are:
• The default setting is the setting with tilt stage’s roll
angle at 0◦.
• The known/seen settings are the settings with tilt
stage’s roll angle at 5◦, 6.3◦, and 7.5◦. These are
the settings we performed supervised learning on (as
described in section 6), to initialize the feedback
model before performing reinforcement learning.
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• The initially unknown/unseen setting is the setting
with tilt stage’s roll angle at 10◦. This is the
novel setting on which we perform the reinforcement
learning approach described in section 7.
• The unknown/unseen setting is the setting with
tilt stage’s roll angle at 8.8◦, which neither was
seen during the supervised learning nor during the
reinforcement learning. We test the final feedback
policy after RL on this never-before-seen setting, in
order to evaluate the across-settings generalization
capability of the feedback model.
Before evaluating our framework for reinforcement
learning (RL) refinement of the feedback model, we
initialize the feedback model with supervised training
dataset collected at the known/seen settings. Afterwards,
first, we evaluate the learning curve of the feedback model
RL refinement on the initially unknown/unseen setting.
Second, we compare the feedback models’ performance
on all non-default settings involved before and after
the reinforcement learning, including the across-settings
generalization performance test on the unknown/unseen
setting. Finally, we provide snapshots of the real robot
execution, comparing the adaptive behavior before and after
the RL refinement on the initially unknown/unseen setting.
9.3.1 Quantitative Evaluation of Training with Reinforce-
ment Learning
Figure 10. The learning curves of the RL refinement of the
feedback model on the initially unseen setting 10◦ by primitive 2
(left) and 3 (right). The learning curves here shows the mean
and standard deviation of the cost over 8 runs on the real robot
of the adaptive behavior after the feedback policy update. The
cost at iteration # 0 shows the cost before RL is performed.
Figure 10 shows the learning curves of the feedback model
refinement by reinforcement learning (RL) on its usage in
the adaptive behavior on the initially unseen setting 10◦,
on primitive 2 and 3, with the mean and standard deviation
computed over 8 runs on the real robot. The robot first
performs RL on the feedback model of the primitive 2, and
once its performance converged in primitive 2, the robot
performs RL on the feedback model of the primitive 3.
We use K = 38 as the number of policy samples taken
in the PI2 − CMA algorithm, in Algorithms 2 and 3. An
iteration of the while-loop in Algorithm 2 usually takes
around 30-45 minutes to complete by the robot (most of the
time is taken by the evaluation of the K sampled policies,
since the robot needs to unroll each sampled policy in order
to evaluate it). The behavior has already converged by the
end of the second iteration both on primitive 2 and 3 –
in the sense that further iterations do not show significant
improvements–, hence we only show the learning curves up
to RL iteration # 2. Hence in total the RL refinement process
takes around 2-3 hours to complete on the robot.
This shows the sample efficiency of our proposed
reinforcement learning algorithm for the feedback models,
since many of the deep reinforcement learning techniques
nowadays require millions of samples to complete which is
infeasible to be executed on a robot.
9.3.2 Feedback Models Performance Before versus Af-
ter Reinforcement Learning and Across-Settings General-
ization Performance
Figure 11. The performance comparison in terms of
accumulated cost on primitive 2 (left) and on primitive 3 (right)
between the nominal behavior without feedback model (red) vs.
the adaptive behavior (including the feedback model) before
reinforcement learning (RL) of the feedback model (green) vs.
the adaptive behavior after RL of the feedback model (blue) on
all non-default settings. The mean and standard deviation is
computed over 8 runs on the real robot.
In Figure 11, we compare the performance in terms
of the accumulated cost on primitive 2 and primitive 3
at the execution on all non-default settings, between the
nominal behavior without feedback model (red), the adaptive
behavior before the reinforcement learning (RL) of the
feedback model (green), and the adaptive behavior after the
RL of the feedback model (blue), with the mean and standard
deviation statistics computed over 8 runs on the real robot.
We see that:
• The nominal behavior without feedback model (red)
always performs worse than the adaptive behaviors
with the learned feedback models (green and blue),
showing the effectiveness of the learned feedback
models.
• The performance of the adaptive behavior with the
learned feedback model on the initially unseen setting
10◦ improves significantly after the feedback model is
refined by RL.
• The performance of the adaptive behavior with the
learned feedback model on the seen settings 5◦, 6.3◦,
and 7.5◦ does not degrade –and even improves– after
the feedback model is refined by RL, as compared to
the performance before RL.
• The performance of the adaptive behavior with the
learned feedback model on the unseen setting 8.8◦ –
which was neither seen during the initial supervised
learning nor during the reinforcement learning of
the feedback model– is in general in between the
18
performance of its neighboring settings 7.5◦ and 10◦
both before and after RL, which shows some degree
of generalization across environment settings of the
learned feedback model.
9.3.3 Qualitative Evaluation of the Real Robot Behavior
Figure 12 shows the snapshots of our anthropomorphic
robot executing the adaptive behavior –that is the nominal
behavior and the learned feedback model– at different stages
in the initially unknown/unseen setting (10◦). We compare
the behavior before RL (shown as soft shadows) and after
RL refinement of the feedback model. As we can see in Fig.
12(c), the feedback model after RL applied more correction
than the one before RL, showing the qualitative result of
the improvement by the RL algorithm. The quantitative
performance improvement due to RL can be seen in Fig. 11.
The pipeline of the RL experiment can be seen in the video
https://youtu.be/WDq1rcupVM0.
10 Conclusion
We show the effectiveness of our method of learning
feedback models for reactive motion planning on a learning
tactile feedback testbed, executed on a real robot. In
particular, we show that the feedback model can be
initialized by supervised learning from demonstrations on
several known settings, and then can also be refined further
by a sample-efficient reinforcement learning to improve its
performance on a setting not seen during the supervised
training phase, while retaining its performance on the initial
known settings. We also show that the learned feedback
model can generalize to a setting that was neither seen during
the supervised training phase nor during the reinforcement
learning phase. Furthermore, we detailed the full pipeline of
our method, including a weighted least square method for
semi-automated segmentation of human demonstrations of
nominal behaviors into movement primitives along with its
algorithmic analysis and a speed-up possibility.
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APPENDIX
A Quaternion Algebra
Unit quaternion is a hypercomplex number which can
be written as a vector Q =
[
r qT
]T
, such that ‖Q‖ = 1
with r and q =
[
q1 q2 q3
]T
are the real scalar and the
vector of three imaginary components of the quaternions,
respectively. For computation with orientation trajectory,
several operations needs to be defined as follows:
• quaternion composition operation:
QA ◦QB =

rA −qA1 −qA2 −qA3
qA1 rA −qA3 qA2
qA2 qA3 rA −qA1
qA3 −qA2 qA1 rA


rB
qB1
qB2
qB3

(24)
• quaternion conjugation operation:
Q∗ =
[
r
−q
]
(25)
• logarithm mapping (log(·) operation), which maps an
element of SO(3) to so(3), is defined as:
log (Q) = log
([
r
q
])
=
arccos (r)
sin (arccos (r))
q (26)
• exponential mapping (exp(·) operation, the inverse of
log(·) operation), which maps an element of so(3) to
SO(3), is defined as:
exp (ω) =
[
cos (‖ω‖)
sin (‖ω‖)
‖ω‖ ω
]
(27)
B Time Complexity Analysis and Quadratic
Speed-Up of the Automated Nominal
Demonstrations Alignment and
Segmentation via Weighted Least
Square Dynamic Time Warping
The time complexity for DTW algorithm (Sakoe and
Chiba 1978) is O(MN), with N is the length of the
reference segment and M is the length of the initial guessed
segment, as defined in section 5.1.
For the weighted least square regression:
• There are 2 parameters (ζl and dl) to be estimated,
and the total number of correspondence pairs is K =
minimum(M,N). Thus at most the dimensionality
of A is K × 2, the dimensionality of W is K ×K,
and the dimensionality of b is K × 1.
• The time complexity for matrix-matrix multiplication
ATW is O(K) because W is a diagonal matrix.
• The time complexity for matrix-matrix multiplication
(ATW)A is O(K).
• The time complexity for matrix inversion(
ATWA
)−1
, i.e. inversion of a 2× 2 matrix is
O(1).
• The time complexity for matrix-vector multiplication
(ATW)b is O(K).
• The time complexity for matrix-vector multiplication(
ATWA
)−1
ATWb is O(1).
Thus the time complexity of the overall process is O(MN),
i.e. it is dominated by the time complexity of the DTW
algorithm.
However, we can gain a significant speed-up of the
overall process by down-sampling both the reference and
the guessed segments together by a factor of g, such that
the new length of the reference segment is N ′ = 1gN and
the new length of the guessed segment is M ′ = 1gM . We
need that N ′  2 and M ′  2, such that the weighted
least square computation is still reasonable. The resulting
relative time scale will be un-changed, i.e. ζ ′l = ζl, while
the relative time delay is related by d′l =
1
gdl. The overall
time complexity then becomesO(M ′N ′) = O( 1g2MN), i.e.
a quadratic speed-up as compared to the original version.
