ABSTRACT. Theorems on orthogonal decompositions are a cornerstone in the classical theory of real (or complex) matrices and operators on R n . In the paper we consider finite dimensional inner product spaces (E, Φ) over a field K = F ((χ 1 , . . . , χ m )) of generalized power series in m variables and with coefficients in a real closed field F . It turns out that for most of these spaces (E, Φ) every self-adjoint operator gives rise to an orthogonal decomposition of E into invariant subspaces, but there are some salient exceptions. Our main theorem states that every self-adjoint operator T : (E, Φ) → (E, Φ) is decomposable except when dim E is a power of 2 with exponent at most m, and Φ is a tensor product of pairwise inequivalent binary forms. In the exceptional cases we provide an explicit description of indecomposable operators.
Introduction
Let K be an ordered field and E a finite-dimensional vector space over K, endowed with an inner product, that is, a positive-definite symmetric bilinear form Φ : E × E → K. A self-adjoint linear operator T : E → E is said to be decomposable if E is an orthogonal sum of two or more invariant subspaces. It is a basic task to find conditions under which a given operator can be decomposed orthogonally and to describe the indecomposable ones.
The case where E is a real (or complex) Euclidean space is classical and is settled by the famous Spectral Theorem. It says that if E = R n then every selfadjoint T : E → E is an orthogonal sum of projections of rank 1. Equivalently, every symmetric matrix with real entries can be put into diagonal form by means of conjugation by an orthogonal matrix. This result immediately carries over to spaces over real closed fields.
In the present paper we study spaces (E, Φ) over fields K = F ((χ 1 , . . . , χ m )) of generalized power series in one or several variables χ i and coefficients in a real closed field F . K is given the non-Archimedian ordering in which the χ i are positive and χ i+1 χ i . The problem of orthogonal decomposition ramifies significantly because K has 2 m positive square classes, so in each dimension there are several non-equivalent inner products. Under which conditions does every self-adjoint operator T : E → E admit an orthogonal decomposition, and what do the indecomposable operators look like? We shall give a complete answer to that question. Our main result states that if (E, Φ) is a positive space over K = F ((χ 1 , . . . , χ m )) then every self-adjoint operator T : E → E can be orthogonally decomposed except when the dimension of E is a divisor of 2 m and Φ is a tensor product of inequivalent binary forms, that is, Φ is a Pfister form of a special kind.
We start by collecting preliminary material on spaces over fields of power series. In §2 we reconsider the Spectral Theorem of [4] and its consequences for the present problem. In §3 we study the exceptional case of spaces endowed with special Pfister forms and we provide a systematic way to construct indecomposable operators on these spaces. Then we set out to prove that for all other spaces every self-adjoint operator decomposes orthogonally. The case of dimension 4 turns out to be crucial (and cumbersome); our proof, carried out in detail in §4, relies on a recursive construction of the required decomposition. In §5 we give a proof of the main theorem. It relies on previous results and on combinatorial arguments.
Let us mention that the present research has grown out of studies on infinitedimensional orthomodular spaces (V, Ψ) (for a detailed description we refer to [5] ). Indeed, the spaces (E, Φ) are the residual spaces of (V, Ψ), and the classification provides a strong tool for studying bounded self-adjoint operators on the infinite-dimensional space V .
Preliminaries
In this preliminary section we fix the notations and we collect some basic facts. We let N, Z and R be the set of all natural numbers, all integers and all real numbers respectively.
The base fields
For i = 1, . . . , m we let Z i be a copy of the ring of integers Z and G := Z 1 ⊕Z 2 ⊕· · ·⊕Z m , ordered antilexicographically. That is, if g = (g 1 , . . . , g m ), h = (h 1 , . . . , h m ) ∈ G and k := max{i :
Let F be a field of coefficients. The field K := F ((G)) of generalized power series with coefficients in F and exponents in G consists of all functions α : G → F for which the support supp(α) := g ∈ G : α(g) = 0 is a well-ordered subset of G. The operations in K are defined in the obvious way: for α, β ∈ K
For g ∈ G let τ g be the characteristic function of {g}. Then α ∈ K can be represented in the form α = 
(iii) v(α + β) ≥ min v(α), v(β) .
The valuation topology T is defined by taking the sets U g := ξ ∈ K : v(α − ξ) > g , where g varies over G, as a base of neighborhoods of the point α. Then (K, T ) is a topological field, moreover, K is complete in the valuation topology (see [6] or [7] ). For every = 1, . . . , m
which means that the valuation v has rank m. We always assume that F is an ordered field. We introduce an ordering on K = F ((G)) as follows. Let 0 = α = g∈G a g τ g ∈ K and put g 0 := v(α). Then we let α be positive in K iff a g 0 > 0 in F . This ordering is compatible with the valuation in the sense that for all α, β ∈ K we have
Hence the ordering defines the same topology as the valuation. To the valuation v there belongs a valuation ring
with maximal ideal J := α ∈ K : v(α) > 0 . Clearly α ∈ K belongs to R if and only if its representation as power series has the form
and α is in J if and only if a 0 = 0. It follows that the map π : R → F , given by π(α) := a 0 , is a homomorphism from R onto F with kernel J. This means that the residue fieldK := R/J is isomorphic to F .
Square classes in K
We need the following elementary arithmetic facts.
Ä ÑÑ 2.1º Let F be real closed and K = F ((G)). Then
(a) The field K satisfies the Henselian condition.
(d) The sum of two squares is again a square in K.
is well known (see [6] ) and (b) follows from (a). To show (c) put γ := 
We can now describe the square classes of K.
1 is in position i, and put
is a set of representatives of the positive square classes of K = F ((G)).
SELF-ADJOINT OPERATORS ON INNER PRODUCT SPACES

Remark 2.3º
In the case m = 1 the field is F ((Z)). It is isomorphic to the field
More generally, if we define recursively
Many reasonings later on will rely on successive quadratic extensions of the base field. We need the following simple facts. 
The proof is straightforward and will be omitted.
Positive definite forms over K
Let E be a finite-dimensional vector space over K = F ((G)) endowed with a symmetric bilinear form Φ : E × E → K. We assume throughout that Φ is positive-definite. Let {e 1 , e 2 , . . . , e n } be an orthogonal base of (E, Φ) and put α i := Φ(e i , e i ) for i = 1, . . . , n. The matrix of Φ with respect to {e 1 , . . . , e n } has the α i 's on the diagonal and zeros elsewhere. We express this fact by writing
Notice that E admits an orthonormal base if and only if Φ diag(1, 1, . . . , 1). Furthermore, if x = 0 then Φ(x, x) > 0 and therefore Φ(x, x) is congruent modK 2 to some σ ∈ Σ (see Section 2.2). It follows that for any positive-definite form Φ we have
It depends only on Φ which σ's actually occur in (2) and with which multiplicity, as is shown by the following result.
Ä ÑÑ 2.5º Let (E, Φ) be a positive space over K = F ((G)). Assume that
. By Lemma 2.1(b), 1 + ξ is a square and the claim follows. Now E has a base {e 1 , . . . , e n } in which Φ(e i , e i ) = σ i . On the other hand, there is a vector u ∈ E with Φ(u, u) = σ 1 
for some j ∈ {1, . . . , n}. The assertion now follows by induction, using Witt's Cancellation Theorem.
A crucial role will be played by forms which are tensor products of inequivalent binary forms. We say that Φ is a special Pfister form provided that there are elements
Orthogonal decomposition of operators
Let (E, Φ) be a positive-definite space of dimension n over K. Let L be the algebra of all linear operators B : E → E. We say that B ∈ L (E) is decomposable if E is an orthogonal sum of two non-trivial invariant subspaces: E = E 1 ⊕ E 2 . In that case E admits an orthogonal base with respect to which the matrix of B is decomposed into two blocks,
We deal with decompositions of operators B which are self-adjoint, that is, Φ(B(x), y) = Φ(x, B(y)) for all x, y ∈ E. Such an operator is decomposable if and only if E admits a non-trivial, invariant subspace E 1 , for then
In many of our reasonings later on we shall examine the behavior of operators when the base field K is quadratically extended. Fix a base {e 1 , . . . , e n } of E. Let ϑ be a positive element in K and putK := K( √ ϑ ). ThenĒ :=K ⊗ K E, considered as a vector space over K, has the base 1⊗e i , √ ϑ⊗e i : i = 1, . . . , n . It follows that everyū ∈Ē can be written uniquely as
Next,Ē is turned into a vector space overK by defining the operationK ×Ē→Ē by
where α, β ∈ K, x, y ∈ E. The form Φ extends uniquely to a bilinear formΦ on 
On the other hand,B(
Spectral decompositions of symmetric operators
In this section we deal with the problem of diagonalizing symmetric matrices over fields K = F ((G)). We start with a technical result (Theorem 3.1 below) from which we deduce crucial facts first on diagonalization and subsequently on the more general task of orthogonal decompositions.
Our approach is of geometric nature within the framework of matrices and linear operators. Let us point out here that these results can also be deduced in an elegant way within the theory of ordered fields from the ideas developed in [2] , [3] by R . G u r a l n i c k , H . B a s s and D . R . E s t e s .
We first consider the case where G = Z, thus K ∼ = F ((χ)). We let Mat n (K) be the ring of all matrices of size n × n with entries in K. The transpose of A ∈ Mat n (K) is denoted by A * , and a matrix U ∈ Mat n (K) is called orthogonal if U * · U = I , the identity matrix. If all the entries α ij are in the valuation ring R then we let π(A ) ∈ Mat(F ) be the matrix with entries π(α ij ). Notice that in that case the coefficients of the characteristic polynomial
Consider A ∈ Mat n (K) and assume that all entries α ij are in R, thus α ij = a
. We obtain a representation of A as a power series with coefficients in Mat n (F ),
Clearly π(A ) is the same as A 0 .
We proceed to establish the main result of this section.
Ì ÓÖ Ñ 3.1º Let F be a formally real field and K := F ((χ)). Let n ∈ N. The following conditions are equivalent.
(a) Every symmetric matrix A ∈ Mat n (F ) can be diagonalized by means of an orthogonal matrix U ∈ Mat n (F ).
As before, we can express U as a power series
, which is possible only when k = 0 and U *
(a) =⇒ (b). Let there be given a symmetric matrix A ∈ Mat n (K). After multiplying with a suitable power of χ we obtain a representation
If all the A m are multiples of I then so is A and the claim is clear. Otherwise let := min k ∈ N ∪ {0} : A k is not a multiple of I and consider . Hence there exists a U ∈ Mat n (K) such that U −1 BU is decomposed into two blocks. U can be chosen to be orthogonal because B is self-adjoint. Then U * A U is decomposed into two blocks and the proof is finished by induction on the size n.
Remark 3.2º
In [4] there is a description of an algorithm which computes recursively the coefficients 
ÓÖÓÐÐ ÖÝ 3.4º Let A be a symmetric matrix with entries in
Combining the above results with the technique of quadratic extension (see Section 2) we can deduce important information on matrices which are not symmetric but self-adjoint with respect to more general inner products. In order to do so we switch to the geometric language of vector spaces and operators. We first restate Theorem 3.3. We always let I be the identity operator and I its matrix.
Ì ÓÖ Ñ 3.5º Let F be real closed and K = F ((χ 1 , . . . , χ m )). Let (E, Φ) be a positive-definite space over K with dim E = n. Assume that Φ diag (1, 1, . . . , 1) . Then every self-adjoint linear operator T : E → E has a spectral decomposition T = λ 1 P 1 + λ 2 P 2 + · · · + λ n P n where the λ i ∈ K are the eigenvalues of T and the P i 's are mutually orthogonal projections onto one-dimensional subspaces. P r o o f. By assumption, Φ admits an orthonormal base. An operator T ∈ L (E) is self-adjoint if and only if its matrix A with respect to that base is symmetric. By Theorem 3.3 there exists an orthogonal matrix U such that D = U * A U is diagonal, say D = diag(λ 1 , . . . , λ n ). Let P i be the orthogonal projection onto the straight line generated by the ith column vector of U . Then T = λ 1 P 1 + · · · + λ n P n , as claimed.
Operators which are self-adjoint with respect to more general inner products often fail to admit a spectral decomposition, as can be seen by the following simple example: (E, Φ) is a 2-dimensional space over K = F ((χ)), Φ diag(1, χ), and T is given by the matrix
The characteristic polynomial p T (X) = X 2 − χ has no root in K, hence T has no eigenvectors.
There are some remarkable conclusions from Theorem 3.5.
. . . , χ m )) where F is a real closed field. If the operator T : (E, Φ) → (E, Φ) is self-adjoint then its matrix A can be orthogonally diagonalized over the extension fieldK
P r o o f. Let (Ē,Φ) be the space obtained by extending K toK. We have Φ diag(σ 1 , . . . , σ n ) for some σ 1 , . . . , σ n ∈ Σ m . Every σ i is a product of some χ j and therefore a square inK. HenceΦ diag(σ 1 , . . . , σ n ) diag(1, . . . , 1). By Lemma 2.6,K is again a field of power series,K ∼ = F ((η 1 , . . . , η m )) where η i = √ χ i . The extended operatorT :Ē →Ē is self-adjoint with respect tō Φ diag(1, . . . , 1). By Theorem 3.5,T has a spectral decomposition. The assertion then follows by noticing thatT and T have the same matrix and the same characteristic polynomial.
Ä ÑÑ 3.7º If the dimension of E is not a power of 2 then every self-adjoint operator T : E → E is decomposable.
P r o o f. The characteristic polynomial p T (X) decomposes into linear factors over the fieldK :
, which has degree 2 m over K. This implies that the degree of every irreducible factor of p T (X) is a power of 2. Hence if n = dim E = deg p T (X) is not a power of 2 then p T (X) cannot be a power of just one irreducible factor. In other words, p T (X) is a product of two relatively prime polynomials in K[X] and consequently T has a proper invariant subspace, as claimed.
where F is real closed. If (E, Φ) contains two vectors x, y with x ⊥ y and Φ(x, x) = Φ(y, y) then every self-adjoint operator T : E → E is decomposable. P r o o f. After scaling we may assume that Φ(x, x) = Φ(y, y) = 1. We use induction on n = dim E. If n = 2 then Φ diag(1, 1) and the claim follows by Theorem 3.5. Suppose n ≥ 3. Put k E := max{k ∈ N : E contains k mutually orthogonal unit vectors}.
If k E = n then Φ diag(1, . . . , 1) and we apply Theorem 3.5 once more. Assume that the assertion has been established for all spaces (E, Φ) with dim E = n and k E ≥ + 1 for some ≥ 2. Consider a space (E, Φ) with
. . , σ n ). We extend the base field K tō . By Lemma 2.6 we conclude that E has a non-trivial invariant subspace. The proof is complete.
Construction of indecomposable operators
In the next sections we use repeatedly induction on the number m of variables χ i . We shall write "K m " in order to make the reference to m explicit.
Construction of the matrices A m
Recall that the field K m = F ((χ 1 , . . . , χ m ) 
More generally, each Φ m is a special Pfister form, for
Our purpose is to prove that each of the spaces (E m , Φ m ) admits an operator that is self-adjoint and indecomposable. The operators in question are obtained by recursively defining their matrices.
Let I m be the identity matrix of size 2
It is readily verified that A m is self-adjoint with respect to Φ m .
Eigenvalues and indecomposability
We extend 
P r o o f. By induction. In the case m = 1 we have
so the eigenvalues of A 1 are ± √ χ 1 , as claimed. 
Let m ≥ 2 and consider
That is, 
It is now easy to evaluate the determinant of U
It follows that the solutions of the equation p m (X) = 0 are
By induction, the elements λ i of Q m−1 (where 1 ≤ i ≤ 2 m−1 ) have the form
, so the assertion of the lemma follows.
We can now establish the main result of this section. 
Spaces of dimension 4
In the previous section we constructed spaces (E m , Φ m ) of dimension 2 m for which there exist self-adjoint, indecomposable operators. The inner products in question are special Pfister forms. Our purpose is to prove the converse: if Φ is not a special Pfister form then every self-adjoint operator T : (E, Φ) → (E, Φ) decomposes orthogonally. The case of dimension 4 turns out to be crucial and requires an involved proof. The other dimensions will then follow by a combinatorial argument in Section 6.
The result
We retain the notations of Section 2. Thus m ≥ 1 is a fixed integer, ((χ 1 , . . . , χ m ) ), and Σ m is a set of representatives of all positive square classes of K m . Our main result is the following.
Ì ÓÖ Ñ 5.1º Let E be a vector space of dimension 4 over K m = F ((χ 1 , . . .
. . . , χ m )) endowed with a positive form Φ. Assume that Φ is not a special Pfister form. Then every self-adjoint operator T : E → E is decomposable.
The proof is divided into several steps and will cover the rest of this section. We fix an orthogonal base {e 1 
Then the matrix B * of the adjoint operator S * is obtained by interchanging β ij ↔ β ji . In particular, S is self-adjoint if and only if β ij = β ji .
Each of σ 1 , . . . , σ 4 is a product of some χ i . We examine whether the last variable χ m occurs in one or several of the elements σ k , and we distinguish cases accordingly.
Case 1:
χ m occurs in exactly one of σ 1 , σ 2 , σ 3 , σ 4 We assume that χ m occurs in σ 4 · Φ(S(e 4 ), e 4 ) · I is also indecomposable, and S 1 (e 4 ) ⊥ e 4 . Then x := S 1 (e 4 ) = ξ 1 e 1 + ξ 2 e 2 + ξ 3 e 3 , hence Φ(x, x) = ξ
is congruent modulo squares to one of σ 1 , σ 2 or σ 3 . Thus Φ(x, x) = Φ(ηe i , ηe i ) for some η ∈ K and some i ∈ {1, 2, 3}. By Witt's Theorem there exists an isometry P : E → E with P (x) = ηe i and P (e 4 ) = e 4 . Then for T := P S 1 P −1 we have T (e 4 ) = η i e i , and T is indecomposable, for if U is invariant under T then P −1 (U ) is invariant under S 1 .
We therefore focus on self-adjoint operators with a matrix of shape
We may further assume that
Ä ÑÑ 5.3º If w(α ij ) = 0 for some α ij with i, j ∈ {1, 2, 3} then the operator T given by (6) is decomposable.
P r o o f. We apply the epimorphism θ to the determinant that defines the characteristic polynomial of A . By (5) and (7) we have w(α 14 σ 4 ) ≥ 1, so θ(α 14 σ 4 ) = 0. Thus if B is the matrix obtained from A by deleting the last row and column, then
Now θ(B) = 0 since w(α ij σ i ) = 0 for at least one pair (i, j). It follows that θ(B)
is a product of two relatively prime factors. By Hensel's Lemma, p A (X) can also be factored into two relatively prime polynomials, which entails that T has an invariant subspace, as claimed.
We are left with the case where w(α ij ) ≥ 1 for all i, j = 1, 2, 3. Then w(α 14 )= 0, and replacing A by 
Any operator having a matrix of this shape will be called a block-operator.
Norms of operators
The isometry U is obtained as the limit of a recursively defined sequence of operators U n . In order to measure the approximation we introduce non-Archimedean norms, written additively and with values inZ :=
For x ∈ E we let
Then αx = w(α) + x and x + y ≥ min{ x , y } with equality when x ⊥ y.
For an operator B ∈ L (E) we define its norm by
Then B • C ≥ B + C . The sets
constitute a base of 0-neighborhoods for the norm topology. Since w(
(9) The construction relies on two sets Λ 0 and Λ 1 of operators of a special kind. Explicitly, we consider matrices of shape
Ò Ø ÓÒ 1º
: the matrix of B 0 has shape B 0 ,
: the matrix of B 1 has shape B 1 .
Clearly Λ 0 and Λ 1 are closed under addition and taking adjoints, moreover
Notice that Λ 0 ∩ Λ 1 = {0}; we put Λ := Λ 0 ⊕ Λ 1 .
Every B 0 in Λ 0 has norm B 0 = 0, and if (ii) To every operator B : E → E with B = The operator A to be decomposed satisfies (8), from which we deduce that A = 
where A 1 ∈ Λ 1 is given by
The operator A 1 will be a pivot in the recursive approximation.
Ä ÑÑ 5.6º Consider the operator Q 1 given by
shows that the entries of D 0 at the positions (1, 2), (1, 3), (2, 1) and (3, 1) are 0. Thus D 0 is in block form, as required. This proves (i), and the proof of (ii) is similar.
The recursive construction
We construct recursively operators U 1 , U 2 , . . . along with block operators D 1 , D 2 , . . . such that for all n = 1, 2, . . . we have
Assume this has been achieved. Then 1. Suppose n = 2r is even. Then Step 1: By using (13) with n = 2r − 1 and Lemma 5.
Step 2: By using (14) with n = 2r − 1 and Lemma 5.5(i) find M ∈ Λ 0 such that
Step 3: Define S by
Then S = S * and S ∈ Λ 0 .
Step 4: By using Lemma 5.6(i) find Q ∈ Λ 1 such that Q * = −Q and
where D ∈ Λ 0 is a block operator.
Step 5: Put
We have to verify that U n and D n satisfy (12), (13) and (14).
To abbreviate put
(a) Let us verify (12) for n = 2r. Since V ∈ Ω 1 it follows from (9) that σ
To verify (13) we examine the expression
and reduce it mod Ω 2r . First, since V ∈ Ω 1 we get σ
Taking the adjoint yields
from which it follows that
and in view of (15) V * AU 2r−1 . We write
Recalling that U 2r−1 − I ∈ Ω 1 and A − A 1 ∈ Ω 2 we see that
By taking adjoints we get
Substituting into (17) yields
Now by (16) we have
It follows that
Now by the definitions of V , M , Q and D we have
Thus we get
as claimed. This finishes the verification.
2. If n = 2r + 1 is odd then the procedure is analogous. We only summarize the construction.
Step 1:
Step 3: Define S ∈ Λ 1 with S = S * by S = − Step 5: Put
Then the conditions (12), (13) and (14) can be verified as above, with the obvious slight modifications. This finishes the recursive construction and thereby the proof of Theorem 5.1 in the present case.
Case 2:
χ m occurs in exactly two of the elements σ 1 , σ 2 , σ 3 , σ 4 Let us assume that χ m occurs in σ 1 , σ 2 but not in σ 3 , σ 4 . Again the isometry U : E → E which decomposes T is constructed recursively. This time the sets Λ 0 and Λ 1 of special operators are defined by matrices of the shapes
The analogue of Lemma 5.6 is easily established, and then the recursive construction can be repeated word by word.
Observe that if χ m occurs in three of the elements σ i , say in σ 1 , σ 2 , σ 3 , but not in σ 4 then after replacing Φ by σ 1 Φ we are back in the first case. A similar remark applies in the case of four occurrences. So we are left with just one case. So suppose that T has no eigenvectors. By hypothesis there is a decomposition of E into invariant subspaces of dimension 2, say E = U ⊕ W . Let {u 1 , u 2 } and {w 1 , w 2 } be orthogonal bases of U and W . Since Φ is positive we may assume that Φ(u 2 , u 2 ) = σ · Φ(u 1 , u 1 ) and Φ(w 2 , w 2 ) = τ · Φ(w 1 , w 1 ) for some σ, τ ∈ Σ m . Notice that σ = τ , for otherwise Φ is a (multiple of a) Pfister form. Since T is Let m ≥ 3. Let there be given a self-adjoint operator T : E → E. If χ m occurs in exactly one or exactly two or three of σ 1 , . . . , σ 4 then T is decomposable, as was shown in Sections 5.1 to 5.3. So assume that χ m occurs in none of the σ i . Thus σ i ∈ K m−1 . Let A be the matrix of T . We may assume that all the entries of A are in the valuation ring R w of (K, w). Again let θ be the epimorphism from R w ontoK m ∼ = K m−1 = F ((χ 1 , . . . , χ m−1 ) ). We look at the reduced matrix A 0 := θ(A ). We claim that we may assume, without loss of generality, that A 0 is not a multiple of the identity. Indeed, this follows by repeating the argument used in the proof of Theorem 3.1. Let (Ê,φ) be the vector space over K m = K m−1 with base {e 1 , e 2 , e 3 , e 4 } and inner productΦ diag(σ 1 , σ 2 , σ 3 , σ 4 ) . Notice that in the present case θ(σ i ) = σ i for all i = 1, . . . , 4, which entails that the operator T 0 :Ê →Ê defined by A 0 is self-adjoint. By induction, T 0 is decomposable. Since T 0 is not a multiple of the identity it follows by Lemma 5.7 that the characteristic polynomial p T 0 (X) is a product of two relatively prime factors. Since p T 0 (X) = p θ(A ) (X) = θ(p A (X)) we conclude by Hensel's Lemma that p A (X) = p A (X) is a product of two relatively prime factors in K [X]. Hence T admits a decomposition which is orthogonal because T is self-adjoint. This completes the proof of Theorem 5.1.
The principal result
In this final section we combine the previous results in order to establish the main result. The reasonings are mainly combinatorial. Given a set M we let #M be the number of elements. 
Ä ÑÑ 6.1º Let
(disjoint union). 
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On the other hand, the set B ∪ aB is a subgroup of A of index 2, hence by ( * ), P r o o f. In Section 4 we have seen that the case where Φ is a special Pfister form is indeed exceptional. To establish the converse assume that (E, Φ) admits a self-adjoint indecomposable operator T . By Lemma 3.7, dim E = 2 r for some r ≥ 0. We use induction on r. The case r = 1 is trivial and the cumbersome case r = 2 has been settled in Section 5, so suppose that r ≥ 3.
Recall that Σ = χ Write Φ diag(σ 1 , σ 2 , . . . , σ n ) for some σ 1 , . . . , σ n ∈ Σ. We may assume that σ 1 = 1. From Lemma 3.8 we infer that σ i = σ j for i = j, so S := {σ 1 , σ 2 , . . . , σ n } ⊆ Σ contains exactly n elements. Let A be the subgroup of Σ generated by S. We claim that in fact S = A.
In view of Lemma 6.1 it is sufficient to verify that given any subgroup B ⊂ A with index (A : B) = 2 we have #(S ∩ B) = IfĒ has a non-zero invariant subspace of dimension < n 2 then, by Lemma 2.6, E has an invariant subspace of dimension < n, contrary to the assumption. Hence dimĒ 1 = dimĒ 2 = n 2 and the restricted operatorsT Ē 1 andT Ē 2 are indecomposable.
LetΣ be a set of representatives of the positive square classes inK, turned into a group in the obvious way. We have seen that the space (Ē 1 ,Φ 1 ) admits a self-adjoint, indecomposable operator and has dimension n 2 . By induction,Φ 1 is (a multiple of) a special Pfister form. Therefore {ρ 1 , . . . , ρ n/2 } is a subgroup ofΣ or a coset of a subgroup, and similarly for {τ 1 , . . . , τ n/2 }. This information on how h(S) = h(σ 1 ), . . . , h(σ n ) lies withinΣ will be crucial.
We now show that #(S \ B) ≥ 2. Clearly S B, for otherwise A = B. Assume that #(S\B) = 1, say σ 1 , . . . , σ n−1 ∈ B, σ n / ∈ B. We consider the above extension of K toK = K( √ ω ) with ω = σ 1 σ 2 . Then Ker(h) = {1, ω} ⊂ B, hence for all σ ∈ S we have
In particular, h(σ n ) / ∈ h(B). Look at the partition (22). We may assume that h(σ n ) ∈ ρ 1 , . . . , ρ n 2 . Thus R := ρ 1 , . . . , ρ n 2 h(B). Now h(B) is a subgroup ofΣ and R is a coset of a subgroup containing n 2 ≥ 4 element. We conclude that there are at least two elements of R not contained in h(B), so by (23) at least two of the σ i ∈ S are not in B, as claimed.
