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Il calcolo di Deduzione Naturale
1 Regole della deduzione naturale
Il calcolo della deduzione naturale si compone di regole di inferenza che dan-
no luoghi ad alberi ai cui nodi sono associate formule. Le regole di inferenza
consistono nella regola di assunzione e nelle regole di introduzione (I) e di elimi-
nazione (E) per ogni costante logica. Per ogni regola le formule immediatamente
sopra la riga sono dette premesse e la formula immediatamente sotto la riga con-
clusione della regola. Le premesse di una regola possono dipendere da formule
che sono state assunte e che quindi chiamiamo assunzioni e che non sono conclu-
sioni di alcuna regola. Le assunzioni sono le formule che si trovano sulle gemme
dell’albero deduttivo. La regola di assunzione da` luogo all’albero piu` semplice
ovvero l’albero che consiste di un solo nodo cui e` associata una qualche formula
A. Tale formula e` assunzione e conclusione allo stesso tempo.
Regole di inferenza
Regole della congiunzione
···
A
···
B
I∧
A ∧B
···
A ∧B
E∧
A
···
A ∧B
E∧
B
Regole dell’implicazione
[A]n···
B
In→
A→ B
···
A→ B
···
A
E→
B
La regola di In→ necessita qualche spiegazione. La regola si compone di due
”azioni”. La prima puo` essere cos´ı descritta:
···
B
I→
A→ B
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Secondo la prima azione, dalla premessa B possiamo concludere A → B, per
A formula qualsivoglia. A → B dipende dalle stesse assunzioni da cui dipende
B. Cos´ı formulata si tratta di una regola che rappresenta il principio dell’ a
fortiori. (Se B, allora B sotto qualsiasi condizione A.) La regola pero` permette
una seconda azione, ovvero di scaricare tutte o qualche o nessuna (se nessuna
si ricade nel caso dell’a fortiori) occorrenza di A che eventualmente occorre fra
le assunzioni da cui B dipende. A → B dipende allora dalle assunzioni da cui
dipende B eccetto le occorrenze di A che sono state scaricate. Proprio questo
meccanismo dello scaricamento e` quanto si indica con la scrittura
[A]n···
B
In→
A→ B
L’apice numerico e le parentesi quadre indicano che le occorrenze dell’assunzio-
ne A con indice n sono state scaricate grazie all’applicazione della regola con
apice n. Questo meccanismo di scaricare assunzioni e` la vera forza della regola
in quanto rappresenta il ragionamento ”sotto assunzioni”, ”sotto ipotesi”. Se
dall’assunzione A segue B attraverso un processo deduttivo:
A···
B
allora possiamo ”cancellare” l’assunzione A e incorporarla nella conclusione A→
B,
[A]n···
B
In→
A→ B
ESEMPIO. Qui di seguito i passi della derivazione di B → (A→ B).
B regola di assunzione
B
I→ solo la prima ”azione” di I→ puo` aver luogo poiche´ A non occorre fra le assunzioni
A→ B
[B]1
I→
A→ B
I1→ si possono applicare ambedue le ”azioni” di I→ poiche´ B occorre fra le assunzioni
B → (A→ B)
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Regole della disgiunzione
···
A
I∨
A ∨B
···
B
I∨
A ∨B
A ∨B
[A]n···
C
[B]n···
C
En∨
C
Proviamo a vedere la regola En∨ nella sua formulazione limite (poco significativa,
ancorche´ lecita), ovvero
···
A ∨B
···
C
···
C
E∨
C
Dalla premessa A∨B e da due occorrenze di C (eventualmente con derivazioni
diverse) possiamo concludere (di nuovo !) C. Presentata cos´ı questa regola non
ha molto senso, il suo significato sta proprio nel meccanismo di scaricamento
che permette: la regola permette di scaricare tutte o qualcuna o nessuna del-
le occorrenze di A presenti fra le assunzioni da cui la prima occorrenza della
premessa C dipende e inoltre tutte o qualcuna o nessuna delle occorrenze di B
presenti fra le assunzioni da cui la seconda occorrenza della premessa C dipende.
La regola En∨ codifica in questo modo il ragionamento per distinzione dei casi.
La conclusione C non dipende piu` dall’assunzione A e dall’assunzione B prese
separatamente, ma dall’assunzione A ∨B.
Regole per ⊥ e per la negazione
....
¬A
....
A
⊥ I⊥
....
⊥
A
E⊥
[A]n
....
⊥
¬A I
n
¬
[¬A]n
....
⊥
A
En¬
Nomi alternativi delle regole sulla negazione e sul falso.
E⊥ e` chiamato anche ¬i (regola di negazione intuizionista) ed efq (regola dell’ex
falso quodlibet).
I¬ e` chiamato anche ¬m (regola di negazione minimale).
E¬ e` chiamato anche ¬k (regola di negazione classica).
Logiche assiomatizzate dalle regole di deduzione naturale.
Con P indichiamo la logica positiva proposizionale, ovvero la logica contenente
le regole di introduzione ed eliminazione dei connettivi ∧, ∨ e →.
M, logica minimale proposizionale, e` data da P + I⊥ + I¬.
I, logica intuizionista proposizionale, e` data da M +⊥E.
K, logica classica proposizionale, e` data da I +¬E.
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Regole del quantificatore universale
···
A[a/x]
I∀∀xA
purche´ la costante a non occorra in A
o in qualche assunzione non scaricata
nella derivazione di A[a/x]
···∀xA
E∀
A[c/x]
Regole del quantificatore esistenziale
···
A[c/x]
I∃∃xA
···∃x
[A[a/x] ]n···
B
En∃
B
purche´ la costante a non occorra in ∃xA
o in B o in qualche assunzione non
scaricata nella derivazione di B fatta
eccezione per A[a/x]
Regole dell’identita`
I=
c = c
···
A[c/x]
···
c = b
E=
A[b/x]
2 Definizione induttiva di derivazione
La scrittura
Γ
...
B
sta ad indicare una derivazione della formula B dalle formule dell’insieme Γ.
Le formule in Γ sono dette assunzioni e la formula B e` detta conclusione della
derivazione. Con la notazione Γ ` B indichiamo che B e` derivabile da Γ, ovvero
che esiste una derivazione con conclusione B e con le assunzioni (non scaricate)
in Γ.
Definizione di derivazione di una formula A da un insieme Γ di assunzioni.
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(1) Una singola formula A e` una derivazione di A dall’insieme di assunzioni
{A} : {A} ` A Scriveremo semplicemente anche A ` A.
(2) Se Γ1 ` A e Γ2 ` B allora
Γ1···
A
Γ2···
B
I∧
A ∧B
e` una derivazione
da cui Γ1 ∪ Γ2 ` A ∧B.
(3) Se Γ ` A∧B allora
Γ···
A ∧B
E∧
A
e` una derivazione
da cui Γ ` A.
(4) Se Γ ` A∧B allora
Γ···
A ∧B
E∧
B
e` una derivazione
da cui Γ ` B.
(5) Se Γ ∪ {A} ` B allora
Γ, [A]n···
B → In
A→ B
e` una derivazione
da cui Γ ` A → B. L’assunzione A e` detta scaricata dall’applicazione di
→ I.
(6) Se Γ1 ` A→ B e Γ2 ` A allora
Γ1···
A→ B
Γ2···
A
E→
B
e` una derivazione
da cui Γ1 ∪ Γ2 ` B.
(7) Se Γ ` A allora
Γ···
A
I∨
A ∨B
e` una derivazione
da cui Γ ` A ∨B.
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(8) Se Γ ` B allora
Γ···
B
I∨
A ∨B
e` una derivazione
da cui Γ ` A ∨B.
(9) Se Γ1 ` A ∨B e Γ2∪{A} ` C e Γ3 ∪ {B} ` C allora
Γ1···
A ∨B
Γ2, [A]
n
···
C
Γ3, [B]
n
···
C
En∨
C
e` una derivazione, da cui Γ1 ∪ Γ2 ∪ Γ3 ` C. Le assunzioni A e B sono dette
scaricate dall’applicazione di ∨E.
(10) Se Γ1 ` ¬A e Γ2 ` A allora
Γ1···¬A
Γ2···
A
I⊥⊥
e` una derivazione, da cui Γ1 ∪ Γ2 ` ⊥.
(11) Se Γ ` ⊥ allora
Γ···⊥
E⊥
A
e` una derivazione
da cui Γ ` A.
(12) Se Γ, {A} ` ⊥ allora
Γ, [A]n···⊥
In¬¬A
e` una derivazione
da cui Γ ` ¬A.
(13) Se Γ, {¬A} ` ⊥ allora
Γ, [¬A]n···⊥
En¬
A
e` una derivazione
da cui Γ ` A.
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(14) Se Γ ` A[a/x] e a non occor-
re in A ne´
in alcuna for-
mula di Γ
allora
Γ···
A[a/x]
I∀∀xA
e` una derivazione
da cui Γ ` ∀xA.
(15) Se Γ ` ∀xA allora
Γ···∀xA
E∀
A[c/x]
e` una derivazione
da cui Γ ` A[c/x].
(16) Se Γ ` A[c/x] allora
Γ···
A[c/x]
I∃∃xA
e` una derivazione
da cui Γ ` ∃xA.
(17) Se Γ1 ` ∃xA e Γ2 ∪ {A[a/x]} ` C allora
Γ1···∃xA
Γ2, [A[a/x]]
n
···
C
En∃
C
e` una derivazione purche´ la costante a non occorra in ∃xA o in C o in Γ2.
Da cui Γ1 ∪ Γ2 ` C.
(18) t = t e` una derivazione dall’insieme vuoto di assunzioni, da cui ` t = t.
(19) Se Γ1 ` c = b e Γ2 ` A[c/x] allora
Γ1···
c = b
Γ2···
A[c/x]
E=
A[b/x]
e` una derivazione, da cui Γ1 ∪ Γ2 ` A[b/x].
(20) Nient’altro e` una derivazione di A da Γ.
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3 Approfondimenti
Abbiamo dovuto dare in contemporanea le regole per il falso (⊥) e quelle per
la negazione dato che la regola I⊥ fa uso della negazione e, allo stesso modo, le
regole per la negazione, sia I¬ che E¬, fanno uso di ⊥. Utilizzando le regole I⊥
e I¬, ma senza usare le rispettive regole di eliminazione, e` possibile dimostrare
che
` ¬A↔ (A→ ⊥)
[¬A]1 [A]2
⊥ I⊥
A→ ⊥ I
2
→
¬A→ (A→ ⊥) I
1
→
[A→ ⊥]1 [A]2
⊥ E →
¬A I
2
¬
(A→ ⊥)→ ¬A I
1
→
L’equivalenza appena dimostrata mostra che in presenza del simbolo del fal-
so possiamo fare a meno della negazione come simbolo primitivo del linguaggio.
Ovvero possiamo eliminare la negazione dal linguaggio e reintrodurla per defi-
nizione come ¬A ≡ (A → ⊥). In questo caso e` facile vedere che le regole di
introduzione di ⊥ e di ¬ sono dei casi particolari della regola di introduzione
dell’implicazione.
Ne segue che, se trattiamo ¬ come un simbolo definito, e` possibile assio-
matizzare la logica minimale aggiungendo alle regole per la logica positiva (i)
il simbolo ⊥ senza assumere alcuna regola per tale simbolo e (ii) la definizione
¬A ≡ (A→ ⊥).
Se a questa assiomatizzazione della logica minimale si aggiunge la regola E⊥
otteniamo un’assiomatizzazione della logica intuizionista.
Normalmente in letteratura si preferiscono queste assiomatizzazioni di M e
di I poiche´ in esse, a differenza delle assiomatizzazioni da noi considerate in cui
abbiamo sia ⊥ che ¬ come primitivi, le regole di introduzione ed eliminazione di
tutti gli eooperaotri sono separate: le regole di introduzione e di eliminazione di
un operatore non coinvolgono alcun altro operatore. Questo e` molto importante
se vogliamo utilizzare le regole di introduzione e di eliminazione per un simbolo
logico come definizioni (del significato) di tale simbolo: regole non separate
implicano una forma di circolarita` in tali definizioni.
Mostriamo ora che utilizzando unicamente le regole per l’implicazione e la
definizione ¬A ≡ (A→ ⊥) e` possibile derivare le regole I⊥ e I¬.
¬A
A→ ⊥ Def A
⊥ E→
[A]1
....
⊥
A→ ⊥ I
1
→
¬A Def
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Assiomatizzazioni di K.
(1) Abbiamo assiomatizzato K come P + I⊥+E⊥+ I¬+E¬
La regola E⊥ potrebbe essere omessa in quanto e` un caso particolare di E¬,
quello in cui nessuna assunzione viene scaricata.
Inoltre I¬ e` cos`ı ottenibile:
[A]2
....
⊥
A→ ⊥ I
2
→
[¬¬A]1 [¬A]3
⊥ I⊥
A
E3¬
⊥ E→
¬A E
1
¬
(2) Quindi K potrebbe essere assiomatizzata come P + I⊥ + E¬.
(3) Ulteriore assiomatizzazione di K:
K = M + dnf , ove dnf e` la regola di doppia negazione forte.
¬¬A
dnf
A
La regola E¬ e` cos´ı ottenuta:
[¬A]1
....
⊥
¬¬A I
1
¬
A
dnf
La regola E⊥ e` cos´ı ottenuta:
⊥
¬¬A I¬
A
dnf
(4) Nelle assiomatizzazioni (1), (2) e (3) qui sopra e` possibile eliminare le
regole I⊥ e I¬ se si usa la definizione ¬A ≡ (A→ ⊥)
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