Introduction
Tide-gauge observations show that global mean sea level has risen by about 0.19 m since 1901 Ray and Douglas 2011; Rhein et al. 2013) . Global mean sea level rise results principally from thermal expansion of sea water and from increase in the mass of the oceans due to reduction of the mass of land ice Gregory et al. 2013) . Projections based on results from Atmosphere-Ocean General Circulation Models (AOGCMs) indicate that global mean sea level will continue to rise throughout the twenty-first century (Meehl et al. 2007; Church et al. 2013 ). According to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change, global mean sea level rise by 2100 with respect to the 1996-2005 mean will likely amount to between 0.3 and 1.0 m, depending on scenario; in all scenarios, thermal expansion is the largest contribution, and accounts for about 30-55 % .
Recent sea level change has strong regional variations, as is revealed by the continuous near-global satellite altimetry observations by the TOPEX/Poseidon and JASON missions since 1993 (Cazenave and Nerem 2004; Meyssignac et al. 2012) . Predicted future sea level rise is likewise not spatially uniform, but models show disagreement in Abstract Predictions of twenty-first century sea level change show strong regional variation. Regional sea level change observed by satellite altimetry since 1993 is also not spatially homogenous. By comparison with historical and pre-industrial control simulations using the atmosphere-ocean general circulation models (AOGCMs) of the CMIP5 project, we conclude that the observed pattern is generally dominated by unforced (internal generated) variability, although some regions, especially in the Southern Ocean, may already show an externally forced response. Simulated unforced variability cannot explain the observed trends in the tropical Pacific, but we suggest that this is due to inadequate simulation of variability by CMIP5 AOGCMs, rather than evidence of anthropogenic change. We apply the method of pattern scaling to projections of sea level change and show that it gives accurate estimates of future local sea level change in response to anthropogenic forcing as simulated by the AOGCMs under RCP scenarios, implying that the pattern will remain stable in future decades. We note, however, that use of a single integration to evaluate the performance of the pattern-scaling method tends to exaggerate its accuracy. We find that ocean volume mean temperature is generally a better predictor than global mean surface temperature of the magnitude of its geographical pattern for the next century (Meehl et al. 2007; Yin 2012; Bouttes et al. 2012; Church et al. 2013; Slangen et al. 2012 Slangen et al. , 2014 . The geographical pattern of sea level change (with respect to the geoid, which is the surface of constant geopotential that would describe sea level if the ocean were at rest) results from the superposition of 'fingerprints' resulting from different processes with various time-scales (Mitrovica et al. 2001; Bamber and Riva 2010; Kopp et al. 2010; Tamisiea 2011; Slangen et al. 2012 Slangen et al. , 2014 Perrette et al. 2013) . Local sea level change is due to changes in density of the ocean from changes of temperature and salinity (thermosteric and halosteric sea level change, respectively), changes in the ocean circulation (which are strongly related to changes in density by ocean dynamics), water and ice redistribution between the land and ocean (leading to changes in the Earth's gravitational field and rotation and to flexure of the lithosphere), and changes in atmospheric pressure (Mitrovica et al. 2001; Tamisiea 2011; Bamber and Riva 2010; Kopp et al. 2010; Perrette et al. 2013; Lyu et al. 2014) .
The physical processes which determine global-mean sea level rise and regional sea level change are not identical, although they are related. We therefore treat them separately, as is done in most models and model-based analyses . Our focus throughout this paper is on regional sea level change with respect to global mean sea level. Because sea level rise can threaten coastal populations (Nicholls et al. 2011) , the most relevant information to anticipate future impacts and needs for adaptation is prediction of regional sea level change with respect to its present level, which is the sum h + η of global mean sea level rise h, and the difference of regional sea level change η from global mean sea level rise. The spread among models in projections of η is substantial compared with h ). This is a serious drawback for predicting regional sea level change. Hence it is important to reduce the uncertainty in η.
One way to make progress is by enquiring whether observed regional sea level change is a consequence of climate change forced by anthropogenic or natural (volcanic and solar) influences, or whether it is due to unforced variability generated spontaneously within the climate system, associated with phenomena such as the El Niño Southern Oscillation (ENSO) or the Inter-decadal Pacific Oscillation (IPO), i.e. whether the forced climate change signal can be 'detected' in the sea level change observations. If it can, we would have greater confidence in projections made using a model which simulates forced patterns of sea level change in agreement with observations. Much work has been done to detect the signal of forced climate change in many other areas of the climate system relevant to sea level change, especially ocean warming (Bindoff et al. 2007; Palmer et al. 2007 ). Yet little has been done in detection and attribution of sea level change itself, for two reasons. First, it has been problematic to account for observed global mean sea level change over the past century in terms of known contributions; this is a pre-requisite for confidence in physical understanding. Therefore many recent studies have focused on closing the global sea level budget, and progress has been made Gregory et al. 2013) . Second, the patterns of sea level rise before the altimeter period are known from tide gauge records, which are relatively few in number and only along coastlines, whereas for other climate variables such as surface air temperature, precipitation and ocean interior, observational records with widespread coverage extending back several decades are available. The short record of regional sea level change imposes a limit on the statistical significance of detection and attribution.
In this work we use AOGCM simulations from the Coupled Model Intercomparison Project Phase 5 (CMIP5) to study the pattern of sea level change resulting from density and circulation changes in the ocean, which are in turn driven by surface fluxes of momentum, heat and fresh water (Lowe and Gregory 2006; Pardaens et al. 2011; Bouttes and Gregory 2014) . This contribution to the pattern is currently dominant, though in the latter part of the twenty-first century it is likely that the fingerprint of land ice change will become more important and perhaps dominant, depending on the magnitude of land ice loss (Bamber and Riva 2010; Kopp et al. 2010; Perrette et al. 2013; Church et al. 2013) .
We address three questions related to the pattern of sea level change due to forcing of the climate system. First, is the forced pattern detectable in observations to date? Second, is sea level change in future decades expected to have a constant pattern (with an increasing amplitude)? If the pattern is constant, observed change can be used to refine the estimates of future change, making this a question of practical significance. Third, when will local sea level change be detectable above the background of unforced local variability? This is referred to as the time of emergence (Hawkins and Sutton 2012; Lyu et al. 2014) , and is the relevant timescale for implementing local adaptation measures.
To address the latter two questions we apply the method of pattern scaling to sea level change (Santer et al. 1990; Mitchell et al. 1999; Mitchell 2003; Collins et al. 2013; Perrette et al. 2013) . We investigate a variety of predictors of sea level change and analyse the accuracy of the method. The main advantage of this method is that it provides a way to estimate the pattern of forced sea level change with negligible unforced internal variability. An application for this method is that it can be used to estimate local sea level change for model scenarios where an AOGCM experiment is not available, provided that there are means to estimate the predictor variable and the pattern is independent of scenario. Analysis of the regional pattern of sea level change for 1993-2099 1 3 2 The pattern of sea level change since 1993
Observed (TOPEX/Poseidon and Jason) sea level change trends from 1993-2012, from linear regression of local sea level change against time (Fig. 1a) , show several characteristic features such as an East-West dipole in the Pacific, a meridional dipole in the North Atlantic, and enhanced sea level rise around 45°N in the Southern Ocean. Understanding whether these features are the result of anthropogenic climate change or unforced internal variability is of major importance for understanding ocean dynamics and future projections of sea level change.
The East-West dipole in the Pacific Ocean is the most prominent feature of the observed sea level trends and has been associated with the dominating negative phase of the IPO in recent decades (Meehl and Hu 2013) and trade wind intensification (Carton et al. 2005; Timmermann et al. 2011; Merrifield 2013; Merrifield et al. 2011) . Several studies have shown that forcing climate models with observed winds results in the observed pattern (Merrield and Maltrud 2011; McGregor and Sen Gupta 2012; England et al. 2014; Griffies et al. 2014) . Negative wind stress curl anomalies in the Western Tropical Pacific lead to downwelling of warm waters, deepening of the thermocline and thermosteric sea level rise, while the opposite occurs in the Eastern Tropical Pacific (Griffies et al. 2014) . Meyssignac et al. (2012) considered whether the observed sea level trend pattern in the tropical Pacific ocean is an externally forced response or unforced internally generated variability by comparing satellite altimetry observations (1993-2009 ) with past sea level reconstructions and with CMIP3 pre-industrial controls and twentieth century runs. Their study concludes that the period 1993-2009 is too short to detect an externally forced signal and that the pattern is consistent with unforced internal variability as exhibited by reconstructions of historical sea level change and by pre-industrial simulations using AOCGMs of the Coupled Model Intercomparison Project Phase 3 (CMIP3).
The North Atlantic meridional dipole is characterised by increased sea level around Greenland and decreased sea level in the Gulf Stream. A qualitatively similar feature is predicted by most AOGCMs for future decades (Bryan 1996; Lowe and Gregory 2006; Pardaens et al. 2011; Bouttes et al. 2013a; Church et al. 2013) , and is associated with changes in heat flux and the Atlantic meridional overturning circulation (AMOC), due to changes in surface buoyancy fluxes (freshwater and heat) (Yin 2012; Bouttes et al. 2013a) .
Observed sea level change in the Southern Ocean is characterised by a band of rising sea level approximately at 45°S, and steady or falling sea level further south. Understanding this feature of sea level change is of major importance as it is the dominant and most robust feature of AOGCM projections for the twenty-first century (Meehl et al. 2007; Pardaens et al. 2011; Bouttes et al. 2012; Yin 2012; Church et al. 2013) . It is probably associated with changes in westerly winds in the Southern Ocean (Thompson et al. 2000) , and hence in the wind driven overturning circulation and the meridional sea level gradient associated with the Antarctic Circumpolar Current (Frankcombe et al. 2013) .
Our first question is whether a forced pattern of sea level change is detectable in observations to date. This question has two aspects. First, are observed sea level trends consistent with unforced variability of the climate system? Second, are they consistent with forced climate change?
To address the first aspect, we compare the trends in annual mean sea level observed by satellite altimetry (from the TOPEX/Poseidon and Jason missions) for the period 1993-2012 with trends in annual mean sea level for periods of the same length (20 years) simulated in pre-industrial control simulations of 21 CMIP5 models (see Table 1 ). Trends in the control simulations can be due only to variability generated internally by the simulated climate system, because all forcing agents (anthropogenic and natural) are held constant.
Sea level change from satellite altimetry includes all the processes that lead to geographical changes in sea level, including the effect on the geoid of ongoing change in land ice, and Glacial Isostatic Adjustment (GIA) in response to land-ice changes over millennia (Peltier 2004; Church et al. 2013) . For the satellite altimetry period, the former is negligible (Kopp et al. 2010) , however the GIA contribution is significant in some regions. Since we are interested in the sea level change as a result of ocean circulation and density change only, we correct the observed sea level change by subtracting sea level change pattern resulting from the geoid change due to GIA estimated by Peltier (2004) . Applying the GIA correction varies the observed pattern of sea level change very slightly.
Since the gridded dataset of satellite altimeter observations has a significantly higher resolution than most CMIP5 models and shows small-scale features not simulated in models, the data from both observations and models were first averaged onto a common 5° × 5° grid.
Because the deep ocean requires millennia to reach a steady state, there are typically non-zero long-term trends in the control experiment of an AOGCM, despite the constant boundary conditions. These drifts are small for the surface climate in CMIP5 pre-industrial control simulations, but substantial for quantities affected by the state of the deep ocean, including local and global mean sea level (Sen Gupta et al. 2013 ). Therefore we remove the drift in local sea level in the CMIP5 pre-industrial control runs, caused by insufficient spin-up, by the method described in "Appendix".
We computed longitude-latitude fields of trends from the observational dataset and from each drift-corrected 20-year model control segments by linear regression against time, and for each model we computed a distribution of trends at each gridbox from the set of segments. To maximise the amount of information regarding variability on all time periods the 20 years segments of control begin in consecutive years and thus overlap. From the trend distributions for each model, we calculate the 2.5 and 97.5 percentiles at each gridbox. If the observational trend at a gridbox lies outside these limits, we conclude that it differs significantly from unforced variability (at the 5 % level), according to the model used. Figure 1a indicates the regions where the trend is significant in at least 2/3 of CMIP5 pre-industrial control simulations analysed. Regions where the observed trends are significant are the tropical Pacific, the Equatorial Atlantic, and parts of the Southern Pacific, Indian Ocean and Southern Ocean. Where the observed trend is not consistent with simulated unforced variability, we conclude either that the simulated unforced variability is unrealistically small i.e. larger unforced trends are generated in the real world than in the models, or that the observed trend has a forced contribution.
The tropical Pacific is of particular interest. Meyssignac et al. (2012) conclude that the observed trends in this region are consistent with the geographical patterns and power spectra of unforced variability in AOGCM pre-industrial control simulations. Our analysis, however, shows that the magnitude of the trends is significantly larger than, and therefore not consistent with, simulated unforced variability in AOGCMs. We reach a different conclusion from theirs because our focus is on the magnitude of trends rather than their spatiotemporal characteristics. However, we note that inconsistency with control variability does not mean that observed trends can be attributed to external forcing, which we consider next.
We determine whether the forced pattern of sea level change can be detected in observations by comparing with historical simulations of CMIP5 AOGCMs for 1993-2005 (Fig. 1b, c) , which is the longest period possible (the CMIP5 projections under RCP scenarios begin in 2006). In a similar way to previously described, we calculate the linear trend patterns for sea level change observations and CMIP5 historical simulations by linearly regressing against time. Historical runs of CMIP5 AOGCMs show a range of spatial patterns of sea level trends for the period 1993-2005. Where the observed pattern of sea level change is dominated by unforced internal variability, we would not expect the CMIP5 historical experiments to simulate it. On the other hand, a forced response should be consistent in the models and should show agreement with observations. The CMIP5 multi-model ensemble mean shows that trends average out in large parts of the world (Fig. 1c) ; this suggests that the observed sea level trends in those regions are dominated by internal variability. The East-West dipole in the Pacific, which is the dominant feature of the observed trends, is not simulated in the CMIP5 historical experiments (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) , except for one ensemble member of HadGEM2-ES and CanESM2, and does not appear in the multi-model mean. The observed pattern however is not unusual in climate model simulations; decades with a similar pattern have been associated with a hiatus in the rate of global warming (Meehl and Hu 2013 ). Yet the observed magnitude is outside the range of simulated unforced variability. We think it likely that the recent Pacific sea level trends are due to unforced variability, not external forcing, but that CMIP5 models are deficient in simulating the magnitude of unforced decadal variability in the tropical Pacific. This in turn is probably associated with an underestimation of the unforced variability in the trade winds (cf. England et al. 2014) .
In the North Atlantic, there is a large spread of trends across the models (Fig. 1d ). Most models simulate a meridional dipole, although with varying shape, indicating a common cause, presumably related to the heat flux and Atlantic Meridional Overturning Circulation (AMOC) (Katsman et al. 2008; Bouttes et al. 2012) . In some models, and in the model mean, the sign of the dipole is reversed compared to observations, but this is unproblematic because the simulated and observed trends in this region are consistent with unforced decadal variability (Fig. 1a) .
Almost all CMIP5 AOGCMs analysed (Table 1) simulate the Southern Ocean meridional dipole, with increased sea level change band at approximately 45°S, although this feature also varies in shape, magnitude and location among the models. The agreement among historical simulations, and the fact that the observed trend significantly exceeds simulated unforced variability in some regions and models, suggest that the observed Southern Ocean dipole is a forced response. It is likely that this feature is of anthropogenic origin, because ozone depletion over Antarctica and increasing greenhouse gas concentration in the atmosphere could have caused the intensification and poleward shift of the westerly winds (Cai 2006; Fyfe et al. 2007 ). 
Estimating the pattern of future sea level change
In this section we analyse the forced pattern of sea level change in CMIP5 AOGCM projections relative to the global mean change, in order to address the second question: is the pattern constant in time? Following the method of pattern scaling (Santer et al. 1990; Mitchell et al. 1999; Mitchell 2003; Collins et al. 2013; Perrette et al. 2013) , we assume that η (sea level change relative to the control, with the global mean subtracted and drift removed following "Appendix") can be decomposed into a spatial pattern P(x), which is a function only of location x, and amplitude S(t), which is a function only of time t, and unforced internally generated variability (ε) regarded as random noise with a stationary Gaussian distribution,
In previous studies, it has been shown that this assumption is reasonable for other variables of the climate system; in particular, that local surface air temperature change scales well with global-mean surface air temperature change (Hawkins and Sutton 2012; Collins et al. 2013) . To obtain accurate results from the method of pattern scaling for sea level change we have to determine the best choice for the sea level predictor S, which is a global-mean variable indicating the magnitude of local sea level change relative to global mean sea level change. Once S is chosen, the sea level change pattern P(x) is calculated as the gradient of the linear regression of η(x, t) against S(t) at each location x. In the regression, we do not allow for a non-zero intercept (that is, we force η = 0 when S = 0) because the scaling method (as shown by Eq. 1) implies that there is no offset. When carrying out the regression, we express both η and S as differences from the time-mean of a reference period. The regression is done using ordinary least squares with S as the independent variable, implying that all variations in S predict variations in η, but in addition there are unpredictable variations in η, characterized by ε, which emerge as the residual from the regression.
We can then use pattern scaling to estimate the expected sea level change fields according to η PS (x, t) = P(x)S(t). This estimate has small or negligible unforced variability, because the pattern was determined from many years of data, and the predictor is a global variable.
Spatial standard deviation as a time-dependent
indicator of the magnitude of local sea level change
Because the global mean is used as the predictor in pattern scaling studies of surface air temperature change, analogy might suggest the global-mean of η as our predictor, but by construction η has zero global mean and
gives no information on the time evolution of sea level change. Therefore, we adopt the time-series of the areaweighted spatial variance of sea level change as a measure of the magnitude of local sea level change relative to the global mean, and use this information to determine what a suitable predictor might be on the basis of temporal correlations. Taking the area-weighted spatial variance of Eq. (1): since ε is random noise and not correlated with P or S. Rewriting Eq. (2): where here SD is the area-weighted spatial standard deviation. The left-hand-side of Eq. (3) is proportional to S(t) because std(P(x)) is a constant. The unforced variability ε at any time in the scenario experiment is an unknown part of η. We assume unforced variability to be independent of the state of the climate, and use the time-mean of the areaweighted interannual standard deviation of local sea level in the drift-subtracted (see "Appendix") pre-industrial control simulation as a time-independent estimate of std(ε). For this purpose, we use the entire length of the control run.
We calculate the left-hand side of Eq. (3) for annual means from the CMIP5 historical + RCP experiments shown in Table 1 , which all branch from the control simulation. They have historical forcings from the mid-nineteenth century up to 2005, then for 2006-2100 follow three representative concentration pathways (RCP): 2.6, 4.5 and 8.5 (Taylor et al. 2012) . We consider sea level change relative to 1993-2012 i.e. the satellite observational period.
Subtracting ε in quadrature from η in Eq. (3) may result in the square root of a negative value when the unforced internal variability dominates. This happens until the 1980s and therefore we consider the time-series starting from the year after the latest year in which SD [ε] > SD[η]. Since we are interested in estimating the forced pattern of sea level change, time-periods where internal variability dominates are not relevant.
With unforced variability subtracted, the historical + RCP simulations show that area-weighted spatial standard deviation of sea level change is flat up to approximately the year 2000, and then increases steadily until the end of the twenty-first century (blue lines in Fig. 2) . Before subtracting the unforced variability, the spatial standard deviation is larger, and increases more slowly in the early decades of the century (red lines in Fig. 2 ). In some of the models and experiments the rate of increase decreases towards the end of the twenty-first century suggesting a stabilisation, especially under RCP2.6 (Fig. 2a) .
3.2 Choice of global variable to predict the magnitude of local sea level change The pattern of regional sea level change is affected by changes in temperature and salinity, which are themselves affected by changes in surface fluxes of momentum, heat and freshwater (Lowe and Gregory 2006; Bouttes and Gregory 2014) . For pattern scaling to be satisfactory, we must assume that all of these changes scale together and are proportional to a single variable that represents the magnitude of all aspects of global climate change which affect sea level. Global mean surface air temperature (SAT) is commonly used for pattern scaling, and we also consider global mean sea surface temperature (SST) because climate change over the ocean might be a better predictor of regional sea level change. Sea level change does not depend only on surface climate change, because interior redistribution of heat affects the density gradients (Lowe and Gregory 2006) . Temperature and salinity change penetrate to different depths in different regions (Pardaens et al. 2011) . We therefore also consider as a possible predictor the ocean volume mean temperature integrated from the surface down to 300, 700, 2,000 m and the total depth (using the closest level to the nominal depth in each models to avoid vertical interpolation). Since density change depends on the thermal expansion coefficient, which is dependent on both temperature and pressure, and hence on the three-dimensional temperature field in the model simulation, we consider global mean thermal expansion as another predictor, evaluated to the same depths as volume mean temperature change. Figure 3 shows these possible predictor time series for historical + RCP4.5. This scenario is shown as an example. Change in all quantities is expressed with respect to the time-mean of 1993-2012. Ocean volume mean temperature and global-mean thermosteric sea level averaged over different depths show differences in the time-series shapes. In particular, the time-series integrated over the first 300 m tend to stabilise towards the end of the twenty-first century, like surface temperature, whereas the time-series integrated over deeper layers do not, because deep-ocean temperature change is approximately a time-integral of surface temperature change (Bouttes et al. 2013b ). Ocean volume mean temperature and global-mean thermosteric sea level timeseries for the same depth ranges are almost identical in shape (Fig. 3) , as shown by Kuhlbrodt and Gregory (2012) for the full depth.
The global-mean SST and SAT time-series are characterised by larger unforced interannual variability. Averaging over deeper layers results in a gradual decrease in variability (Gregory 2000; Palmer et al. 2007; Winton et al. 2010) . Similarly, the area-weighted spatial standard deviation of sea level shows high-frequency variability of similar (fractional) size to surface temperature.
To determine the best possible scaling factor we correlate the left-hand-side of Eq. (3) with the various possible predictors. A better predictor would have a higher correlation. Under historical + RCP4.5, all the global-mean predictors analysed, for all the models, show a high correlation with the left-hand-side of Eq. (3), ranging between 0.85 and 0.99 (Fig. 4) . The correlations for the ocean volume mean temperature and global-mean thermosteric sea level are similar when averaged over the same depths, and generally have higher correlations than global mean SAT and global mean SST. The main differences between models relates to the depth to which ocean volume mean temperature and global-mean thermosteric sea level are averaged.
Since the correlations are affected by the high-frequency variability in the area-weighted spatial standard deviation, SAT and SST time-series, they were reevaluated after smoothing these time-series using a 10-year running mean. This results in an increase in correlation for all possible predictors but does not improve consistently any in particular (not shown).
For the RCP2.6 and RCP8.5 scenarios we considered as possible predictors SAT, ocean volume mean temperature for the full depth and global mean thermometric sea level for the full depth. RCP2.6 gives results with similar characteristics to RCP4.5, but SAT is consistently the best predictor for RCP8.5. We hypothesise that this is because towards the end of the twenty-first century the radiative forcing under RCP8.5 accelerates, which tends to enhance surface warming relative to deep warming, so the temporal evolution of global sea level change is better described by a predictor including only surface information. On the other hand in RCP4.5 and RCP2.6 the forcing increases steadily or at a declining rate, allowing time for penetration of heat to greater depth.
Overall, there is no variable which is consistently the best predictor of sea level change in all models and experiments, but all the predictors considered give good correlations. We decide to use the same predictor for all experiments, and therefore we choose ocean volume mean temperature over the total depth as our predictor, because it gives the highest model ensemble-mean correlation in both RCP2.6 and RCP4.5, and it is available for more models than thermosteric sea level. It is an advantage for our purpose in that ocean volume mean temperature over the total depth has very high signal to noise ratio.
The pattern of sea level change
The forced pattern of sea level change P(x) was calculated by regressing the CMIP5 AOGCMs sea level change fields η(x, t) against the predictor S(t) (ocean volume mean temperature over the total depth) (Fig. 5) . In the historical + RCP scenarios η and S are calculated relative to the mean of 1993-2012. Figure 5a shows the model ensemble mean pattern of sea level change for historical + RCP4.5. There is a zonal dipole in the Southern Ocean, with a band of increased sea level north of 50°S and decreased sea level to the south relative to the global mean (Bouttes et al. 2012; Frankcombe et al. 2013) . The North Atlantic also has a dipole pattern, with the largest increase of sea level change to the North and decreased sea level to the South (Bouttes et al. 2013a ). There is a large sea level rise in the Beaufort Sea. The Pacific Ocean has a weak pattern of increased sea level in the North-West and decreased sea level in the South-East. The major features are common among CMIP5 and earlier models (Gregory et al. 2001; Lowe and Gregory 2006; Landerer et al. 2007; Meehl et al. 2007; Pardaens et al. 2011; Yin 2012; Church et al. 2013; Slangen et al. 2014) . The patterns are similar for RCP2.6 and RCP8.5 (see also Sect. 3.5). Note also the similarity of the pattern of sea level change (Fig. 5a ) with the pattern estimated by Perrette et al. (2013) using surface air temperature as a predictor. For any scenario, there is a large spread among the models, as shown by the inter-model standard deviation (Fig. 5b) . The other RCPs and experiments considered show similar spread to Fig. 5b . The regions with the largest spread are the Arctic, North Atlantic and Southern Ocean, where the strongest forced responses occur (Pardaens et al. 2011; Bouttes et al. 2012; Church et al. 2013 ).
Accuracy of the pattern scaling method for sea level change
Having made a best choice for the predictor S(t) and determined the pattern P(x), we can apply the method of pattern scaling to estimate the sea level change for 1993-2099 for each model and scenario in response to forcing according to η PS (x, t) = P(x)S(t). To assess the accuracy of the method in reproducing the time-dependent forced response projected by an AOGCM, we follow a similar methodology to Mitchell (2003) . We calculate annual residual fields ∆η = η GCM -η PS , where η GCM is the sea level change (relative to global mean sea level rise) given by the AOGCM, and compute the root mean square of ∆η at each gridbox in these fields as an indication of the typical size of the error. Figure 6a shows the ensemble mean for historical + RCP4.5. According to Eq. (1), these residuals should be statistically consistent with unforced internal variability ε. If this is not so, the assumption of pattern scaling is not valid, i.e. the processes determining local forced sea level change do not scale linearly with the global predictor (which we have chosen to be ocean volume mean temperature). We quantify ε as the standard deviation of annual means of η piC , which denotes η GCM in the pre-industrial control run (driftcorrected). Figure 6c shows the CMIP5 multi-model mean of ε. (Since this quantity has zero time-mean by construction, its root mean square and standard deviation are equal.) In all models, unforced internal variability has the largest magnitude in the North Atlantic, Eastern Pacific and Southern Ocean. The multi-model deviation also shows the largest inter-model differences to occur in the Arctic Ocean, North Atlantic and Southern Ocean (Fig. 5b ). There is a remarkable similarity between Fig. 6a and c, b and d , even in small details. This similarity supports the assumption that the differences between the AOGCM and pattern-scaling predictions are mainly due to unforced variability.
Because unforced interannual variability is substantial compared with the forced response, to quantify the latter it is customary to consider 20-year means (cf. Church et al. 2013; Slangen et al. 2014) (Fig. 7) . Figure 7a , b show the CMIP5 ensemble mean η GCM for the mean of 2080-2099 simulated by the AOGCMs and the pattern scaling prediction respectively. We assume that these 20 years of the scaling prediction suffer from the largest errors, because the forced response is small early in the twenty-first century but grows in time, but we see that η PS nonetheless agrees very well with η GCM in the ensemble mean.
For each model, we compare the 20-year mean of the annual residuals ∆η for 2080-2099 (Fig. 7c) with the magnitude of unforced variability ε (Fig. 7d) , quantified as the standard deviation of the 20-year time-means of η piC from non-overlapping 20-year segments of the drift-corrected pre-industrial control simulations. We test the null hypothesis that the magnitude of the residual at each point is consistent with η piC , assuming that the distribution of unforced variability in η piC is Gaussian, at a significance level of 5 % (two-tailed). Table 1 (columns for the pattern for individual scenarios) shows the percentage area where the null hypothesis is rejected i.e. the residual is significantly different from unforced internal variability, implying that the pattern-scaling method is inaccurate. For models with a single ensemble member, the test fails in less than 15 % of the area. The regions with statistically significant errors are model dependent, however they tend to be most common in the Arctic Ocean, Southern Ocean and tropical Pacific Ocean.
For models with an ensemble of integrations for each scenario (CSIRO-Mk3.6.0, CanESM2 and HadGEM2-ES), we compare two different methods. In the first method, we treat each ensemble member as though it were a model by itself, and compute a pattern by regression using that ensemble member alone. Then we compute the residuals and carry out the significance test for each ensemble member, and finally we calculate the ensemble mean of the area where the test fails. This method is like the one which we use for the models where an ensemble is not available, except that each ensemble member gives us a different result, and we present the mean. The results are similar to the other models; the test fails in less than 15 % of the area on average (Table 1) .
The second method relies on our knowledge that the ensemble members differ only because of unforced variability, and the forced response is the same. We therefore obtain a best estimate of the pattern of the forced response by using all the ensemble members together in the linear regression. We use this single pattern with each ensemble member separately to make scaling projections using the predictor time-series from that ensemble member. The subsequent steps are the same as in the first method. In the second method, the test fails in about 30 % of the area in HadGEM2-ES, 35 % in CanESM2 and 40 % in CSIROMk3-6-0 (Table 1) , in the same regions as method 1. Because the only difference is the pattern, we conclude that when using a single ensemble member the pattern given by the regression contains some influence of the unforced variability that is specific to that ensemble member, and the residuals are therefore smaller. This is an important caveat for the use of pattern scaling using a single ensemble member. Because of this effect, the accuracy of the method may appear to be exaggerated. Although the results indicate statistically significant errors in pattern scaling, the magnitude of these errors is small. The area-weighted root mean square (RMS) of the residual ∆η mean for 2080-2099 for each model is tabulated in Table 2 . It ranges within 10-15 mm (using method 1, as described above, to compute the residuals for models where there is an ensemble). This typical size for the residual should be compared with the geographical variation of η GCM for 2080-2099 relative to the 1993-2012, which lies in the range 40-60 mm for RCP2.6 and 80-110 mm for RCP8.5 (Table 2) , except for one model (MRI-CGCM3, which predicts smaller sea level changes). Part of the residual is due to unforced variability, which the patternscaling method does not reproduce, and part could be due to pattern scaling errors. For comparison with RMS(∆η), we compute the area-weighted RMSs of 20-year means of η GCM from pre-industrial control simulations (η piC ) for each CMIP5 model, and calculate the mean and standard deviation of the results from all 20-year segments. This quantity indicates the magnitude of unforced variability in 20-year means. These values ( Table 2 ) are generally of similar magnitude values to those for the RMS of the residual fields, suggesting the errors will not be distinguishable from internal variability, consistent with the result above that the errors are significant in only a small fraction of the total area. Furthermore, we note that RMS(∆η) is no larger for RCP8.5 than RCP2.6, indicating that it is dominated by unforced variability, because we would expect larger pattern-scaling errors for the greater forced response expected in RCP8.5.
For the three models where we have multiple ensemble members, we also compute the ensemble-mean RMS error from the residuals using method 2 (above) to make the scaling projections, with a single pattern computed from all ensemble members. These values (Table 2 ) are in the range 20-30 mm, about twice the size as from method 1. This indicates that the errors are larger when a single pattern is used, consistent with the larger area in which the residuals were found above to be significant. This reinforces the conclusion that the use of a single ensemble member will underestimate the errors in predicting the forced response. Nonetheless RMS(∆η) is still less than half the size of RMS(η GCM ) in RCP2.6 and less than one-third in RCP8.5 in these three models.
3.5 Is the pattern of sea level change independent of scenario?
We examine whether the forced pattern of sea level change is the same in the different Historical + RCP scenarios. The spatial correlation between patterns for pairs of scenarios in a given model is about 0.8 or more between RCP2.6 and the other two scenarios, and about 0.9 or more between RCP4.5 and RCP8.5 (Table 3) . To determine whether the differences in the patterns estimated for the scenarios could be due to unforced internal variability, we make use of those models with several ensemble members: CSIROMk3.6.0, CanESM2 and HadGEM2-ES (Table 1) . In these models, for each scenario, we can determine a pattern by regression from each ensemble member individually (method 1), as well as for all ensemble members together (method 2). For method 1, we report the mean correlation between all possible pairs of patterns. The correlations in method 1 are similar to those for the models without ensembles, whereas the correlations in method 2 are considerably higher (Table 3 ). This suggests that the differences in the forced pattern between scenarios is small, but that the pattern from a single member contains some fingerprint of unforced variability specific to that member. When using method 2 to calculate the patterns a large amount of this unforced internal variability is eliminated, increasing the correlation between scenarios in general. Some differences between scenarios remain, as shown by the lower correlations between the RCP2.6 and RCP8.5 pattern even in method 2. Although the pattern of sea level change may be not completely independent of scenario, it would be practically useful for the purposes of prediction using the scaling method if it can be treated as such. This is likely to be a good assumption only under scenarios with similar time forcing profile (Bouttes et al. 2013b) .
To test the consequences of this, we computed a single pattern for each model using all the ensemble members of every RCP in the linear regression at once. Then using this pattern we can reconstruct sea level fields and analyse the residuals for each RCP using the same method as before. The results are shown in Tables 1 and 2 (columns labeled all-RCP pattern). The percentage area where the residuals are significant and the RMS error are greater than before, and are of similar sizes to those we obtained for a single RCP using method 2 with the models for which we have ensembles. We conclude that the main reason for the greater inaccuracy is that influence of unforced variability on the estimate of the forced pattern of response has been reduced, because the three RCPs together form an ensemble of three independent integrations. It may seem paradoxical that use of an ensemble gives larger (rather than smaller) errors in the scaling predictions for the forced response; the reason, as for the comparison between methods 1 and 2, is that the use of a single ensemble member to derive the pattern and then use it to estimate η gives residuals which are biased low, because there is some unforced variability which affects both the pattern and the predictor in a correlated way. There must be an additional error because of the small differences in the forced patterns for different scenarios, but this is comparatively unimportant.
Hence for practical purposes it is adequate to use a single pattern for all RCPs, and one could argue that it is actually preferable.
Detecting the pattern of sea level change
In this section we address the question of when the forced pattern of sea level change due to ocean circulation and density changes will emerge from the noise of unforced variability i.e. when will it be statistically detectable. To do this we use two methods, described in the following subsections.
Global time of emergence
We first consider the global time of emergence, i.e. when the global pattern of sea level change emerges from unforced internally generated variability. This method seeks to detect the pattern of geographical variation as a whole.
We calculate the time-series of spatial correlation coefficients between the constant pattern of sea level change P (obtained in Sect. 3) and the annual-mean sea level change fields η GCM for a given AOGCM scenario. As in Sect. 2, sea level change is taken relative to the time-mean of the altimeter period 1993-2012. The correlation coefficient increases with time as the forced signal becomes stronger (Fig. 8) , and it has negative values in the first half of the reference period because the forced signal during those years is smaller than its time-mean over the whole of the reference period, so the anomalies with respect to the timemean are anticorrelated with the pattern.
We define the global time of emergence as the earliest year starting from which the correlation coefficient permanently exceeds the 97.5th percentile of the distribution Table 2 CMIP5 AOGCM area-weighted root mean square of η (mm) for the time-mean of 2080-2099 and area-weighted root mean square of ∆η (mm), the difference between the prediction by the pattern scaling method and the AOGCM simulation of sea level change relative to the global mean in the time-mean of 2080-2099 relative to 1993-2012 for RCP scenarios
The column labelled RMS(η piC ) show the mean and standard deviation of the area-weighed RMS of sea level fields η GCM in non-overlapping 20-year segments of the pre-industrial control simulation of correlation coefficients between the pattern of sea level change P and η GCM in the AOGCM pre-industrial control simulation (drift corrected) (Fig. 8) . When this threshold is permanently exceeded, we conclude that there is a statistically significant similarity and therefore that the signal of the anthropogenic climate change in the pattern of sea level would be detectable. As Fig. 8 shows, the model mean 97.5th percentile of correlation coefficients is approximately 0.3 for all RCP scenarios, indicating that there is weak correlation of the pattern P with unforced internal variability. We note that global mean sea level change is not included and does not affect the results, since the correlation coefficient of two fields is not changed by adding a uniform value to either field. Table 4 shows the ensemble mean time of emergence of local sea level change and its inter-model standard deviation. For the historical + RCP scenarios, the forced pattern of sea level change (relative to the 1993-2012 mean) could emerge in the next few years, or has already done so, according to the CMIP5 models. The times of emergence for the various RCP scenarios are statistically indistinguishable, because the CMIP5 spread early in this century is dominated by unforced variability and differences among models, rather than by the spread of RCP scenarios, which do not diverge markedly for several decades (Hawkins and Sutton 2012) . The divergence is later for sea level change than for surface climate parameters, because of the thermal inertia of the ocean . Examining the spread of the global time of emergence within the ensemble for the three models suggests that differences between models are likely to be the dominant cause of the spread rather than unforced variability.
The model-mean global time of emergence for historical + RCP4.5 is 2016, only 3 years after the end of our 20-year reference period. To test whether this closeness is a coincidence, we also evaluate the global time of emergence in this scenario using the 10-year reference period 1993-2002 (Table 4 ). This is the information which would have been available if the same analysis had been done about 10 years ago. The model-mean global time of emergence is 6 years after the end of the 10-year reference period i.e. the delay is longer.
We also repeat the analysis excluding the Pacific and excluding the Southern Ocean (Table 4) . Excluding the Pacific makes no significant difference, because the models do not indicate a strong forced pattern in that region, even though the observed trends are not consistent with unforced variability (Sect. 2). The Southern Ocean, however, shows a forced signal common to the models. Excluding it delays the global time of emergence, but only by 3 years on average. Evidently the signal emerges significantly in other regions quite quickly.
Local time of emergence of sea level change
Although the global time of emergence is relatively soon, the time of emergence could vary locally. We also examine the local time of emergence, which depends not only on the pattern but also on the global mean sea level. The local time of emergence is an indicator of when sea level The first three columns of results are the mean correlations between ensemble members of the same RCP; this can be computed only for those models with ensembles. The following three columns show the correlation between patterns of different scenarios. For the models where we have multiple runs the first number is the ensemble mean correlation computing the patterns using method 1, while the second number is the correlation computing one pattern using method 2. The last three columns shows the correlation between patterns for each scenario and the single pattern calculated by using all scenarios in a similar way to method 2 Models RCP2.6 RCP4.5 RCP8.5 RCP2.6-RCP4.5 RCP2.6-RCP8.5 RCP4.5-RCP8.5 RCP2.6-All RCP4.5-All RCP8.5-All change will become of practical significance, because it has gone outside the range of unforced variability to which infrastructure and ecosystems are adapted. Hawkins and Sutton (2012) determined when the signal of anthropogenic climate change in surface air temperature emerges from unforced variability by calculating a signal to noise ratio (S/N). Here we apply a similar methodology to sea level change due to the anthropogenic influence on ocean circulation and density. Once again we note that we do not include the sea level change due to effects such as modifications of the geopotential field and lithosphere flexure resulting from loss of land-ice (Slangen et al. 2012 Perrette et al. 2013) . (These effects could make the time of emergence earlier or later, according to whether they have the same or opposite sign to the effects of ocean circulation and density.) Lyu et al. (2014) show that the local time of emergence of sea level change is generally earlier when they are included. The local time of emergence is obtained for the historical and RCP scenarios, for sea level change relative to the 1993-2012 mean. First, the forced signal is calculated as h GCM (t) + η PS (x, t), where h GCM is the global mean thermosteric sea level change from the AOGCM, which is added uniformly to η PS from the pattern-scaling method. The reason for using η PS (rather than η GCM ) is that that the unforced variability is reduced, thus increasing the accuracy of the estimate of time of emergence (Hawkins and Sutton 2012) . Because both h GCM and ocean volume mean temperature, the predictor variable in the pattern-scaling method, relate to the heat content of the entire ocean, they have very little unforced inter-annual variability (Fig. 3) . Then the signal to noise ratio is calculated by dividing the forced signal by the pre-industrial control (drift corrected) interannual standard deviation. We define the local time of emergence as the year when the signal to noise ratio permanently goes outside the 2.5-97.5 % range of unforced variability, that is, the threshold values are −1.96 and 1.96. If the signal to noise ratio is outside this range, sea level change is inconsistent with unforced internal variability with 95 % confidence.
The multi-model ensemble mean for the historical + RCP4.5 (Fig. 9a) shows that the local time of emergence is earliest in the tropical Atlantic Ocean and Indian Ocean, consistently among the models, as shown by the low ensemble standard deviation (Fig. 9b) . In most regions the signal of forced sea level change will emerge by approximately 2050, with the exception of the Southern Ocean (Fig. 9a) . Like the global time of emergence, the local time of emergence shows small differences between scenarios. The main differences occur in regions where the local time of emergence is late, especially the Southern Ocean and Western Pacific. There are remarkable similarities with the results of Lyu et al. (2014) who use a different methodology, although the results are not exactly comparable since they use a different time period.
Not surprisingly, there is substantial similarity between the local time of emergence (Fig. 9a ) and unforced internal variability (Fig. 6c ). An earlier time of emergence could be explained by either large signal or small noise (or a combination of both). In the tropical Atlantic region, where the time of emergence is earliest, and some models even suggest that the forced signal is already detectable, the emergence is early due to the low unforced variability. Hawkins and Sutton (2012) made a similar observation for the early time of emergence of surface air temperature change in the tropics. They investigated whether this occurs as a result of grid-cell size (larger grid-cells over the tropics and thus may result in smaller internal variability), and concluded that this was not a significant effect. We expect the same applies to sea level change.
The local time of emergence is earlier in the Eastern Pacific than the Western Pacific, matching the pattern of unforced internal variability (Fig. 6c) . However, as discussed in previous sections, CMIP5 models may underestimate the magnitude of unforced internal variability in the tropical Pacific. If so, the local time of emergence should be later in those regions than indicated by the models.
In contrast, the local time of emergence of sea level change change in the Southern Ocean is later than 2100 because the signal is small compared with the noise. Most models show that sea level will rise least in southern latitudes of the Southern Ocean and in fact it may fall by 2100. Note that, with respect to the global mean, η is negative in this region, thus opposing h GCM . Thus, forced local sea level change is hard to detect in this region by itself, whereas in Sect. 2 we noted that the meridional contrast in η across the Southern Ocean is a robust pattern and may [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] . The white areas represent regions where forced sea level change will not emerge by 2099 in at least 1/3 of the models be detectable earlier. It is also remarkable how the intermodel standard deviation of local sea level change is lower along the increased sea level band at approximately 45°S; all models predict a fairly early time of emergence of the signal in these latitudes.
Summary and conclusion
Future sea level rise due to ocean density and circulation change predicted by AOGCMs is not spatially uniform. For instance, the area-weighted standard deviation of local sea level change under scenario RCP8.5 for 2080-2099 relative to 1993-2012 is 80-110 mm, depending on the model, which is substantial compared with the global mean sea level rise of 190-300 mm due to thermal expansion. We apply and evaluate the method of pattern scaling for historical and RCP simulations from CMIP5 AOGCMs of local sea level change relative to global mean sea level change. This method assumes that forced sea level change has a constant pattern and that its amplitude increases with time i.e. η(x, t) = P(x)S(t) + ε(x, t), where P(x) is the pattern, which is a function only of location x, S(t) is a predictor variable, which is a function only of time t, and ε(x, t) is unforced variability. The main advantage of this method is that it provides a way to estimate local forced sea level change with negligible unforced internal variability.
We find that the best choice of predictor S depends on model and scenario; for RCP2.6 and RCP4.5 ocean volume mean temperature or global mean thermosteric sea level are best, whereas for RCP8.5 surface temperature is better. The differences between the pattern-scaling estimate and the AOGCM results for a single model integration are mostly consistent with unforced variability, indicating that the method is accurate. However, considering the cases where we have an ensemble of integrations and using them all together to estimate the pattern P, we find that the typical size of the difference in η between pattern-scaling and AOGCM is approximately doubled, at 20-30 mm. We suggest that this is because there is a stronger imprint of unforced variability in the pattern estimated from a single integration, and evaluating the errors in pattern-scaling from a single integration may thus exaggerate the accuracy of the method. This caveat may apply to the pattern scaling method when applied to other quantities.
The patterns from different RCP scenarios are very similar. The major features are the contrast in the Southern Ocean between a band of increased sea level north of 50°S and decreased sea level to the south, and a dipole in the North Atlantic. For practical purposes, computing one pattern from all scenarios is advantageous, because the pattern computed from all RCPs together can be expected to be less noisy, and the method can then be applied to scenarios for which AOGCM results are not available. However, this will be accurate only for scenarios with similar temporal profiles (cf. Bouttes et al. 2013b) , and the patterns computed for the twenty-first century may not be applicable for later centuries.
We perform a detection study with the objective of determining whether the observed geographical pattern of sea level change can be explained by unforced internally generated variability or whether we can detect the signal of an external forcing. By comparing satellite altimeter observations of sea level change since 1993 with historical and pre-industrial control simulations of CMIP5 climate models, we conclude that the observed pattern of trends is dominated by unforced internal variability in most regions. The observed trends in the tropical Pacific Ocean are inconsistent with simulated unforced variability, but we suggest that the CMIP5 models may underestimate the magnitude of unforced sea-level variability in this region (cf. England et al. 2014) . However, the dipole pattern observed in the Southern Ocean is likely to be associated with anthropogenic forcing because it is a robust feature of both historical and future simulations and inconsistent with unforced variability.
Using the forced patterns obtained in the pattern-scaling method we calculate the global and local times of emergence to determine when sea level change (with respect to the time-mean of 1993-2012) will be detectable above the noise of unforced internally generated variability in the RCP projections. We define the global time of emergence as the year when the area-weighted spatial correlation coefficient between the annual sea level change field and the time-independent forced pattern P becomes inconsistent with unforced variability. By this definition, the forced pattern is expected to emerge within the next decade. We define the local time of emergence as the year when local sea level change due to ocean density and circulation change (the sum of η in global mean thermal expansion) becomes inconsistent with unforced variability. Local sea level change will emerge first, and may have already emerged, in the northern latitudes of the Southern Ocean, and in the tropical Atlantic, where unforced variability is small, but it may not emerge until after 2100 in southern latitudes of the Southern Ocean, where sea level change is projected to be small. The global time of emergence is delayed by a couple of years if the Southern Ocean is excluded. It is interesting to note that the global and local times of emergence are independent of RCP scenario, since the signal emerges early in the twenty-first century, when the RCP scenarios have not yet significantly diverged.
In this study we consider only the geographical pattern of sea level change as a result of density and circulation changes. However, by the end of the twenty-first century other processes (especially the loss of land ice affecting the geoid and lithosphere) may have a substantial influence on the geographical pattern (Perrette et al. 2013; Slangen et al. 2014) , and thus modify the local time of emergence. Net loss of land ice is projected to contribute to global mean sea level rise, and will make the local times of emergence of sea level change earlier everywhere.
