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Abstract
A systematic computational approach for the explicit construction of any quantum Hopf alge-
bra (Uz(g),∆z) starting from the Lie bialgebra (g, δ) that gives the first-order deformation of the
coproduct map ∆z is presented. The procedure is based on the well-known ‘quantum duality prin-
ciple’, namely, the fact that any quantum algebra can be viewed as the quantization of the unique
Poisson-Lie structure (G∗,Λg) on the dual group G∗, which is obtained by exponentiating the Lie
algebra g∗ defined by the dual map δ∗. From this perspective, the coproduct for Uz(g) is just the
pullback of the group law for G∗, and the Poisson analogues of the quantum commutation rules for
Uz(g) are given by the unique Poisson-Lie structure Λg on G∗ whose linearization is the Poisson ana-
logue of the initial Lie algebra g. This approach is shown to be a very useful technical tool in order to
solve the Lie bialgebra quantization problem explicitly since, once a Lie bialgebra (g, δ) is given, the
full dual Poisson-Lie group (G∗,Λ) can be obtained either by applying standard Poisson-Lie group
techniques or by implementing the algorithm here presented with the aid of symbolic manipulation
programs. As a consequence, the quantization of (G∗,Λ) will give rise to the full Uz(g) quantum
algebra, provided that ordering problems are appropriately fixed through the choice of certain local
coordinates on G∗ whose coproduct fulfills a precise ‘quantum symmetry’ property. The applicabil-
ity of this approach is explicitly demonstrated by reviewing the construction of several instances of
quantum deformations of physically relevant Lie algebras as sl(2,R), the (2+1) Anti de Sitter algebra
so(2, 2) and the Poincare´ algebra in (3+1) dimensions.
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1 Introduction
Quantum algebras (Uz(g),∆z) are Hopf algebra deformations of universal enveloping algebras U(g)
‘in the direction’ of a given Lie bialgebra (g, δ) (we refer the reader to [1]-[6] for all basic notions in
quantum group theory). This means that given a compatible quantum coproduct ∆z for Uz(g), a unique
Lie bialgebra structure (g, δ) arises as the skew-symmetric part of the first-order of ∆z in terms of the
deformation parameter(s) z, namely,
δ(X) =
1
2
(∆z(X) − σ ◦∆z(X)), mod z2, ∀X ∈ g, (1)
where σ is the flip operator σ(X⊗Y ) = Y ⊗X. Such skew-symmetric map δ : g → g⊗g is the so-called
cocommutator map. Moreover, we recall that Lie bialgebras (g, δ) are in one to one correspondence
with Poisson-Lie (hereafter PL) structures on the (simply connected) group G ≡ Exp(g) via Drinfel’d
theorem [7], and the quantization of the unique PL structure associated to (g, δ) will be the quantum
group that is dual (in the Hopf algebra sense) to the quantum algebra (Uz(g),∆z) [8, 9].
Therefore, quantum deformations of a given U(g) can be identified according to their ‘semi-classical’
limit given by the Lie bialgebras (g, δ). With this in mind, classifications of Lie bialgebra structures for
several physically relevant Lie algebras have been obtained. For the three dimensional case we recall the
complete classification given in [10] and for some higher dimensional Lie bialgebras we refer to [11] and
references therein. Let us also stress that Lie bialgebras and PL groups are interesting on their own in the
theory of classical integrable systems [7] and they also appear as Poisson manifolds for some interesting
Hamiltonian systems (see, for example, [12]).
Due to the relevance of quantum algebras in very different mathematical and physical contexts
(see [1]-[6]), it becomes clear that the generic ‘Lie bialgebra quantization’ problem (see [13, 14]) is
worth to be faced: this means that, given a Lie bialgebra (g, δ), one should obtain the most general
recipes for the ‘quantization’ (i.e. the construction of the all-orders quantum universal enveloping al-
gebra) whose first order deformation is given by (g, δ). Although the existence of such quantization is
indeed guaranteed (see [5], Chapter 6), only for coboundary triangular Lie bialgebras the Drinfel’d twist
operator [15] gives the answer (see, for instance, [16, 17, 18, 19, 20, 21]). Nevertheless, no generic way
to express the twist operator in terms of δ is known. Moreover, quasitriangular and non-coboundary de-
formations do exist, and for them the twist operator approach to quantization is not available. Therefore,
it seems that the only completely general way to proceed is by using an order-by-order quantization in
which higher orders of the deformation are obtained from previous ones by imposing both the coasso-
ciativity condition on the coproduct and, simultaneously, the homomorphism condition with respect to
the deformed commutation rules (see, for instance, [22, 23]).
As a consequence, it would be certainly interesting to develop a general method in order to ‘expo-
nentiate’ the Lie bialgebra (g, δ) in order to get the full quantum algebra (Uz(g),∆z). In this paper we
present a general procedure to do this that, moreover, is amenable to be implemented to a high extent
by making use of symbolic manipulation packages. Essentially, the approach we propose is to make use
of the well-known ‘quantum duality principle’ (see [1, 24, 25, 26] and references therein) that asserts
that a quantum universal enveloping algebra can be always thought of as a quantum dual group. The
foundations of this principle can be summarized as follows:
• Given a Lie bialgebra (g, δ) we know that the dual Lie bialgebra (g∗, δ∗) can be always constructed
immediately through the canonical pairing connecting g and g∗ since, by definition, the map δ
provides a Lie algebra structure on g∗, and the Lie algebra structure on g gives rise to the dual
cocommutator map δ∗ : g∗ → g∗ ⊗ g∗.
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• If we succeed in quantizing both Lie bialgebras (g, δ) and (g∗, δ∗), we would obtain two different
quantum universal enveloping algebras (Uz(g),∆z) and (Uz(g∗), ∆˜z) that, by construction, will
be dual Hopf algebras in the sense that we can define a canonical pairing
〈 , 〉 : Uz(g
∗)× Uz(g) → C, (2)
such that
〈mUz(g∗)(f ⊗ g), a〉 = 〈f ⊗ g,∆Uz(g)(a)〉, (3)
〈∆Uz(g∗)(f), a⊗ b〉 = 〈f,mUz(g)(a⊗ b)〉, (4)
where a, b ∈ Uz(g); f, g ∈ Uz(g∗); m is the product map for the corresponding quantum algebra
and 〈f ⊗ g, a ⊗ b〉 = 〈f, a〉 〈g, b〉. In fact, after the Hopf algebra quantization is performed, these
relations extend the first order duality between (g, δ) and (g∗, δ∗) to all orders in the deformation
parameter.
• Also, we know that (g∗, δ∗) is the infinitesimal counterpart of a unique PL structure (G∗,Λ) on
the group G∗ ≡ Exp(g∗), where Λ is the corresponding Poisson bivector. This a Poisson-Hopf
algebra (G∗,Λ,∆G∗) whose coproduct ∆G∗ will be given by the group multiplication on G∗ (more
technically, by its pull-back, as detailed in [27]).
• Therefore, the quantization of the latter PL structure (as a Hopf algebra) will give rise to the
quantum group (Gˆ∗,∆G∗) which is, again by construction, the Hopf algebra dual to the quantum
universal enveloping algebra (Uz(g∗), ∆˜z).
• Finally, since (Uz(g),∆z) is also the Hopf algebra dual of (Uz(g∗), ∆˜z), then the former Hopf
algebra can be identified with (Gˆ∗,∆), which turns out to be a Hopf algebra quantization of (g, δ).
The aim of this paper is to show that this constructive way of presenting the ‘quantum duality prin-
ciple’ can be helpful in order to overcome many technical difficulties that appear when the quantization
problem for a given Lie bialgebra has to be explicitly solved.
As we will show in the sequel, the main advantage of this dual PL group approach to quantiza-
tion stems from the fact that nowadays the explicit construction of PL structures is affordable by us-
ing symbolic computation programs (see [11]). Namely, given a Lie bialgebra (g, δ), we will see that
the Poisson bracket Λ on the dual group (which is the classical counterpart of the Uz(g) commutation
rules) can be explicitly obtained even for high dimensional Lie bialgebras. Moreover, the compatible
coproduct ∆G∗ will be given by the pull-back of the group multiplication law for G∗, that always ex-
ists and can be explicitly obtained, even in quite complicated cases. Once all this classical information
is known, the only task to be performed by hand would be the quantization of the (commutative, non-
cocommutative) Poisson Hopf algebra (G∗,Λ,∆G∗) into the (non-commutative, non-cocommutative)
Hopf algebra (Gˆ∗,∆z) ≡ (Uz(g),∆z). This ‘standard’ quantization process is straightforward if we are
able to find some local coordinates on G∗ for which the Poisson bracket Λ and the group multiplication
∆G∗ minimize the number of ordering ambiguities. Again, to find these coordinates is a problem defined
on commutative variables and, as we shall see, it can be solved in all the examples here presented in
terms of certain local coordinates for G∗ that fulfill certain ‘quantum symmetry’ property. Nevertheless,
we stress that even in the case that this set of coordinates would not be apparent, the quantization of
(G∗,Λ,∆G∗) could be always obtained by using generic (although more cumbersome) symmetrization
procedures (see [23]).
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To the best of our knowledge, the specific procedure described in the previous paragraph has not been
fully exploited so far, since only the rather elementary example of the Heisenberg Lie algebra was pre-
sented in detail in [28]. Also, it is worth to recall that this approach underlies the quantization prescription
for certain classes of Lie bialgebras with solvable dual Lie group G∗ that was proposed in [29, 30, 31].
Therefore, in this paper we review the explicit construction of several known quantizations of Lie bialge-
bras (with different representative dimensions) through the previuosly described implementation of the
‘quantum duality principle’, thus showing that this technique could be helpful in order to construct new
quantum deformations of interest.
The paper is organized as follows. In the next section the algorithm is presented in full detail, and is
illustrated with the construction step by step of the Drinfel’d-Jimbo [1, 32] deformation for sl(2,R) as the
quantization of a PL structure on the corresponding dual group (which is the so-called ‘book’ Lie group).
Section 3 is devoted to show a first non-trivial case from the computational viewpoint: The Drinfel’d-
Jimbo quantization for the Anti de Sitter algebra so(2, 2). In Section 4 the well-kown κ-deformation of
Poincare´ algebra in (3+1) dimensions [33, 34] is recovered and, in order to show the potentialities of this
method, a twisted κ-Poincare´ algebra [21] is further obtained in Section 5. The paper is closed by a final
Section that includes some remarks and open problems.
2 The basic example: quantum sl(2,R)
In order to make the construction more transparent, in this Section we will present the algorithm through
the most basic and representative three-dimensional example: the Drinfel’d-Jimbo quantum deformation
of sl(2,R). We will split the procedure in several specific steps, and we will fix the notation that is going
to be used throughout the paper. We remark that we will be always concerned with real Lie algebras and
groups, therefore all parameters have to be real ones.
2.1 The initial data: (g, δ)
The quantum universal enveloping algebra Uz(g) that we want to obtain is defined through the ‘direction’
of the deformation given by the chosen Lie bialgebra structure (g, δ). We put dim(g) = d, and the Lie
bialgebra has to be explicitly given by the structure tensors ckij and f
jk
i in the form
[xi, xj ] = c
k
ij xk δ(xi) = f
jk
i xj ∧ xk (5)
where f jki are linear functions of the quantum deformation parameter(s).
In the sl(2,R) case, we consider the Lie algebra generators {j3, j+, j−} fulfilling
[j3, j±] = ±2j±, [j+, j−] = j3. (6)
In the case of coboundary Lie bialgebras, the cocommutator δ will be generated by a classical r−matrix
through
δ(x) = [1⊗ x+ x⊗ 1, r], ∀x ∈ g. (7)
For the Drinfel’d-Jimbo deformation of sl(2,R) we are looking for, we have that
r = z J+ ∧ J−, (8)
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from which we obtain
δ(j3) = 0 δ(j+) = z j+ ∧ j3 δ(j−) = z j− ∧ j3. (9)
Note that we will always include the deformation parameter(s) within the structure tensor f jki .
2.2 The dual Lie bialgebra (g∗, δ∗)
The dual structure (g∗, δ∗) with basis {x1, . . . , xd} is constructed by interchanging the structure tensors,
namely:
[xj, xk] = f jki x
i δ∗(xk) = ckij x
i ∧ xj . (10)
In the the sl(2,R) case, let {j3, j+, j−} be such a basis. Then the dual Lie bialgebra (g∗, δ∗) is given
by:
[j3, j±] = −z j± [j+, j−] = 0 (11)
δ∗(j3) = j+ ∧ j
− δ∗(j+) = 2 j3 ∧ j+ δ∗(j−) = −2 j3 ∧ j−. (12)
The solvable Lie algebra (11) is the so-called ‘book Lie algebra’ (see [28] and references therein). In
order to construct the Poisson-Lie group associated with (g∗, δ∗) it is important to know whether this is
a coboundary Lie bialgebra, i.e., to check if there exists a classical r-matrix
r∗ = α j3 ∧ j+ + β j3 ∧ j− + γ j+ ∧ j− (13)
such that
δ∗(x) = [1⊗ x+ x⊗ 1, r∗], ∀x ∈ g∗. (14)
It is straightforward to check that in this case there is no solution for α, β, γ, and (g∗, δ∗) is a non-
coboundary Lie bialgebra (see [10, 28] for the full classification of real three dimensional Lie bialgebras).
2.3 Construction of the dual Lie group G∗
Now we need a faithful representation ρ : g∗ → gl(N) of the dual Lie algebra g∗:
[ρ(xj), ρ(xk)] = f jki ρ(x
i). (15)
In some cases the adjoint representation is faithful, and this simplifies the programming of the algorithm,
although in general that could not be the case. We use coordinates Xi on G∗, so that a generic element
of (the connected component of) the dual Lie group G∗ is obtained in the usual way:
G∗(X1, . . . ,Xd) = G
∗( ~X) =
d∏
i=1
exp
(
Xiρ(x
i)
)
. (16)
In particular, we will use the following faithful representation of the book Lie algebra:
ρ(j+) =

 0 0 10 0 0
0 0 0

 ρ(j−) =

 0 0 00 0 1
0 0 0

 ρ(j3) =

 −z 0 00 −z 0
0 0 0

 . (17)
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and we will denote the local group coordinates as {J+, J−, J3}, respectively. The corresponding book
Lie group element G∗ is given by:
G∗ = exp
(
J+ρ(j
+)
)
exp
(
J−ρ(j
−)
)
exp
(
J3ρ(j
3)
)
=

 e
−zJ3 0 J+
0 e−zJ3 J−
0 0 1

 . (18)
Hereafter, the entries of the matrix G∗ will be denoted as G∗ij (i, j = 1, . . . , N).
2.4 The coproduct map ∆G∗
The coproduct map for the coordinate functions on G∗ is just the pullback of the group law for the
coordinate functions Xi (see [27]), but written in the (dual) algebraic form
∆G∗ : C
∞(G∗) → C∞(G∗)⊗ C∞(G∗). (19)
In this language, the coassociativity constraint for ∆G∗
(∆G∗ ⊗ id) ◦∆G∗ = (id ⊗∆G∗) ◦∆G∗ (20)
is nothing but the associativity of the group multiplication, provided that the entries of the first copy of
the group element live on C∞(G∗) ⊗ 1 and the second one lives on 1 ⊗ C∞(G∗). In this way, we can
assume that the coproduct will be of the form
∆G∗(Xi) =
∑
k
gik( ~X)⊗ hik( ~X), i = 1, . . . , d (21)
where ~X = (X1, . . . ,Xd) and gik and hik will be certain smooth functions on G∗ that we have to find
(the range of the index k will depend on the number of different functions needed). In particular, the
explicit form of ∆G∗ will be obtained by solving the functional equations coming from imposing that the
coproduct ∆G∗(G∗ij) for the matrix entries of G∗ has to be given by the ‘tensorized’ group multiplication
in G∗, namely
∆G∗(G
∗
ij( ~X)) =
N∑
l=1
G∗il(
~X)⊗G∗lj(
~X) (22)
where Gij( ~X) is the corresponding entry of the group element G∗ in the chosen N -dimensional repre-
sentation.
In the present book group example, the nine functional equations (22) coming from the multiplication
of two group elements (18) can be written in matrix form as

 ∆G∗(e
−zJ3) ∆G∗(0) ∆G∗(J+)
∆G∗(0) ∆G∗(e
−zJ3) ∆G∗(J−)
∆G∗(0) ∆G∗(0) ∆G∗(1)

 =
=

 e
−z(J3⊗1) 0 J+ ⊗ 1
0 e−z(J3⊗1) J− ⊗ 1
0 0 1⊗ 1

 ·

 e
−z(1⊗J3) 0 1⊗ J+
0 e−z(1⊗J3) 1⊗ J−
0 0 1⊗ 1

 =
=

 e
−zJ3 ⊗ e−zJ3 0 e−zJ3 ⊗ J+ + J+ ⊗ 1
0 e−zJ3 ⊗ e−zJ3 e−zJ3 ⊗ J− + J− ⊗ 1
0 0 1⊗ 1

 (23)
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from which we immediately obtain the solution for the coproduct for the group coordinates J±, namely
∆G∗ (J±) = e
−zJ3 ⊗ J± + J± ⊗ 1 (24)
and since ∆G∗(e−zJ3) = e−zJ3 ⊗ e−zJ3 we finally have
∆G∗(J3) = 1⊗ J3 + J3 ⊗ 1 (25)
as well as ∆G∗(1) = 1⊗ 1.
Evidently, in this naive example this solution can be straightforwardly obtained by hand, but in a
general case we know that the solution for the functional equations (22) does always exist (it is just the
group law for the group under consideration). In fact, for all the examples we will provide in this paper,
as well as for many others we have considered, this problem can be fully solved by computer methods.
Nevertheless, it is true that in some cases these functional equations could be too complicated to be
solved by a symbolic manipulation program.
At this point it is worth stressing that, essentially, the exponentiation of the dual Lie algebra g∗
giving rise to the dual Lie group G∗ can be understood as the canonical way to ‘exponentiate’ the first
order deformation of the coproduct given by δ to the one corresponding to the full quantum deformation.
Therefore, any coproduct can be thought of as the multiplication law on the appropriate dual Lie group
(in this case, the book group). Note that the choice of different local coordinate functions on the group
gives different expressions for the same abstract comultiplication law on G∗.
2.5 The PL bracket Λ on G∗
We recall that the unique PL group structure on G∗ which is in one to one correspondence with (g∗, δ∗)
via the Drinfel’d theorem [1] has to fulfill two conditions: firstly, the group (co)multiplication has to be
a Poisson map with respect to Λ:
{∆G∗(a),∆G∗(b)}Λ = ∆G∗({a, b}Λ) ∀ a, b ∈ C
∞(G∗) (26)
and, secondly, the linearization of Λ should coincide with the Lie algebra defined by the structure tensor
ckij that defines δ∗.
At this point we have two possibilities in order to compute Λ:
• a) If the dual Lie bialgebra (g∗, δ∗) is a coboundary one (i.e. it comes from a classical r-matrix on
g∗ ⊗ g∗) then the Poisson structure Λ is given by the Sklyanin bracket on G∗
{a, b}Λ = r
ij
(
XLi (a)X
L
j (b)−X
R
i (a)X
R
j (b)
)
a, b ∈ C∞(G∗), (27)
where XLi , XRi , (i = 1, . . . , d) are, respectively, left and right invariant vector fields on G∗ and rij are
the components of the r-matrix in the chosen basis {X1, . . . ,Xd}.
• b) If the dual Lie bialgebra (g∗, δ∗) is a non-coboundary one, one could try to find the PL structure
on G∗ analytically, but this is a quite cumbersome procedure (see [35, 36, 37, 38, 39]). Here we will
propose to use the computer assisted method that has been recently used in [11] to provide all real 3D
PL groups. As we will see in the sequel, this algorithm will work in a very efficient way, and we will
easily obtain the explicit PL structures we need even in the case of high dimensional Lie groups.
This second method will be based on the assumption that the PL brackets for the local coordinates
on G∗ are of the form
{Xi,Xj}Λ =
∑
k,l
βijklFkFl (28)
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with arbitrary unknown coefficients βijkl and with Fi being any of the functions
~F =
{
G∗ij(
~X), gim( ~X), him( ~X)
}
(29)
which includes only the G∗ij( ~X) functions appearing as matrix entries of the group element G∗, as well
as all the gim( ~X) and him( ~X) functions appearing in the coproducts for the local coordinates (21). This
means that we are looking for Poisson brackets for the local coordinates that are homogeneous quadratic
in terms of functions included within the set ~F .
It is important to stress that if the dual Lie bialgebra is a coboundary one, the Sklyanin bracket
guarantees that the PL structure will be homogeneous quadratic in the matrix entries G∗ij( ~X). Therefore
our Ansatz is a slight generalization of this fact, that turns out to be suitable for dealing also with non-
coboundary PL structures [11]. Note that the fact that the Ansatz (28) works is crucial for the algorithmic
construction of the PL group G∗. Although this is not guaranteed in general, we recall that this Ansatz
works for constructing all the PL structures on any 3D real Lie group, as shown in [11], and indeed it
will work for all the cases here presented.
Therefore, let us construct the antisymmetric d× d matrix with entries Qij given by
{Xi,Xj}Λ = Qij =
∑
k,l
βijklFkFl. (30)
Then, the homomorphism condition (26) for the coproduct ∆G∗ is translated into
{∆G∗(Xi),∆G∗(Xj)}Λ = (31)
d∑
k,l=1
(Qkl ⊗ 1)
∂∆G∗(Xi)
∂(Xk ⊗ 1)
·
∂∆G∗(Xj)
∂(Xl ⊗ 1)
+ (1⊗Qkl)
∂∆G∗(Xi)
∂(1⊗Xk)
·
∂∆G∗(Xj)
∂(1 ⊗Xl)
= ∆G∗(Qij) (32)
which gives rise to a set of linear equations for the coefficients βijkl. After solving this system of
equations, we have to impose the linearization condition
d∑
k=1
∂Qij
∂Xk
∣∣∣∣∣
X1=X2=...,Xd=0
Xk = c
k
ijXk (33)
on the remaining coefficients βijkl. If the Ansatz (28) concerning the functions works, it turns out that the
solution for the coefficients βijkl is unique, and Q gives the Poisson tensor Λ for the PL group associated
with (g∗, δ∗). Indeed, in this way the Jacobi identity for Q will be automatically satisfied. In particular,
the linearization constrain would imply that in the vanishing limit of the deformation parameter(s) we
recover the Poisson analogue of the initial Lie algebra g:
lim
z→0
{Xi,Xj}Λ = limz→0
Qij = c
k
ijXk. (34)
We recall that this algorithm has been sucessfully used in [11] to construct the complete set of three-
dimensional PL group structures for all three-dimensional real Lie groups.
In the particular case we are solving now, the Ansatz (28) will imply that the PL bracket Λ is at most
quadratic in the following functions
~F := {1, J3, J+, J−, e
−zJ3}. (35)
8
Therefore, we obtain a matrix Q depending on d(d − 1)/2 × s(s + 1)/2 = 45 free parameters βijkl,
where d is the dimension of the algebra (d = 3 in this case) and s is the number of elements in the set
of functions we have chosen in order to construct our Qij matrix (s = 5 in this case). Thus, we have to
impose that the bracket defined by (recall that we have chosen X1 = J+,X2 = J−,X3 = J3)
{Xi,Xj}Λ = Qij (36)
satisfies the coproduct homomorphism property (32), and in this way we obtain a set of linear equations
for our 45 free parameters. After solving them, our matrix elements Qij become
Q12 = {J+, J−} = β1,2,5,5 [exp(−2zJ3)− 1] +
z
2
β2,3,1,3J
2
+ − zβ2,3,1,5J+
+zβ2,3,1,4J+J− −
z
2
β1,3,1,4J
2
− + zβ1,3,1,5J−.
Q13 = {J+, J3} = β1,3,1,5 [exp(−zJ3)− 1] + β1,3,1,4J− − β2,3,1,4J+ (37)
Q23 = {J−, J3} = β2,3,1,5 [exp(−zJ3)− 1] + β2,3,1,3J+ + β2,3,1,4J−
Therefore, we have a multiparametric family of pre-Poisson brackets (the Jacobi identity has not been im-
posed yet, and actually it is not satisfied at this stage) that are compatible with the group (co)multiplication
on G∗. Nevertheless, Drinfel’d theorem says that only one of them corresponds to the Lie bialgebra
(g∗, δ∗). In order to identify such unique solution, we write the linearization Λ0 (with respect to the
group coordinates) of the bracket (37), which reads:
{J3, J+}0 = zβ1,3,1,5J3 + β2,3,1,4J+ − β1,3,1,4J−
{J3, J−}0 = zβ2,3,1,5J3 − β2,3,1,3J+ − β2,3,1,4J− (38)
{J+, J−}0 = −2zβ1,2,5,5J3 + zβ1,3,1,5J+ − zβ2,3,1,5J−.
Thus, the unique PL bracket associated to (g∗, δ∗) would be the one whose linearized part reproduces
the ckij tensor, i.e., the original sl(2,R) Lie algebra structure
[j3, j±] = ±2j±, [j+, j−] = j3, (39)
under the identification j3 ≡ J3, j+ ≡ J+, j− ≡ J− (that comes from the way in which we have defined
the dual Lie bialgebra). Obviously, this means that we have to impose the relations
β1,3,1,4 = β1,3,1,5 = β2,3,1,3 = β2,3,1,5 = 0 (40)
β2,3,1,4 = 2 β1,2,5,5 = −
1
2z
(41)
and the unique solution for the PL bracket Λ turns out to be:
{J3, J±}Λ = ±2J±, {J+, J−}Λ =
1− exp(−2zJ3)
2z
+ 2z J+J− (42)
The one-to-one correspondence between PL groups and Lie bialgebra structures implies that the Jacobi
identity for this bracket is automatically fulfilled and, together with the coproduct (24)-(25), it defines
the Poisson-Hopf algebra which is in one to one correspondence with the dual Lie bialgebra (g∗, δ∗). We
remark that, througout the paper, we will not present counit and antipode maps, that can be straightfor-
wardly deduced from the coproduct map.
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2.6 Quantization
The Hopf algebra quantization of this dual PL group will be just the quantum algebra we are looking for.
Note that the above Poisson brackets present ordering problems (coming from the product J+J−) that
would make evident when we want to transform the group coordinates into non-commutative generators.
Nevertheless, if we perform the following change of local coordinates on the group G∗
J ′± = e
z
2
J3J± (43)
the PL group structure reads
∆G∗(J3) = J3 ⊗ 1 + 1⊗ J3 (44)
∆G∗(J
′
±) = J
′
± ⊗ e
z
2
J3 + e−
z
2
J3 ⊗ J ′± (45)
{J3, J
′
±} = ±2J
′
±, {J
′
+, J
′
−} =
sinh (zJ3)
z
(46)
and the ordering ambiguities disappear. Note that the linearization of this bracket (that coincides with
the z → 0 limit) gives
{J3, J
′
±} = ±2J
′
±, {J
′
+, J
′
−} = J3, (47)
which is again the Poisson-sl(2,R) algebra given by the ckij tensor.
Now, the quantization prescription would consist essentialy in substituting the Poisson brackets by
commutators {·, ·} → [·, ·] and to map the dual group coordinates into non-commutative algebra genera-
tors Xi → Xˆi both in the coproduct and in the commutation rules. In this way we obtain the well-known
Drinfel’d-Jimbo quantum deformation of the sl(2,R) algebra
∆z(Jˆ3) = Jˆ3 ⊗ 1 + 1⊗ Jˆ3 (48)
∆z(Jˆ
′
±) = Jˆ
′
± ⊗ e
z
2
Jˆ3 + e−
z
2
Jˆ3 ⊗ Jˆ ′± (49)
[Jˆ3, Jˆ
′
±] = ±2Jˆ
′
±, [Jˆ
′
+, Jˆ
′
−] =
sinh(zJˆ3)
z
(50)
for which the homomorphism condition on the coproduct
[∆z(Xˆ),∆z(Yˆ )] = ∆z
(
[Xˆ, Yˆ ]
)
(51)
can be straightforwardly checked.
We could summarize this construction by saying that the Poisson analogue of this q-deformation
of sl(2,R) is the specific PL structure Λ on the book group, and the q-deformed coproduct is just the
pullback of the book group product law in a specific set {J3, J ′±} of local coordinates. Note that the
construction of Poisson slq(2) as a PL group structure on SB(2, C) was already given in [40].
Remark 1. We stress that in this approach the limit z → 0 corresponds to the abelian group law for the
group G∗, which is tantamount to a ‘non-deformed’ (primitive) coproduct for the group coordinates. In
other words, if we consider any Lie algebra g endowed with the trivial Lie bialgebra structure δ = 0, the
dual Lie bialgebra g∗ will be the abelian Lie algebra. Therefore, the group law for the abelian group G∗
will induce the primitive coproduct ∆G∗(X) = 1 ⊗ X + X ⊗ 1 for all the abelian group coordinates,
and the quantization of the PL structure that corresponds to δ∗ will be just the (non-deformed) universal
enveloping algebra U(g) with the primitive Hopf algebra structure given by ∆0(X) = 1⊗X +X ⊗ 1.
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Remark 2. It is important to realize that the coordinates (43) in which the ordering ambiguities disappear
are such that their coproduct map (44)-(45) is invariant under the composition of the flip operator action
σ(X ⊗ Y ) = Y ⊗ X and the reversal z → −z of the quantum deformation parameter. This seems to
be a general property that will hold in the rest of the examples here presented, and this fact can be used
as a guiding principle that can be easily implemented in order to find the appropriate ‘ambiguity-free’
coordinates. Note that, after quantization, since the quantum universal R matrix for a given Uz(g) is the
invertible operator R ∈ Uz(g)⊗ Uz(g) such that
R ◦∆z ◦R
−1 = σ ◦∆z, (52)
this means that (in the case that such a quantum R matrix operator does exist) the coordinates (43) are
the ones whose quanization give rise to a quantum algebra for which the action of R on ∆z given by (52)
coincides with the change z → −z in the expressions for ∆z .
3 A quantum so(2, 2) algebra
As a much more complicated example from the computational viewpoint, let us consider the Anti de
Sitter Lie algebra so(2, 2) with the following generators {n−, n+, n3, j−, j+, j3} and the commutation
rules:
[j3, j±] = [n3, n±] = ±2j±
[j3, n±] = [n3, j±] = ±2n±
[j+, j−] = [n+, n−] = j3 (53)
[j±, n∓] = ±n3.
Now, let us show that the (one-parameter) Drinfel’d-Jimbo deformation of so(2, 2) can be explicitly
obtained through the method described in the previous Section. The initial Lie bialgebra (g, δ) that
characterizes this deformation is (see [41])
r =
z
2
(j+ ∧ n− + n+ ∧ j−) , (54)
and the corresponding cocommutator δ is given by:
δ(j3) = 0
δ(j+) = −
z
2
(j3 ∧ n+ + n3 ∧ j+)
δ(j−) = −
z
2
(j3 ∧ n− + n3 ∧ j−)
δ(n3) = 0 (55)
δ(n+) = −
z
2
(j3 ∧ j+ + n3 ∧ n+)
δ(n−) = −
z
2
(j3 ∧ j− + n3 ∧ n−) .
Let {n−, n+, n3, j−, j+, j3} be the basis of the dual Lie bialgebra (g∗, δ∗). The Lie algebra relations
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for g∗ are given by ‘dualizing’ the initial cocommutator δ, and read:
[
j3, j±
]
=
[
n3, n±
]
= −
z
2
n±
[
j3, n±
]
=
[
n3, j±
]
= −
z
2
j±[
j+, j−
]
=
[
n+, n−
]
= 0 (56)[
j±, n∓
]
= 0.
This is a six-dimensional solvable Lie algebra. It is straightforward to check that the dual Lie bialge-
bra (g∗, δ∗) (with δ∗ obtained through the ‘dualization’ of the so(2, 2) commutation rules) is a non-
coboundary one, since a classical r-matrix for it does not exist. Therefore, we will be forced to use the
second of the two alternatives given in section 2.5 for the computation of the dual PL group.
Now, a generic element of G∗ can be obtained through the exponentiation of the adjoint representa-
tion ρ of this g∗, where the local coordinates will be given by {N−, N+, N3, J−, J+, J3}:
G∗ = exp
(
N−ρ(n
−)
)
exp
(
N+ρ(n
+)
)
exp
(
N3ρ(n
3)
)
exp
(
J−ρ(j
−)
)
exp
(
J+ρ(j
+)
)
exp
(
J3ρ(j
3)
)
,
(57)
namely
G
∗
=


1 0 0 0 0 0
z
2
N+ e
−
z
2
N3 cosh
(
z
2
J3
)
0
z
2
J+e
−
z
2
N3
−e
−
z
2
N3 sinh
(
z
2
J3
)
0
z
2
N− 0 e
−
z
2
N3 cosh
(
z
2
J3
)
z
2
J−e
−
z
2
N3 0 −e
−
z
2
N3 sinh
(
z
2
J3
)
0 0 0 1 0 0
z
2
J+e
−
z
2
N3
−e
−
z
2
N3 sinh
(
z
2
J3
)
0
z
2
N+ e
−
z
2
N3 cosh
(
z
2
J3
)
0
z
2
J−e
−
z
2
N3 0 −e
−
z
2
N3 sinh
(
z
2
J3
)
z
2
N− 0 e
−
z
2
N3 cosh
(
z
2
J3
)


.
(58)
By solving the functional equations arising from the multiplication of two group elements of this
type, we get the following coproduct map for the local coordinate functions:
∆G∗ (J3) = J3 ⊗ 1 + 1⊗ J3
∆G∗ (J±) = cosh
(z
2
J3
)
⊗ J± + J± ⊗ e
z
2
N3 − sinh
(z
2
J3
)
⊗N±e
z
2
N3
∆G∗ (N3) = N3 ⊗ 1 + 1⊗N3 (59)
∆G∗ (N±) = N± ⊗ 1 + e
− z
2
N3 cosh
(z
2
J3
)
⊗N± − e
− z
2
N3 sinh
(z
2
J3
)
⊗ J±e
− z
2
N3 .
Now, we want to construct the Poisson tensor compatible with ∆G∗ that gives the unique PL structure
on G∗ whose associated Lie bialgebra is (g∗, δ∗). As described in the previous Section, our Ansatz will
be that such Poisson tensor is quadratic in the functions of the group coordinates that appear in the group
entries and in the coproducts of the coordinate functions. In this case the set ~F contains 16 different
functions, namely
~F :=
{
1, J3, J+, J−, N3, N+, N−, cosh
(z
2
J3
)
, sinh
(z
2
J3
)
,
e
z
2
N3 , N+e
z
2
N3 , N−e
z
2
N3 , e−
z
2
N3 cosh
(z
2
J3
)
, e−
z
2
N3 sinh
(z
2
J3
)
, J+e
− z
2
N3 , J−e
− z
2
N3
}
. (60)
Consequently, we construct the most general antisymmetric matrix Qij being quadratic in these variables
and we require ∆G∗ to be a Poisson morphism with respect to the (tentative) Poisson bracket defined by
Q (30). This requirement produces a system of linear equations inluding 2040 βijkl coefficients, that
can be solved by using a symbolic manipulation program. The result gives us the most general quadratic
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matrix compatible with the coproduct ∆G∗ (this matrix still do not define a Poisson tensor because we
have not imposed it to fulfill the Jacobi identity yet). Afterwards, if we impose that the linearization of
this tentative Poisson tensor corresponds to the structure tensor ckij that defines the initial so(2, 2) Lie
algebra (53), we get the following unique solution (we give the nonvanishing Poisson brackets only):
{J3, J±}Λ = ±2J±
{J3, N±}Λ = ±2N±
{J+, J−}Λ =
sinh (zJ3)
z
{J+, N3}Λ = −2N+e
z
2
N3
{J+, N+}Λ = zJ
2
+e
− z
2
N3
{J+, N−}Λ =
1
z
[
e
z
2
N3
(
1 + z2N+N−
)
− e−
z
2
N3 cosh (zJ3)
]
(61)
{J−, N3}Λ = 2N−e
z
2
N3
{J−, N+}Λ = −
1
z
[
e
z
2
N3
(
1 + z2N+N−
)
− e−
z
2
N3 cosh (zJ3)
]
{J−, N−}Λ = −zJ
2
−e
− z
2
N3
{N3, N±}Λ = ±2J±e
− z
2
N3
{N+, N−}Λ =
1
z
[
z2e−
z
2
N3 (J+N− +N+J−) + e
− z
2
N3 sinh (zJ3)
]
that can be easily proven to fulfill the Jacobi identity and gives us the Poisson analogue of the so(2, 2)
quantum deformation we were looking for.
Therefore, the final step would be to quantize this Poisson-Hopf algebra, but we observe that both
in the coproduct and -much more strongly- in the Poisson brackets, we have hard ordering problems.
Nevertheless, all of them can be circumvented by defining the following change of (still commutative)
coordinates
J ′± = exp
(
−
z
4
N3
) [
cosh
(z
4
J3
)
J± + sinh
(z
4
J3
)
exp
(z
2
N3
)
N±
]
,
N ′± = exp
(
−
z
4
N3
) [
cosh
(z
4
J3
)
exp
(z
2
N3
)
N± + sinh
(z
4
J3
)
J±
]
. (62)
In these new coordinates, the new non-vanishing Poisson brackets read
{
J3, J
′
±
}
Λ
=
{
N3, N
′
±
}
= ±2J ′±{
J3, N
′
±
}
Λ
=
{
N3, J
′
±
}
= ±2N ′±{
J ′+, J
′
−
}
Λ
=
{
N ′+, N
′
−
}
=
2
z
sinh
(z
2
J3
)
cosh
(z
2
N3
)
(63){
N3, J
′
±
}
Λ
= ±2N ′±{
J ′±, N
′
∓
}
Λ
=
2
z
sinh
(z
2
N3
)
cosh
(z
2
J3
)
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and the form of the new coproduct is:
∆G∗ (J3) = J3 ⊗ 1 + 1⊗ J3
∆G∗
(
J ′±
)
= J ′± ⊗ e
z
4
N3 cosh
(z
4
J3
)
+ e−
z
4
N3 cosh
(z
4
J3
)
⊗ J ′± +
N ′± ⊗ e
z
4
N3 sinh
(z
4
J3
)
− e−
z
4
N3 sinh
(z
4
J3
)
⊗N ′±
∆G∗ (N3) = N3 ⊗ 1 + 1⊗N3 (64)
∆G∗
(
N ′±
)
= N ′± ⊗ e
z
4
N3 cosh
(z
4
J3
)
+ e−
z
4
N3 cosh
(z
4
J3
)
⊗N ′± +
J ′± ⊗ e
z
4
N3 sinh
(z
4
J3
)
− e−
z
4
N3 sinh
(z
4
J3
)
⊗ J ′±.
Since J3 and N3 Poisson-commute, we would have no ordering ambiguities at all if we define the quanti-
zation by substituting Poisson brackets by commutators {·, ·} → [·, ·] and by mapping the new coordinate
functions to noncommutative generators both in the coproduct and in the commutation rules. Note that
the new coordinate functions are such that their coproduct fulfills the symmetry property stated in Re-
mark 2 of section 3. We omit the explicit writing of these truly ‘quantum’ relations, since they are exactly
the ones obtained for the Drinfel’d-Jimbo quantization of so(2, 2) in [41].
4 The (3+1) κ-Poincare´ algebra
The next example we are going to consider is a 10-dimensional one, and consists in the Hopf algebra
deformation leading to the well-known κ-Poincare´ algebra. As we will see, the dual PL group con-
struction will naturally give rise to a Poisson analogue of the κ-Poincare´ algebra that is written in the
bicrossproduct basis [42].
The set of generators for the (3+1) Poincare´ algebra is taken as {p0, p1, p2, p3, k1, k2, k3, j1, j2, j3}
(translations pi, boosts ki, rotations ji) and their commutation relations read:
[ji, jj ] = ǫijkjk [ji, pj ] = ǫijkpk [ji, kj ] = ǫijkkk
[pi, pj] = 0 [pi, kj ] = −δijp0 [ki, kj ] = −ǫijkjk
[p0, pi] = 0 [p0, ki] = −pi [p0, ji] = 0.
(65)
The so-called κ-deformation is generated by the following classical r−matrix:
r = z (k1 ∧ p1 + k2 ∧ p2 + k3 ∧ p3) (66)
from which the cocommutator δ is given by:
δ(p0) = 0
δ(p1) = z p1 ∧ p0
δ(p2) = z p2 ∧ p0
δ(p3) = z p3 ∧ p0
δ(k1) = z (k1 ∧ p0 + p2 ∧ j3 + j2 ∧ p3)
δ(k2) = z (j3 ∧ p1 + p3 ∧ j1 + k2 ∧ p0) (67)
δ(k3) = z (p1 ∧ j2 + j1 ∧ p2 + k3 ∧ p0)
δ(j1) = 0
δ(j2) = 0
δ(j3) = 0.
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Let {p0, p1, p2, p3, k1, k2, k3, j1, j2, j3} be the basis of the dual algebra g∗, whose Lie algebra struc-
ture is given by the structure constants appearing in the initial cocommutator δ. Namely:[
p0, pi
]
= −z pi
[
p0, ki
]
= −z ki
[
p0, ji
]
= 0[
pi, pj
]
= 0
[
pi, kj
]
= 0
[
pi, jj
]
= z ǫijlk
l[
ki, kj
]
= 0
[
ki, jj
]
= 0
[
ji, jj
]
= 0.
(68)
This is a solvable Lie algebra and, again, a direct computation shows that its Lie bialgebra structure
(g∗, δ∗), with δ∗ coming from the structure tensor of the (3+1) Poincare´ algebra, is a non-coboundary one.
Therefore, The Poisson bracket on the dual group will be again obtained by using the same computational
approach as in the previous examples.
Firstly, we have to find a faithful representation for g∗. The 10-dimensional adjoint one works, and
from it we construct the corresponding Lie group element by computing:
G∗ = exp
(
P0ρ(p
0)
)
exp
(
P1ρ(p
1)
)
exp
(
P2ρ(p
2)
)
exp
(
P3ρ(p
3)
)
×
× exp
(
K1ρ(k
1)
)
exp
(
K2ρ(k
2)
) (
K3ρ(k
3)
)
exp
(
J1ρ(j
1)
)
exp
(
J2ρ(j
2)
)
exp
(
J3ρ(j
3)
) (69)
where {P0, P1, P2, P3,K1,K2,K3, J1, J2, J3} are the coordinate functions on G∗. The result for the
group element is
G
∗
=


1 0 0 0 0 0 0 0 0 0
ze
−zP0P1 e
−zP0 0 0 0 0 0 0 0 0
ze
−zP0P2 0 e
−zP0 0 0 0 0 0 0 0
ze
−zP0P3 0 0 e
−zP0 0 0 0 0 0 0
ze
−zP0K1 0 −ze
−zP0J3 ze
−zP0J2 e
−zP0 0 0 0 −ze
−zP0P3 ze
−zP0P2
ze
−zP0K2 ze
−zP0J3 0 −ze
−zP0J1 0 e
−zP0 0 ze
−zP0P3 0 −ze
−zP0P1
ze
−zP0K3 −ze
−zP0J2 ze
−zP0J1 0 0 0 e
−zP0
−ze
−zP0P2 ze
−zP0P1 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1


(70)
By computing the product (23) it is straightforward to prove that the group multiplication induces the
following coproduct for the coordinate functions:
∆G∗ (P0) = P0 ⊗ 1 + 1⊗ P0
∆G∗ (Pi) = Pi ⊗ e
zP0 + 1⊗ Pi
∆G∗ (K1) = K1 ⊗ e
zP0 + 1⊗K1 + z (J2 ⊗ P3 − J3 ⊗ P2)
∆G∗ (K2) = K2 ⊗ e
zP0 + 1⊗K2 + z (J3 ⊗ P1 − J1 ⊗ P3) (71)
∆G∗ (K3) = K3 ⊗ e
zP0 + 1⊗K3 + z (J1 ⊗ P2 − J2 ⊗ P1)
∆G∗ (Ji) = Ji ⊗ 1 + 1⊗ Ji.
Now, in order to get the Poisson tensor that endows G∗ with the PL group structure associated with
(g∗, δ∗) we have to follow the same computational steps as in the previous examples. In this case the
group element and the coproduct map are not complicated, therefore the set of functions ~F has 22
elements:
~F :=
{
1, P0, P1, P2, P3,K1,K2,K3, J1, J2, J3, e
zP0 , e−zP0 , e−zP0P1, e
−zP0P2, e
−zP0P3,
e−zP0K1, e
−zP0K2, e
−zP0K3, e
−zP0J1, e
−zP0J2, e
−zP0J3
}
. (72)
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The next step is to impose ∆G∗ to be a poisson morphism for the generic Qij bracket (28). After solv-
ing the corresponding set of linear equations for the 11385 coefficients βijkl, we impose the linearized
solution to be given by the structure tensor of the initial (3+1) Poincare´ Lie algebra g. This leads to the
following unique solution
{P0, Pi}Λ = 0
{P0,Ki}Λ = −Pi
{P0, Ji}Λ = 0
{Pi, Pj}Λ = 0
{Pi, Jj}Λ = ǫijkPk (73)
{Ki,Kj}Λ = −ǫijkJk
{Ki, Jj}Λ = ǫijkKk
{Ji, Jj}Λ = ǫijkJk
{Pi,Kj}Λ =
(
1
2z
(
1− e2zP0
)
+
z
2
(
P 21 + P
2
2 + P
2
3
))
δij − z Pi Pj
that fulfills the Jacobi identity and gives us the Poisson tensor Λ.
Note that, since all the Pi coordinate functions Poisson-commute, the quantization of this Poisson-
Hopf algebra is immediate and gives exactly the κ-Poincare´ algebra in the bicrossproduct basis [42],
where z = 1/κ. Evidently, if we perform the change of coordinate functions given by
P ′i = e
− z
2
P0Pi, K
′
i = e
− z
2
P0Ki −
z
2
ǫijkJjPk (74)
then the new Poisson brackets read{
P0, P
′
i
}
Λ
= 0
{P0,Ki}Λ = −P
′
i
{P0, Ji}Λ = 0{
P ′i , P
′
j
}
Λ
= 0
{
P ′i ,K
′
j
}
Λ
= −δij
sinh(zP0)
z
(75)
{
K ′i,K
′
j
}
Λ
= −ǫijk
(
Jk cosh(zP0)−
z2
4
P ′k(J1P
′
1 + J2P
′
2 + J3P
′
3)
)
{
K ′i, Jj
}
Λ
= ǫijkK
′
k
{Ji, Jj}Λ = ǫijkJk
and the coproduct maps are transformed into:
∆G∗ (P0) = P0 ⊗ 1 + 1⊗ P0
∆G∗ (Pi) = Pi ⊗ e
z
2
P0 + e−
z
2
P0 ⊗ Pi
∆G∗ (Ki) = Ki ⊗ e
z
2
P0 + e−
z
2
P0 ⊗Ki +
z
2
ǫijk
(
Pj ⊗ Jke
z
2
P0 + e−
z
2
P0Jj ⊗ Pk
)
(76)
∆G∗ (Ji) = Ji ⊗ 1 + 1⊗ Ji
The direct quantization of this Poisson-Hopf algebra is straightforward (there are no ordering ambiguities
and, once again, the symmetry requirement from Remark 2 holds) and leads to the original presentation
of the κ-Poincare´ quantum algebra given in [34].
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5 Adding a twist to κ-Poincare´ algebra
As a final example, we will find the deformation of the Poncare´ algebra that is obtained by twisting the
previous κ-Poincare´ deformation by a twist transformation [15] generated by the classical r-matrix
r˜ = η (j3 ∧ p0). (77)
This means that we are going to consider the same basis for the Poincare´ Lie algebra as in the previous
section, but now the classical r−matrix that generates the initial Lie bialgebra (g, δt) will be
rt = z (k1 ∧ p1 + p2 ∧ p2 + k3 ∧ p3) + η j3 ∧ p0. (78)
Therefore, we are aiming to recover the Poncare´ deformation whose first order is given by eq. (51) in the
classification [43], and whose complete structure has been given in [21] by twisting the κ-Poincare´ Hopf
algebra through the twist operator F generated by r˜. In contradistinction with [21], we will construct the
full twisted κ-Poincare´ deformation in a unique step and starting from the corresponding δ defined by
(78), which reads:
δt(p0) = 0
δt(p1) = z p1 ∧ p0 + η p0 ∧ p2
δt(p2) = z p2 ∧ p0 + η p1 ∧ p0
δt(p3) = z p3 ∧ p0
δt(k1) = z (k1 ∧ p0 + p2 ∧ j3 + j2 ∧ p3) + η (p0 ∧ k2 + j3 ∧ p1) (79)
δt(k2) = z (j3 ∧ p1 + p3 ∧ j1 + k2 ∧ p0) + η (k1 ∧ p0 + j3 ∧ p2)
δt(k3) = z (p1 ∧ j2 + j1 ∧ p2 + k3 ∧ p0) + η j3 ∧ p3
δt(j1) = η p0 ∧ j2
δt(j2) = η j1 ∧ p0
δt(j3) = 0.
As a consequence, the dual Lie bialgebra (g∗t , δ∗) (which is again a non-coboundary Lie bialgebra) will
have the following commutation rules:[
p0, p1
]
= −zp1 − ηp2
[
p0, p2
]
= −zp2 + ηp1
[
p0, p3
]
= −zp3[
p0, k1
]
= −zk1 − ηk2
[
p0, k2
]
= −zk2 + ηk1
[
p0, k3
]
= −zk3[
p0, j1
]
= −ηj2
[
p0, j2
]
= ηj1
[
p0, j3
]
= 0[
pi, pj
]
= 0
[
pi, kj
]
= 0
[
p1, j1
]
= 0[
p1, j2
]
= zk3
[
p1, j3
]
= −zk2 − ηk1
[
p2, j1
]
= −zk3[
p2, j2
]
= 0
[
p2, j3
]
= zk1 − ηk2
[
p3, j1
]
= zk2[
p3, j2
]
= −zk1
[
p3, j3
]
= −ηk3
[
ki, kj
]
= 0[
ki, jj
]
= 0
[
ji, jj
]
= 0
(80)
Note that the introduction of the twist implies that the dual Lie algebra g∗t and its Lie group G∗t are
different (in fact, much more complicated) from those previously obtained in the κ-Poincare´ case. From
these new commutation relations we obtain the adjoint representation ρ of G∗t and we use it to construct
the corresponding Lie group element through
G∗t = exp
(
P0ρ(p
0)
)
exp
(
P1ρ(p
1)
)
exp
(
P2ρ(p
2)
)
exp
(
P3ρ(p
3)
)
·
· exp
(
K1ρ(k
1)
)
exp
(
K2ρ(k
2)
) (
K3ρ(k
3)
)
exp
(
J1ρ(j
1)
)
exp
(
J2ρ(j
2)
)
exp
(
J3ρ(j
3)
) (81)
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where again {P0, P1, P2, P3,K1,K2,K3, J1, J2, J3} are the coordinate functions on the new G∗t . The
functional equations arising from the group multiplication can be again solved, and we get the following
twisted coproduct for the coordinate functions on G∗t
∆G∗ (P0) = P0 ⊗ 1 + 1⊗ P0
∆G∗ (P1) = P1 ⊗ e
zP0 cos(ηP0)− P2 ⊗ e
zP0 sin(ηP0) + 1⊗ P1
∆G∗ (P2) = P2 ⊗ e
zP0 cos(ηP0) + P1 ⊗ e
zP0 sin(ηP0) + 1⊗ P2
∆G∗ (P3) = P3 ⊗ e
zP0 + 1⊗ P3
∆G∗ (K1) = K1 ⊗ e
zP0 cos(ηP0) + 1⊗K1 + z (J2 ⊗ P3 cos(ηP0) + J1 ⊗ P3 sin(ηP0)− J3 ⊗ P2)−
+ηJ3 ⊗ P1 −K2 ⊗ e
zP0 sin(ηP0)
∆G∗ (K2) = K2 ⊗ e
zP0 cos(ηP0) + 1⊗K2 + z (J3 ⊗ P1 − J1 ⊗ P3 cos(ηP0) + J2 ⊗ P3 sin(ηP0)) +
+ηJ3 ⊗ P2 +K1 ⊗ e
zP0 sin(ηP0) (82)
∆G∗ (K3) = K3 ⊗ e
zP0 + 1⊗K3 + z(J1 ⊗ (P2 cos(ηP0)− P1 sin(ηP0))−
−J2 ⊗ (P1 cos(ηP0) + P2 sin(ηP0))) + ηJ3 ⊗ P3
∆G∗ (J1) = J1 ⊗ cos(ηP0)− J2 ⊗ sin(ηP0) + 1⊗ J1
∆G∗ (J2) = J2 ⊗ cos(ηP0) + J1 ⊗ sin(ηP0) + 1⊗ J2
∆G∗ (J3) = J3 ⊗ 1 + 1⊗ J3
which has indeed new η-contributions coming from the twist, whose existence induces a much more
complicated multiplication law on the dual group. We remark that these expressions for the coproduct
are different (and simpler) than the ones presented in [21], that would correspond to a different choice of
the ordering of the exponentials when constructing the group element G∗t (81).
Now, in order to get the Poisson tensor, we would have to reproduce again the same algorithm as in
the previous sections. In this case the set ~F containing all the functions appearing in the group element
G∗t and in the previous coproduct (82) would be much larger than in the κ-Poincare´ case. Nevertheless,
since we expect that the twist will not affect the commutation rules (therefore, the PL bracket should be
the same), and since we know that the final solution for the full dual PL bracket is unique, we firstly tried
with the ‘reduced’ κ-Poincare´ set of functions ~F given in (72), thus expecting that it would provide the
solution. This assumption worked, since after obtaining the most general PL bracket compatible with
the twisted coproduct (82) and constructed in terms of this restricted set of functions, we imposed on
it the linearization condition and the unique final solution so obtained was just the same (73) as in the
non-twisted κ-deformation.
Finally, as far as the quantization is concerned we remark that the twist do not generate further
ordering problems in the coproduct, and the Poisson-Hopf algebra can be straightforwardly quantized,
thus giving rise to a twisted κ-Poincare´ algebra in a bicrossproduct basis. Evidently, if we perform the
same change of coordinate functions (74) then the new Poisson brackets are again (75) and the twisted
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coproducts read
∆G∗ (P0) = P0 ⊗ 1 + 1⊗ P0
∆G∗
(
P ′1
)
= P ′1 ⊗ e
z
2
P0 cos(ηP0) + e
− z
2
P0 ⊗ P ′1 − P
′
2 ⊗ e
z
2
P0 sin(ηP0)
∆G∗
(
P ′2
)
= P ′2 ⊗ e
z
2
P0 cos(ηP0) + e
− z
2
P0 ⊗ P ′2 + P
′
1 ⊗ e
z
2
P0 sin(ηP0)
∆G∗
(
P ′3
)
= P ′3 ⊗ e
z
2
P0 + e−
z
2
P0 ⊗ P ′3
∆G∗
(
K ′1
)
= K ′1 ⊗ e
z
2
P0 cos(ηP0) + e
− z
2
P0 ⊗K ′1 +
z
2
(
P ′2 ⊗ J3e
z
2
P0 cos(ηP0) + P
′
1 ⊗ J3e
z
2
P0 sin(ηP0)+
+e−
z
2
P0J1 ⊗ P
′
3 sin(ηP0) + e
− z
2
P0J2 ⊗ P
′
3 cos(ηP0)− P
′
3 ⊗ J2e
z
2
P0 − J3e
− z
2
P0 ⊗ P ′2
)
−
−K ′2 ⊗ e
z
2
P0 sin(ηP0) + ηJ3e
− z
2
P0 ⊗ P ′1
∆G∗
(
K ′2
)
= K ′2 ⊗ e
z
2
P0 cos(ηP0) + e
− z
2
P0 ⊗K ′2 +
z
2
(
P ′2 ⊗ J3e
z
2
P0 sin(ηP0)− P
′
1 ⊗ J3e
z
2
P0 cos(ηP0)+
+e−
z
2
P0J2 ⊗ P
′
3 sin(ηP0)− e
− z
2
P0J1 ⊗ P
′
3 cos(ηP0) + P
′
3 ⊗ J1e
z
2
P0 + J3e
− z
2
P0 ⊗ P ′1
)
−
−K ′1 ⊗ e
z
2
P0 sin(ηP0) + ηJ3e
− z
2
P0 ⊗ P ′2 (83)
∆G∗
(
K ′3
)
= K ′3 ⊗ e
z
2
P0 + e−
z
2
P0 ⊗K ′3 +
z
2
(
−P ′2 ⊗ J2e
z
2
P0 sin(ηP0)− P
′
1 ⊗ J2e
z
2
P0 cos(ηP0)+
−e−
z
2
P0J1 ⊗ P
′
1 sin(ηP0)− e
− z
2
P0J2 ⊗ P
′
1 cos(ηP0)− P
′
1 ⊗ J1e
z
2
P0 sin(ηP0) +
+ J1e
− z
2
P0 ⊗ P ′2 cos(ηP0)− P
′
2 ⊗ J1e
z
2
P0 cos(ηP0)− J2e
− z
2
P0 ⊗ P ′2 sin(ηP0)
)
+
+ηJ3e
− z
2
P0 ⊗ P ′3
∆G∗ (J1) = J1 ⊗ cos(ηP0)− J2 ⊗ sin(ηP0) + 1⊗ J1
∆G∗ (J2) = J2 ⊗ cos(ηP0) + J1 ⊗ sin(ηP0) + 1⊗ J2
∆G∗ (J3) = J3 ⊗ 1 + 1⊗ J3.
These expressions give the classical analogue of the twisted κ-Poincare´ algebra in the basis (74). Again,
the quantization of this Poisson-Hopf algebra is straightforward, and the usual κ-Poincare´ algebra is
obtained in the limit η → 0. Note that, by following the method here presented, the compatibility
between this coproduct and the commutation rules is the only non-commutative computation that has to
be performed in the full process of the construction of this (quite complicated) quantum algebra. Finally,
we remark that the latter coproduct does indeed fulfil the ‘quantum symmetry property’ stated in Remark
2 with respect to the deformation parameter z, but a further change of coordinates would be needed in
order to get that the η-terms coming from the twist would present the same symmetry. Nevertheless,
such terms induced by the twist do not generate any ordering ambiguity as far as the quantization is
concerned, and the latter change of coordinates can be avoided.
6 Concluding remarks
The main objective of this paper has been to show that the explicit construction of a quantum algebra
(starting from their defining cocommutator map δ) can be systematically obtained by considering the
quantum algebra as a quantum dual group, i.e., as the quantization of the unique Poisson Lie structure
on the dual group G∗ that is determined by the dual Lie bialgebra (g∗, δ∗). Although all the theoretical
foundations of this approach (namely, the ‘quantum duality principle’) are indeed well known, we think
that the algorithmic implementation we propose can provide a helpful tool in order to solve explicitly the
Lie bialgebra quantization problem in many new interesting cases.
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In fact, the main advantage of this approach is that, for most of the cases, the computation of such PL
structure on G∗ can be fully performed with the aid of a symbolic computation program, and only the
final stage of the quantization of this Poisson-Hopf algebra requires the use of noncommutative variables.
Moreover, this latter step can be strongly simplified by finding the appropriate set of local coordinates on
G∗ that minimize the ordering ambiguities prior to quantization, and this is again a ‘classical’ Poisson
algebra problem. The same would happen with the search of the Casimir functions for the Poisson struc-
ture Λ, whose quantization would provide the Casimir operators for the corresponding quantum algebra.
This methodology has been illustrated through several examples in different dimensions, including the
construction of a (quite complicated) twisted (3+1) κ-Poincare´ algebra.
We think that this approach is interesting both from a technical viewpoint and also from a more
fundamental one, since it provides a more clear interpretation of several quantum algebra features by
making use of a purely group theoretical framework. For instance, we have seen that if we perform a
twist deformation on a given quantum algebra whose dual Lie algebra is g∗, the twist generates new
terms in the commutation rules of the new twisted dual algebra g∗t , which becomes ‘less commutative’.
Therefore, the coproduct coming from the new twisted group law for G∗t has new terms (i.e. it is ‘less
cocommutative’). Nevertheless, the Poisson brackets on G∗t are not modified by the twist with respect to
the ones in the original G∗, which means that the twist is connecting two different dual groups that share
a common PL bracket.
Also, this method for the construction of quantum algebras emphasizes the fact that the semiclassical
limit of a quantum algebra is just given by the dual PL group (G∗,∆G∗ ,Λ). As a consequence, the
corresponding PL dynamics on such dual group will be the semiclassical footprint of the full quantum
algebra dynamics. In this respect, the quest for the physical significance of the coproduct as the algebraic
way to define observables for composite systems could be also enlighted by interpreting coproducts as
dual group multiplications. Moreover, the way to get systematically a parametrization of the group
manifold of G∗ in terms of coordinates such that the corresponding PL structure is free from ordering
ambiguities, remains as an open problem.
Finally, the ‘bottom-up’ approach here presented could be very useful in order to construct new com-
plicated quantum algebras whose first order deformations are deduced from physical considerations. This
would be the case for quantum deformations of the (2+1) de Sitter and Anti de Sitter Lie algebras whose
classical r-matrices have recently arised from a Drinfel’d double structure which is consistent with the
pairing structure of the Lie algebras of isometries for the solutions of (2+1) gravity models [44]. Also,
in order to obtain Double Special Relativity models with non-vanishing cosmological constant [45, 46]
the obtention of the Drinfel’d-Jimbo deformation for so(3, 2) and so(4, 1) by following the present ap-
proach would be meaningful, since the deformation would be constructed from the very beginning in the
physically relevant kinematical basis. In this way the problem of the definition of the physical generators
out of q-Serre relations is avoided, as well as the need of using real forms is (see, for instance, [47, 48]).
Work on all these lines is in progress and will be presented elsewhere.
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