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ABSTRACT 
Since clouds are spread widely around the world and heavily influence the 
Earth’s energy budget, people extensively use general circulation models (GCMs) to 
investigate the effect of clouds on the future climate. Since in the longwave spectrum, 
absorption leads the radiative transfer processes, to reduce computing time, radiative 
schemes in most GCMs only take absorption properties of clouds into account.  
This study investigates the issues of neglecting longwave scattering induced by 
clouds using satellite observations in 2010. Global simulations show that excluding 
longwave scattering overestimates upward flux at the top-of-atmosphere (TOA) by about 
2.63 W/m2, which is about 10% of the TOA longwave (LW) cloud radiative effect, and 
underestimates downward flux at the surface by about 1.15 W/m2, corresponding to 
about 5% of the surface LW cloud radiative effect. Longwave scattering cools the 
atmosphere by about 0.018 K/day at the tropopause and heats about 0.028 K/day at the 
surface. The magnitude of the cloud radiative effect from neglecting longwave scattering 
is similar to the clear-sky radiative effect of doubling CO2. Spectral analysis shows that 
longwave scattering by ice clouds contributes over 40% of simulation biases in the 350-
500 cm-1 band. 
For simpler calculations, the optical properties of ice clouds used in the Moderate 
Resolution Imaging Spectrometer (MODIS) Collection 6 cloud retrieval products are 
appropriately parameterized as a function of effective particle size. The overall 
coefficients of determination (R2) of the corresponding fitting processes are larger than 
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0.9. By using these parameterized highly scattered ice cloud optical properties in an 
isothermal homogeneous cloud layer, the performance of various radiative transfer 
models is examined. The results show that 2-/4-stream approximations are relatively 
more efficient and are relatively more accurate than other approximation methods in 
comparisons of simulated cloud emissivity.  
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1. INTRODUCTION
1.1 Radiative effect of clouds 
Clouds act as an important modulator, adjusting global energy distribution and 
interacting with circulation through phase changes, radiative transfer and turbulent 
transport of air parcels (Bony et al., 2015). In this study, we focus on the radiative 
effects of clouds (Liou, 2002), which absorb longwave radiation (heating effect) and 
reflect shortwave radiation (cooling effect). Since clouds cover about 70% of Earth’s 
surface (Stubenrauch et al., 2013) and have different microphysical and optical 
properties, considering net radiative effects (longwave and shortave), clouds may cause 
heating or cooling (Allan, 2011) of the atmosphere depending on the cloud type and 
location. For example, by using the Earth’s Radiant Energy System (CERES) 
observations, clouds reflect more shortwave than longwave radiation at the top of the 
atmosphere (TOA) in some regions, such as the midlatitude storm-track area and the 
ocean stratocumulus area (off the coast of Peru, California and Namibia), and the 
cooling and heating effects of clouds are almost equal at the TOA in the West Pacific 
and Indian ocean. Overall, global net cloud radiative effects are negative, leading to 
cooling the TOA (Allan, 2011; Ramanathan et al., 1989). 
Given detailed information of cloud properties, like cloud optical thickness (𝜏) 
and cloud top pressure (CTP), radiative effects of clouds are classified into several 
groups. For example, by using the International Satellite Cloud Climatology Project 
dataset (ISCCP; Rossow & Schiffer 1991, 1999; Schiffer & Rossow 1983, 1985), 
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Hartmann et al. (1992) characterized clouds into high (CTP < 440 hPa), middle (CTP > 
440 and < 680 hPa), low (CTP > 680 hPa), thin (𝜏 < 9.38), and thick (𝜏 > 9.38) clouds, 
and found that high and middle thin clouds have a positive net radiative effect, and thick 
and low clouds have negative net radiative effect. Additionally, these classifications can 
be used to investigate the cloudy conditions simulated in global circulation models 
(GCMs) (Jin et al., 2017). 
The microphysical and radiative properties of clouds may affect the climate 
(Ritter & Geleyn, 1992; Yang et al., 2015). Stephens et al. (1990) show that a decrease 
in the asymmetry factor of ice particles reduces warming effects of ice clouds. 
Greenwald et al. (1995), using Earth Radiation Budget Satellite (ERBS) measurements, 
find that net forcing from low clouds decreases 25 W/m2 with an increase of 0.05 kg/m2 
in liquid water path (LWP) when the LWP is less than 0.2 kg/m2 and the solar zenith 
angle is 75°. Zhang et al. (1999) indicate that ice cloud particle habits significantly affect 
cloud radiative forcing in the solar band. Furthermore, for a given amount of ice water 
content (IWC), smaller ice crystals lead to a cooling effect, whereas larger ice particles 
give rise to a warming effect. Choi and Ho (2006) analyzed observations from the 
Moderate Resolution Imaging Spectroradiometer (MODIS) and CERES over the Tropics 
(25°S to 25°N) during 2000-2005, and mention that ice clouds tend to warm (cool) the 
climate with optical thickness of ice cloud less (more) than 10. Fu (2007) states that the 
change in aspect ratio of ice particles from 1.0 to 0.5 or to 0.1 reduces the reflected solar 
flux about 30 or 70 W/m2, respectively, when the solar zenith angle is 60° and the 
optical thickness of the ice cloud is 4. 
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Incorrect cloud fields in GCMs may cause biases in future projections. For 
instance, overestimations of cloud cover in the Tropics cause sea surface temperature to 
be biased low in GCM simulations (Li & Xie, 2012). Mauritsen and Stevens (2015) 
pointed out that the climate sensitivity is lower in inferences from observations than in 
simulations by climate models, and mentioned a possible negative feedback, called the 
iris effect, that can be used to make simulations close to observations. The iris effect was 
first proposed by Lindzen et al. (2001), who hypothesized that in the Tropics cirrus 
clouds would decrease in a warmer climate to increase the outgoing longwave radiation 
(OLR). Although the existence of the iris effect is debated (Lin et al., 2002, 2004, 2006; 
Rapp et al., 2005; Su et al., 2008), Choi et al. (2017) observed a negative cirrus clouds 
feedback by analyzing Tropical Rainfall Measuring Mission (TRMM) and A-Train 
(Afternoon Train) data.  
1.2 Radiative transfer schemes 
In a large-scale simulation, accurate and fast radiative transfer models (RTMs) 
and appropriate optical properties of clouds are needed to correctly evaluate the radiative 
effect of clouds. Table 1.1 lists longwave RTMs used in various GCMs. Since 
absorption dominates over scattering in the longwave spectrum, to increase global 
simulation efficiency, most GCMs only consider absorption properties of clouds in the 
radiative schemes, except for CanCM4 (von Salzen et al., 2013), HadCM3 (Pope et al., 
2000), and GISS ModelE and ModelE2 (Schmidt et al., 2006, 2014). 
Among those schemes only considering absorption, the most frequently used 
RTM is the GCM version of the rapid radiative transfer model in the longwave 
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(RRTMG_LW; Clough et al., 2005; Iacono et al., 2008; Mlawer et al., 1997, 2016), 
which uses the k-distribution method to calculate absorption properties of gases and 
applies the 2-stream approximation that sets the diffusivity factor to 1.66 to calculate one 
upward and one downward flux. To make flux calculations more accurate, RRTMG_LW 
slightly adjusts the diffusivity factor as a function of total column water vapor in specific 
spectral bands. By comparing with the most accurate results from a line-by-line radiative 
transfer model (LBLRTM; Clough et al., 2005), under clear sky, flux errors are within 1 
W/m2, and cooling rate errors are within 0.1 K/day in the troposphere and 0.3 K/day in 
the stratosphere (Mlawer et al., 1997, 2016). For the code and performance of 
RRTMG_LW, the website (http://rtweb.aer.com/rrtm_frame.html) contains more 
detailed information. 
Although radiative transfer processes only consider absorption of clouds to 
approximate fluxes due to relative stronger absorption properties in the longwave 
spectrum, the following studies analyzed the importance of longwave scattering by 
clouds. Ritter and Geleyn (1992) report a 16.2 W/m2 decrease in OLR because of 
considering scattering from a cloud between 12 and 13 km altitude with liquid water 
content of 0.01 g/m2. Edwards and Slingo (1996) show the importance of scattering as a 
function of ice water path. Chou et al. (1999), Fu et al. (1997), O’Brien et al. (1997), and 
Tang et al. (2018) tested longwave cloud scattering in various RTMs and tried to 
parameterize cloud longwave scattering. Using GCMs, 8 W/m2 reductions on the global 
mean OLR by considering longwave scattering was estimated by Stephens et al. (2001). 
Joseph and Min (2003), Costa and Shine (2006), and Schmidt et al. (2006) state that 
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neglecting LW scattering overestimates TOA upward flux by 1.5 to 8 W/m2 depending 
on the examined regions and sources of cloud information. 
Since longwave scattering is neglected in most GCMs listed in Table 1.1, but 
clouds significantly affect the global energy budget, the potential influence of excluding 
longwave scattering by clouds has to be investigated. Therefore, we first use high spatial 
resolution satellite measurements to analyze the influence of longwave scattering by 
clouds in Chapter 2, and then Chapter 3 will present the efficiency and accuracy of 
various RTMs and also propose a new parameterization scheme of ice cloud optical 
properties. Finally, conclusions and possible future work are summarized in Chapter 4. 
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Table 1.1 Longwave radiative transfer in the selected GCMs 
Model Longwave radiation scheme Scattering 
CanCM4 
(von Salzen et al., 2013) 
2-stream approximation
(Li, 2002) yes 
CAM4 
(Neale et al., 2010) 
Absorptivity/emissivity approximation 
(Ramanathan & Downey, 1986) no 
CAM5 
(Neale et al., 2012) 
RRTMG_LW (2-stream approximation) 
(Clough et al., 2005; Iacono et al., 2008; 
Mlawer et al., 1997, 2016) 
no 
CFSR 
(Saha et al., 2010) 
CFSv2 
(Saha et al., 2014) 
RRTMG_LW (2-stream approximation) 
(Clough et al., 2005; Iacono et al., 2008; 
Mlawer et al., 1997, 2016) 
no 
ECHAM5 
(Roeckner et al., 2003) 
RRTMG_LW (2-stream approximation) 
(Clough et al., 2005; Iacono et al., 2008; 
Mlawer et al., 1997, 2016) 
no 
ECHAM6 
(Stevens et al., 2013) 
RRTMG_LW (2-stream approximation) 
(Clough et al., 2005; Iacono et al., 2008; 
Mlawer et al., 1997, 2016) 
no 
HadCM3 
(Pope et al., 2000) 
2-stream approximation (PIFM)
(Cusack et al., 1999; Edwards & Slingo, 1996; 
Goody & Yung, 1989; Zdunkowski et al., 
1982) 
yes 
LMDZ4 
(Hourdin et al., 2006) 
Absorptivity/emissivity approximation 
(Morcrette, J.-J., 1991) no 
LMDZ-B 
(Fita , 2013; Hourdin et 
al., 2013) 
RRTMG_LW (2-stream approximation) 
(Clough et al., 2005; Iacono et al., 2008; 
Mlawer et al., 1997, 2016) 
no 
GFDL Global Atmosphere 
Model AM2 
(Anderson et al., 2004) 
GFDL Global Atmosphere 
Model AM3 
(Donner et al., 2011) 
Absorptivity/emissivity approximation 
(Ramachandran et al., 2000; Schwarzkopf & 
Ramaswamy, 1999) 
no 
GISS ModelE 
(Schmidt et al., 2006) 
GISS ModelE2 
(Schmidt et al., 2014) 
Absorptivity/emissivity approximation with 
scattering effect correction 
(Hansen et al., 1983) 
yes 
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2. IMPACT OF MULTIPLE SCATTERING ON LONGWAVE RADIATIVE
TRANSFER INVOLVING CLOUDS* 
2.1 Introduction 
Clouds cover approximately 67% of the globe according to observations made by 
the Moderate Resolution Imaging Spectrometer (MODIS) (King et al., 2013), and 
significantly affect the global energy budget (Baran, 2012; Hansen et al., 1997; Liou, 
1986; Stephens, 2005; Stephens et al., 1990, 2001; Yang et al., 2015; Yi et al., 2013). If 
clouds absorb more longwave (LW) radiation from the surface and the lower part of the 
atmosphere than the LW energy they emit and the solar radiation they reflect to space, 
clouds retain energy in the atmosphere and warm the surface and the atmosphere. 
Conversely, clouds cool the earth-atmosphere system if they emit more LW radiation 
and reflect more solar radiation than the LW radiation they absorb. 
Model approximations of radiative processes cause uncertainties in climate 
simulations. In the LW spectral bands, since cloud absorption dominates the extinction 
of radiation, fluxes are usually calculated by approximations that account for absorption 
only. However, several studies documented significant influences of scattering in LW 
radiative transfer. From GCM simulations, when LW scattering is included, Stephens et 
al. (2001) estimate that the global mean OLR decreases by 8 W/m2, and Schmidt et al. 
* Reprinted with permission from “Impact of multiple scattering on longwave radiative 
transfer involving clouds” by Kuo, C.-P., Yang, P., Huang, X.L., Feldman, D., Flanner, M., Kuo, C., 
& Mlawer, E. J., 2017. Journal of Advances in Modeling Earth Systems, 9(8), 3082–3098, Copyright 
2017 by John Wiley and Sons. 
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(2006) state that OLR decreases by approximately 1.5 W/m2 and increases surface 
downward flux by about 0.4 W/m2. Using surface observations, Joseph and Min (2003) 
suggest that OLR is overestimated by as much as 6-8 W/m2 due to neglecting LW 
scattering by thin cirrus clouds. By using the International Satellite Cloud Climatology 
Project (ISCCP) version D2 (Rossow & Schiffer, 1991) data, Costa and Shine (2006) 
estimate a 3 W/m2 reduction in OLR from 60°S to 60°N due to light scattering.  
According to those studies, estimates of the influence of LW light scattering by 
clouds on the global mean OLR range from 1.5 to 8 W/m2. To estimate the effect of 
excluding LW scattering contributions, Costa and Shine (2006) suggest setting the 
scattering cross section to zero, whereas Schmidt et al. (2006) recommend setting the 
asymmetry factor to unity. Although their approaches differ because they use different 
theories to account for LW scattering, both non-scattering simulations are performed by 
using cloud absorption rather than extinction optical thickness. Therefore, their 
estimated influences on the global mean OLR are similar. However, a 8 W/m2 reduction 
on the global mean OLR estimated by Stephens et al. (2001) is larger than the estimates 
by Costa and Shine (2006) and Schmidt et al. (2006), and is similar to the largest 
evaluations in Joseph and Min (2003) by using ground observations when thin cirrus 
clouds are present. As mentioned by Costa and Shine (2006), the assessments in 
Stephens et al. (2001) are overestimated and the large overestimate is possibly caused by 
not considering cloud fractions in the simulations, because such a large influence occurs 
only under overcast conditions when high clouds exist.  
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Cloud information in the previous studies was from single ground observation 
site for ice clouds (Joseph & Min, 2003), GCM simulations (Schmidt et al., 2006; 
Stephens et al., 2001) or a climatological summary (Costa & Shine, 2006). These 
datasets are spatially coarse or may not provide realistic cloud top and base heights. 
With high spatial resolution cloud top and base heights now available from Cloud-
Aerosol Lidar and Infrared Pathfinder Satellite Observation (CALIPSO) and CloudSat 
observations, we characterize the uncertainties of flux and heating rate simulations by 
using rigorous radiative transfer calculations combined with state-of-the-art cloud optics 
models to give an evaluation of climate effects based on the current level of 
understanding of cloud radiative properties. The remaining portion of this paper is 
organized as follows. The microphysical and bulk optical properties of clouds are 
described in section 2.2. In section 2.3, we outline the settings of the radiative transfer 
model (RTM) and the satellite data used in the simulations. Results and a discussion are 
given in section 2.4. Section 2.5 gives the conclusions of this study. 
2.2 Cloud microphysical and optical properties 
This study uses the MODIS Collection 6 (MC6) cloud optics models (Platnick et 
al., 2015, 2017), which assume an ensemble of aggregates composed of 8 severely 
roughened columns for ice cloud particles and spheres for water cloud droplets. For the 
MC6 ice cloud model (Platnick et al., 2015, 2017), the single-scattering properties of 
individual ice particles are provided by an ice crystal library (Bi & Yang, 2017; Yang et 
al., 2013), including the extinction efficiency, single-scattering albedo, asymmetry 
parameter, phase function, and particle volume and projected area. The refractive index 
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of ice applied in the library is from Warren and Brandt (2008). The library provides the 
optical properties of ice crystals for three degrees of roughness, namely, smooth, 
moderately rough, and severely rough. Roughened ice crystals are demonstrated from in-
situ observations and satellite measurements, although the physical processes that cause 
the observed roughening are not well understood (Baum et al., 2011, 2014; Cole et al., 
2013; Ding et al., 2016; Hioki et al., 2016a; Holz et al., 2016; Ulanowski et al., 2006, 
2012). Furthermore, the treatment of forward scattering is improved to explicitly 
overcome the inadequacies of delta-transmission (Bi et al., 2009). Yang et al. (2008a,b) 
discuss the treatment of surface roughness of an ice particle and the resulting 
uncertainties in ice cloud property retrievals. The features of the ice cloud model include 
spectral consistency between MODIS-based solar and thermal retrievals (Baum et al., 
2014) and better agreement of ice cloud optical thickness retrievals between the 
MODIS-based thermal method and CALIOP (Cloud Aerosol Lidar with Orthogonal 
Polarization) lidar ratios (Holz et al., 2016). For the MC6 water cloud model (Platnick et 
al., 2015, 2017), the Lorenz-Mie theory (Bohren & Huffman, 1998; van de Hulst, 1957) 
provides the single-scattering properties using the refractive index of water from 
compilations by Hale and Querry (1973) at wavelengths between 0.25 and 0.69 µm, 
Palmer and Williams (1974) at wavelengths between 0.69 and 2.0 µm, and Downing and 
Williams (1975) at wavelengths longer than 2.0 µm.  
The effective diameter 𝐷! (Baum et al., 2005a; Baum et al., 2011, 2014; Foot, 
1988) is defined to quantify the ensemble-averaged size of a population of irregular ice 
crystals as follows: 
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𝐷! = ! !(!)!(!)!"!!"#!!"#! !(!)!(!)!"!!"#!!"# , (2.1) 
where 𝐷 is the maximum dimension of a particle, 𝐷!"# and 𝐷!"# are the largest and 
smallest particle maximum dimensions, 𝑁(𝐷) is the particle number concentration 
specified with respect to the maximum dimension 𝐷 (cm-3 cm-1), and 𝑉 and 𝐴 are the 
volume and the projected area of a particle. In the case of spherical particles, 𝐷! reduces 
to the definition of the effective size in Hansen and Travis (1974). Therefore, we use 𝐷! 
to consistently define the effective size of both water droplets and ice particles. 
Given the optical properties and the particle size distributions (PSDs) of clouds, 
we average the single-scattering properties of the cloud model by the Planck function 
(𝐵) at 233 K (Fu et al., 1998; Hong et al., 2009; Yi et al., 2013) in a specific spectral 
region to get band-averaged bulk-scattering properties (Baum et al., 2005b; Baum et al., 
2011, 2014), such as 
𝜎!"# !"# = !!"# !"# !,! ! ! ! ! !"!#!!"#!!"#!!!! ! ! ! ! !"!#!!"#!!"#!!!!  , (2.2) 
𝑄!"# = !!"# !,! ! ! ! ! ! ! !"!#!!"#!!"#!!!! ! ! ! ! ! ! !"!#!!"#!!"#!!!! , and (2.3) 
 𝑔 = !(!,!)!!"#(!,!)!(!)!(!)!"!#!!"#!!"#!!!! !!"#(!,!)!(!)!(!)!"!#!!"#!!"#!!!!  , (2.4) 
where 𝜎!"# !"#, 𝑄!"# and 𝑔 are the band-averaged bulk extinction or scattering cross 
section, extinction efficiency and asymmetry factor, 𝜎!"# !"#, 𝑄!"# and 𝑔 are the 
extinction or scattering cross section, the extinction efficiency and the asymmetry factor, 
and 𝜆! and 𝜆! are the lower and upper wavelength boundaries of a spectral band among 
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those of the GCM version of the Longwave Rapid Radiative Transfer Model 
(RRTMG_LW, Clough et al., 2005; Iacono et al., 2008) listed in Table 2.1. The band-
averaged bulk single-scattering albedo (𝜔) is defined as the ratio of the band-averaged 
bulk scattering and extinction cross section as follows: 𝜔 = !!"#!!"#. (2.5) 
For the MC6 cloud model, PSDs are modified gamma size distributions with an effective 
variance (Hansen & Travis, 1974) of 0.1 for both water and ice clouds (Platnick et al., 
2015). 
Table 2.1 RRTMG_LW spectral band intervals. 
Band Wavenumber (cm-1) Band Wavenumber (cm-1) 
1 10-350 9 1180-1390 
2 350-500 10 1390-1480 
3 500-630 11 1480-1800 
4 630-700 12 1800-2080 
5 700-820 13 2080-2250 
6 820-980 14 2250-2380 
7 980-1080 15 2380-2600 
8 1080-1180 16 2600-3250 
Figure 2.1 shows band-averaged 𝑄!"#, 𝜔, and 𝑔 from 10 to 3250 cm-1 for ice 
cloud particles with selected 𝐷! values of 20 and 60 µm, and for water clouds with a 
selected droplet 𝐷! of 20 µm. In general, 𝑄!"# increases at first and then oscillates to 
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approach the asymptotic value, 2, for large particles as the wavenumber increases, and 
water cloud droplets usually have larger values when compared to ice cloud particles 
with a similar size. For 𝑔, ice clouds have more forward scattering than water clouds 
when particle sizes are about the same, and larger ice particles have larger values than 
smaller particles. Since the imaginary part of the refractive index of ice is smaller than 
that of water between 250 and 750 cm-1, and has a local minimum near 430 cm-1, as 
shown in Figure 2.2, 𝜔 for ice clouds is larger than for water clouds in bands 1 to 5 (10-
820 cm-1), and has the largest value in band 2 (350-500 cm-1). However, the imaginary 
part of the refractive index of water is smaller than that of ice between 1700 and 3000 
cm-1, leading to larger water clouds 𝜔 values in bands 12 to 16 (1800-3250 cm-1).
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Figure 2.1 Band-averaged (a) bulk extinction efficiency, (b) single-scattering albedo, and 
(c) asymmetry factor from 10 to 3250 cm-1. Solid and dash-dotted lines are for ice
particles with 20 and 60 µm 𝐷!, respectively; dotted lines are for water cloud droplets
with 20 µm 𝐷!.
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Figure 2.2 Imaginary part of refractive index of (solid line) ice and (dotted line) water 
cloud from 100 to 3000 cm-1. The refractive index of ice are from Warren and Brandt 
(2008), and the refractive index of water are combined from Hale and Querry (1973), 
Palmer and Williams (1974), and Downing and Williams (1975). 
2.3 Radiative transfer model settings and satellite observations 
Fluxes and heating rates are simulated by RRTMG_LW (Clough et al., 2005; 
Iacono et al., 2008) and the Discrete Ordinates Radiative Transfer (DISORT) Program 
for a Multi-Layered Plane-Parallel Medium (Stamnes et al., 1988). RRTMG_LW, which 
is a frequently used RTM in GCMs and numerical prediction models (Clough et al., 
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2005; Iacono et al., 2008), applies the correlated-k-distribution method (Lacis & Oinas, 
1991) to account for atmospheric gas absorption, and divides the LW spectrum into the 
16 intervals listed in Table 2.1, ranging from wavenumber 10 to 3250 cm-1, in order to 
balance radiometric accuracy and computational efficiency (Clough et al., 2005; Iacono 
et al., 2000; Mlawer et al., 1997). In radiative transfer calculations, RRTMG_LW uses a 
2-stream model that angular resolution is low and only considers absorption. To
rigorously investigate the possible influences of light scattering on flux and heating rate 
simulations containing clouds, we utilize the 16-stream DISORT (high angular 
resolution) as a radiative transfer solver, and implant the solver into RRTMG_LW. The 
optical thicknesses of the atmospheric profiles generated by RRTMG_LW, cloud 
profiles, and cloud optical properties are input into DISORT to simulate vertical 
distributions of fluxes and heating rates. The 16-stream DISORT computes fluxes with < 
1% differences from an accurate 128-stream DISORT. All of the simulations in this 
study are offline, and computational time using the 16-stream DISORT takes about 25 
times longer than the original RRTMG_LW radiative transfer solver. To overcome the 
challenge associated with the strong forward peak of the cloud phase functions for 
radiative transfer simulation, we use the delta-M method (Hioki et al., 2016b; 
Wiscombe, 1977), which has been developed to ensure accurate flux computations by 
truncating the phase function and adjusting the optical thickness, single-scattering 
albedo, and Legendre polynomial expansion coefficients of the phase function based on 
the similarity principle (Liou, 2002; van de Hulst, 1974; Wiscombe, 1977). 
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The following satellite observation datasets are analyzed for 2010. The cloud 
conditions are provided by CCCM Edition B1 products (Kato et al., 2010, 2011, 2014), 
containing measurements derived from CALIPSO (resolution 333 m), CloudSat 
(resolution 1.4 km), CERES (resolution 20 km at the near-nadir view), and MODIS 
(resolution 1 km) observations. To merge cloud top and base heights in a 1 km grid box, 
three CALIPSO and one CloudSat observations are combined following Kato et al. 
(2010, Table 1). The merged cloud heights are then collocated with 1 km MODIS 
observations, and are used as input in the enhanced cloud algorithm (Kato et al., 2011) to 
improve retrieved cloud optical and microphysical properties from MODIS observations. 
Then 1 km combined CALIPSO, CloudSat and MODIS data are collocated with CERES 
footprints to make the grid sizes of the CCCM products approximately 20 km (Kato et 
al., 2014). In a CCCM grid box, up to 16 unique cloud horizontal boundaries (groups) 
and up to 6 independent cloud vertical layers are sorted by a grouping process (Kato et 
al., 2010). Kato et al. (2011) show improvements of flux simulations by using these 
products, compared with CERES and surface measurements. In this study, we focus on 
single-layer water and ice clouds (water and ice cloud groups with a single cloud top and 
base) in 2010, and analyze the contribution of light scattering from different 
thermodynamic phases of clouds. From the products, the cloud vertical boundaries are 
defined by the CALIPSO- and CloudSat-derived cloud top and base heights, and the 
cloud optical and microphysical properties are provided by the MODIS-retrieved cloud 
optical thickness, effective diameter, fraction and phase. Figure 2.3 presents histograms 
of the frequency of visible optical thickness and particle size for water and ice clouds. In 
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2010, both single-layer water and ice clouds most frequently have small optical 
thicknesses (< 5), and the most abundant particle sizes (𝐷!) are about 20 µm for water 
clouds and about 20 to 60 µm for ice clouds. With cloud top and base heights provided 
from CCCM products, we set the physical thickness of clouds and assume clouds are 
vertically homogeneous in the model simulations.  
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Figure 2.3 Two-dimensional histograms of the number of CCCM merged observations 
in 2010 in visible optical thickness and particle size bins for single-layer (a) water and 
(b) ice clouds (water and ice cloud groups with a single cloud top and base). Color bar
shows the number of counts in a log scale (10x).
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Atmospheric information, including temperature, humidity and ozone profiles, is 
provided by the CCCM products, based on the Goddard Earth Observing System 
(GEOS-5) Data Assimilation System reanalysis (Kato et al., 2014). The vertical range of 
atmospheric profiles in the simulations is from the surface to 65 km height. In order to 
simulate more realistic conditions, we follow the Fifth Assessment Report of the 
Intergovernmental Panel on Climate Change (IPCC, 2014) and set the volume mixing 
ratios of carbon dioxide (CO2), nitrous oxide (N2O), and methane (CH4) to 390.5, 
0.3242, and 1.803 ppmv, respectively. 
2.4 Results and discussion 
To evaluate the consequences of ignoring light scattering in the LW spectrum by 
single-layer water and ice clouds, we compare fluxes and heating rates between 
absorption only and rigorous radiative transfer calculations including light scattering 
processes. Simulation biases are defined as the difference between calculations where 
only absorption is considered and more rigorous results that include scattering. Both 
calculations use the same RTM, which is a customized combination of RRTMG_LW 
and DISORT. In absorption-only simulations, as suggested by Costa and Shine (2006), 
we use the absorption optical thicknesses of clouds and set the single-scattering albedo 
to zero, but the extinction optical thicknesses (i.e., scattering plus absorption optical 
thicknesses) and complete scattering properties are used in the rigorous calculations 
considering LW scattering. The absorption optical thicknesses of clouds are the same in 
these two sets of simulations. 
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2.4.1 Sensitivity tests 
Based on the most abundant observed effective cloud particle sizes from the 
CCCM products in Figure 2.3, we perform idealized flux simulations for three cloud 
conditions: Water clouds with 20 µm 𝐷! and ice clouds with 20 and 60 µm 𝐷!. We 
assume cloud physical thicknesses are 2 km and are divided into 8 layers for 
computation, and set cloud top heights at 700 hPa for water clouds and 200 hPa for ice 
clouds. For each cloud condition, we conduct simulations for visible optical thickness up 
to 25 with three atmospheric profiles: Midlatitude summer (MLS), subarctic winter 
(SAW), and tropics (TRP) (Anderson et al., 1986). Upward fluxes at the TOA decrease 
and downward fluxes at the surface increase when clouds become optically opaque, and 
high clouds have lower TOA upward and surface downward fluxes than low clouds, 
since temperature decreases with height in the troposphere. 
TOA upward flux and surface downward flux biases due to neglecting LW 
scattering as a function of visible optical thickness for water and ice clouds are shown in 
Figure 2.4. Compared with pure absorption processes in radiative transfer, scattering 
changes radiation fields in two ways: 1) scattering the upward fluxes from below and 
backscattering part of the scattered upward fluxes to the surface, and 2) scattering the 
downward fluxes from above and backscattering part of the scattered downward fluxes 
to the TOA. Because the surface is an extra LW radiation source, the upward flux is 
larger than the downward flux, and upward backscattered fluxes are less than downward 
backscattered fluxes. Therefore, when scattering is neglected, TOA upward fluxes are 
overestimated and surface downward fluxes are underestimated. In general, absolute 
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biases are larger for TOA upward fluxes than for surface downward fluxes, as layers 
above clouds are more transparent than layers under clouds, and upward scattered fluxes 
can reach the TOA with little absorption. As shown in Figure 2.4, the magnitudes of 
biases increase with optical thickness to a maximum when optical thickness is about 2, 
where the outgoing scattered flux is largest, and then decreases to nearly a constant value 
when optical thickness is large (about 20). The scattering effects tend to be saturated and 
the radiation emitted by the cloud that would transmit through the atmosphere if there is 
no scattering is actually scattered back into the cloud and is partly absorbed.  
Due to reduced gas absorption above ice cloud layers, in Figure 2.4 the higher ice 
clouds have larger TOA upward flux biases than the lower water clouds. In addition, as 
the atmospheric opacity is relatively smaller for layers under water than ice clouds, 
downward flux biases at the surface are larger for low water clouds if the optical 
thickness is small. However, since downward scattered fluxes become saturated when 
the optical thickness is large and water clouds are more absorptive than ice clouds in 
RRTMG_LW bands 1 to 5 (Figure 2.1b), which provide major LW emission energy, 
backscattering within ice clouds becomes significant such that surface downward flux 
biases for ice clouds are larger than for water clouds. This is especially true in the SAW 
profile (Figure 2.4b), where the atmosphere is relatively transparent and downward 
scattered fluxes can reach the surface. In addition, small ice particles have larger 𝜔 in all 
bands except for bands 1, 5 and 6, and smaller 𝑔 in all bands than larger particles (Figure 
2.1b,c), so ice clouds with small particles generate more backscattered radiation and 
have larger surface downward flux biases than with larger particles. Due to the optical 
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properties (as in Figure 2.1) and altitudes of clouds, absolute biases are larger for ice 
clouds compared with water clouds with a similar particle size, and are largest for ice 
clouds with smaller crystal sizes. Comparing the three atmospheric conditions, the 
largest TOA upward flux bias is approximately 15 W/m2 in the TRP profile, 
corresponding to approximately 9.5% of TOA upward flux. For the surface downward 
flux, the largest absolute bias is approximately 3 W/m2, which is approximately 1.5% of 
surface downward flux in the MLS profile. 
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Figure 2.4 Flux biases due to neglecting LW scattering by assuming 2 km thick water 
cloud (cloud top height at 700 hPa) and ice cloud (cloud top height at 200 hPa) as a 
function of visible optical thickness under conditions of (a) midlatitude summer (MLS), 
(b) subarctic winter (SAW), and (c) tropics (TRP). Red lines show upward flux biases at
the TOA, and blue lines show downward flux biases at the surface. Solid, dashed, and
dotted lines are ice clouds with 20 µm 𝐷!, ice clouds with 60 µm 𝐷!, and water clouds
with 20 µm 𝐷!, respectively.
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According to the heating rate profiles, the cloud top is being cooled and the base 
is warmed, and the magnitudes of cooling and warming increase with cloud optical 
thickness. The heating rate biases in the MLS profile at the cloud top and base layers 
(0.25 km thickness), the tropopause (179 hPa) (Clough et al., 1992), and the surface are 
shown in Figure 2.5. Because LW scattering decreases the upward fluxes above the 
cloud top, heating rate biases are then positive at the cloud top and the tropopause. On 
the other hand, negative heating rate biases are at the cloud base and the surface, since 
LW scattering increases the downward fluxes and warms below the cloud base layers. In 
Figure 2.5a, the absolute cloud top and base heating rate biases increase with optical 
thickness and then decrease, because the influence of scattering is saturated when optical 
thickness is large. In addition, similar to Figure 2.4, since ice clouds located at the higher 
altitude have less gas absorption and larger 𝜔 than water clouds in the major LW 
emission bands (RRTMG_LW bands 1 to 5) as depicted in Figure 2.1b, the magnitudes 
of heating rate biases are larger for ice than water clouds. Moreover, 𝜔 is somewhat 
larger for ice crystals with smaller than bigger particle size in Figure 2.1b, so absolute 
heating rate biases are larger for ice clouds with smaller particle size.  
We also evaluate heating rate biases at the tropopause and the surface, shown in 
Figure 2.5b, and the patterns are similar to Figure 2.4a, where biases reach a maximum 
when the optical thickness is about 2 and then decrease toward a constant value. Since 
the atmosphere is absorptive in LW spectral bands, the magnitudes of biases at the 
tropopause and the surface are 2 orders smaller than at the cloud top and base. Although 
the absolute values are small, for ice clouds with 20 µm 𝐷! from small to large optical 
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thickness, the tropopause heating rate biases are about 7-16 % of the heating rates at this 
level and the surface heating rate biases are about 2% of heating rates at the surface. For 
water clouds with the same 𝐷!, the absolute biases at the tropopause are approximately 
5-7% of the tropopause heating rates and at the surface are approximately 2-7% of
surface heating rates when optical thickness changes from small to large. Therefore, in 
idealized simulations, such as in Figure 2.4 and Figure 2.5, the influence of LW 
scattering is significant not only in the cloud layers but also along the whole atmospheric 
column. 
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Figure 2.5 Heating rate biases at the (a) cloud top (red) and base (blue), and the (b) 
tropopause (red) and surface (blue) by assuming 2 km thick water cloud (cloud top 
height at 700 hPa) and ice cloud (cloud top height at 200 hPa) as a function of visible 
optical thickness in a MLS atmosphere. Solid, dashed, and dotted lines are ice clouds 
with 20 µm 𝐷!, ice clouds with 60 µm 𝐷!, and water clouds with 20 µm 𝐷!, respectively. 
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2.4.2 Global simulations 
The global impacts of ignoring LW scattering on flux and heating rate 
simulations are estimated by using cloud and atmosphere information from CCCM 
products covering 2010. To spatially represent the flux simulation biases, we average the 
biases into 1° × 1° resolution. Figure 2.6 shows the global annual mean bias distributions 
of upward flux at the TOA and of downward flux at the surface. The pattern of TOA 
upward flux biases is similar to that in Costa and Shine (2006, Figure 6). In general, 
large biases can be found along the Intertropical Convergence Zone (ITCZ), particularly 
in the Pacific warm pool, and in the Tibetan Plateau region, since there are many ice 
clouds. In these regions, OLR is overestimated by up to about 12 W/m2, because ice 
clouds locate at higher altitudes with more transparent above-cloud atmospheric layers 
and have larger scatter properties as in Figure 2.1 than water clouds. In contrast, negative 
biases of downward flux at the surface are significant (about -3.6 W/m2) in broad 
midlatitude regions and mountain areas, especially in the Tibetan Plateau, the Antarctic, 
and Greenland, because altitudes of these regions are higher and more scattered LW 
fluxes can reach the surface in a shorter path length without being absorbed by the 
atmosphere. Since water vapor absorbs most of the downward scattered fluxes, 
downward flux biases have smaller magnitudes than the upward flux biases. However, in 
a dry and high elevation area under clouds, the downward scattered fluxes can reach the 
ground. 
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Figure 2.6 Global distributions (1° × 1°) of the annual mean LW biases in 2010 for (a) 
the upward flux at the TOA and (b) the downward flux at the surface. Blank regions 
indicate no satellite observations. 
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Zonal averaged flux and heating rate biases in each month of 2010 are shown in 
Figure 2.7. In Figure 2.7a, the peak TOA upward flux bias followed the ITCZ shifts 
from the southern to the northern hemisphere from January to June and shifts back again 
from July to December. From June to September, the contrast of biases between northern 
and southern hemispheres is largest. On the other hand, Figure 2.7b presents surface 
downward flux biases, which are mainly in the midlatitude region, as shown in Figure 
2.6b. The surface downward flux biases are close to zero in the tropical regions due to 
absorption by abundant water vapor. Generally, as previously discussed, the absolute 
biases are larger for TOA upward flux than surface downward flux. 
Figure 2.7c describes the net flux into the atmosphere (𝑁𝐹!) (Zhang et al., 1995), 
which is defined as 
 𝑁𝐹! = 𝐹!↓ − 𝐹!↑ − (𝐹!↓ − 𝐹!↑), (2.6) 
where 𝐹!↓ and 𝐹!↑ are downward and upward flux at the TOA, respectively, and 𝐹!↓ and 𝐹!↑ are downward and upward flux at the surface, respectively. When the simulations 
include LW scattering, clouds mainly scatter LW radiation from below and scatter back 
part of the energy to the ground, giving radiation more chance to be absorbed by the 
atmosphere, so the biases of net flux into the atmosphere are negative and extreme 
values vary with the positions of the ITCZ, such as in Figure 2.7a. In Figure 2.7d and 
Figure 2.7e, heating rate biases are at the tropopause and at the surface, respectively. To 
evaluate simulation biases at the tropopause, we follow the method mentioned by 
Reichler et al. (2003) to determine the height of the tropopause. Since LW scattering 
decreases the amount of radiation reaching higher altitudes above the cloud layers, 
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heating rate biases at the tropopause have similar monthly variations as in Figure 2.7a 
such that the locations of the largest absolute bias are in the southern hemisphere from 
January to March, in the northern hemisphere from April to November, and in the 
southern hemisphere again in December. In Figure 2.7e, the largest surface heating rate 
biases are in the midlatitude areas, as anticipated from Figure 2.7b. Although the ITCZ is 
persistently cloudy, absolute heating rate biases at the surface are relatively small in this 
region, because downward scattered radiation is absorbed by water vapor before 
transferring to the surface. 
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Figure 2.7 Monthly zonal mean LW biases in 2010 of (a) the upward flux at the TOA, 
(b) the downward flux at the surface, (c) the net flux into the atmosphere, (d) the heating
rate at the tropopause, and (e) the heating rate at the surface.
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Global annual averaged flux biases are depicted in Figure 2.8a and summarized 
in Table 2.2 with corresponding root mean square errors (RMSEs). Due to the optical 
properties (as in Figure 2.1) and altitudes of clouds, the global annual mean TOA 
upward flux bias for ice clouds (4.4 W/m2) is larger than for water clouds (1.6 W/m2). 
The annual mean downward flux bias at the surface is similar for ice (-1.3 W/m2) and 
water (-1.1 W/m2) clouds, since the atmosphere is opaque under cloud layers. In Figure 
2.8a, the upward flux biases at the TOA are slightly smaller than at the tropopause for 
both water and ice clouds, because a fraction of the upward scattered fluxes are absorbed 
by the atmosphere above the tropopause. However, the downward flux biases at the 
tropopause are mainly from ice clouds, since most of water cloud layers are lower than 
the tropopause. When LW light scattering is considered, about 3.1 W/m2 remains in the 
atmosphere when ice clouds exist, and for the existence of water clouds approximately 
0.5 W/m2 remains in the atmosphere. 
Averaging globally over water and ice clouds and neglecting LW scattering, 
upward flux at the TOA is overestimated by 2.6 W/m2 and downward flux at the surface 
is underestimated by 1.2 W/m2. The results are similar to the estimates in Costa and 
Shine (2006), which are 3 W/m2 overestimation for TOA upward flux and 1.1 W/m2 
underestimation for surface downward flux from 60°S to 60°N. Globally, about 1.4 
W/m2 is absorbed in the atmosphere involving single-layer clouds and considering LW 
scattering. While the global mean flux biases are relatively small compared to the total 
TOA upward flux (233.8 W/m2) and surface downward flux (351.9 W/m2) from multi-
sensor observations (Henderson et al., 2013), simulated biases are larger in some regions 
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(Figure 2.6a), up to 9-12 W/m2 over the ITCZ, or as much as 5% of total TOA upward 
flux. Compared to the LW cloud radiative effect of 27.2 W/m2 at the TOA or 25.6 W/m2 
at the surface (Henderson et al., 2013), biases of TOA upward flux are about 10% and 
biases of surface downward flux are about 5% of LW cloud radiative effect. 
Table 2.2 2010 global and annual mean biases and respective RMSEs for upward flux at 
the TOA and at the tropopause, downward flux at the tropopause and at the surface, and 
net flux into the atmosphere for total clouds, ice clouds, and water clouds. 
Unit (W/m2) Total Clouds Ice Clouds Water Clouds 
Upward Flux 
(TOA) 
Bias 2.6 4.4 1.6 
RMSE 3.6 5.3 1.8 
Upward Flux 
(Tropopause) 
Bias 2.7 4.4 1.6 
RMSE 3.6 5.4 1.9 
Downward Flux 
(Tropopause) 
Bias -0.1 -0.2 -0.004
RMSE 0.5 0.8 0.1
Downward Flux 
(Surface) 
Bias -1.2 -1.3 -1.1
RMSE 1.6 1.8 1.4
𝑁𝐹! Bias -1.4 -3.1 -0.5
RMSE 2.7 4.1 1.0
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Figure 2.8b shows global annual mean heating rate biases, and Table 2.3 lists the 
values and their respective RMSEs. Annual averaged biases are about -0.005 (< 1%), -
0.042 (< 1%), 0.006 (< 1%), -0.034 (about 6.3%), 0.018 (about -3%), and -0.028 (about 
2.3%) K/day, for the whole atmosphere column, in cloud layers, above cloud layers, 
under cloud layers, at the tropopause and at the surface, respectively. The values in the 
parentheses are percentage errors relative to heating rates for each layer. Since clouds 
mostly scatter back a fraction of upward radiation illuminating clouds from below to the 
ground, heating rate biases in and under cloud layers are negative, and above cloud 
layers are positive. Therefore, the global averaged magnitudes of column mean biases 
have relatively small values. Overall, scattered LW radiation is eventually absorbed in 
clouds, so the largest absolute heating rate biases are in the cloud layers. Although the 
absolute biases are large in the cloud layers, LW scattering causes relatively larger 
biases under cloud layers, at the tropopause and at the surface. In general, the 
magnitudes of heating rate biases are larger for ice clouds than for water clouds, 
especially at the tropopause where the RMSE is also largest. 
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Table 2.3 2010 global annual mean biases and respective RMSEs of column mean, cloud 
layer mean, above cloud layer mean, under cloud layer mean, tropopause, and surface 
heating rate biases for total clouds, ice clouds, and water clouds. Column, cloud, above 
cloud, and under cloud heating rate biases indicate averaged heating rate biases over the 
whole atmospheric profile, in cloud layers, in layers above clouds, and in layers under 
clouds, respectively. 
Unit (K/day) Total Clouds Ice Clouds Water Clouds 
Column 
Bias -0.005 -0.010 -0.001
RMSE 0.010 0.014 0.005
Cloud 
Bias -0.042 -0.034 -0.047
RMSE 0.102 0.074 0.116
Above Cloud 
Bias 0.006 0.008 0.005
RMSE 0.008 0.010 0.006
Under Cloud 
Bias -0.034 -0.041 -0.030
RMSE 0.044 0.053 0.037
Tropopause 
Bias 0.018 0.044 0.002
RMSE 0.126 0.200 0.033
Surface 
Bias -0.028 -0.026 -0.029
RMSE 0.046 0.041 0.048
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Figure 2.8 Annual global mean LW biases in 2010 of (a) the upward flux at the TOA 
and the tropopause, the downward flux at the tropopause and the surface, and the net 
flux into the atmosphere, and (b) the mean heating rate biases through the whole 
atmosphere column, in cloud layers, above cloud layers, under cloud layers, at the 
tropopause, and at the surface. “Total”, “water”, and “ice” mean total clouds, water 
clouds only, and ice clouds only, respectively. 
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To further demonstrate the importance of LW scattering, we compare the effect 
of neglecting LW scattering with the clear-sky radiative effect of doubling CO2. As 
listed in Table 1, in Clough and Iacono (1995), when the concentration of CO2 doubles 
from 355 to 710 ppmv under midlatitude summer conditions, upward fluxes at the TOA 
and tropopause decrease about 2.8 (2.6) and 3.9 (2.7) W/m2, respectively, and downward 
fluxes at the surface and tropopause increase approximately 1.8 (1.2) and 1.7 (0.1) 
W/m2, respectively, and cause heating about 0.069 (0.028) K/day at the surface and 
about 0.00002 (-0.018) K/day at the tropopause. The values in the parentheses are 
equivalent simulation biases listed in Table 2.2 and Table 2.3. Overall, the simulation 
biases are comparable to the radiative effects of doubling CO2. 
Due to varying optical properties of clouds in each RRTMG_LW spectral band 
(Figure 2.1), the contributions of light scattering vary by bands, and the cumulative flux 
biases from 10 to 3250 cm-1 are shown in Figure 2.9. Since ice clouds have larger 𝜔 in 
the main LW emission bands (10-820 cm-1, shown in Figure 2.1b) at Earth surface 
temperatures, flux biases of ice clouds are larger than for water clouds in those bands. 
Especially, as mentioned in section 2.2, 𝜔 is largest in band 2 (350-500 cm-1) for ice 
clouds compared to water clouds, because the imaginary part of refractive index is 
relatively small for ice in that spectral range (Figure 2.2). Therefore, at the TOA, band 2 
contributes over 40% of ice clouds flux biases, whereas band 2 only accounts for about 
3% of water clouds flux biases. This confirms the implication in Chen et al. (2014) that 
ice clouds have a stronger scattering effect in far-infrared than in middle-infrared 
spectral regions. Although the ice cloud model is different, the simulations made by 
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Edwards and Slingo (1996) also support the results that LW scattering is most important 
around 400 cm-1. 
Figure 2.9 Cumulative biases of upward flux at the TOA (red or orange) and downward 
flux at the surface (blue or light blue) from 10 to 3250 cm-1 for water and ice clouds in 
2010. Water (ice) means flux biases contributed by water (ice) clouds only. 
In addition to the optical properties of clouds, gas absorption also plays an 
important role in spectral flux biases (Figure 2.9). Since the atmosphere is relatively 
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transparent above clouds, the scattered upward fluxes can reach the TOA without being 
absorbed by gas, particularly by water vapor. As a result, the magnitudes of upward flux 
biases at the TOA are larger than the downward flux biases at the surface. However, for 
both water and ice clouds, the magnitudes of biases for upward flux at the TOA or 
downward flux at the surface are similar in bands 5 to 9 (700-1390 cm-1). As those 
spectral regions are in the atmospheric window, scattered fluxes transfer through the 
spectrally transparent part of the atmosphere. In bands 10 to 16 (1390-3250 cm-1), the 
intensities of scattered fluxes are small because of gas absorption, and a lack of LW 
emitted fluxes. Therefore, spectral flux biases are mainly contributed by far-infrared and 
the atmospheric window regions (10-1390 cm-1). 
As mentioned by Tselioudis et al. (2013), using CALIPSO and CloudSat, the 
cloud top and base height are detected and can be used to distinguish different cloud 
regimes. In this study, with the CALIPSO- and CloudSat-derived cloud top and base 
heights in the CCCM products, we separate 6 cloud regimes for cloud groups with a 
single cloud top and base, including HxMxL, HxM, MxL, 1H, 1M, and 1L, where 440 
hPa separates high (H) and middle (M) clouds, and 680 hPa separates middle (M) and 
low (L) clouds. 1H, 1M, and 1L refer to single-layer high, middle, and low clouds, 
respectively; and HxMxL, HxM, and MxL denote continuous cloud layers from high to 
low, high to middle, and middle to low clouds, respectively. 
Figure 2.10 presents flux and heating rate biases in the 6 cloud regimes. As the 
atmosphere above cloud layers is comparatively transparent, when LW scattering is 
neglected, TOA upward fluxes are overestimated by as much as 5 W/m2 when high 
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clouds (HxMxL, HxM, and 1H) exist, or up to 2.9 W/m2 when the highest clouds are 
middle clouds (MxL and 1M), or 1.4 W/m2 when only low clouds (1L) exist. Scattering 
effects are especially important for high clouds, since they account for approximately 
58% of LW cloud radiative forcing at the TOA, as estimated by Hartmann et al. (1992). 
Due to gas absorptions below clouds, LW scattering adds about 1.4 W/m2 to surface 
downward fluxes when clouds are present, except for 1H clouds (0.7 W/m2). Overall, 
when light scattering is considered, high clouds absorb more LW radiation than low 
clouds. Particularly, HxMxL and 1H clouds accumulate about 4 W/m2 in the 
atmosphere. Similarly, the resulting heating rate biases are larger for high than low 
clouds, ranging from -0.014 K/day for 1H clouds to nearly zero for 1L clouds. In 
general, higher clouds have larger flux and heating rate biases. 
Throughout the analyses, we notice that the values of RMSEs listed in Table 2.2 
and Table 2.3 are larger than the respective average biases. Since not only cloud 
microphysical and optical properties, as in Figure 2.1 and Figure 2.3, but also cloud 
physical thicknesses and atmospheric conditions, vary around the globe, large biases can 
be found locally as in Figure 2.6. As a result, all RMSEs are considerably larger than the 
magnitudes of global mean biases. 
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Figure 2.10 Annual global mean biases for 6 cloud regimes in 2010 of (a) upward flux at 
the TOA (red), downward flux at the surface (blue), and net flux into the atmosphere 
(grey), and (b) mean heating rate through the whole atmosphere column. 1H, 1M, and 
1L indicate single-layer high, middle, and low cloud, respectively. HxMxL, HxM, and 
MxL mean cloud layers are continuous from high to low, high to middle, and middle to 
low regions, respectively. 
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2.5 Conclusions 
To reduce the computational burden, an absorption approximation without 
considering scattering is a widely used method to deal with LW radiative transfer by 
clouds in GCMs and numerical weather prediction models. This study quantifies the flux 
and heating rate simulation biases caused by neglecting LW scattering.  
We first evaluate flux biases under standard atmospheric conditions in idealized 
sensitivity tests. In general, upward flux biases at the TOA are larger for high ice clouds, 
and when optical thickness is less than 5, downward flux biases at the surface for low 
water clouds are significant. Neglecting LW scattering, OLR can be overestimated by 15 
W/m2, and downward fluxes at the surface can be underestimated by 3 W/m2. Heating 
rate biases for ice clouds with 20 µm 𝐷! at the tropopause and the surface are about 7-
16% and 2%, respectively, and for water clouds with the same particle size the biases are 
about 5-7% and 2-7% at the tropopause and the surface, respectively, when cloud optical 
thickness ranges from small to large values. Chou et al. (1999), Joseph and Min (2003), 
and Costa and Shine (2006) also show similar results, although their microphysical and 
optical properties of clouds differ from this study. 
To estimate the global average bias, we simulate global fluxes and heating rates 
in 2010 based on the CCCM merged satellite product. The previous study by Costa and 
Shine (2006) assumed a constant cloud physical thickness as a function of the cloud top 
height. Since the CCCM product contains cloud top and base heights from CALIPSO 
and CloudSat observations (Kato et al., 2014), the cloud thickness is adjusted based on 
the satellite observations. Because ice clouds are most abundant over the ITCZ, 
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significant overestimation of TOA upward flux (~12 W/m2) can occur by neglecting 
scattering, especially in the Pacific warm pool. However, surface downward flux biases 
are largest mainly in midlatitude, polar, and mountain areas, with regional peak 
underestimation by neglecting scattering about 3.6 W/m2 in Tibetan Plateau, Antarctic, 
and Greenland areas. 
In the temporal domain, the locations of extreme zonally averaged biases vary 
with the ITCZ over 12 months. The peak value shifts from the southern to the northern 
hemisphere from January to June and then shifts back to southern hemisphere from July 
to December. As a global average, when neglecting LW scattering in clouds, OLR is 
overestimated by 2.6 W/m2, and downward flux at the surface is underestimated by 1.2 
W/m2. Therefore, when we include the scattering effect of clouds in simulations based 
on the atmosphere and cloud conditions in a specific moment of a satellite observation, 
1.4 W/m2 is retained in the atmosphere. The TOA upward and surface downward flux 
biases are about 10% and 5%, respectively, of the global LW cloud radiative effect, 
which are approximately 27.2 W/m2 at the TOA and 25.6 W/m2 at the surface 
(Henderson et al., 2013). Although compared to global annual averaged OLR about 
233.8 W/m2 (Henderson et al., 2013), the flux bias of 2.6 W/m2 at the TOA is not large, 
the regional biases are more significant, up to 9 to 12 W/m2 at the TOA over the ITCZ, 
or about 5% of global averaged OLR at most. By neglecting scattering, annual 
tropopause heating rate biases are about 0.018 K/day, which is -3% of the annually 
averaged heating rate at that level, and annual heating rate biases at the surface are 
approximately -0.028 K/day or 2.3% of the surface annual mean heating rate. After 
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comparing with flux and heating rate simulations, we find that the influence of doubling 
CO2 (Clough & Iacono, 1995) and LW scattering are similar. Consequently, scattering in 
the LW spectrum is important and has to be considered in model simulations.  
Due to distinct optical properties of clouds in the RRTMG_LW 16 spectral 
bands, ice clouds have larger flux biases than water clouds in 10-820 cm-1. The biases of 
TOA upward flux and surface downward flux are similar in 700-1390 cm-1, because they 
are in the atmospheric window region. Overall, nearly all of the flux biases are in far-
infrared and the atmospheric window regions (10-1390 cm-1). Among them, the upward 
flux bias at the TOA for ice clouds in band 2 (350-500 cm-1) is largest, contributing over 
40% of the total ice cloud bias, because there is a local minimum near 430 cm-1 in the 
imaginary part of the ice refractive index. 
Generally, biases are larger for ice clouds than water clouds, and are larger for 
higher and thicker clouds. For ice clouds, the annual mean TOA upward flux bias and 
the annual mean surface downward flux bias are about 4.4 and -1.3 W/m2, respectively, 
and for water clouds are about 1.6 and -1.1 W/m2, respectively. The thickest high-top 
clouds (denoted HxMxL and HxM) have the largest biases, where OLR can be 
overestimated by up to 5 W/m2 and downward flux at the surface can be underestimated 
by up to 1.4 W/m2. 
In conclusion, when LW scattering is neglected, an annual global averaged 
overestimation of 2.6 W/m2 in OLR in this study is between 3 W/m2 estimated by Costa 
and Shine (2006) and 1.5 W/m2 by Schmidt et al. (2006), and is much less than 8 W/m2 
by Stephens et al. (2001). The present study uses rigorous radiative transfer calculations 
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in flux and heating rate simulations, including the advanced MC6 cloud optics models, 
high spatial resolution CCCM merged satellite products, and observed physical cloud 
thicknesses. Consequently, global and regional circulation models have to take LW 
scattering of clouds into account to simulate realistic radiation fields, especially in the 
far-infrared spectral region with ice clouds. 
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3. PARAMETERIZATIONS OF ICE CLOUD BULK SINGLE-SCATTERING
PROPERTIES AND INHERENT UNCERTAINTIES IN THE RADIATIVE
TRANSFER MODELS IN THE LONGWAVE SPECTRUM 
3.1 Introduction 
When investigating the global energy budget, the treatment of radiative 
properties of clouds is an important issue, since clouds significantly affect the energy 
distribution in the atmospheric system (Liou, 2002). Especially, due to the complex 
shapes of ice crystals, ice clouds have very distinct radiative properties that cause a 
highly variable greenhouse effect (Allan, 2011; Ebert & Curry, 1992).  
In the longwave spectral bands, since gas absorption dominates over longwave 
light scattering, early studies (Curry & Herman, 1985; Ebert & Curry, 1992; Stephens, 
1984) only used absorption properties of ice clouds in numerical experiments to reduce 
computational cost. At that time, people found that the absorption coefficient of ice 
clouds is very well approximated as a function of cloud particle size. As computing 
power has grown, it has become desirable to use the full optical properties of ice clouds 
(extinction coefficient, single-scattering albedo, and asymmetry factor) in recent model 
simulations to include the influence of light scattering. For example, Edwards et al. 
(2007), Fu et al. (1998), Hong et al. (2009) and Yi et al. (2013) investigated the radiative 
effect of ice clouds by using the extinction coefficient, single-scattering albedo, and 
asymmetry factor of ice clouds, which were parameterized by the effective size of cloud 
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particles. Furthermore, Fu (1996) gave physical explanations of parameterizations of ice 
cloud single-scattering properties in terms of cloud particle size.  
Limited aircraft observations show that ice cloud particles have very complex 
crystal shapes (Baran, 2009, 2012; Baum et al., 2011), and it is important to have 
realistic particle shapes to compute correct ice cloud optical properties. Due to the 
difficulty of deriving the optical properties of non-spherical ice crystals, in early 
parameterizations (Ebert & Curry, 1992; Fu et al., 1996, 1998), the ice crystal shapes 
were usually assumed to be simple hexagonal columns. With improvements in 
calculating scattering properties of ice particles (Yang et al., 2013, 2015), Edwards et al. 
(2007), Hong et al. (2009) and Yi et al. (2013) proposed ice cloud parameterization 
schemes based on ice aggregates, a mixture of 6 ice crystal shapes, and a general habit 
mixture of 9 shapes, respectively. Currently, the MODIS science team (Platnick et al., 
2015, 2017) uses an ice cloud model, called MODIS Collection 6 (MC6), which is 
composed of aggregates of 8 severely roughened hexagonal columns, to improve ice 
cloud property retrievals in MODIS Collection 6 cloud retrieval products. 
Besides issues concerning parameterization techniques and ice crystal shapes, the 
following radiative transfer calculations also contain several additional difficulties. In 
large-scale climate simulations, fast and accurate radiative transfer models (RTMs) are 
needed to reduce computational costs. Several studies (e.g., Fu et al., 1997; Liou, 2002; 
Meador & Weaver, 1980; O’Brien et al., 1997; Toon et al., 1989; Zdunkowski et al., 
1982) have evaluated the accuracy and efficiency of various RTMs. Here, since 
evaluation results depend on specific radiative properties of ice clouds, the 
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parameterizations of the MC6 ice cloud model, described in section 3.2, are used in 
evaluating the performance of RTMs. The theories of approximations of longwave 
radiative transfer are introduced in section 3.3. The evaluations of RTMs are discussed 
in section 3.4, and conclusions are given in section 3.5. 
3.2 Parameterizations of band-averaged bulk ice cloud optical properties 
This study uses the MC6 ice cloud model (Platnick et al., 2015, 2017), which 
describes ice cloud particles as severely roughened aggregates of 8 hexagonal columns. 
The single scattering properties of the ice cloud model are provided by the optical 
property library (Yang et al., 2013), which uses the refractive index of ice from Warren 
and Brandt (2008) and improves forward scattering by removing delta-transmission 
terms in ray-tracing processes (Bi et al., 2009). The dataset in this study includes in-situ 
observations from 11 field campaigns listed in Table 3.1 (Baum et al., 2011; Heymsfield 
et al., 2010, 2013) with a total of 14,406 particle size distributions (PSDs) of ice clouds 
(downloaded from http://www.ssec.wisc.edu/ice_models/microphysical_data.html). 
Only PSDs with observed cloud temperatures less than -40°C are included and the PSDs 
have been processed to minimize the influence of ice shattering issues when measuring 
ice particle sizes (Baum et al., 2011; Heymsfield et al., 2013). In the dataset, PSDs are 
fitted to the following gamma distribution (Baum et al., 2005a; Heymsfield et al., 2013; 
Kosarev & Mazin, 1991; Mitchell, 1991; Wendisch & Yang, 2012): 𝑁(𝐷) = 𝑁!𝐷!𝑒!!∗!, (3.1) 
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where 𝐷 is the particle maximum dimension (cm), 𝑁 is the particle number 
concentration between particle maximum dimension 𝐷 and 𝐷 + ∆𝐷 (cm-3 cm-1), 𝑁! is 
the intercept, 𝜐 is the dispersion and 𝜆∗ is the slope (cm-1). 
Table 3.1 Field campaigns and corresponding number of PSDs. 
Field Campaign Year Number of PSDs Field Campaign Year 
Number of 
PSDs 
TRMM 
KWAJEX 1999 201 SCOUT 2005 358 
ARM-IOP 2000 1420 ACTIVE-Monsoon 2005 4268 
CRYSTAL-
FACE 2004 221 
ACTIVE-Squall 
Line 2005 740 
MidCiX 2004 2968 ACTIVE-Hector 2005 2583 
Pre-AVE 2004 99 TC-4 2006 877 
MPACE 2004 671 
In practice, GCMs, to increase calculation efficiency, need band-averaged bulk 
optical properties of ice clouds to perform broadband radiative transfer calculations 
rapidly, while avoiding sophisticated and time-consuming spectral line-by-line 
calculations. The ice cloud spectral band bulk optical properties are derived as spectrally 
weighted optical properties using the Planck function (𝐵) at 233 K for a given PSD 
(Baum et al., 2005b, 2011, 2014; Fu et al., 1998; Hong et al., 2009; Yi et al., 2013; 
Wendisch & Yang, 2012), as follows: 
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𝜅!"# = !!"#(!,!)!(!)!(!)!"!#!!"#!!"#!!!!!!"# !(!)!(!)!(!)!"!#!!"#!!"#!!!! , (3.2) 
𝜎!!" !"# = !!"# !"#(!,!)!(!)!(!)!"!#!!"#!!"#!!!! !(!)!(!)!"!#!!"#!!"#!!!! , (3.3) 
𝑔 = !(!,!)!!"#(!,!)!(!)!(!)!"!#!!"#!!"#!!!! !!"#(!,!)!(!)!(!)!"!#!!!"!!"#!!!! , and (3.4) 𝜔 = !!"#!!"#, (3.5) 
where 𝜆 is the wavelength, 𝜌!"# is the bulk density of ice (0.917 g/cm3), 𝜅!"#, 𝜎!"# !"#, 𝑔 
and 𝜔 are the band-averaged bulk mass extinction coefficient, extinction/scattering cross 
section, asymmetry factor and single-scattering albedo, 𝜎 !"# !"# and 𝑔 are the 
extinction/scattering cross section and the asymmetry factor, 𝜆! and 𝜆! define the 
spectral ranges, and 𝐷!"! and 𝐷!"# are the upper and lower limits of particle maximum 
dimensions for a given PSD. In this study, the 16 spectral bands in the RRTMG_LW 
program (Clough et al., 2005; Iacono et al., 2008) listed in Table 3.2 are used to define 
the spectral boundaries. To describe the bulk particle size of a given ice cloud, the 
effective diameter (𝐷!) is defined as 1.5 times the ratio of the total volume and the total 
projected area (Baum et al., 2005a, 2011, 2014; Foot, 1988; Wendisch & Yang, 2012): 
𝐷! = ! !(!)!(!)!"!!"#!!"#! !(!)!(!)!"!!"#!!"# , (3.6) 
where 𝑉 and 𝐴 are the volume and the projected area for a particle. 
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Table 3.2 Spectral ranges of 16 RRTMG_LW bands. 
Band Wavenumber (cm-1) 
Wavelength 
(µm) Band 
Wavenumber
(cm-1) 
Wavelength 
(µm) 
1 10 - 350 1000.0 - 28.57 9 1180 - 1390 8.47 - 7.19 
2 350 - 500 28.57 - 20.00 10 1390 - 1480 7.19 - 6.76 
3 500 - 630 20.00 - 15.87 11 1480 - 1800 6.76 - 5.56 
4 630 - 700 15.87 - 14.29 12 1800 - 2080 5.56 - 4.81 
5 700 - 820 14.29 - 12.20 13 2080 - 2250 4.81 - 4.44 
6 820 - 980 12.20 - 10.20 14 2250 - 2380 4.44 - 4.20 
7 980 - 1080 10.20 - 9.26 15 2380 - 2600 4.20 - 3.85 
8 1080 - 1180 9.26 - 8.47 16 2600 - 3250 3.85 - 3.08 
Following previous studies (Fu et al., 1996, 1998; Hong et al., 2009; Yi et al., 
2013), to appropriately represent optical properties for both small and large 𝐷!, after 
testing we parameterize band-averaged bulk optical properties of MC6 ice cloud by a 
4th-order polynomial for 𝐷! ≥ 25 µm and a 8th-order polynomial for 𝐷! < 25 µm as a 
function of 𝐷!"#, the offset inverse effective diameter, as follows: 𝐷!"# = !!! − !!", (3.7) 
𝜅!"# = 𝑎! 𝐷!"# !!!!!!! , for 𝐷!  ≥  25 µm𝑎! 𝐷!"# !!!!!!! , for 𝐷!  <  25 µm, (3.8) 
𝜔 = 𝑏! 𝐷!"# !!!!!!! , for 𝐷!  ≥  25 µm𝑏! 𝐷!"# !!!!!!! , for 𝐷!  <  25 µm, and (3.9) 
𝑔 = 𝑐! 𝐷!"# !!!!!!! , for 𝐷!  ≥  25 µm𝑐! 𝐷!"# !!!!!!! , for 𝐷!  <  25 µm, (3.10) 
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where 𝑗 is the index of the power of the polynomial, and 𝑎!, 𝑏!, and 𝑐! are polynomial 
fitting coefficients for 𝜅!"#, 𝜔 and 𝑔, respectively. Figure 3.1, Figure 3.2 and Figure 3.3 
show polynomial fittings of 𝜅!"#, 𝜔 and 𝑔, respectively, for all RRTMG_LW spectral 
bands based on PSDs from the 11 field campaigns. The corresponding coefficients of 
determination (R2) in Table 3.3 are all greater than 0.9 for both 𝐷! ≥ 25 µm and 𝐷! < 25 
µm. As a result, parameterizations of band-averaged bulk optical properties using the 
MC6 ice cloud model are shown in Figure 3.4. 
Table 3.3 R2 values of fitting MC6 ice cloud band-averaged bulk optical properties in 16 
RRTMG_LW bands. 
Band 
R2 for 𝜅!"# R2 for 𝜔 R2 for 𝑔 𝐷! ≥ 25 
µm 
𝐷! < 25 
µm 
𝐷! ≥ 25 
µm 
𝐷! < 25 
µm 
𝐷! ≥ 25 
µm 
𝐷! < 25 
µm 
1 0.9902 0.9520 0.9218 0.9984 0.9898 0.9931 
2 0.9897 0.9879 0.9864 0.9922 0.9772 0.9876 
3 0.9986 0.9915 0.9616 0.9932 0.9495 0.9938 
4 0.9992 0.9969 0.9073 0.9958 0.9306 0.9970 
5 0.9995 0.9982 0.9649 0.9987 0.9333 0.9982 
6 0.9989 0.9988 0.9400 0.9994 0.9637 0.9982 
7 0.9966 0.9884 0.9731 0.9957 0.9594 0.9928 
8 0.9990 0.9944 0.9679 0.9922 0.9511 0.9915 
9 0.9992 0.9966 0.9581 0.9966 0.9438 0.9950 
10 0.9983 0.9972 0.9367 0.9967 0.9313 0.9981 
11 0.9981 0.9973 0.9283 0.9965 0.9292 0.9984 
12 0.9959 0.9969 0.9675 0.9984 0.9568 0.9688 
13 0.9983 0.9971 0.9487 0.9977 0.9389 0.9963 
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Table 3.3 Continued 
Band 
R2 for 𝜅!"# R2 for 𝜔 R2 for 𝑔 𝐷! ≥ 25 
µm 
𝐷! < 25 
µm 
𝐷! ≥ 25 
µm 
𝐷! < 25 
µm 
𝐷! ≥ 25 
µm 
𝐷! < 25 
µm 
14 0.9990 0.9973 0.9439 0.9977 0.9323 0.9968 
15 0.9998 0.9974 0.9641 0.9984 0.9497 0.9920 
16 0.9998 0.9983 0.9708 0.9983 0.9585 0.9927 
Figure 3.1 Polynomial fittings of band-averaged bulk mass extinction coefficient based 
on the MC6 ice cloud model for 16 RRTMG_LW bands. Numbers in parentheses are 
wavelength in ranges µm. Colored circles indicate PSDs used to calculate the band-
averaged bulk mass extinction coefficient from 11 field campaigns. Solid lines are fitted 
curves. 
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Figure 3.2 As in Figure 3.1, except for single-scattering albedo. 
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Figure 3.3 As in Figure 3.1, except for asymmetry factor. 
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Figure 3.4 Parameterizations of (a) 𝜅!"#, (b) 𝜔 and (c) 𝑔 in 16 RRTMG_LW bands. 
Colored lines indicate different RRTMG_LW spectral bands. 
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3.3 Longwave radiative transfer models 
Due to highly anisotropic scattering properties of clouds (Wendisch & Yang, 
2012), accurate radiative transfer calculations are computationally expensive, so in 
practice, GCMs utilize approximation methods to deal with radiative transfer processes. 
Since there are many radiative transfer approximation methods, the accuracy and 
efficiency of each method should be assessed for possible effects on the computed 
climatic influence of longwave scattering caused by ice clouds. 
The general form of the longwave radiative transfer equation, governing diffuse 
intensity (𝐼) at any point in an assumed plane-parallel atmosphere with local 
thermodynamic equilibrium, may be expressed as follows (Fu et al., 1997; Liou, 2002; 
Meador & Weaver, 1980; Toon et al., 1989; Wendisch & Yang, 2012): 𝜇 !"(!,!,!)!" = 𝐼(𝜏, 𝜇,𝜙)− 𝑆(𝜏, 𝜇,𝜙), and (3.11) 𝑆(𝜏, 𝜇,𝜙) = !!! 𝑃(𝜇, 𝜇!,𝜙,𝜙!)𝐼(𝜏, 𝜇!,𝜙!)𝑑𝜇!𝑑𝜙!!!!!!! + (1− 𝜔)𝐵(𝑇), (3.12) 
where 𝜏 is the optical thickness, 𝜇 is the cosine of the zenith angle 𝜃, 𝜙 is the azimuth 
angle, 𝑆 is the source function, 𝜔 is the single-scattering albedo, 𝑃 is the phase function, 
and 𝐵(𝑇) is the Planck function at temperature 𝑇. In this study, calculations are 
performed for each of the 16 RRTMG_LW bands. With eqs. 3.11 and 3.12, different 
approximations of the radiative transfer equation may be derived according to different 
assumptions of 𝐼 and 𝑃. The following subsections summarize four longwave radiative 
transfer approximation methods. 
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3.3.1 2-stream approximation 
The “2-stream” approximation expresses the radiative fluxes in all directions 
around a point in a form where the average upward and downward fluxes (2 streams) can 
be computed analytically. Combining eqs. 3.11 and 3.12, and integrating over zenith and 
azimuth directions, the diffuse flux version of the longwave radiative transfer equation is 
as follows: 
!"± !!" = 𝐼 𝜏, 𝜇,𝜙 𝑑𝜇𝑑𝜙±!!!!!− !!! 𝑃 𝜇, 𝜇!,𝜙,𝜙! 𝐼 𝜏, 𝜇!,𝜙! 𝑑𝜇!𝑑𝜙!!!!!!! 𝑑𝜇𝑑𝜙±!!!!!− 1− 𝜔 𝐵 𝑇 𝑑𝜇𝑑𝜙±!!!!!
, (3.13) 
where 𝐹! and 𝐹! are upward (+) and downward (−) flux, respectively, and can be 
expressed as  𝐹±(𝜏) = 𝐼(𝜏, 𝜇,𝜙)𝜇𝑑𝜇𝑑𝜙±!!!!! . (3.14) 
In the longwave spectrum, we may assume that flux is independent of the azimuth angle, 
and eq. 3.13 becomes 
!"± !!" = 2𝜋𝐼± 𝜏−𝜔𝜋 𝑃 𝜇, 𝜇! 𝐼 𝜏, 𝜇! 𝑑𝜇!!!! 𝑑𝜇±!!∓2𝜋 1− 𝜔 𝐵 𝑇 , (3.15) 
with 
 𝐼± 𝜏 = 𝐼 𝜏, 𝜇 𝑑𝜇±!! , 3.16) 
where 𝐼! and 𝐼! are the upper and lower hemispheric intensity, respectively. If we 
assume that the Planck function can be approximated in a function of 𝜏, like 𝐵(𝜏), eq. 
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3.15 can be decomposed into coupled differential equations. This means that both 
upward and downward scattered fluxes contribute upward and downward diffuse fluxes 
at the same time. This is a general form of the 2-stream approximation (Edwards & 
Slingo, 1996; Meador & Weaver, 1980; O’Brien et al., 1997): 
!"! !!" = 𝛾!𝐹! 𝜏 − 𝛾!𝐹! 𝜏 − 𝑆! 𝜏!"! !!" = 𝛾!𝐹! 𝜏 − 𝛾!𝐹! 𝜏 + 𝑆! 𝜏 , (3.17) 
with 𝛾! = 𝐷 1− !! 1+ 𝜒 , (3.18) 𝛾! = 𝐷 !! (1− 𝜒), (3.19) 𝑆!(𝜏) = 𝑆!(𝜏) = 𝐷𝜋(1− 𝜔)𝐵(𝜏), (3.20) 
where 𝐷 and 𝜒 are the diffusivity factor and diffusivity coefficient, respectively, 
depending on different 2-stream approximations. Table 3.4 lists values of 𝐷 and 𝜒 for 
the commonly used 2-stream approximations, including the hemispheric mean (Toon et 
al., 1989), modified 2-stream approximation (Fu et al., 1997), quadrature method (Liou, 
2002), and practical improved flux method (PIFM; Zdunkowski et al., 1982). 
Furthermore, the diffusivity factor of 1.66 is a commonly accepted value estimated by 
numerical experiments (Elsasser, 1942; Goody & Yung, 1989; O’Brien et al., 1997). 
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Table 3.4 Values of the diffusivity factor and diffusivity coefficient of selected 2-stream 
approximations. 
Method 𝐷 𝜒 Reference 
Hemispheric mean (HM) 2 𝑔 Toon et al. (1989) 
Modified 2-stream approximation 1.66 𝑔 Fu et al. (1997) 
Quadrature method (QM) 3 𝑔 Liou (2002) 
PIFM 1.66 
3𝑔2𝐷 Zdunkowski et al. (1982)
The general solution (Toon et al., 1989) of eq. 3.17 can be shown to be 𝐹! 𝜏 = 𝛼! exp 𝛽𝜏 + 𝛼!𝛤 exp −𝛽𝜏 + 𝑄! 𝜏𝐹! 𝜏 = 𝛼!𝛤 exp 𝛽𝜏 + 𝛼! exp −𝛽𝜏 + 𝑄! 𝜏 , (3.21) 
with 𝛤 = !!!!!! = !!!!!! , (3.22) 𝛽 = 𝛾!! − 𝛾!!, (3.23) 
where values of 𝛼! and 𝛼! are dependent on the boundary conditions, and 𝑄± are the 
particular solutions of eq. 3.17 and are determined by function 𝑆±. To derive the 
particular solutions, following Toon et al. (1989), we keep the first two terms of the 
Taylor expansions of the Planck function, and assume the linear form of the Planck 
function may be appropriately approximated by 𝐵(𝑇) ≈ 𝐵(𝜏) = 𝐵! + 𝐵!𝜏, (3.24) 𝐵! = !"(!)!" ≈ !"(!)!" = !(!!"#)!!!!∗ , and (3.25) 
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𝐵! = 𝐵(𝑇!"#), (3.26) 
where 𝜏∗ is the total optical thickness of a layer, 𝐵! is the Planck function at the 
temperature of the top of a layer (𝑇!"#), and 𝑇!"# is the temperature of the bottom of a 
layer. This linear assumption of the Planck function in 𝜏 has been evaluated by 
Wiscombe (1976), who has shown that the maximum percent errors of the 
approximation increase with increasing wavenumber and temperature gradient, and with 
decreasing temperature. In addition, other than linearization in 𝜏, the Planck function 
may be approximated by the exponentials in 𝜏, as in Fu et al. (1997) and Liou (2002). 
Therefore, with eqs. 3.17-3.20 and 3.24, 𝑄± can be solved as follows: 𝑄! 𝜏 = 𝐷𝜋 !!!!!!!! 𝐵! + 𝐵! 𝜏 + !!!!!!𝑄! 𝜏 = 𝐷𝜋 !!!!!!!! 𝐵! + 𝐵! 𝜏 − !!!!!! . (3.27) 
For the applications of the 2-stream approximation in the multi-layer 
atmospheres, Toon et al. (1989) has proposed a numerically stable method, which 
organizes the equations in 3.21 for each layer to form a tridiagonal matrix. In layer 𝑚 of 
a total 𝑀 layer atmosphere, shown in Figure 3.5, we may assume that each layer of the 
atmosphere is homogeneous, and can express eqs. 3.21-3.23 as 𝐹!! 𝜏 = 𝛼!,! exp 𝛽!𝜏 + 𝛼!,!𝛤! exp −𝛽!𝜏 + 𝑄!! 𝜏𝐹!! 𝜏 = 𝛼!,!𝛤! exp 𝛽!𝜏 + 𝛼!,! exp −𝛽!𝜏 + 𝑄!! 𝜏 , (3.28) 𝛤! = !!,!!!,!!!! = !!,!!!!!!,! , and (3.29) 
𝛽! = 𝛾!,!! − 𝛾!,!! . (3.30) 
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Figure 3.5 Structure of the 𝑀 layer atmosphere 
Since eq. 3.28 contains positive exponents, to avoid numerical instability (Toon et al., 
1989), we rewrite eq. 3.28 into 𝐹!! 𝜏 = 𝑌!,! exp −𝛽! 𝜏! − 𝜏 + 𝛤! exp −𝛽!𝜏+𝑌!,! exp −𝛽! 𝜏! − 𝜏 − 𝛤! exp −𝛽!𝜏+𝑄!! 𝜏𝐹!! 𝜏 = 𝑌!,! 𝛤! exp −𝛽! 𝜏! − 𝜏 + exp −𝛽!𝜏+𝑌!,! 𝛤! exp −𝛽! 𝜏! − 𝜏 − exp −𝛽!𝜏+𝑄!! 𝜏
, (3.31) 
by assuming 𝑌!,! = !!,! !"# !!!! !!!,!!𝑌!,! = !!,! !"# !!!! !!!,!! , (3.32) 
where 𝜏! is the optical thickness of the layer 𝑚. The boundary conditions of the 𝑀 layer 
atmosphere are 
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𝐹!!(0) = 𝐹!!(0), (3.33) 𝐹!!(𝜏!) = 𝑅!"#𝐹!!(𝜏!)+ 𝑆!"#, (3.34) 𝐹!!(𝜏 = 𝜏!) = 𝐹!!!! (𝜏 = 0), and (3.35) 𝐹!!(𝜏 = 𝜏!) = 𝐹!!!! (𝜏 = 0), (3.36) 
where 𝑅!"# is the surface reflectivity, and 𝑆!"# is a source term provided by the surface, 
which is a function of the surface temperature (𝑇!"#) and surface emissivity (𝜀!"#) in the 
longwave spectrum: 
 𝑆!"# = 𝜀!"#𝜋𝐵(𝑇!"#). (3.37) 
The boundary condition given by eq. 3.33 means that the downward diffuse flux at the 
top of the 1st layer equals to any incoming downward diffuse flux, and in the longwave 
spectrum, the incoming downward diffuse flux may be set to 0. For the second boundary 
condition (eq. 3.34), the sum of the reflected downward flux and the surface emitted 
upward flux equals the upward diffuse flux at the bottom of layer 𝑀. The last two 
boundary conditions (eqs. 3.35 and 3.36) state that upward and downward fluxes on the 
boundaries are continuous. 
Following Toon et al. (1989), we may use the following expressions: 𝑒!,! = 1+ 𝛤! exp −𝛽!𝜏!𝑒!,! = 1− 𝛤! exp −𝛽!𝜏!𝑒!,! = 𝛤! + exp −𝛽!𝜏!𝑒!,! = 𝛤! − exp −𝛽!𝜏! , (3.38) 
to rewrite boundary conditions (eqs. 3.33-3.36) using eq. 3.31. Therefore, eq. 3.33 
becomes 𝑌!,!𝑒!,! + 𝑌!,!(−𝑒!,!) = 𝐹!!(0)− 𝑄!!(0), (3.39) 
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eq. 3.34 becomes 𝑌!,! 𝑒!,! − 𝑅!"#𝑒!,! + 𝑌!,! 𝑒!,! − 𝑅!"#𝑒!,! =𝑅!"#𝑄!! 𝜏! − 𝑄!! 𝜏! + 𝑆!"# , (3.40) 
eq. 3.35 becomes 𝑌!,!𝑒!,! + 𝑌!,!𝑒!,! − 𝑌!,!!!𝑒!,!!! + 𝑌!,!!!𝑒!,!!! =𝑄!!!! (0)− 𝑄!! (𝜏!) , and (3.41) 
eq. 3.36 becomes 𝑌!,!𝑒!,! + 𝑌!,!𝑒!,! − 𝑌!,!!!𝑒!,!!! + 𝑌!,!!!𝑒!,!!! =𝑄!!!! 0 − 𝑄!! 𝜏! . (3.42) 
With eqs. 3.39-3.42, the following pentadiagonal matrix may be derived: 
𝑒!,! −𝑒!,!𝑒!,! 𝑒!,! −𝑒!,! 𝑒!,!𝑒!,! 𝑒!,! −𝑒!,! 𝑒!,!𝑒!,! 𝑒!,! −𝑒!,! 𝑒!,!𝑒!,! 𝑒!,! −𝑒!,! 𝑒!,!⋮ ⋮𝑒!,! 𝑒!,! −𝑒!,!!! 𝑒!,!!!𝑒!,! 𝑒!,! −𝑒!,!!! 𝑒!,!!!⋮ ⋮𝑒!,!−𝑅!"#𝑒!,! 𝑒!,!−𝑅!"#𝑒!,!
𝑌!,!𝑌!,!𝑌!,!𝑌!,!𝑌!,!𝑌!,!⋮𝑌!,!𝑌!,!𝑌!,!!!𝑌!,!!!⋮𝑌!,!𝑌!,!
=
𝐹!! 0 − 𝑄!! 0⋮𝑄!!!! 0 − 𝑄!! 𝜏!𝑄!!!! 0 − 𝑄!! 𝜏!⋮𝑅!"#𝑄!! 𝜏! − 𝑄!! 𝜏! + 𝑆!"#
. (3.43) 
From eq. 3.43, we notice that eqs. 3.39-3.42 can be rearranged to form a tridiagonal 
matrix by the following strategies, 
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𝑒!,!!!×eq. 3.41− 𝑒!,!!!×eq. 3.42 for even terms, and 
 𝑒!,!×eq. 3.41− 𝑒!,!×eq. 3.42 for odd terms. 
After rearranging, we can express the tridiagonal matrix as 𝐴𝑌 = 𝐺 (3.44) 
with 
𝐴 =
𝑒!,! −𝑒!,!⋱ ⋮𝑒!,!𝑒!,!!!−𝑒!,!𝑒!,!!! 𝑒!,!𝑒!,!!!−𝑒!,!𝑒!,!!! 𝑒!,!!!𝑒!,!!!−𝑒!,!!!𝑒!,!!!𝑒!,!𝑒!,!−𝑒!,!𝑒!,! 𝑒!,!!!𝑒!,!−𝑒!,!!!𝑒!,! 𝑒!,!!!𝑒!,!−𝑒!,!!!𝑒!,!⋱ ⋮ ⋮𝑒!,! − 𝑅!"#𝑒!,! 𝑒!,! − 𝑅!"#𝑒!,!
(3.45) 
𝑌 =
𝑌!,!𝑌!,!𝑌!,!𝑌!,!⋮𝑌!,!𝑌!,!𝑌!,!!!𝑌!,!!!⋮𝑌!,!𝑌!,!
, and (3.46) 
𝐺 =
𝐹!!(0)− 𝑄!!(0)⋮𝑒!,!!![𝑄!!!! (0)− 𝑄!! (𝜏!)]− 𝑒!,!!![𝑄!!!! (0)− 𝑄!! (𝜏!)]𝑒!,![𝑄!!!! (0)− 𝑄!! (𝜏!)]− 𝑒!,![𝑄!!!! (0)− 𝑄!! (𝜏!)]⋮𝑅!"#𝑄!!(𝜏!)− 𝑄!!(𝜏!)+ 𝑆!"#
. (3.47) 
As stated by Toon et al. (1989), eq. 3.44 can be simply described as 
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 𝐴!𝑌!!! + 𝐶!𝑌! + 𝐸!𝑌!!! = 𝐺! (3.48) 
by assuming 𝑌! = 𝑌!,!, for 𝑖 = 2𝑚 − 1 (odd terms)𝑌! = 𝑌!,!, for 𝑖 = 2𝑚 (even terms) , (3.49) 
and can be summarized into the following groups. At the top of the 1st layer (𝑖 = 1), the 
coefficients of eq. 3.48 are 𝐴! = 0𝐶! = 𝑒!,!𝐸! = −𝑒!,!𝐺! = 𝐹!! 0 − 𝑄!! 0 , (3.50) 
and at the bottom of the 𝑀th layer (𝑖 = 2𝑀), the coefficients can be expressed as 𝐴!! = 𝑒!,! − 𝑅sfc𝑒!,!𝐶!! = 𝑒!,! − 𝑅sfc𝑒!,!𝐸!! = 0𝐺!! = 𝑅!"#𝑄!! 𝜏! − 𝑄!! 𝜏! + 𝑆!"#. (3.51) 
For the even internal boundaries (𝑖 = 2 to 2𝑀 − 2), the coefficients are 𝐴! = 𝑒!,!𝑒!,!!! − 𝑒!,!𝑒!,!!!𝐶! = 𝑒!,!𝑒!,!!! − 𝑒!,!𝑒!,!!!𝐸! = 𝑒!,!!!𝑒!,!!! − 𝑒!,!!!𝑒!,!!!𝐺! = 𝑒!,!!! 𝑄!!!! 0 − 𝑄!! 𝜏! − 𝑒!,!!! 𝑄!!!! 0 − 𝑄!! 𝜏! , (3.52) 
and for the odd internal boundaries (𝑖 = 3 to 2𝑀 − 1), the coefficients are 𝐴! = 𝑒!,!𝑒!,! − 𝑒!,!𝑒!,!𝐶! = 𝑒!,!!!𝑒!,! − 𝑒!,!!!𝑒!,!𝐸! = 𝑒!,!!!𝑒!,! − 𝑒!,!!!𝑒!,!𝐺! = 𝑒!,! 𝑄!!!! 0 − 𝑄!! 𝜏! − 𝑒!,! 𝑄!!!! 0 − 𝑄!! 𝜏! . (3.53) 
In this study, we use the tridiagonal matrix algorithm (Cheney & Kincaid, 2007) to solve 
the tridiagonal matrix, eq. 3.44, to get 𝑌! for the each boundary, and then by using eq. 
3.32, the coefficients 𝛼!,! and 𝛼!,! can be derived by 
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𝛼!,! = 𝑌!,! + 𝑌!,! exp −𝛽!𝜏!𝛼!,! = 𝑌!,! − 𝑌!,! . (3.54) 
As a result, the upward and downward flux on each layer boundary can be calculated by 
eq. 3.28.  
3.3.2 2-/4-stream approximation 
The 2-/4-stream approximation (Fu et al., 1997; Liou, 2002; Toon et al., 1989) is 
developed based on the 2-stream source function technique proposed by Toon et al. 
(1989), which states that the 2-stream approximations can accurately approximate the 
longwave intensities of the source function (eq. 3.12). The concept of the 2-/4-stream 
approximation is to use the 2-stream approach to represent the source function 
analytically, and to integrate the intensity field at 2 upward and 2 downward specifically 
chosen angles (4 streams) to approximate the total upward and downward fluxes. 
Therefore, instead of starting with the diffuse flux version of the radiative transfer 
equation, as in eq. 3.13, we derive the 2-/4-stream approximation from the diffuse 
intensity (eqs. 3.11 and 3.12). 
Given the additional theorem for spherical harmonics, the azimuthal independent 
phase function can be expanded by the 𝐿 terms of Legendre polynomials (𝑃!), as follows 
(Liou, 2002; Wendisch & Yang, 2012): 𝑃 𝜇, 𝜇! = 𝑤!𝑃! 𝜇 𝑃! 𝜇!!!!! , (3.55) 
where 𝑤!  is the Legendre polynomial expansion coefficient with index 𝑙, and can be 
calculated by the orthogonal properties of Legendre polynomials. With the 2-stream 
approximation, the intensity in each layer is 
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𝐼(𝜏, 𝜇!) = 𝐼!(𝜏), for 𝜇! = !!𝐼!(𝜏), for 𝜇! = !!!, (3.56) 
where the selection of 𝜇! is based on Gaussian quadrature. The phase function can be 
simply represented by the first 2 moments (𝐿 = 1) of the Legendre polynomials, or 𝑃 𝜇!, 𝜇!! = 1+ 3𝑔𝜇!𝜇!!= 1+ 𝑔, for 𝜇!𝜇!! > 01− 𝑔, for 𝜇!𝜇!! < 0. (3.57) 
As a result, from eq. 3.12, the azimuthal independent source function 𝑆 becomes 𝑆 𝜏, 𝜇 = !! 𝑃 𝜇, 𝜇! 𝐼 𝜏, 𝜇! 𝑑𝜇!!!! + 1− 𝜔 𝐵 𝑇= !! 𝑃 𝜇, 𝜇! 𝐼 𝜏, 𝜇! 𝑑𝜇!!! + 𝑃 𝜇, 𝜇! 𝐼 𝜏, 𝜇! 𝑑𝜇!!!! + 1− 𝜔 𝐵 𝑇 . 
(3.58) 
By using eqs. 3.56 and 3.57 and taking the linear approximation of the Planck function 
(eq. 3.24), 𝑆 can be derived as 𝑆 𝜏, 𝜇! = !! 1+ 𝑔 𝐼! 𝜏 + 1− 𝑔 𝐼! 𝜏 + 1− 𝜔 𝐵! + 𝐵!𝜏 . (3.59)
Meanwhile, eq. 3.11 can also be rewritten under the azimuthal independent assumption 
using the 2-stream approximation, as +𝜇! !"! !!" = 𝐼! 𝜏 − 𝑆! 𝜏 , for 𝜇! = !!−𝜇! !"! !!" = 𝐼! 𝜏 − 𝑆! 𝜏 , for 𝜇! = !!!. (3.60) 
Combining eqs. 3.59 and 3.60 leads to coupled differential equations for diffuse 
intensities: 
!"! !!" = 𝛾!𝐼! 𝜏 − 𝛾!𝐼! 𝜏 − 𝛾! 𝐵! + 𝐵!𝜏!"! !!" = 𝛾!𝐼! 𝜏 − 𝛾!𝐼! 𝜏 + 𝛾! 𝐵! + 𝐵!𝜏 , (3.61) 
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with 𝛾! and 𝛾! from eqs. 3.18 and 3.19 for 𝐷 = 1 𝜇! and 𝜒 = 𝑔 rearranged to 𝛾! = 𝐷 1− !! 1+ 𝜒= !!! 1− !! 1+ 𝑔 , (3.62) 𝛾! = 𝐷 !! 1− 𝜒= !!!! 1− 𝑔 , and (3.63) 𝛾! = !!!!! . (3.64) 
To solve the coupled differential equations (eq. 3.61), we may organize the equations to 
form 
!" !!" = 𝛾! + 𝛾! 𝑉 𝜏!" !!" = 𝛾! − 𝛾! 𝑈 𝜏 − 2𝛾! 𝐵! + 𝐵!𝜏 , (3.65) 
where 𝑈(𝜏) = 𝐼!(𝜏)+ 𝐼! 𝜏  and 𝑉(𝜏) = 𝐼!(𝜏)– 𝐼!(𝜏), and a second order differential 
equation can be derived as follows: 
!!! !!"! = 𝛾! + 𝛾! !" !!"= 𝑈 𝜏 𝛾! + 𝛾! 𝛾! − 𝛾! − 2𝛾! 𝛾! + 𝛾! 𝐵! + 𝐵!𝜏 (3.66) !!! !!"! − 𝛽!𝑈 𝜏 = −2𝛾! 𝛾! + 𝛾! 𝐵! + 𝐵!𝜏 (3.67) 
Since the homogeneous solution of eq. 3.67 is a linear combination of exp 𝛽𝜏  and exp −𝛽𝜏 , we may assume the homogeneous (subscript ℎ) solution (𝐼!) of eq. 3.61 is in 
the same form, such as 𝐼!! 𝜏 = 𝐴! exp 𝛽𝜏 + 𝐵! exp −𝛽𝜏𝐼!! 𝜏 = 𝐶! exp 𝛽𝜏 + 𝐷! exp −𝛽𝜏 , (3.68) 
where 𝐴!, 𝐵!, 𝐶!, and 𝐷! are coefficients. By using eqs. 3.68 and 3.61, the relationships 
among 𝐴!, 𝐵!, 𝐶!, and 𝐷! are 
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𝐴! = !!!!!!! 𝐶!𝐵! = !!!!!!𝐷!. (3.69) 
By comparing with eq. 3.61, we may assume the particular (subscript 𝑝) solution (𝐼!) of 
eq. 3.61 is also a linear combination of 𝜏, such as 𝐼! = ℎ + 𝑘𝜏. (3.70) 
Then, we take the derivative of 𝑑𝐼±(𝜏) 𝑑𝜏: 
!!!! !!"! = 𝛾! !"! !!" − 𝛾! !"! !!" − 𝛾!𝐵!= 𝛾!! − 𝛾!! 𝐼! − 𝛾! 𝛾! + 𝛾! 𝐵! + 𝐵!𝜏 − 𝛾!𝐵!!!!! !!"! = 𝛾! !"! !!" − 𝛾! !"! !!" + 𝛾!𝐵!= 𝛾!! − 𝛾!! 𝐼! − 𝛾! 𝛾! + 𝛾! 𝐵! + 𝐵!𝜏 + 𝛾!𝐵!
, (3.71) 
and using eq. 3.70, the coefficients ℎ and 𝑘 are ℎ = !!!!!!! 𝐵! + !!!!!!!𝑘 = !!!!!!! 𝐵! , for 𝐼!! 𝜏  and (3.72) ℎ = !!!!!!! 𝐵! − !!!!!!!𝑘 = !!!!!!! 𝐵! , for 𝐼!! 𝜏 . (3.73) 
Therefore, by using the homogeneous (eqs. 3.68 and 3.69) and particular solution (eqs. 
3.70, 3.72 and 3.73) of eq. 3.61, the upward and downward diffuse intensities are 𝐼! 𝜏 = 𝐴!exp 𝛽𝜏 + 𝛤𝐷!exp −𝛽𝜏 + 𝜉 𝐵! + !!!!!!! + 𝐵!𝜏𝐼! 𝜏 = 𝛤𝐴!exp 𝛽𝜏 + 𝐷!exp −𝛽𝜏 + 𝜉 𝐵! − !!!!!!! + 𝐵!𝜏 (3.74) 
with 𝜉 = !!!!!!! = 1. (3.75) 
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In practice, with an atmosphere with 𝑀 layers, because eq. 3.74 contains positive 
exponents, we apply the same technique used in section 3.3.1 (eqs. 3.32 and 3.48-3.54) 
to make the computation more stable, in the following form: 𝐴!,! = 𝑌!,! + 𝑌!,! exp −𝛽!𝜏!𝐷!,! = 𝑌!,! − 𝑌!,! , (3.76) 
and use the boundary conditions, which are similar to eqs. 3.33-3.36, follows: 𝐼!! 0 = 𝐼!! 0𝐼!! 𝜏! = 𝑅!"#𝐼!! 𝜏! + 𝜀!"#𝐵 𝑇!"#𝐼!! 𝜏 = 𝜏! = 𝐼!!!! 𝜏 = 0𝐼!! 𝜏 = 𝜏! = 𝐼!!!! 𝜏 = 0 , (3.77) 
to solve the coefficients 𝑌!,! and 𝑌!,!. With eqs. 3.74 and 3.75, the 2-stream 
approximation of the source function 𝑆± (eq. 3.59) can be simplified to 𝑆!! 𝜏, 𝜇! = 𝐻!𝜇!exp 𝛽! 𝜏 − 𝜏! + 𝐽!𝜇!exp −𝛽!𝜏+𝜂!,! + 𝜂!,!𝜏, for 𝜇! = !!𝑆!! 𝜏, 𝜇! = 𝐾!𝜇!exp 𝛽! 𝜏 − 𝜏! + 𝑍!𝜇!exp −𝛽!𝜏+𝜎!,! + 𝜎!,!𝜏, for 𝜇! = !!!
, (3.78) 
with 𝐻! = !!! − 𝛽! 𝑌!,! + 𝑌!,!𝐽! = !!! + 𝛽! 𝛤! 𝑌!,! − 𝑌!,!𝜂!,! = 𝐵!,! + 𝐵!,! !!!,!!!!,! − 𝜇!𝜂!,! = 𝐵!,!
 and (3.79) 
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𝐾! = !!! + 𝛽! 𝛤! 𝑌!,! + 𝑌!,!𝑍! = !!! − 𝛽! 𝑌!,! − 𝑌!,!𝜎!,! = 𝐵!,! − 𝐵!,! !!!,!!!!,! − 𝜇!𝜎!,! = 𝐵!,!
. (3.80) 
Based on the integral technique (Liou, 2002; Wendisch & Yang, 2012), we can 
directly solve eq. 3.60 for an arbitrary cosine of the zenith angle (𝜇) by multiplying by exp − 𝜏 𝜇  or exp 𝜏 𝜇  as follows: 𝜇exp − !! 𝑑𝐼!! 𝜏, 𝜇 = exp − !! 𝐼!! 𝜏, 𝜇 𝑑𝜏−exp − !! 𝑆!! 𝜏, 𝜇 𝑑𝜏, for 0 < 𝜇 ≤ 1−𝜇exp !! 𝑑𝐼!! 𝜏, 𝜇 = exp !! 𝐼!! 𝜏, 𝜇 𝑑𝜏−exp !! 𝑆!! 𝜏, 𝜇 𝑑𝜏, for − 1 ≤ 𝜇 < 0
. (3.81) 
By using the chain rule, 𝑑 exp − !! 𝐼!! 𝜏, 𝜇 = exp − !! 𝑑𝐼!! 𝜏, 𝜇 − exp − !! 𝐼!! 𝜏, 𝜇 𝑑 !!𝑑 exp !! 𝐼!! 𝜏, 𝜇 = exp !! 𝑑𝐼!! 𝜏, 𝜇 + exp !! 𝐼!! 𝜏, 𝜇 𝑑 !! , (3.82) 
and taking integration from 0 to 𝜏!, eq. 3.81 becomes 𝐼!! 0, 𝜇 = 𝐼!! 𝜏!, 𝜇 exp !!!!+ 𝑆!! 𝜏!, 𝜇 exp !!!! 𝑑 !!!!!! , for 0 < 𝜇 ≤ 1, and (3.83) 𝐼!! 𝜏!, 𝜇 = 𝐼!! 0, 𝜇 exp !!!!+ 𝑆!! 𝜏!, 𝜇 exp ! !!!!!! 𝑑 !!!!!! , for − 1 ≤ 𝜇 < 0. (3.84) 
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With the simplified 2-stream source function (eq. 3.78), we can calculate the integration 
in eqs. 3.83 and 3.84, and the upward and downward diffuse intensities at the cosine of 
zenith angle 𝜇 may be approximated as follows. 𝐼!! 0, 𝜇 ≈ 𝐼!! 𝜏!, 𝜇 exp !!!! + 𝑆!! 𝜏!, 𝜇! exp !!!! 𝑑 !!!!!!= 𝐼!! 𝜏!, 𝜇 exp !!!!+ 𝐻!𝜇!exp 𝛽! 𝜏! − 𝜏! + 𝐽!𝜇!exp −𝛽!𝜏!+𝜂!,! + 𝜂!,!𝜏! exp !!!! 𝑑 !!!!!!= 𝐼!! 𝜏!, 𝜇 exp !!!!+ !!!"!!!𝐻! exp !!!! − exp −𝛽!𝜏!+ !!!"!!! 𝐽! 1− exp !!!! 𝜇𝛽! + 1+𝜂!,! 1− exp !!!!+𝜂!,! 𝜇 − 𝜏! + 𝜇 exp !!!! , for 0 < 𝜇 ≤ 1
(3.85) 𝐼!! 𝜏!, 𝜇 ≈ 𝐼!! 0, 𝜇 exp !!!! + 𝑆!! 𝜏!, 𝜇! exp ! !!!!!! 𝑑 !!!!!!= 𝐼!! 0, 𝜇 exp !!!!+ 𝐾!𝜇!exp 𝛽! 𝜏! − 𝜏! + 𝑍!𝜇!exp −𝛽!𝜏!+𝜎!,! + 𝜎!,!𝜏! exp ! !!!!!! 𝑑 !!!!!!= 𝐼!! 0, 𝜇 exp !!!!+ !!!"!!!𝐾! 1− exp !!!! 𝜇𝛽! + 1+ !!!"!!!𝑍! exp !!!! − exp −𝛽!𝜏!+𝜎!,! 1− exp !!!!+𝜎!,! 𝜏! − 𝜇 + 𝜇exp !!!! , for − 1 ≤ 𝜇 < 0
(3.86) 
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The downward diffuse intensity at zenith angle 𝜃 on the bottom of each atmosphere 
layer may be calculated by using eq. 3.86, and then the upward diffuse intensity at zenith 
angle 𝜃 on the top of each atmosphere layer may be derived by using eq. 3.85 and the 
surface boundary condition. As a result, following eq. 3.14, we may integrate 2 chosen 
directions (𝜇! and 𝜇!) of the upward diffuse intensity to approximate the total upward 
flux on each boundary, and the downward flux can also be calculated in the same 
method, such as 𝐹!! 𝜏 = 2𝜋 𝐼! 𝜏, 𝜇 𝜇𝑑𝜇!!≈ 2𝜋 𝐼!! 𝜏, 𝜇! 𝜇!𝑠!!!!!  , for 𝜇! = 0.2113248 and 0.7886752, and (3.87) 𝐹!! 𝜏 = 2𝜋 𝐼! 𝜏, 𝜇 𝜇𝑑𝜇!!!≈ 2𝜋 𝐼!! 𝜏, 𝜇! 𝜇!𝑠!!!!! , for 𝜇! = −0.2113248 and − 0.7886752, (3.88) 
where the selection of 𝜇! is based on the double Gaussian quadrature (Liou, 2002; 
Wendisch & Yang, 2012) with weighting 𝑠! = 𝑠! = 0.5.  
Although, in this derivation, the diffusivity factors 𝐷 = 1 𝜇! =± 3 are used to 
approximate the mean intensities of the source function, using ±2 or ±1.66 for the 
diffusivity factors are also suggested in other studies as shown in Table 3.4 (Fu et al., 
1997; Liou, 2002; Toon et al., 1989), which show similar simulated flux results even 
though they choose different diffusivity factors. 
3.3.3 𝒏-stream approximation 
In this study, 𝑛-stream approximations (with 𝑛 ≥ 4, where 𝑛 is an even number) 
are performed by a sophisticated and numerical stable program, called DIScrete Ordinate 
Radiative Transfer or DISORT (Stamnes et al., 1988; Stamnes et al., 2017), which 
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comprehensively solves the radiative transfer equations (eqs. 3.11 and 3.12) by the 
Discrete Ordinate Method (Chandrasekhar, 1950). Increasing the number of streams 
leads to a better approximation of the solution of the full radiative transfer equations. 
The DISORT program can be downloaded from http://lllab.phy.stevens.edu/disort/. The 
basic concept of the method is described below. 
With the phase function expanded using 𝑛 Legendre polynomials as in eq. 3.55, 
the azimuthal independent radiative transfer equation stated in eqs. 3.11 and 3.12 can be 
discretized into 𝑛 differential equations (𝑖 = ±1, ± 2, ± 𝑛 2) as follows (Fu et al., 
1997; Liou, 2002; Wendisch & Yang, 2012): 𝜇! !" !,!!!" = 𝐼 𝜏, 𝜇! − !! 𝐼 𝜏, 𝜇! 𝑃 𝜇! , 𝜇! 𝑠!!!!!! − 1− 𝜔 𝐵 𝑇= 𝐼 𝜏, 𝜇! − !! 𝑤!𝑃! 𝜇! 𝐼 𝜏, 𝜇! 𝑃! 𝜇! 𝑠!!!!!!!!!! − 1− 𝜔 𝐵 𝑇 ,(3.89) 
where 𝑗 ≠ 0, and the selection of the cosine of zenith angles (𝜇!) and integration weights 
(𝑠!) are based on the Gaussian quadrature rule, which satisfies 𝜇!! = −𝜇!, 𝑠! = 𝑠!!, and 𝑠!!!!!! = 2. 
By solving eq. 3.89, the solution of the diffuse intensities contains 𝑛 unknown 
coefficients. In a general situation, such as an 𝑀-layer atmosphere, 𝑀×𝑛 unknown 
coefficients can be obtained by applying boundary conditions (eq. 3.77), which provide 𝑀×𝑛 equations. Therefore, upward and downward fluxes may be calculated by 
summation of quadrature weighted upward and downward intensities, respectively, such 
as, 𝐹!± 𝜏 = 2𝜋 𝐼! 𝜏, 𝜇 𝜇𝑑𝜇±!!≈ 2𝜋 𝐼!± 𝜏, 𝜇±! 𝜇±!𝑠±!!!!! . (3.90) 
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This is a general expression of eqs. 3.87 and 3.88. 
3.3.4 δ-function adjustment and similarity principle 
In radiation transfer simulations, to overcome the strong forward scattering 
properties of ice clouds when the asymmetry factor is close to 1 (large particles) in 
Figure 3.4, the forward scattering peak of the phase function is truncated based on the δ-
function (Joseph et al., 1976; Potter, 1970) and the other optical properties, including the 
optical thickness (𝜏) and the single-scattering albedo (𝜔), must also be scaled based on 
the similarity principle (Fu et al., 1997; Liou, 2002; Wendisch & Yang, 2012), as 
follows: 𝜏! = (1− 𝜔𝑓)𝜏, and (3.91) 𝜔! = (!!!)!!!!" , (3.92) 
where 𝜏! and 𝜔! are the scaled optical thickness and single-scattering albedo, 
respectively, and 𝑓 is the fraction of the scattered energy in the forward peak (so 𝑓 is 
called the truncation factor).  
Since absorption dominates over scattering processes in the longwave spectral 
bands (Fu et al., 1997) and this study focuses on the flux simulations, we may use the 
asymmetry factor to represent the phase function analytically by the Henyey-Greenstein 
(HG) phase function (Henyey & Greenstein, 1941; Liou, 2002), 𝑃HG cos𝛩 = !!!!!!!!!!!cos! ! != 2𝑙 + 1 𝑔!𝑃! cos𝛩!!!! , (3.93) 
where 𝛩 is the scattering angle, and the expansion coefficients of the HG phase function 
can be expressed as  
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𝑤! = 2𝑙 + 1 𝑔!. (3.94) 
After applying the δ-function adjustment to the HG phase function (Liou, 2002) as 
follows:  𝑃HG,! cos𝛩 = 2𝑓𝛿 1− cos𝛩 + 1− 𝑓 𝑃HG! cos𝛩 , (3.95) 
the scaled HG phase function is expressed as 𝑃HG! cos𝛩 = 𝑤!!𝑃! cos𝛩!!!! , (3.96) 
where the 𝑤!! values are the scaled Legendre polynomial expansion coefficients. 
Furthermore, requiring that the phase functions are identical before and after the δ-
function adjustment, or 𝑃HG cos𝛩 = 𝑃HG,! cos𝛩 , (3.97) 
and applying the orthogonal properties of the Legendre polynomials (Liou, 2002), we 
derive the scaled expansion coefficients as 𝑤!! = !!!! !!!!!!! . (3.98) 
Therefore, 𝑓 can be determined by making the (𝐿 + 1)th moment of the scaled HG phase 
function equal to 0 (Liou, 2002): 𝑓 = !!!!! !!! !!= 𝑔!!! . (3.99) 
Although the simulated intensities are not exact when the phase function is scaled 
according to the truncation factor 𝑓, fluxes can be accurately calculated by this approach 
(Stamnes et al., 2017; Wiscombe, 1977). 
In the 2-stream and 2-/4-stream approximations, since we use the first 2 moments 
(𝐿 = 1) of the Legendre polynomials to expand the phase function, the truncation factor 
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𝑓 is 𝑔!. In general, the truncation factor 𝑓 is 𝑔! for the 𝑛-stream approximations, which 
uses 𝑛 moments of the Legendre polynomials (𝐿 = 𝑛 − 1) to expand the HG phase 
function. 
3.4 Results and discussion 
This section compares the accuracy and efficiency of different RTM 
approximations, listed in Table 3.5. All comparisons use the MC6 ice cloud model. We 
apply the parameterizations of ice cloud band-averaged bulk longwave optical properties 
shown in Figure 3.4 and the δ-function adjustment technique mentioned in section 3.3.4. 
Then, we calculate the broadband emissivity of an isothermal homogeneous cloud layer, 
as shown in Figure 3.6. The emissivity (𝜀!"#) of the cloud layer can be derived by 𝜀!"# = !!" !!"# , (3.100) 
where 𝐹 is the outgoing flux on both the upper and lower cloud boundaries, and 𝐵(𝑇!"#) 
is the Planck function at the cloud temperature 𝑇!"#. Since the values of the mass 
extinction coefficients are similar in all visible bands (Figure 3.7), to make consistent 
comparisons we use the shortwave extinction optical thickness (𝜏!",!"#) in RRTMG_SW 
band 24 (0.78-0.62 µm) to simulate emissivity in longwave RRTMG_LW bands 1 to 16 
for different RTMs. First, the longwave extinction optical thickness (𝜏!!,!"#) is 
parameterized by 𝜏!",!"# = !!",!"#!!",!"# 𝜏!",!"#. (3.101)
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The mass extinction coefficients in the visible bands shown in Figure 3.7 are then 
parameterized by the method described in section 3.2, and the R2 values of the 
polynomial fittings are all larger than 0.9.  
Table 3.5 Abbreviations of RTMs. 
Abbreviation RTM 
AA Absorption approximation 
ASA Absorption approximation with scattering parameterization 
2S 2-stream approximation
2/4S 2-/4-stream approximation 
nSnM 𝑛-Stream DISORT with HG Phase function expanded from 𝑛 Moments of Legendre expansion coefficients 
Figure 3.6 A homogeneous cloud layer at temperature 𝑇!"#. 
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Figure 3.7 Parameterizations of 𝜅!"# for RRTMG_SW bands. Colored lines indicate 
different RRTMG_SW spectral bands. 
In the absorption approximation method (AA; Fu et al., 1997), the absorption 
optical thickness (𝜏!",!"#) 𝜏!",!"# = 𝜏!",!"# 1− 𝜔!" , (3.102) 
is used to compute flux. The absorption approximation method with scattering 
parameterization (ASA; Chou et al., 1999) simulates flux by utilizing the scaled 
absorption optical thickness (𝜏!",!"#∗ ): 𝜏!",!"#∗ = 𝜏!",!"# 1− 𝜔!" 1− 𝑏! , (3.103) 
where 𝑏! is the backscattering function, parameterized by 
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𝑏! = 1− 𝑎!,!𝑔!"!!!!! (3.104) 
with coefficients 𝑎!,! = 0.5, 𝑎!,! = 0.3738, 𝑎!,! = 0.0076, and 𝑎!,! = 0.1186. For the 
2-stream (2S), the 2-/4-stream (2/4S), and the 𝑛-stream (nSnM) approximations, 𝜏!",!"#,𝜔!", and 𝑔!" are used to calculate fluxes by applying eq. 3.94 to generate the expansion 
coefficients of the HG phase function for nSnM and using eqs. 3.91, 3.92, and 3.98 to 
adjust optical properties with truncation factors 𝑓 = 𝑔!"!  for 2S and 2/4S, and 𝑓 = 𝑔!"!  
for nSnM by eq. 3.99. 
To compute an “accurate” reference for comparisons of the approximate RTMs, 
the reference of cloud emissivity was calculated by using the 128-stream DISORT 
(128S128M), and is shown in Figure 3.8. The emissivity increases with visible optical 
thickness, and increases at first and then slightly decreases with 𝐷!. Table 3.6 lists 840 
cases used to compare approximate and reference emissivity for each RTM 
approximation. The percentage emissivity errors of 22 different approximate RTMs are 
shown in Figure 3.9.  
Table 3.6 Cases used in emissivity comparisons. 
𝜏!",!"# 𝐷!  
0.1 to 0.9 with interval 0.1, 
1 to 9 with interval 1, and 
10 to 100 with interval 10 
10 to 300 µm with interval 10 µm 
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Figure 3.8 Ice cloud layer emissivity simulated by the 128-stream DISORT as a function 
of visible optical thickness and 𝐷!. 
Figure 3.9 Emissivity percentage errors from various RTMs by comparing to reference 
emissivity from 128S128M DISORT. Each error is 100 × (approximate RTM - 
reference) / reference. In each box, the red line means the median, and the bottom and 
top of the blue box indicate the 25th and 75th percentiles, respectively for the 840 cases. 
Upper and lower edges of dashed lines denote the extreme errors from the 840 cases. 
Numbers in parentheses are diffusivity factors. HM, QM, PIFM mean the hemispheric 
mean, the quadrature method, and the practical improved flux method, respectively. 
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For the AA and ASA models, most of simulation errors are within ±15%, except 
for ASA(2.00), which overestimates emissivity with up to nealy 30% error. Figure 3.10 
shows the error distributions with visible optical thickness and 𝐷! for the AA and ASA 
models. With the AA models, the approximate emissivity is too small when the visible 
optical thickness is less than approximately 1, and is too large when the visible optical 
thickness is larger than 1. Errors for the estimated emissivity are larger when 𝐷! is 
smaller. The error distributions of AA are different from using ASA, which generates a 
positive error peak when visible optical thickness is about 1 and 𝐷! is less than 50 µm, 
and has negative errors when visible optical thickness is small and 𝐷! is large. When 
using a diffusivity factor of 2, both AA and ASA overestimate emissivity with the 
largest error for AA around 1 visible optical thickness and with the largest error for ASA 
when visible optical thickness is between 0.3 and 2 and 𝐷! is less than 30 µm. 
For the 2S model, in Figure 3.9 the overall errors are smaller with less biases 
than the AA and ASA models, and the largest emissivity errors are within ±15%. Figure 
3.11 shows that the 2S(1.66), 2S(QM), and 2S(PIFM) models have similar error patterns 
with maximum positive errors along visible optical thickness about 2 and largest 
negative errors when both visible optical thickness and 𝐷! are small. On the other hand, 
the emissivity simulated by using the 2S(HM) is overestimated when visible optical 
thickness is smaller than about 10 with significant errors (almost +15%) with optical 
thickness around 0.6 to 1. Edwards (1996) and Toon et al. (1989) justified the use of 
2S(HM), and specifically emphasized that with a large optical thickness in an isothermal 
atmospheric layer, the diffusivity factor should be 2 (hemispheric mean) to get the 
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correct distribution of the Planck function in the longwave spectrum. However, O’Brien 
et al. (1997) argued that this restriction is correct in the interior point of the layer, but is 
not justified close to the upper and lower cloud boundaries, where scattering and 
emission processes determine the angular distribution of the intensities. By numerical 
comparisons, Figure 3.9 and Figure 3.11 support O’Brien’s arguments, showing that 
most simulation errors are smaller, including smaller biases, when using 2S(QM), 
2S(PIDM), or 2S(1.66), but when using 2S(HM), the emissivity is usually significantly 
overestimated. 
In Figure 3.9, the emissivity errors for the 2/4S models with different diffusivity 
factors are similar and are all within ±5%. The small errors support arguments in Liou 
(2002). Figure 3.12 shows that for the 2/4S models the simulated emissivity has a 
negative error peak when 𝐷! is less than 30 µm and visible optical thickness is about 1-3, 
and has significant positive errors when 𝐷! is large and visible optical thickness is less 
than 1. Specifically, the largest positive errors are about 3% for all 2/4S models, but 
using 2/4S(2.00) gives smaller negative simulation errors (about -2%) than 2/4S(1.66) 
and 2/4S( 3) (about -4%). In the comparisons of simulation errors using the 2/4S and 
4S4M models, although the 4S4M model calculates radiation fields by using higher 
angular resolution than the 2/4S models, larger overestimations occur for 4S4M when 
the visible optical thickness is less than 0.5. However, in Figure 3.9, by increasing the 
number of streams, the extreme error is about 1% for the 6S6M model, and errors are 
close to 0 when the stream number is larger than 12.  
100 
Figure 3.10 Emissivity percentage errors as a function of visible optical thickness and 𝐷! 
for (a) AA(1.66), (b) AA(2.00), (c) AA( 3), (d) ASA(1.66), (e) ASA(2.00), (f) 
ASA( 3). Color bar indicates percentage error (approximate model minus reference 
model). 
101 
Figure 3.11 Emissivity percentage errors in a function of visible optical thickness and 𝐷! 
for (a) 2S(1.66), (b) 2S(HM), (c) 2S(QM), and (d) 2S(PIFM). Errors are defined and 
displayed as in Figure 3.10. 
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Figure 3.12 Emissivity percentage errors in a function of visible optical thickness and 𝐷! 
for (a) 2/4S(1.66), (b) 2/4S(2.00), (c) 2/4S( 3), and (d) 4S4M. Errors are defined and 
displayed as in Figure 3.10. 
For evaluating the computation efficiency, we calculated the mean computational 
time from 1,000 runs of each of the AA, ASA, 2S, and 2/4S models and 100 runs of the 
nSnM models. Figure 3.13 shows the average computational time, normalized to the 
computational time of the 2/4S model. Since the execution time of the ASA model is 
about the same with the AA model, we only present comparisons for the AA model in 
Figure 3.13. Not surprisingly, higher angular resolution in the radiative transfer 
103 
calculations requires a longer computing time, so the 128S128M model takes about 5 
orders of magnitude longer time than 2S model and about 3 orders longer time than 
4S4M model. Compared to the 2/4S model run average, AA, 2S, or 4S4M models take 
about 0.3, 0.5, or 25 times as much computing time. 
Figure 3.13 Computational efficiency for different RTM modules (normalized to 2/4S 
averaged computational time). The averaged computational time of ASA is the same 
with AA, and does not show in the Figure. 
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3.5 Conclusions 
This study compares the computational time and average approximation errors of 
ice cloud emissivity obtained by various approximate RTMs (2-stream, 2-/4-strem, and 
DISORT with 4 to 64 streams) relative to the reference 128S128M (128-stream) 
DISORT calculation. All runs assume an isothermal homogeneous cloud layer with 
parameterizations of the MC6 ice cloud optical model, and each RTM calculates 
emissivity at 28 visible optical thickness and 30 effective diameter values (total 840 
cases), averaged over the 16 RRTMG_LW spectral bands. 
To assess the RTMs, calculation accuracy is defined as the percentage difference 
of the approximate method minus the reference value computed using the 128-stream 
(128S128M) DISORT model. Computational efficiency is estimated by measuring the 
average execution time for the RTM modules relative to the 2-/4-stream computation 
time. Although the AA, ASA, and 2S models have the most computational economy, 
these methods also have the largest errors (> 10%) in some cases. Increasing angular 
resolution in the RTM makes calculations more accurate, but computing time increases 
exponentially. While the 6S6M model has emissivity errors < 1%, computation takes 50 
times as long as 2/4S, while the 2/4S errors are < 5%. However, even though the 
computational load of the 4S4M model is 25 times as much as 2/4S, the overall 4S4M 
simulated emissivity is no better than by using 2/4S. In general, taking accuracy and 
efficiency into account, 2/4S provides relatively accurate results with relatively fast 
computations. 
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4. CONCLUSIONS AND FUTURE WORK
This dissertation investigated influence of longwave scattering by clouds. First, 
we used a high spatial resolution satellite dataset called CCCM to analyze the impact of 
neglecting longwave scattering by clouds. The evaluations characterize the impacts by 
cloud phases and types, and also show the variation of the radiative scattering effect in 
time and space domain. After quantifying the radiative effects of excluding cloud 
longwave scattering, accuracy and efficiency of various RTMs were assessed by using 
newly parameterized MC6 ice cloud optical properties. The main conclusions of these 
studies are summarized as follows. 
4.1 Conclusions 
The results from evaluating the radiative effect caused by neglecting longwave 
scattering show that OLR is overestimated by up to 12 W/m2 over the ITCZ and 
particularly in the Pacific warm pool, since highly scattering ice clouds are prevalent in 
these areas. For the downward longwave flux, underestimation is at most 3.6 W/m2 in 
midlatitude, polar, and mountain regions by neglecting scattering, because these areas 
are relatively dry and downward scattering can reach to the surface without absorbing by 
gases. In the zonal distributions, simulation biases shift with the ITCZ from south to 
north and south again throughout the year. However, downward flux biases are close to 
0 in the Tropics due to gas absorption. Overall, neglecting longwave scattering in clouds 
causes 2.6 W/m2 overestimation of OLR and 1.2 W/m2 underestimation of the surface 
downward longwave fluxes. These are about 10% and 5% of the global LW cloud 
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radiative effect, respectively. Due to their optical properties, ice clouds cause larger 
simulation biases than water clouds, especially in the far-IR spectral bands (350 - 500 
cm-1). Furthermore, due to effects of cloud vertical structures, higher and thicker clouds
have larger OLR biases (up to 5 W/m2), but the surface downward flux biases are about 
1.4 W/m2, except for thin high clouds (1H). Comparing with the clear-sky radiative 
effect of doubling CO2, we find that the radiative influence of neglecting longwave 
scattering and doubling CO2 are similar. 
In the evaluations of different RTMs, using parameterizations of MC6 ice cloud 
optical properties, the 2/4S approximation shows the best performance in calculating 
cloud emissivity for a single homogeneous isothermal layer. This method has the best 
balance between computational cost and accuracy. More precisely, the 2/4S 
approximations are more accurate than the 4S/4M with 25 times less computing time, 
and are about 3 times as accurate than the 2S with only doubled computing time. To get 
more accurate emissivity simulations, at least 6-stream is needed to make errors smaller 
than 1%, and computing cost is about 50 times more expensive than by using 2/4S. 
4.2 Future work 
Although we use the CCCM dataset to estimate the global radiatve effect of 
omitting longwave scattering by clouds, the measured cloud information is a snapshot at 
the same time of day because the A-train satellites crosses the equator at about 1:30 p.m. 
local time. Such evaluations do not take the contributions of dynamic processes into 
account. Therefore, using GCMs to investigate the potential influence of the longwave 
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scattering can overcome the deficit of dynamical influence in the satellite measurements 
by considering all times of day and night.  
We did a sensitivity analysis by using the latest Community Earth System Model 
(CESM) version 1.2 (Hurrell et al., 2013). In the experiments, we replaced the radiative 
solver and ice cloud optical properties by 2/4S(1.66) and the MC6 ice cloud optical 
property parameterizations, respectively. The global resolution was set to 2°, and the 
model was configured by the F_2000_CAM5 compset, which forces the model to use 
prescribed sea surface temperature and sea ice fractions (climatology of 1982 - 2001; 
Hurrell et al., 2008). The model was run from 2000/01 to 2044/12 for two cases, one 
considering longwave scattering by clouds, and the other neglecting the scattering effect. 
Similar to tests shown in Chapter 2, TOA upward flux is overestimated by about 
0.8 W/m2 in Figure 4.1, and surface downward flux is underestimated by about 0.4 
W/m2 in Figure 4.2, causing about 0.4 K surface temperature warming when longwave 
scattering by ice clouds is considered in Figure 4.3. 
In this simple test, we only considered scattering properties of ice clouds. To do a 
more robust experiment, both scattering properties of ice and water clouds have to be 
included. Additionally, since downward longwave scattering may increase the sea 
surface temperature, which would affect cloud formations, fully coupled simulations are 
required to analyze the radiation-cloud interactions triggered by longwave scattering. 
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Figure 4.1 Global annual area weighted upward flux at the top of model atmosphere 
from 2000 to 2044. Solid line indicates neglected longwave scattering by clouds, and 
dashed line indicates that cloud longwave scattering is included. 
Figure 4.2 Same as Figure 4.1, but for global area weighted downward flux at the 
surface. 
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Figure 4.3 As Figure 4.1, but for global area weighted surface temperature. 
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