Abstract-A method for estimating the performance of lowdensity parity-check (LDPC) codes decoded by hard-decision iterative decoding algorithms on binary symmetric channels (BSC) is proposed. Based on the enumeration of the smallest weight error patterns that cannot be all corrected by the decoder, this method estimates both the frame error rate (FER) and the bit error rate (BER) of a given LDPC code with very good precision for all crossover probabilities of practical interest. Through a number of examples, we show that the proposed method can be effectively applied to both regular and irregular LDPC codes and to a variety of hard-decision iterative decoding algorithms. Compared with the conventional Monte Carlo simulation, the proposed method has a much smaller computational complexity, particularly for lower error rates.
I. INTRODUCTION
Iterative decoding algorithms for decoding low-density parity-check (LDPC) codes are particularly simple if binary messages are used. Such algorithms, which are referred to as hard-decision iterative algorithms, are the subject of this paper. Examples are the so-called Gallager algorithms A (GA) and B (GB) [1] , [2] , [3] , their variants [4] and majority-based (MB) algorithms [5] .
Performance analysis of finite-length LDPC codes is an active research area. In [6] , Di et al. studied the average performance of the ensembles of regular finite-length LDPC codes over binary erasure channels (BEC). Another step in analyzing the performance of finite-length LDPC codes was taken by Richardson [7] , where the performance of a given LDPC code, particularly in the error floor region, was related to the trapping sets of the underlying graph.
In this paper, we propose a method to estimate the performance of practical LDPC codes (with finite block length in the range of a few hundreds to a few thousands of bits) decoded by hard-decision iterative algorithms over binary symmetric channels (BSC). Unlike the approach of [6] , the proposed method is applied to a given LDPC code, not to an ensemble of codes. Compared to the method of [7] which first identifies the most relevant trapping sets and then evaluates their contribution to the error floor, our approach does not require the identification of the trapping sets and is thus much simpler. Moreover, our approach is not only applicable to the error floor region, but also provides very accurate estimates in the waterfall region. In addition, we provide estimates for the BER. In fact one of the important contributions of this work is to shed some light on the generally complex structure of the error events for iterative decoding, and to be able to establish simple approximate relationships between these complex events and the smallest initial error patterns that the decoder fails to correct. These relationships are the key in deriving the estimates.
In the next section, we discuss different decoder failures for hard-decision algorithms. We then propose our estimation method in Section III. Simulation results are given in Section IV. Section V concludes the paper.
II. FAILURES OF HARD-DECISION ITERATIVE DECODING ALGORITHMS
Decoder failures of iterative algorithms can be related to graphical objects, called trapping sets [7] . A trapping set is defined as a set of variable nodes that cannot be eventually corrected by the decoder. The structure of the trapping sets of hard-decision iterative decoding algorithms on a BSC is in general unknown. The following theorem identifies the structure of certain trapping sets for MB algorithms. This theorem is in fact a generalization of Facts 3 and 4 of [7] .
Theorem 1: For an LDPC code with degree distribution pair (λ, ρ), suppose that variable node j performs MB of order ω j denoted by MB
, where d j is the degree of variable node j. Consider a set of variable nodes S and denote its induced subgraph in the code's Tanner graph by G(S). Also denote the check nodes which have an odd degree in G(S) by C o (S). If each variable node j in the Tanner graph has at most d j /2 + ω j − 1 neighbors from C o (S), then S is a trapping set.
Theorem 1 describes an instance of one type of trapping sets which we refer to as fixed-pattern. For hard-decision algorithms in general, however, this is not the only type of trapping sets. In our experiments with different LDPC codes and different hard-decision iterative decoding algorithms, we have observed the following types of decoder failures corresponding to different types of trapping sets. 1) Fixed-pattern: After a finite number of iterations, the error positions at the output of the decoder remain unchanged.
2) Oscillatory-pattern: After a finite number of iterations, the error positions at the output of the decoder oscillate periodically within a small set of variable nodes. 3) Random-like: Error positions change with iterations in a seemingly random fashion. The errors seem to propagate in the Tanner graph and result in a larger number of errors at the output of the decoder even if the initial error pattern has only a small weight. The relationship between the trapping sets and the structure of the Tanner graph is in general complex. With the exception of Theorem 1, we are not aware of any other such result. Due to this complexity, we take an approach different than that of [7] . Our approach is universal in that it can be applied to any LDPC code with arbitrary degree distributions and to any decoding algorithm as long as the complexity of implementation is manageable. The method is simply based on enumerating the initial error patterns of smallest weight that cannot be all corrected by the decoder. By using this information, we then estimate the contribution of all the other initial error patterns with larger weights to the total FER and BER.
III. ERROR RATE ESTIMATION

A. Frame Error Rate Estimation
Consider a given LDPC code with block length n decoded by a given hard-decision iterative algorithm over a BSC with crossover probability ε. Denote the set of all the error patterns of weight i by S i , and those that cannot be corrected by the decoder by E i . Clearly, |S i | = n i . Suppose that the decoder can correct all the error patterns of weight J − 1 and smaller, i.e., |E i | = 0, ∀i < J. Also suppose that there are |E J | = 0 error patterns that the decoder fails to correct. The FER is then equal to
where i is the weight of the initial error pattern at the input of the decoder, and p i is the probability of having i errors at the output of the channel (or the input of the decoder). The first term of the summation in (1) is denoted by P (J) and is equal to |E J |ε
To estimate the FER, we enumerate E J and calculate P (J) precisely. For the other terms in (1), we estimate |E i | as a function of |E J | as follows.
For a given i > J, we partition the set S i as S i = S i ∪ S i , where S i is the set of error patterns of weight i, each containing at least one element of E J as its subset, and S i is the complement set of S i in S i . We make the following assumptions:
Assumption ( By the above assumptions, we have
be approximated as a function of |E J | using the following combinatorial arguments. Consider the probability P that a randomly selected weight-i error pattern contains at least one element of E J as its subset. We then have
The first equality follows from the fact that there are |S i | equally likely possibilities out of which |S i | are favorable cases. The second part of the equation is a consequence of approximating the random experiment by a sequence of i J independent and identically distributed Bernoulli trials, each involving the selection of a weight-J error pattern with "success" defined as the pattern being in E J . The probability of success is then |E J |/|S J |, and the probability of having at least one success in
following the binomial distribution. From (2), we have
Our studies show that Assumptions (a) and (b) are statistically viable and result in good approximations for |E i |, i > J.
Combining (1) and (3) with |E i | ≈ |S i |, i > J, we derive the following estimates for the FER:
"Lower" estimate,
Upper" estimate,
where N ∈ {J + 1, J + 2, . . . , n} is a parameter to be selected for the best accuracy of the estimates. It is clear that
, and the equality holds if and only if N = n. The difference between the two estimates is the probability that the input error patterns to the decoder have a weight larger than N . Our observations show that in practice there exists a certain threshold N 0 for error weights, around which a relatively abrupt change in the percentage of failures occurs. This is such that for error weights larger than N 0 , the probability of failure goes to one very rapidly. Later in Section IV, we will see that F ER U (N 0 ) provides a very accurate estimate of the FER for all channel crossover probabilities of interest. This suggests the following practical approach for determining N 0 . We perform Monte Carlo simulations at high FER values, say around 0.01 − 0.1. We then choose N 0 such that the estimate F ER U (N 0 ) is the closest to the simulated FER. As the Monte Carlo simulations are performed at high FER values, their complexity is low and easily manageable.
B. Bit Error Rate Estimation
We partition the range of J ≤ i ≤ n into two subsets, J ≤ i < N 0 and N 0 ≤ i ≤ n. For these partitions, we estimate the average number of bit errors by J and M , respectively, where M is the estimate of the average number of bit errors for error patterns of weight N 0 , obtained by Monte Carlo simulations. We thus derive our estimate for the BER based on the FER estimate F ER U (N 0 ), proposed in the previous subsection, as follows.
In the following we provide the rationale behind the derivation of (6). We recall that |E i | ≈ |S i |. We partition S i further as S i = S i ∪ S i , where S i is the set of error patterns of weight i that have one and only one element of the set E J as their subset. Using similar discussions as those used for the derivation of (3), we have
It appears that for the error patterns of weight J ≤ i < N 0 , the ratio of |S i |/|S i | is a large number and thus a large majority of the error patterns in the set E i belong to the set S i . This means that, for this range of error weights, many of the error patterns that result in decoding failures have one and only one element of the set E J as their subset. For these error patterns we now make the following assumption:
Assumption ( Our experiments show that both Assumptions (c) and (d) are statistically viable and provide very good estimates of the total BER.
C. Computational Complexity
To obtain an estimate of FER, one needs to enumerate and decode
error patterns. Suppose that we are interested in estimating the performance of the LDPC code at a FER of p using Monte Carlo simulations and would like to observe at least m codeword errors for a reliable result. Assuming that the average number of computations required for iterative decoding in the two cases are the same, the ratio of the computational complexities of the Monte Carlo simulation and the proposed estimation method is:
.
It often appears that J is a small number (≤ 4).
For example, we have tested all the codes with rate 1/2 and n ≤ 2048 in [8] under GA, and they all have J ≤ 4. The value of m is often selected in the range of a few tens to a few hundreds. With given values for J, m and n, the proposed estimation method is more efficient than the Monte Carlo simulation (η > 1) if p < m/ J i=1 n i . In fact, for the block length and ε values of interest, the computational complexity of the proposed method can be much smaller than that of the Monte Carlo simulations. One should also note that the value of η only reflects the saving in complexity compared to one Monte Carlo simulation point. Unlike our estimations that can be easily calculated for different values of ε once we obtain |E J |, in Monte Carlo simulations, for each simulation point, a new set of input vectors has to be generated and simulated. This makes the proposed method even more attractive from the complexity viewpoint.
IV. SIMULATION RESULTS
To show that our method can be applied to both regular and irregular LDPC codes and to a variety of hard-decision iterative decoding algorithms, in this section, we perform experiments on four pairs of code/decoding algorithm. Code 1 is a (200, 100) irregular LDPC code. The degree distributions for this code, which are optimized for the BSC and GA, are given by λ(x) = 0.1115x 2 + 0.8885x 3 and ρ(x) = 0.26x 6 +0.74x 7 [3] . Code 2 is a (210, 35) regular LDPC code which has a variable node degree 5 and check node degree 6. For the degree distribution of this code, MB algorithm of order zero (MB 0 ) has a better threshold than GA does [5] . Code 3 is a (1008, 504) regular LDPC code with variable node degree 3 and check node degree 6 taken from [8] . Code 4, which is a (1998, 1776) regular LDPC code taken from [8], has a variable node degree 4 and check node degree 36. Tanner graphs for all the codes are free of cycles of length 4. Except Code 2, which is decoded by MB 0 , all the codes are decoded by GA. In our simulations, the maximum number of iterations is 100 for all the decoders and for each crossover probability, we simulate until we obtain 100 codeword errors. Table I shows the values of J and |E J | for the four codes. It also shows the number and the percentages of different types of decoding failures for E J . Figures 1-4 show the FER and BER performances of Codes 1-4, obtained by simulations, respectively. In these figures, we have also given the upper and the lower estimates of the FER for different values of N , as well as the estimates for the BER. For the BER estimates, we have used N 0 = 9, 13, 38 and 10, for Codes 1-4, respectively. The corresponding values of M are 7.73, 46.95, 143.93 and 133.57, respectively. From the figures, it can be seen that for all the codes, F ER U (N 0 ) provides an impressively accurate estimate of the FER over the whole range of crossover probabilities of practical interest. It can also be seen that the BER estimates for all the codes follow the simulated BER curves very closely.
To compare the computational complexity of our proposed method with that of the conventional Monte Carlo simulations, we consider the following example.
Example 1: We consider estimating the performance of Code 1 at p = 10 −7 . In this case, J = 3, n = 200 and we assume m = 100 as is the case for the simulation results presented in Fig. 1 . With these values, we have η = 750. If we were to add another simulation point at p = 10 −8 , the complexity of Monte Carlo simulations would increase to 8250 times that of our proposed method. For the larger block length of 1008, our proposed method is more efficient than Monte Carlo simulations if the target FER p < 6 × 10 −7 .
V. CONCLUSIONS
In this paper, we propose a method to estimate the error rate performance of LDPC codes decoded by hard-decision iterative decoding algorithms over a BSC. By only enumerating the smallest weight (J) error patterns that cannot be all corrected by the decoder, the proposed method estimates both FER and BER for a given LDPC code over the whole crossover probability region of interest with very good accuracy. This is while the complexity of our proposed method is much less than that of the Monte Carlo simulations for many cases of interest. The proposed method is universal in that it is applicable to both regular and irregular LDPC codes of arbitrary degree distributions and to any hard-decision iterative algorithm. This universality is partly due to the fact that, unlike previous approaches, our method is not based on identifying the trapping sets and their relationship with the Tanner graph structure of the code and the decoding algorithm. 
