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Sommaire 
La theorie des algebres amassees ainsi que leurs categorifications par les categories amassees et par les 
categories 2-Calabi-Yau apportent a la theorie des representations des algebres de nouvelles techniques et 
de nouveaux outils dont l'interet ne cesse de croitre. Dans cette these, nous proposons une approche non-
simplement lacee a quelques-uns des aspects importants de ces nouvelles techniques et de ces nouveaux 
outils. 
De prime abord, nous nous interessons aux structures amassees pour les categories 2-Calabi-Yau etudiees 
par Buan, Iyama, Reiten et Scott dans [10], et nous en proposons une version non-simplement lacee lorsque 
le corps de base n'est plus necessairement algebriquement clos, generalisant ainsi la version simplement 
lacee sur les corps algebriquement clos. Comme generalisation du theoreme [ 10, 1.1.6], nous obtenons alors 
que les categories 2-Calabi-Yau possedent la version non-simplement lacee des structures amassees des que 
l'existence d'une structure amassee faible est garantie. Et en guise d'une premiere application de l'existence 
de structures amassees non-simplement lacees, a l'aide des fonctions d'amas (generalisant les caracteres 
d'amas) nous pouvons realiser directement une large classe d'algebres (et de sous-algebres) amassees non-
simplement lacees (encore dites anti-symetrisables) de type geometrique, avec la possibilite qu'.un amas 
puisse avoir un nombre denombrable de variables. En particulier, sur des corps non-algebriquement clos, il 
devient alors clair que les categories amassees telles que definies dans [ 12] possedent toujours une structure 
amassee non-simplement lacee induite par les objets inclinants amasses. Ce qui nous amene a notre second 
objectif lequel s'articule autour de deux principaux volets : le premier etant de proposer une notion adequate 
de potentiel pour les carquois modules et le second etant de generaliser les mutations de carquois avec 
potentiels aux carquois modules avec potentiels. Les carquois avec potentiels ainsi que leurs mutations et 
leurs representations sont introduits et etudies par Derksen, Weyman et Zelevinsky dans [24]. Ici, nous 
commencons l'etude des carquois modules avec potentiels et de leurs mutations, nous obtenons alors des 
versions generalises de deux principaux resultats de [24] : notamment, au moins lorsque le corps de base 
est parfait, a une equivalence droite faible pres nous montrons que la reduction des carquois modules avec 
potentiels est toujours possible. 
Dans [11] Buan, Iyama, Reiten et Smith montrent que la mutation des carquois avec potentiels et la 
mutation des objets inclinants amasses dans une categorie 2-Calabi-Yau sont compatibles et il existe un lien 
fort interessant entre les algebres inclinees 2-Calabi-Yau et les algebres jacobiennes associees aux carquois 
avec potentiels; en particulier les algebres inclinees amassees apparaissent comme algebres jacobiennes des 
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carquois avec potentiels. Ici, nous nous interessons egalement a la generalisation des resultats principaux de 
[11]. Une consequence qu'on peut tirer de notre etude est que, sur des corps parfaits, les algebres inclinees 
amassees apparaissent aussi comme algebres jacobiennes des carquois modules avec potentiels. Dans le cas 
particulier des algebres de representation finie, nous obtenons une caracterisation complete et explicite des 
algebres inclinees amassees de types An, Bn et Cn en termes d'algebres jacobiennes des carquois modules 
avec potentiels. 
Par ailleurs, pour un carquois avec potentiel Jacobi-fini (Q, W), Claire Amiot a construit dans sa these 
([I], 2008) une categorie amassee C(Q,W) generalisant la construction originelle de [12]. Nous proposons 
une version non-simplement lacee de la categorie C{Q,W) en construisant pour chaque carquois module avec 
potentiel Jacobi-fini (Q, m) une categorie amassee C(Q.m). Et sous-reserve qu'un certain resultat de Bernhard 
Keller se generalise au contexte des carquois modules, il suit que le resultat de Claire Amiot [1, 7.9,7.10] 
admet une generalisation immediate comme suit : la categorie amassee (non-simplement lacee) C(g,m) est 
aussi Hom-finie 2-Calabi-Yau et les algebres jacobiennes des carquois modules avec potentiels apparaissent 
elles-aussi comme algebres inclinees 2-Calabi-Yau. 
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La theorie des representations des algebres utilise plusieurs techniques et outils plus moins graphiques 
pour caracteriser diverses classes d'algebres. On peut notamment citer les techniques provenant de la theo-
rie des categories : l'etude de divers invariants homologiques d'une algebre A se ramene le plus souvent 
a l'etude des categories definies a partir de A, plus ou mois proches, allant des categories de A-modules 
jusqu'aux categories derivees de yl-modules ou plus generalement jusqu'aux categories triangulees. Citons 
aussi l'utilisation de la theorie de 1'inclinaisOn consistant a deformer une classe d'algebres plus ou moins 
simple en une autre classe relativement assez proche pour ensuite etudier les algebres de la derniere classe. 
Citons enfin l'utilisation d'outils graphiques tels que les carquois (lies) ou plus generalement les carquois 
modules (lies) (ou encore especes liees) pour representer et etudier une classe suffisamment large d'al-
gebres, allant des algebres de dimension finie sur un corps aux algebres d'Artin. Pour cette derniere classe 
d'algebres, la sous-classe formee par les algebres sur un corps algebriquement clos est la mieux etudiee, 
ces algebres sont dites simplement lacees et l'utilisation des carquois suffit generalement pour leurs repre-
sentations. A cause de tres nombreux avantages qu'offrent les corps algebriquement clos, une tres grande 
majorite d'auteurs en theorie des representations des algebres ont tendance a travailler sur des algebres sim-
plement lacees, si bien que de tres nombreuses techniques sont developpees autour des representations de 
carquois, tandis que les representations de carquois modules avancent a petits pas. A notre connaissance, 
voici quelques-uns des auteurs qui se sont vraiment interesses aux representations de carquois modules pro-
prement dits (la liste est bien sur non-exhaustive) : d'abord Dlab et Ringel par exemple dans [25] pour la 
caracterisation des types de representations des algebres hereditaires donnees par des carquois modules acy-
cliques, Igusa et Todorov dans [40] pour la description des carquois modules pouvant apparaitre comme 
carquois modules d'une algebre de representation finie, et Benson dans [8] pour un bref survol des represen-
tations de carquois modules. Citons aussi en guise d'exemple, I. Assem dans [2] pour l'etude des algebres 
inclinees iterees non-simplement lacees de type B et C. Une autre technique en theorie des representations 
des algebres pour etudier indirectement les representations de carquois de modules est l'utilisation de la 
theorie du phage, pour un tres recent aspect de la theorie du phage, on peut se referer par exemple a [23] sur 
le phage des categories derivees suivant un foncteur de Frobenius. 
La representation des algebres sur un corps non-algebriquement clos, exige au moins l'utilisation des 
carquois modules, et dans ce cas on perd l'avantage qu'offre les corps algebriquement clos et on est souvent 
confronte aux difficultes liees aux corps gauches dont la theorie est bien moins riche que celle des corps 
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commutatifs. Dans bien des cas, une adaptation relativement aisee permet d'obtenir par exemple pour les 
carquois modules une version generalised d'un nouveau resultat ou d'une nouvelle technique valable dans 
un contexte simplement lace. Cependant, dans certaines situations, grande est la surprise qui nous attend 
lorsqu'on essaie de partir d'un cadre simplement lace pour un cadre non-simplement lace pourtant pas si loin, 
on est aussi souvent amene a developper une technique totalement differente de la version simplement lacee. 
Dans cette these, nous avons essaye le pari de partir de certaines des tres recentes techniques simplement 
lacees utilisees par la theorie des representations des algebres pour etablir les versions non-simplement 
lacees correspondantes. 
II apparait aussi tres souvent que certaines nouvelles techniques trouvent leurs origines non pas directe-
ment dans la theorie des representations des algebres, mais plutot dans d'autres domaines connexes : c'est 
d'ailleurs ce qui se passe ces dernieres annees avec rarrivee si heureuse de la theorie des algebres amassees 
et de leurs categorifications par les categories amassees ou par les categories 2-Calabi-Yau, lesquelles sus-
citent un interet fort croissant chez plusieurs auteurs, a cause des performances inattendues des techniques 
que ces dernieres apportent. Les algebres amassees viennent notamment enrichir les representations des car-
quois lies en introduisant les carquois avec potentiels ainsi que les mutations de carquois avec potentiels. De 
meme la theorie classique de l'inclinaison se voit enrichie par la nouvelle theorie de l'inclinaison amassee 
dans les categories amassees ou plus generalement dans les categorie 2-Calabi-Yau. Comme objectifs mul-
tiples de cette these, nous aimerions generaliser pour les representations de carquois modules les recentes 
techniques de carquois avec potentiels, de mutations de carquois avec potentiels, ainsi que les mutations des 
objets inclinants amasses dans les categories 2-Calabi-Yau. 
Tout d'abord nous nous interesserons aux structures amassees pour les categories (stablement) 2-Calabi-
Yau introduites par Buan, Iyama, Reiten et Scott dans [10]. Et nous en proposons une version non-
simplement lacee pour les categories 2-Calabi-Yau sur des corps non-necessairement algebriquement clos, 
generalisant ainsi la version simplement lacee sur les corps algebriquement clos. Pour une categorie 2-
Calabi-Yau C et pour un sous-ensemble X c Obj(C) dont les elements sont alors appeles amas, une des 
conditions exigees dans [ 10] pour les structures amassees simplement lacees est que, la mutation inclinante 
amassee soit compatible avec la mutation de carquois : c'est-a-dire, pour un amas T — © T* G X ou les 
objets T\,..., Tn sont indecomposables et deux-a-deux hon-isomorphes (appeles alors variables amassees), 
si on note QT le carquois (value) de T, alors pour chaque variable amassee Tk dans T, il existe un unique 
amas T* = //^(T) = (®Tj) © T£ (appele mutation de T au point k) et les carquois de T et de /ufc(T) 
sont lies par la mutation de carquois traduite par la relation, //*,-(Qr) = Q^(r)- Designons par QT et QT* 
les carquois modules de T et de T*. Nous enrichissons la condition precedente en exigeant que la muta-
tion inclinante amassee soit compatible avec ce que nous nommons par mutation semi-modulee de carquois 
modules : non seulement les carquois values de T et de T* doivent etre lies par la mutation de carquois 
values, mais aussi les modulations attachees aux carquois modules QT et QT* doivent etre compatibles 
dans un certain sens avec la mutation inclinante amassee. Pour cette derniere forme enrichie des structures 
amassees, nous obtenons alors que, comme dans [10, Thml.1.6], les categories 2-Calabi-Yau sur des corps 
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quelconques possedent des structures amassees des que l'existence d'une structure amassee faible est garan-
tie (Theoreme 2.3.2 et Theoreme 2.3.3). Et en guise d'une premiere application de l'existence de structures 
amassees non-simplement lacees, nous pouvons realiser directement une large classe d'algebres (et de sous-
algebres) amassees non-simplement lacees (encore dites anti-symetrisables) de type geometrique, avec la 
possibilite qu'un amas puisse avoir un nombre denombrable de variables (Theoreme2.4.1). Cela se fait en 
introduisant comme dans [10] une notion defonction d'amas (generalisant celle de caractere d'amas) definie 
sur une sous-categorie d'une categorie 2-Calabi-Yau possedant une structure amassee et a valeur dans un 
corps ambiant F = Q(u i , . . . , um) des fonctions rationnelles a m variables independantes sur le corps Q 
des nombres rationnels. 
Signalons que l'interet grandissant que revet actuellement l'etude des categories c?-Calabi-Yau remonte 
a la decouverte des categories amassees introduites pour la premiere fois dans [12] et aussi dans [15] pour 
le cas d'un graphe de Dynkin de type A, puis dans [60] pour les categorie rf-amassees pour un entier d 
quelconque; les categories d-amassees apparaissent comme categories d'orbites des categories derivees 
bornees des categories abeliennes hereditaires Ext-finies, et en vertu d'un resultat de Keller [46], on sait 
que les categories (i-amassees sont des categories triangulees (d + 1)-Calabi-Yau (la categorie amassee 
correspondant au cas ou d = 1). Les categories triangulees de Calabi-Yau apparaissent alors comme des 
generalisations des categories amassees. Dans [12] et ensuite dans [61] une theorie de l'inclinaison pour 
les categories amassees est largement developpee, et actuellement l'inclinaison amassee est etudiee dans le 
cadre plus general des categories de Calabi-Yau. 
Par ailleurs, la decouverte des techniques propres aux categories amassees dont l'etude captive tant 
d'auteurs trouve son origine dans un domaine completement externe : il s'agit de la theorie des algebres 
amassees inventees par Fomin et Zelevinsly dans les annees 2000-2001 [28],[29], l'objectif initial vise par 
Fomin et Zelevinsky en inventant les algebres amassees etait de trouver un support algebrique pour l'etude 
de la positivite et des bases canoniquesdans les groupes algebriques semisimples. Les algebres amassees 
sont definies en partant d'un ensemble initial de generateurs (appeles variables amassees initiales) et en uti-
lisant un precede recursif appele mutation, c'est ce dernier precede de mutation qui caracterise les algebres 
amassees. Les diverses categorifications des algebres amassees par les categories amassees ou de Calabi-
Yau consistent essentiellement a capturer le fameux precede de mutation, d'ou les structures amassees des 
categories 2-Calabi-Yau et la mutation inclinante amassee. 
Pour un objet inclinant amasse T dans une categorie 2-Calabi-Yau C, il s'avere interessant d'etudier 
l'algebre d'endomorphisme Endc(T) appele algebre inclinee 2-Calabi-Yau, car les algebres inclinees 2-
Calabi-Yau generalisent dans un certain sens les algebres inclinees ordinaires [3], et apparaissent comme 
interpretations des algebres amassees a l'interieur de la theorie des representations des algebres. Lorsqu'on 
etudie les algebres inclinees 2-Calabi-Yau, il devient alors tres interessant de pouvoir comparer les represen-
tations de deux algebres inclinees 2-Calabi-Yau Endc(T) et Endc(T') lorsque T et T" sont lies par une suite 
finie de mutations. On sait tres bien que le carquois value Q^ d'une algebre A a lui tout seul ne contient en 
general que tres peu d'information sur A, il faut considerer un carquois module lie (QA, R) pour represen-
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ter completement A. Ainsi, pour etre capable de comparer Ende(T) et Endc(T'), on doit pouvoir capturer 
l'effet des mutations sur les relations dans un carquois module lie (Q, R) representant Endc(T). C'est dans 
cette optique que les carquois avec potentiels ainsi que leurs mutations et leurs representations ont ete intro-
duits et etudies dans [24] par Derksen, Weyman et Zelevinsky. Ceci nous amene au second objectif de cette 
these. 
Une fois que 1'existence des structures amassees est claire pour les categories 2-Calabi-Yau non ne-
cessairement simplement lacees, nous aimerions, dans un premier volet, proposer une notion adequate de 
potentiel pour les carquois modules, et dans un second volet, generaliser les mutations de carquois avec 
potentiels aux carquois modules avec potentiels. Ici, nous commencons 1'etude des carquois modules avec 
potentiels et de leurs mutations et obtenons des versions generalises de certains resultats de [24]. Le plus 
important et difficile a obtenir est le theoreme de decomposition 3.4.2 ou de facon equivalente le theoreme 
de reduction 3.4.4, generalisant [24, 4.6 (splitting theorem)], et selon lequel, la reduction des carquois mo-
dules avec potentiels est toujours possible, au moins lorsque le corps de base est parfait. Le second resultat 
qui merite aussi d'etre mentionne est le corollaire 3.5.2 et le theoreme 3.5.1, decrivant les mutations de 
carquois modules avec potentiels a une equivalence droite faible pres. Ce second resultat suit du premier 
en appliquant les memes arguments que ceux de [24] sans qu'ils soit necessaire de developper des outils 
supplementaires. 
Apres 1'introduction des carquois avec potentiels, Buan, Iyama, Reiten et Smith ont montre dans [11] 
que la mutation des carquois avec potentiels est compatible avec la mutation des objets inclinants amasses 
dans les categories 2-Calabi-Yau possedant une structure amassee. De plus les algebres inclinees 2-Calabi-
Yau sont etroitement liees aux algebres jacobiennes associees aux carquois avec potentiels, en particulier 
les algebres inclinees amassees apparaissent comme algebres jacobiennes des carquois avec potentiels. Ce 
dernier fait, qui a d'ailleurs motive notre interet d'introduire et d'etudier les carquois modules avec poten-
tiels, nous a amene a la question suivante : les algebres inclinees amassees non-simplement lacees sont-elles 
aussi donnees par les algebres jacobiennes de carquois modules avec potentiels ? En etablissant une version 
generalisee de [11, 5.1], nous obtenons une reponse affirmative a la question precedente au moins lorsque 
le corps de base est parfait (Theoreme 4.3.2). Et dans le cas particulier des algebres de representation finie, 
nous obtenons une caracterisation complete et explicite des algebres inclinees amassees de types A, B et C 
en termes d'algebres jacobiennes (Theoreme 5.2.3). Une caracterisation similaire pour les algebres inclinees 
amassees simplement lacees et de representation finie (types A, D, E6, E7, Eg) est obtenue d'abord dans [13] 
en utilisant les carquois lies, puis dans [24] en utilisant les carquois avec potentiels. 
Ayant maintenant a notre disposition le fait que les carquois modules avec potentiels se component bien 
vis-a-vis des mutations et des objets inclinant amasses, nous n'avons pas pu resiste a l'attrait de la plus 
recente construction des categories amassees obtenue par C. Amiot dans sa these [1] (2008): a un carquois 
avec potentiel Jacobi-fini (Q, W), elle associe une categorie amassee C^w) generalisant la construction 
originelle de [12]. Nous proposons une version non-simplement lacee de la categorie C^w) en construisant 
pour chaque carquois module avec potentiel Jacobi-fini (Q, m) une categorie amassee C(gm). Et sous-reserve 
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que le resultat de Bernhard Keller se generalise au contexte des carquois modules, il suit que les resultats de 
Claire Amiot [!, 7.9,7.10] admettent une generalisation immediate comme suit: la categorie amassee (non-
simplement lacee) C(Q>m) est aussi Hom-finie 2-Calabi-Yau et les algebres jacobiennes de carquois modules 
avec potentiels apparaissent elles aussi comme algebres inclinees 2-Calabi-Yau. 
Les differents themes abordes dans la presente these sont organises comme suit : les cinq chapitres 
doivent en principe etre lus dans un ordre chronologique, en allant du premier au cinquieme. Le premier 
chapitre rappelle quelques concepts de base en theorie des representations des algebres, tels que les repre-
sentations de carquois modules, les r-categories et surtout divers concepts autour des categories triangulees 
et des categories 2-Calabi-Yau; nous y fixons aussi une bonne partie des notations utilisees dans la suite. 
Le deuxieme chapitre est dedie a la generalisation des structures amassees et peut toutefois etre lu indepen-
damment des autres. Au troisieme chapitre nous abordons l'etude des carquois modules avec potentiels ainsi 
que leur mutations. Le quatrieme chapitre vient alors generaliser les resultats de [ 11 ] et se termine par la 
construction de la categorie amassee C(g<m). En fin au cinquieme chapitre, la description des algebres incli-
nees amassees de types A, B et C est obtenue en utilisant les carquois modules avec potentiels, ce chapitre 




Une technique essentielle en theorie des representations des algebres est l'utilisation des carquois pour 
representer les algebres sur des corps algebriquement clos. Cependant lorsque le corps de base n'est plus 
algebriquement clos, comme Q, E ou les corps finis ¥q, les carquois ne suffisent plus pour representer les 
algebres. La solution a cette limitation est fournie par l'utilisation des carquois modules ou des especes. 
Dans ce chapitre et dans toute la suite, k designe un corps commutatif, N l'ensemble des entiers naturels 
tandis que N* = INK {0}. Un k-surcorps ou encore une k-algebre a division est une k-algebre E qui est aussi 
un corps, contenant done k comme sous-corps central. 
1.1 Quelques conventions pour les categories additives et abeliennes 
Pour une categorie quelconque A, la classe des objets sera souvent notee ob)(A) et pour deux objets 
X et Y dans A nous utilisons les deux notations A(X, Y) et Honiyi(X, Y) pour designer l'ensemble des 
morphismes de X vers Y. La composition est definie et notee comme suit: 
A(Y, Z) x A(X, Y) --+A(X, Z) 
(g, f) 1 g°f = g-f = gf 
La categorie opposee de A est notee .AYavec obj(.A°) = obj(yi) et A°(Y, X) = A(X, Y) pour tous objets 
X,Y. 
Soit I un ensemble, et (Xi)iei une famille d'objets dans A. Alors une somme directe (ou encore un 
coproduit) de la famille (Xi)iei consiste en une paire (X = ©JQ, (<7i)igi) avec X = ®Xt € ob](A) et ou 
les qt : Xi -X, i € I, sont des morphismes appeles injections ou inclusions canoniques possedant la 
propriete universelle suivante : pour toute paire (Y, (fi)iei) ou fa € A(Xi, Y) pour chaque i € I, il existe un 
unique morphisme / 6 A(®Xi: Y) tel que fi = f°qi pour chaque i € I. De fa9on duale, un produit de la 
«€I 
famille (Xi)i€i consiste en une paire (P = ]\Xi, {pi)iei) ou P € obj(A) et les morphismes p^ : X -Xif 
iei 
i G I, sont appeles projections ou surjections canoniques possedant la propriete universelle suivante : pour 
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toute paire (Y, (fa)iei) o u fa G A(Y, Xj) pour chaque i G I, il existe un unique morphisme / G A(Y, ff Xi) 
tel que fa=Pi°f pour chaque i e l . Lorsque I est fini, un biproduit d'une famille finie d'objets (Xi)iel 
est la donnee d'une paire (E, (pt, 9t)i6l) ou E est un objet de A, •pi : X >Xi et qi : Xi—:—-X sont 
des morphismes respectivement appeles projections et injections (ou inclusions) canoniques du biproduit et 
satisfont aux deux identites ci-apres : 
EQiPi = lx et ptqt = lx. etpourtousi ^ j on a ^ g = 0. 
iei 
Soit k un anneau commutatif. A est une h-categorie si la condition suivante est satisfaite : 
LI Pour chaque paire d'objets I , F e obj(A), A(X, Y) est un Ik-module. Et de plus, la composition 
des morphismes est une operation k-bilineaire, 
A{Y,Z)^A{X,Y) »A(X,Z) 
{9 ® / ) 1 • 9°f = 9-f = gf-
Une k-categorie A est dite lineaire ou bien additive si l'axiome suivant est satisfait: 
L2 A admet des sommes directes rinies (et ceci equivaut a dire que A possede des biproduits). En 
particulier A admet un objet nul 0, le biproduit nul qui est necessairement a la fois terminal et final. 
Une Z-categorie lineaire est simplement appelee une categorie additive. 
Notation matricielle 
Considerons dans une categorie additive A un objet X = © Xj dont les injections canoniques sont 
l < ^ ' < T i 
notees qj € A(Xj,X), et un objet Y = © V, dont les projections canoniques sont notees pi G A(Y, Yi). 






designe l'unique morphisme dans A(X, Y) tel que hitj = pi o h o qj E A(Xj, Yi). Si m = 1 alors on ecrit 
simplement h = [hi,..., hn] avec hj — hoqj e A(Xj, Y). Si on aplutot n = 1 alors on notera simplement 
hi 
h = ' [ / i j , . . . , ^ ] avec hi = PiQ h € A(X, Yt). 
Categories abeliennes ou exactes 
Soit / : X -Y un morphisme dans une k-categorie A. Un noyau de / est un objet universel Ker/ 
muni d'un morphisme j : Ker/ *X tel que / o j: = 0 et possedant la propriete universelle suivante : 
pour tout X' G obj(^l) et tout autre morphisme u G A(X', X) tel que fu = 0, il existe un unique v! G 
A(X', Ker/) tel que u = ju'. En particulier j est necessairement un monomorphisme. D'une maniere 
duale, un conoyau de / consiste en un objet Coker/ muni d'un morphisme p : Y »Coker/ tel que 
p o f = 0 et possedant la propriete universelle suivante : pour tout Y' G obj (A) et tout autre morphisme 
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v £ A(Y. Y') tel que vf = 0, il existe un unique v' € yi(Coker/, Y') tel que v = v'p. Necessairement p est 
un epimorphisme. Les objets universels precedents, lorsqu'ils existent, sont uniques a isomorphisme pres. 
Si A admet des noyaux et des conoyaux, alors la propriete universelle des noyaux et des conoyaux montre 
que chaque morphisme / G A(X, Y) possede une unique factorisation canonique / = u'.o fop' donnee par 
un diagramme commutatif de la forme 




ou v! est le noyau du conoyau p de / , p' est le conoyau du noyau u de / . On pose alors Im / = Kerp et cet 
objet est appele Vimage de / . On pose aussi Coim/ = Cokeru et cet objet est appele la coimage de / . 
La categorie A est dite abelienne si A est additive, admet des noyaux et des conoyaux, et pour 
chaque morphisme / £ A(X, Y) le morphisme de la factorisation canonique de / est un isomorphisme 
/ : Coim/—^—>-Im / . Dans ce cas 1'objet conoyau sera aussi parfois note Y/lm f. 
Nous aimerions maintenant mentionner que les categories exactes sont une generalisation des categories 
abeliennes et de nombreuses constructions en algebre homologique qui sont habituellement faites sur les 
categories abeliennes se generalisent bien sur les categories exactes. De facon informelle, une categorie 
exacte est une paire (A, £) formee d'une categorie additive A munie d'une structure exacte £ laquelle 
consiste en une famille de paires noyaux-conoyaux (ou suites exactes courtes) £ = (i, p) : Y>——-E> p *X 
avec i = ker(p) et p = coker(i), assujettie a certains axiomes inspires par certaines proprietes des suites 
exactes courtes dans les categories abeliennes. Nous referons a Buhler [14] pour les axiomes des categories 
exactes (attribues a Quillen) et pour un tres bon survol des categories exactes. Notons qu'une suite exacte 
courte £ comme precedemment est aussi appelee une extension de l'objet X par l'objet Y. 
Sauf mention contraire ou mention additionnelle, toutes les categories sont supposees additives et chaque 
categorie additive est toujours une k-categorie ou k vaudra le plus souvent le corps k ou simplement l'anneau 
des entiers Z. De plus, les foncteurs seront egalement k-lineaires. 
Les categories de modules font partie des exemples les mieux etudies des categories abeliennes. Si A 
est une k-algebre, alors Mod.4 et A-Mod designent respectivement les categories de tous les A-modules 
a droite et de tous les .4-modules a gauche, les sous-categories pleines correspondantes pour les modules 
de type fini (finiment engendres) sont notees mod^l et A-mo&. Sauf mention additionnelle, chaque algebre 
sera implicitement supposee etre une k-algebre de dimension finie sur un corps k et les modules seront 
presque toujours de dimension finie. La nature droite ou gauche des modules ne retiendra pas tellement 
notre attention puisque nous aimerions les traiter comme des objets d'une categorie abstraite; toutefois il 
s'agira le plus souvent des modules a droite. Pour deux k-surcorps quelconques E et F, on notera Ebimodp 
la categorie des E-F-bimodules de dimension finie, ou un bimodule
 E .BF est de dimension finie s'il est de 
dimension finie a la fois a gauche et a droite. 
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1.2 Algebres de carquois modules lies 
L e but de cette section est de rappeler quelques concepts autour des carquois modules qui apparaissent 
presque partout dans le present travail. Certaines des notations utilisees ici sont empruntees de [8, chap 4] 
contenant un bref survol de la theorie des representations des carquois m o d u l e s ; Ton peut aussi se referer a 
[25]. 
Commencons par introduire la notion suivante qui sera incorporee dans la definition de la modulat ion 
d 'un carquois value. 
Definition 1.2.1. Soient E et F deux k-surcorps. 
(i) Une forme trace (ou un morphisme trace) sur E est un morphisme k-lineaire t : E »-k 
tel que t(a-e) = t(e-a) pour tous a , e G E ; t est dite non-degeneree si son radical 
Rt:= {e € E : Va € E, t(ae) = 0} est nul. 
(ii) Soit B un E-F-bimodule. Le dual gauche, le k-dual et le dual droit du bimodule B sont respecti-
vement donnes par, LB = HomE(E5F , EEE), Homk(EBF, k) et BR = HomF(EBF, F F F ) ; leurs diffe-
rentes structures etant definies comme suit : pour tous scalaires e G E, a G F et pour tout elements 
u G hB, £ G Homk( E -B F , k ) , v G BR et x G B on a : (a-u-e)(x) = u(x-a)-e, (a-£-e)(x) = £(e-x-a) et 
(a-v-e)(x) = a-v(e-x). 
On dira que B est dualisant (ou admet un dual) si le dual gauche et le dual droit de B sont isomorphes . 
(iii) Une paire dualisante (et symetrisable) de b imodules est la donnee d 'un ensemble { E S F , F 5 E ; b, b '} 
forme de deux bimodules dualisants et de deux formes bilineaires non-degenerees B®FB' »E 
et B'®BB "F, symetrisables sur k via deux formes traces non-degenerees t : E —>-k et 
t' : F -k au sens qui suit: t(b(x ® x')) = t'(b'(x' <8> x)) pour tous x G B et x' G B'. Les deux 
bimodules B et B' seront alors dits mutuellement duals et on ecrira B' = B* et B = B'*. 
Pour une paire dualisante de bimodules {B,B'; b,b'}, on omettra tres souvent de preciser les deux 
formes bilineaires b et b'. Au chapitre 3 de ce travail il sera necessaire de mieux preciser comment construire 
de fa9on naturelle des paires dualisantes et symetrisables de bimodules. La condition de symetrisablite que 
nous exigeons dans la definition 1.2.2 pour les carquois modules est necessaire uniquement a partir du 
chapitre 3 et un peu au chapitre 2, avant on peut se passer de cette condition. 
Definition 1.2.2. Soit I un ensemble de points. 
o Un graphe value sur I est un graphe etiquete T = (T0, Ti, l, d) avec T0 = I, I \ designe l'ensemble des 
aretes et pour chaque arete a G Ti, i(a) est sous-ensemble forme d'au plus deux points appeles extre-
mites de a ou encore points d'incidence de a, l'etiquetage d du graphe appele dans ce cas valuation 
present pour chaque arete a G r\(z, j) d'extremite % et j une paire non-ordonnee d'entiers naturels 
non nuls ^d", jd° G N. De plus, la valuation d doit etre symetrisable (a gauche ou a droite), ou une 
fonction symetrisante (a droite) T0—-—»N* pour d prescrit pour chaque point i G I un entier naturel 
non nul n, G N* tel que jd^rij = jd"r\i pour tout a G Ti(i,j). Chaque arete valuee a G Fi(i,j) peut 
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alors etre illustree par i-BL-j ou par a : i 3 '3 ' j si Ton desire mettre en evidence la valuation, une 
* (ou par a.: i-LJ-i). 
a Un carquois value Q = (T, s, t) de type T consiste en un graphe value V muni d'une orientation donnee 
en prescrivant pour chaque arete a 6 I \ (i, j) sa source s(a) et son but ou encore sa terminaison t(a), 
avec {s(a), t(a)} = ^(a) = {i,j}, a est alors appelee une fleche valuee de s(a) vers t(a) dans Q et 
on note : dQ := s(a)d?(a). d*« : = t(a)d?(a) e t d ( a ) : = (da,d*Q) = (s(a)df(a). t(a)d?(a)); ainsi la fleche 
valuee a est illustree par 
> Un carquois k-module Q = (Q,93?) consiste en un carquois value Q de type T muni d'une k-
modulation, ou une ^.-modulation (symetrisable) 9JT de Q et de T prescrit pour chaque point i € I 
une paire (k*, t*) formee d'un k-surcorps kj de dimension finie muni d'une forme trace non-degeneree 
U, et relativement a la famille de formes traces (tj),ei, 9Jt prescrit pour chaque fleche valuee i—3-^j 
une paire dualisante et symetrisable de bimodules {iB", jBf; ib°:, jbf } ou
 tB" est dans kibimodkj 
b? * 
avec iB" <S> jBf* *J >k, et on note aussi $" := jbf . En outre, la valuation de Q provient de la 
modulation Wl en exigeant pour chaque fleche a € Q^i, j) l'egalite ci-apres : dimk;^B" = da = id". 
Au cas ou le sous-ensemble Ti(i,j) = Qi(i, j) U Qi(j, i) est vide, on pose iB^ = 0 = jBi et ainsi 
idj = 0 = jdi. Le type de Q est le graphe k-module (r, Wl). 
> Q est dit localement fini si l'ensemble de ses fleches est fini, si de plus l'ensemble de ses points est 
aussi fini alors on dit que Q est fini. 
Nous adopterons la convention suivante. Si Q est un carquois module localement fini, sa modulation 
sera toujours presentee sous la forme compacte : a chaque paire ordonnee de points i, j € I correspond une 
unique paire dualisante et symetrisable de bimodules 
{iB^ub,,^} a v e c ^ := © ^^B] := © ^f ou jBf = ^B?)*; 
ibj = © ib" : iB* <g> iB* *kt et (1.2.1) 
X = © ,b ' a = © jbfuB^iBj »kj. 
Ainsi, la fonction (minimale) symetrisante pour la valuation d de Q etant notee I—-—•N,, a chaque paire 
ordonnee i,j € I correspond egalement une unique fleche (pleinement) valuee 
i^^^+j, avec ^ = ]T dQ = 5 ] id", id* = ^ d; et on a : ^n, = n^d*. (1.2.1') 
a6fi i («j) a€Qi(i,j) a€Qi(i,j) 
En particulier, pour une paire ordonnee i,j £ I, l'ensemble Qi(i, j ) est vide si et seulement si
 XB^ = 0, si 
et seulement si jdj = 0, si et seulement si d^* = 0, si et seulement si 1'unique fleche (pleinement) valuee 
representant Qi(i,j) est 0-valuee. Dans toute la suite, les carquois modules seront supposes localement 
fini, et presentes par les relations (1.2.1) et (1.2.1'), a moins qu'il soit necessaire d'utiliser une forme non 
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compacte. Soient E, F et L trois k-algebres (a division ou des produit directs de k-algebres a division), dans 
la suite et sauf mention contraire, tout produit tensoriel M Op N d' un E-F-bimodule M par un F-L-bimodule 
N sera le plus souvent note M <8> N des que la nature des bimodules considered est clairement indiquee par 
le conteste. 
Avec les notations precedentes, le carquois value oppose Q° de Q est par definition de raeme type 
que Q mais d'orientation opposee : pour tous i,j € Qo on peut poser Q^Qi, i) = {a* : a € Qi(i, j)}. Le 
dual Q* = (Q°,97t*) du carquois module Q est essentiellement de meme type T que Q, mais d'orien-
tation opposee : si on nomme a la fleche valuee representant Qi(i,j), alors la paire dualisante et sy-
metrisable de bimodules associee a a* € Q\(j,i) est la meme que celle associee a a et donnee par 
{(<£?)* = jB?,iBa3 = (jBf)*}, ou on convient que a** = a. Par ailleurs, I'oppose Q° = (Q°, £01°) de Q 
est tel que la modulation opposee 9Jt° s'obtienne de VJl en remplacant chaque surcorps k, par son oppose k°, 
et chaque k^-k^-bimodule iB- dans Q est vu dans Q° comme un k°-k°-bimodule. A Q on peut aussi associer 
un carquois module donne par Q® = (Q, Tt") = (Q°)* dont l'orientation des fleches reste inchangee, mais 
la modulation est la modulation opposee de la modulation initiale. 
On fixe pour la suite un carquois module Q dont le carquois value sous-jacent Q est de type T et de 
modulation 9JI notee sous forme compacte {k,, {iBj,iB*;ibj,ib'j}} ; on posera toujours I = Qo = Qo 
l'ensemble des points, 1'ensemble des fleches etant comme ci-dessus Qi = Qx. Pour deux points i,j € I, 
le sous-ensemble Q(irj) = Q(i,j) designe toujours l'ensemble de tous les chemins values de i vers j , ou 
un chemin value non trivial dans Q(i,j) est une suite (non-vide) ax am de fle'ches valuees telles que 
s(ai) = i, t(am) = j et t(a9) = s(as+1) pour 1 < s < m - 1. 
On fixe ensuite l'algebre semisimple K = ff k, donnee par le produit direct des k-surcorps kj, chaque kj 
iei 
etant vu comme un sous-corps de K ayant pour unite eu de sorte que {e^  : i € 1} est un systeme canonique 
d'idempotents primitifs orthogonaux pour K. De meme le K-bimodule B := kQi := © jB est egalement 
i j ' e i 
fixe et appele le bimodule des fleches valuees dans Q, on considere aussi le K-bimodule B* =' © iB*, si 
i j e i J 
Q est fini alors on obtient une paire dualisante et symetrisable de K-bimodules {B, B*;b,b'}. L'algebre 
(tensorielle) de chemins de Q est par definition l'algebre tensorielle du K-bimodule B : c'est done une k-
algebre N-graduee donnee par kQ = TK(B) = © kQm ou la ml6me puissance tensorielle du bimodule B 
m > 0 
donnee par kQm = B(m) est par definition le K-bimodule des chemins de longueur m, avec Bm — K, 
B(1) = B et B{m+1) = B{m)®KB pour tout m > 1. Remarquons que si les valuations des fleches dans Q sont 
toutes de la forme (a, a) 6 N x N, et si la modulation dans Q est trivialement induite par le corps de base 
k (e'est-a-dire, tous les k-surcorps coincident avec k et les bimodules sont tous des k-espaces vectoriels ka 
munis de multiplication ordinaire de k), alors le carquois value Q peut etre vu comme un carquois ordinaire 
en rempla?ant chaque fleche valuee a : i-^-j par a fleches de i vers j , et se faisant, l'algebre (tensorielle) 
kQ coi'neidera avec l'algebre de chemin ordinaire d'un carquois non value. On pose aussi kQ(t) = © kQm 
l'ideal des chemins de longueur au moins t dans kQ; kQ(i) est alors comme d'habitude l'ideal des fleches 
de kQ et on a bien kQ/kQn\ = ff kj. Le bimodule le long d'un chemin ui : i—^—*ii it—?—*j est 
iei 
le kj-kj-bimodule defini par : j £ " = iB"* ® • • • ®
 itB"3. Pour P C Q(i,j), le bimodule correspondant est 
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donne par iB^ = ®iB^ ; on posera ;.B, = ejkQe^ = ffi ji?" pour designer le bimodule de tous les 
J
 ^ E P J «efl(ij) J 
chemins de i vers j . On pose enfin jBf := {%B^)* = jBit3 <g> • • • <g> ^B" 1 le bimodule dual correspondant 
au chemin dual w*. L'enonce ci-apres est bien connu. 
Proposition 1.2.1. L'algebre de chemins kQ associee a un carquois k-module localement fini Q est asso-
ciative hereditaire (et unitaire si en plus Q est fini); kQ est connexe si et seulement si c'est le cas pour Q ; 
elle est de dimension finie si et seulement si Q est fini et acyclique, dans ce cas I'ideal des fleches kQ(i) 
coincide avec le radical dekQ. D 
Exemple 1.2.3. Soit H = R-{1, u, v,w} l'algebre des quarternions reels, avec u2 = v2 = w2 = - 1 
et uv = —vu = w, vw = —wv = u (et done wu = — uw = v). Comme trace R-lineaire non de-
generee sur H on prend la projection canonique H—-—-R : t(l) = 1 et t(u) = t(v) = t(w) = 0. 
On considere la famille ((H, t), (C, p), (R, 1 R ) ) OU p e HomR(C, R) est aussi la projection canonique. 
Considerons le graphe value F : 3-^-2^-^-1, alors on a le graphe module : C C C R ' R C C R R B H ' H H R H , OU la 
structure de chaque bimodule est induite par la multiplication ordinaire des corps sous-jacents, le corps 
central de base etant R ; ici k3 = C, k2 = R et kx = H. Une orientation lineaire de T nous donne 
le carquois module de type F suivant : C C C R ' R C I P R R H H ' H ] H R I H , OU les paires dualisantes et symetri-
sables de bimodules sont induites par les projections canoniques t € HomR(H,R), p € HomR(C,R) 
et 1 R . Ici, K = H x R x C, B = C C R ® R H H et B{m) = 0 pour m > 3. On obtient que 
kQ = K © B © BW = (H x R x C) ffi (CCR ffi E H H ) ffi C C R ® R H H , et on a un isomorphisme d'al-
gebres 
H 0 o" 
R H H R 0 kQ-
La notion de relation peut etre definie sur les carquois modules comme suit. Soient i et j deux points dans 
Q, P C Q(2) (i, j) un sous-ensemble fini non vide forme de chemins de longueur au moins 2; nous appelons 
alors relation sur Q de i vers j et de support contenu dans P, tout sous-bimodule non nul
 ttj c ZB^. Si de 
plus itj £ iB? pour tout sous-ensemble propre P' £ P, alors on dira que
 ttj est de support P. La longueur 
de iVj est l'entier / > 2 donne par / = max {£(CJ) : LJ G P}. On a egalement les notions usuelles suivantes 
pour une relation itj de support P. 
(a) itj est appelee une relation-zero si elle coincide avec j£?J tout entier. 
(b) itj est appelee une relation monomiale si P contient un seul chemin. 
(c) itj sera appelee une relation de commutativite si P = {wi, 0J2} C Q(i,j) consiste en deux chemins dis-
tincts et itj est un sous-bimodule diagonal de ; £ j = iBf ffi iBf tel que -tj n
 %Bf = 0 = ;t, D %Bf. 
Si en plus jS"1 = iB"2, on parle alors de relation de commutativite stride. 
L'ideal de kQ engendre par un ensemble S = { t i , . . . , tm} de relations sur Q est donne par (S) = kQ ® 
(K-S-K) <8> kQ, le produit tensoriel etant comme d'habitude pris sur K = ff k». Plus generalement, tout ideal 
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(bilatere) R de kQ tel que R C kQ(2) est appele un idea/ aV relations; dans ce cas, la paire (Q, R) est 
appelee un carquois module lie et l'algebre k(Q, i?) = k0 i? est appelee une algebre de carquois module 
lie. Soit jtj C
 {B^ une relation dans S de i vers j et de support P. Alors, jt, est dite minimale (pOur R = (S)) 
si elle est de support minimal et de longueur minimale comme exprime par les deux conditions ci-apres : 
> it,- £ (R n iflj') © (i? n iBf) pour toute partition {P', P"} de P. 
> Si ^  C £ (iff?; ®i.zfa)®j,B%'),oiiua E Q{i,is),u's € Q{js,j)etistjJ G S est une relation, alors 
s= l 
il existe un s fixe pour lequel oos et u^ sont des chemins triviaux, si bien que j£?^s = kj, jsB"s = kj. 
Un systeme de relations sur Q est juste un ensemble S de relations minimales sur Q. 
Supposons maintenant que (Q, R) est un carquois module lie. L'ideal de relations R se decompose 
comme suit: R. = (BeiRej, chaque iR3 = eiR.ej — ki-R-kj est un sous-kj-k.,-bimodule de e^kQej, appele le 
bimodule des relations de i vers j . R etant engendre par un ensemble de relations, il est aise de voir que tout 
ideal de relation R admet un systeme de relations minimales tel que defini plus haut. Remarquons ensuite 
que chaque sous-bimodule iRj est uniquement determine comme le noyau d'un epimorphisme de bimodules, 
iTTj : eikQej **e^kQejiRy Dememe chaque relation jt^ C ^R^ n »Sj est uniquement determinee comme 
le noyau d'un epimorphisme de bimodules, ji?J—^—•j.Bj/jtj. Une relation minimale jt, = ker(p) sur Q 
sera representee par une ligne en pointille entre i et j , etiquetee par p. 
Pour representer une k-algebre A de dimension finie et de radical J^ on precede comme suit. Soit 
{ei , . . . ,e„} un systeme d'idempotents primitifs orthogonaux pour A, et A = A/JA = ff M„,(kj) la 
l< i<n 
decomposition en produit direct de l'algebre semisimple correspondant a A. Par exemple, si Si est le A-
module a droite simple correspondant a l'idempotent e,, alors kj = End^(5j) (si on considere plutot le A-
module a gauche simple S^ alors kj = End^S^)"). Noter que si A est sobre, alors kj = ejAej = ei(A/JA)ei. 
On peut alors associer a l'algebre A un carquois k-module QA dont l'ensemble des points est (QA)0 = 
{ 1 , . . . , n}, et la modulation (qu'on peut prendre symetrisable d'apres le lemme 3.1.4) present pour chaque 
point i une paire (kj, t*) ou tj est une forme trace non-degeneree sur le k-surcorps kj, a chaque bimodule 
non nul iBj = eAiJiA\ej correspond une unique fleche valuee a : ?' j"' *j avec jd^ = dim^(iBj) (et 
done jd* = dim^ (j.Bj) = dimki(j.B*), ou le bimodule dual iB* peut etre choisi comme etant le k-dual 
Homk(jSJ, k). La valuation qui vient d'etre decrite est bien symetrisable : si on pose rij = dimk(kj), alors 
pour tous i,j, on a : jd^rij = diirik(j5-) = n^d*-. 
Les algebres admettant une presentation par un carquois module lie forment une assez large classe d'al-
gebres, comme le montrent les deux resultats qui suivent. 
Proposition 1.2.2 ([8, 4.1.10, 4.1.11]). On suppose que A est une k-algebre sobre de dimension finie de 
radical iA et que les deux conditions suivantes sont vraies. 
(i) L'epimorphisme d'algebres A **A = A/JA scinde, si bien qu'on peut choisir une copie du corps 
kj dans e^Aei et ecrire eiAei = kj ffi Jei/ies = kj © e$J^ej. 
(ii) La suite exacte courte 0—•ejJj4e7-—-eiJAej—•ej(J/4/Jj4)e:7-—»0 scinde en tant que suite de kj-
kj-bimodules. 
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Alors A = kQ^/R pour un ideal de relations R de kQA. • 
Corollaire 1.2.3. Toute algebre sobre A de dimension finie sur un corps parfait k se presente comme une 
algebre de carquois module lie : A = kQ^/R pour un certain ideal de relation R sur QA. Par consequent 
toute algebre de dimension finie sur un corps parfait est Morita-equivalente a une algebre de carquois 
module lie. • 
1.3 Representations de carquois modules lies 
Comme dans la section precedente, (Q, R) designe un carquois module lie fixe. Une k-representation a 
droite V de Q associe a chaque point i dans Q un k^-espace vectoriel a droite Vit et a chaque fleche i—eL*j 
dans Q une application kj-lineaire itp" : Vi<S>kiiB" -Vj, on note V = (Vj ,^") . Un morphisme de 
representations / : V = (Vj, j< ?^) -W = (Wi,iip°) consiste en une famille d'applications k,-lineaires 
fi '• Vi *Wit i € Qo, telle que chaque fleche i-^*j induit un carre commutatif de la forme : 
•to? 
A ® ^ 1 \fi-
De facon analogue, une k-representation a gauche V = (Vi, iipj) de Q est telle que Vj soit un kj-espace vec-
toriel a gauche pour chaque point i dans Q, et pour chaque fleche i—^—j dans Q,
 tip" : jBf*<8>k.Vi *Vj 
est une application kj-lineaire, on definit de la meme maniere les morphismes de representations corres-
pondants. Observons que pour un kj-module a gauche Vi et pour un kj-module a gauche Vj, il existe 
un isomorphisme fonctoriel Y{om.kj(jBf ®kVi, Vj) = Homk..(V,,j5"®k V}). En effet pour toute paire 
dualisante {iMj,jMi} de bimodules avec iMj €
 kibimodkj, on a un isomorphisme Hom^ (jM,, Vj) = 
Homkj(jMi, kj)(8>^ Vj = iMj®k. Vj ; ainsi Homkj (jBf, Vj) = i-B°®kj. Vj. Et en vertu du theoreme d'adjonc-
tion du produit tensoriel on a : 
Homkj(jBf®kyi,Vj) * Romkz(Vi,}iomk3(jBf,Vj)) * Homk,(V, j ^ . V , ) . , 
On notera Rep(Q) la categorie de toutes les k-representations a droite de Q, la sous-categorie pleine de 
Rep(Q) formee des representations de k-dimension finie est notee rep(Q), ou une representation V = 
(Vi, i<pj) est dite de dimension finie si chaque Vi est de kj-dimension finie (par hypothese, chaque k-surcorps 
kj est de dimension finie sur k). Les categories correspondantes pour les representations a gauche de Q sont 
RepL(Q) et rep^Q). Les modules sur les algebres de chemins sont decrits au moyen des representations 
comme suit: 
Proposition 1.3.1. Si Q est un carquois module fini, alors on a de fagon canonique 
des equivalences k-lineaires de categories, Rep(Q) = ModkQ, Rep(Q°) = kQ-Mod et 
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RepL(Q) = kQ*-Mod, dont les restrictions aux sous-categories pleines des representations de dimension 
finie restent encore des equivalences k-lineaires. 
Dans toute la suite, les modules et les representations sont supposes a droite et de dimension finie, sauf 
mention contraire ou sauf lorsque le contexte indique clairement la nature du module ou de la representation. 
Soit V = (Vj, iip") une representation k-lineaire de Q, soient egalement i et j deux points dans Q et 
u : i-^Mi it-^+j un chemin de i vers j tel que £(LJ) > 2. devaluation de V le long de ui est le morphisme 
kj-lineaire w" '• V^^B^ *Vj, donne par la composition 
M" = u^Tiu-M: ® 1) ( n < 2 ® 1 ® • • • ® !)<&?? ® 1 <8> • • • ® 1 ® 1). 
On etend cette evaluation sur le bimodule iBj = e^kQej de tous les chemins de i vers j en considerant 
la somme directe : ^ = © ^ " : Vi®k-iBj *Vj. Alors, la representation V est appelee une re-
presentation du carquois module lie (Q,R) ou encore une representation liee de Q (relativement a R) 
si revaluation de V s'annule sur chaque relation dans R, autrement dit si i^pAVi®kiiRj) = 0 pour tous 
i,j £ I, ce qui signifie egalement que le kQ-module correspondant a V est annule par l'ideal de relations 
R. Rep(Q, R) designe la categorie des representations de (Q, R) tandis que la sous-categorie formee des 
representations de dimension finie est notee rep(Q, R). Une consequence directe de la proposition 1.3.1 suit. 
Corollaire 1.3.2. Les equivalences Rep(Q)—^-»-ModkQe£rep(<2)—^-*-modkQ induisent des equiva-
lences k-lineaires Rep(Q, P ) ^ - M o d ( k Q / P t ) et rep(Q, i?)^^^mod(kQ/i?). 
Les equivalences precedentes seront toujours vues comme des identifications. Supposons maintenant que 
R est admissible, de sorte qu'il existe un entier m > 2 tel que kQ(m) C R C kQ(2) et l'algebre de carquois 
module lie k(Q, R) est de k-dimension finie. Dans cette situation il est aise de dresser la liste complete 
des (classes d'isomorphismes des) representations indecomposables projectives, injectives ou simples du 
carquois module lie (Q, R) ; on les notera respectivement P(i), I(i) et S(i) avec i parcourant I. Aussi, 
P°(i) designe le k(Q, P)-module a gauche indecomposable projectif. On a P(i) = e;k(Q, R) si bien que 
pourchaquej € I,ona P(i),- = ej(k0Pi)ej = iBjiRj, tandis que pour chaque flechej—^n'application k;-
lineaire P(i) • <8> jBf *P(i)i correspondante est induite par l'inclusion iBj <g> jBf1 *jP/. Par ailleurs, 
S(i) = P(i)/r&dP(i) = (S(i),, 0) avec S(i)i = kj et pour j ^ i S(i), = 0. La dualite standard etant donnee 
par 
rep(Q, R) = modk(Q, R) D=Homk(~'k>.k(Q, R)-mod = rep(Q°, R), 
on saitque /(») = D(P°(«)) = D(k(Q,JR)ei) et I{i)j = D(P°(i))ej = D(ej-P°(t)) = D(P°(i) j) = 
Homk(e.,k(Q, P)e i ; k) = Homk(j £/,•/?», k). Les applications lineaires accompagnant la representation I(i) 
sont induites de celles de P°(i) en appliquant la dualite D. 
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1.4 Representations des algebres hereditaires 
Dans la section 1.3, nous avons vu que l'algebre de chemins d'un carquois k-module fini est une k-
algebre hereditaire. Inversement, nous verrons que toute algebre hereditaire de dimension finie sur un corps 
parfait est Morita-equivalente a une algebre de chemins d'un carquois module fini et acyclique. 
Lemme 1.4.1 (Eilenberg et Nakayama [8, 27]). Soil A un anneau de radical JA, on suppose que I est un 
ideal (bilatere) de A contenu dans 32A et de type fini a lafois comme ideal a gauche et comme ideal a droite. 
Si A/I est hereditaire alors 1 = 0. 
Demonstration. I etant de type fini comme ideal a droite, il suit du lemme de Nakayama que si I;JA = I 
alors I = 0. II suffit done de travailler modulo I-JA, on peut alors supposer que I-r&dA = 0. En effet si 
I-JA 7^  0, alors le resultat s'obtient par recurrence sur le nombre d'elements engendrant / comme ideal a 
droite et le fait que I/I-JA est un ideal bilatere de type fini de A/I-JA ayant moins de generateurs que / et tel 
On suppose alors que H = A/I est hereditaire avec / C J2A tel que I-JA = 0. Puisque I-JA = 0, le 
A -module J^ est aussi un //-module a gauche. Mais alors 3H = JA/I etant projectif, la suite exacte courte, 
• ( 0 : 0 • / — J ^ ~JjJI -0, 
est scindee comme suite de //-modules a gauche, et done aussi comme suite de >l-modules a gauche via la 
projection A «-//, si bien que dans A-mod on a 3A = I © / ' pour / ' C R tel que la restriction a / ' de-la 
projection canonique de J^ sur Jjl est un isomorphisme de / ' sur Jjl. On obtient que J C J ^ = J^ ' JA == 
(JA-I) © (3A-I'), de sorte que / C 3A-I. Ainsi / = r&dA-I, si bien qu'une autre application du lemme de 
Nakayama cette fois-ci a gauche montre que / = 0. ' • 
Proposition 1.4.2. Soit H une \a-algebre hereditaire de dimension finie et de radical J^. 
(1) Solent i,j deux points quelconques dans le carquois module Q de H, et ei; e, les idempotents pri-
mitifs correspondants. Alors, Q(i,j) est non-vide et non trivial si et seulement si eiJHej ^ 0, si 
et seulement si le module a droite projectif indecomposable Pj = e^H s'injecte proprement dans 
Pi = eiH. Par consequent, Qde H est acyclique. 
(2) Si en plus H est sobre et k parfait, alors H est isomorphe a l'algebre des chemins de son carquois 
module :H = kQ. 
Demonstration. 
(1). D'abord on observe que tout morphisme non nul P—-—-P', avec P projectif indecomposable et 
P' projectif, doit etre necessairement un monomorphisme. En effet l'image Im(/) de / est encore projectif 
comme sous-module d'un module projectif, de sorte que l'epimorphisme de P vers Im / induit par / scinde; 
mais alors P etant indecomposable la projection precedente est un isomorphisme, si bien que / est un 
monomorphisme. Ainsi tout element non nul dans Hom(Pj, P%) est un monomorphisme. 
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Par ailleurs, il suit clairement de la definition du carquois module d'une algebre que Q(i,j) est non-
vide et non trivial si et seulement si e^Hej ^ 0. Or on a des isomorphismes canoniques, e^Hej = 
Hom(Pj,ejJff) = H.om(Pj r&dPi). On deduit done aussi que eiJHej ^ 0 si et seulement s'il existe un 
monomorphisme propre de P3 dans Pj. 
Le fait que Q soit acyclique decoule de ce qui precede et de l'observation que pour tout projectif inde-
composable P de dimension finie il n'existe pas de monomorphisme propre de P. dans P. 
(2). D'apres le Corollaire 1.2.3, H = kQ/i? avec R un ideal de kQ contenu dans J2 ou J = kQ(i) est l'ideal 
des fleches de Q. Or dans le cas present, Q etant d'apres (1) fini et acyclique, le radical de kQ coincide avec 
J. II decoule alors du lemme 1.4.1 que R = 0. D'ou le resultat. • 
Nous voulons clore cette section par la caracterisation des types de representation des algebres heredi-
taires au moyen des systemes de racines de certains graphes values particuliers. Rappelons qu'une algebre 
A (supposee de dimension finie sur un corps) est de representation finie s'il n'existe qu'un nombre fini de 
classes d'isomorphismes de .4-modules indecomposables (a gauche ou a droite). A est de type de represen-
tation docile si A n'est pas de representation finie, et pour chaque dimension d, il existe une famille finie 
de k[£]->!-bimodule Mi fibres comme k[t]-modules a gauche, ayant la propriete que tous les A-modules 
indecomposables de dimension d, sauf peut-etre un nombre fini d'entre eux, sont de la forme M®k{,,]Mj 
pour un certain i et un certain k[£]-module indecomposable M. A est de type de representation sauvage 
s'il existe un k(x, y)-^4-bimodule de type fini M, libre comme k(x,y)-module a gauche, tel que le fonc-
teur -®k<Xj„)M : modk(x, y) •mod^ preserve l'indecomposabilite et les classes d'isomorphismes. Ici, 
k(.T, y) designe la k-algebre libre sur deux variables x et y, en d'autre termes, k(.x, y) coincide avec l'algebre 
de chemins d'un carquois ayant un seul point et deux boucles. La classification des types de representations 
des algebres fait intervenir les graphes values de type Dynkin et de type euclidien (voir [8, 4.5] pour la liste 
des graphes values de type euclidien). 
Definition 1.4.1. Les graphes values ci-apres sont connus comme graphes de Dynkin; ici n > 1 designe le 




E7 . ' . ! 
E8 . . ! 
• • 
lr 4 • •—'•—• • G 2 •—1_*'• 
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Pour la suite, T designe un graphe value fini de valuation d et d'ensemble de points I = { l , . . . , n } . 
Definition 1.4.2. La matrice de Cartan de V est la matrice C = (c^) de Mi(Z) telle que Cy = 25^ —S^d", 5y 
etant le symbole de Kronecker aux points i, j . En posant n : I -N» l'application symetrisante (minimale) 
pour laquelle ;d"rij = jd"rij pour chaque arete i——j, la matrice de Cartan symetrisee de V est la matrice 
C = \cij), avec Qj = CijUj = c^jnj. 
Par exemple, la matrice de Cartan de B3 : •-^-•-—• est 
2 - 1 0 
- 1 2 - 2 
0 - 1 2 
Definition 1.4.3. On suppose en plus que T est sans boucle, on forme le R-espace vectoriel de dimension 
n, MF = R™ et on choisit une base canonique constituee de vecteurs ai,...,an correspondant aux n points 
du graphe. La matrice de Cartan symetrisee de V permet de munir R r d'une forme bilineaire symetrique 
(-, -) : R r x Kr -R telle que (a*, CCJ) = c\j. Le groupe de Weyl W(T) est le sous-groupe du groupe 
des automorphismes de R r engendre par les reflexions St, i = 1 , . . . n, avec s,(t>) = v — ^ ' " ' Q J . Les 
transformations Sj sont des involutions preservant la forme bilineaire : sf = 1 et (SJV, s4u;) = (v, w) pour 
tousv,w e W(r). 
Le systeme de racines associe a T est le sous-ensemble $ = $(T) C Mr forme des images x = wa„ 
cti etant un vecteur de base et w dans W(r). Les at sont alors les n racines simples de T. Une racine non 
nulle x = X) 2^a. telle que chaque x^  > 0 est dite positive, tandis que —x est dite negative. <&+ designe le 
sous-ensemble des racines positives tandis que <£_ designe le sous-ensemble des racines negatives. 
Pour un carquois k-module acyclique Q de type T, le vecteur dimension d'une representation 
r n 
V^  = (Vj ,^ 0 ) de Q est par definition le vecteur de R donne par diml/ = ^ {diva^.V^-ai. On obtient 
ainsi une application additive dim : rep(Q) »Rr, d'image egale a N™. On peut a present enoncer la 
caracterisation des types de representations des algebres hereditaires. 
Proposition 1.4.3 (Dlab et Ringel,[25]). Soit Q un carquois k-module acyclique fini de type T. 
(i) L'algebre kQ, ou defagon equivalente lacategorie rep( Q), est de representation finie si et seulement 
si T est un graphe value de Dynkin. De plus, si tel est le cas, l'application dim : rep(Q) »-Rr 
induit une bijection entre les classes d'isomorphismes des representations indecomposables de Q et 
l'ensemble <$+ des racines positives deT. 
(ii) kQ (ou rep(Q)) est docile si et seulement si Y est un graphe value euclidien. 
Lorsque "K = rep(Q) est de representation finie comme dans le point (i) de la proposition 1.4.3, le 
nombre |ind "K\ = |$+1 est bien connu et donne comme suit: pour T prenant successivement les valeurs A„, 
D„, E6, E7, E8, Bn, Cn, F4 et G3, le nombre | $ + | prend successivement les valeurs n(n + l ) /2, n(n — 1), 
36, 63, 120, n2, n2, 24 et 6. 
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1.5 Carquois module d'une k-categorie 
Le but de cette section etant essentiellement de presenter quelques outils autour des carquois modu-
les de k-categories, on aura neanmoins besoin de rappeler quelques techniques autour des morphismes 
irreductibles et des suites ou des triangles presque scindes. On fixera aussi des notations supplementaires 
necessaires pour la suite du travail. Dans toute la suite de cette section et sauf mention supplemental, A 
designera une k-categorie additive et toutes nos categories seront supposees a petit squelette. Pour deux 
objets X, Y dans A, A(X, Y) et Hom/i(X, Y) designeront l'espace des morphismes de X vers Y. 
Rappelons que dans A, les sommes directes finies, les produits finis et les biproduits coincident. Soit 
(E, (p{, qi)iei) un biproduit d'une famille finie d'objets (Xi)ieI, les pi : X -Xi et les qi : Xi -X 
etant respectivement les projections et les injections (ou inclusions) canoniques du biproduit. On ecrit alors 
E = ®Xi, et chaque Xt est appele facteur direct de E. Un objet X de A est dit indecomposable si X ^ 0 
et toute decomposition X = Xx © X2 de X est triviale dans le sens qu'on a X\ = X ou X2 = X; 
dans le cas contraire X est dit decomposable. A est appelee une categorie de Krull-Schmidt si en plus d'etre 
additive elle satisfait au theoreme de Remak-Krull-Schmidt-Azumaya suivant: chaque objet non-nul dans A 
se decompose en une somme directe finie d'objets indecomposables, et de plus, l'algebre d'endomorphismes 
de chaque objet indecomposable est locale; cette derniere condition assure alors l'unicite a isomorphisme 
pres et a l'ordre des facteurs pres de la decomposition. La derniere condition est aussi equivalente a la 
condition que tout endomorphisme e 6 Endyi(X) tel que e2 = e se factorise en une section et une retraction: 
on dit aussi que les idempotents dans A scindent. On rappelle qu'une section est un morphisme admettant 
un inverse a gauche tandis qu'une retraction est un morphisme admettant un inverse a droite. On note 
ind.A l'ensemble des classes d'isomorphismes des objets indecomposables dans A; et suivant le contexte 
on identifiera souvent ind.A a un sous-ensemble de obj(yi) forme d'un ensemble fixe de representants des 
classes d'isomorphismes des objets indecomposables dans A. En particulier pour un object X dans A, on 
ecrira tres souvent X € ind A pour traduire que X est indecomposable. Pour un objet T dans A, add T 
designe la sous-categorie additive pleine de A engendree par les facteurs directeurs indecomposables de T : 
les objets de add T sont des sommes directes finies des facteurs directs de T. 
Si Ton note Ab = ModZ la categorie des groupes abeliens, alors le radical (de Jacobson) de A est le 
sous-bifoncteur J = J^ = rad^ du bifoncteur Horn = A(-, -) : A° x A "Ab defini sur chaque paire 
d'objets X,Y € obj(.A) comme suit: 
J(X,Y) = {f€A(X,Y) : Vg<EA(Y,X),tx - gf estinversible.} 
= {/ G A(X, Y):\fg£ A(Y, X), tY - fg est inversible.} 
On voit directement qu'aucun morphisme dans le radical ne peut etre inversible; de plus on a 
J(©Xj, ®Yj) = ©J(Xj, Yj) pour deux families d'objets Xi,..., Xm et Yi , . . . , Yn dans A. Les morphismes 
dans le radical sont encore appeles morphisme radiciels. Le radical de A est un ideal (bilatere) de A dans 
le sens que tout morphisme de la forme h = v-f-u est radiciel des que / Test. De meme on definit par 
19 
1.5. CARQUOIS MODULE D'UNE k-CATfiGORIE 
recurrence les ideaux Jn comme suit: J° = Horn, J1 = J, pour n > 2 et pour pour deux objets X, Y dans 
A, J"(X, Y) est constitue des compositions v-u avec u E Jn(X, Y') et v G J(Y', Y) pour un certain objet Y' 
de A. Dans le contexte des modules, si cela s'avere mieux adapte nous utiliserons quelques fois la notation 
racJA pour designe le radical. 
Remarque 1.5.1. Si A est de Krull-Schmidt et si X et Y sont deux objets indecomposables, alors 3(X, Y) 
est constitue de tous les morphismes non inversibles de X vers Y. En particulier, J(X, X) = radEnd(X) 
est l'ideal bilatere maximal de End(X) constitue de tous les endomorphismes non inversibles. 
Nous aurons besoin du fait que les sections et les injections d'une part, les retractions et les projections 
d'autre part, coincident dans une categorie de Krull-Schmidt. 
Lemme 1.5.1. Soit A une categorie de Krull-Schmidt, alors on a les assertions suivantes : 
(a) Un morphisme entre deux objets indecomposables dans A est une section si et seulement s 'il est un 
isomorphisme, si et seulement s 'il est une retraction. 
(6) Soient E = © E{ muni de la famille (Pi,Qi)i<i<n des projections et des injections canoniques 
l < i < n — — 
correspondantes, / : X -E et g : E *Y deux morphismes. Alors f est une section si et 
seulement s'il existe i tel que fi = ptf soit une section. De fagon duale, g est une retraction si et 
seulement s 'il existe % tel que gi = gqi soit une retraction. • 
Un autre lemme technique donne une information supplementaire sur les morphismes radiciels. 
Lemme 1.5.2. Soit A une categorie de Krull-Schmidt. 
(a) Soit f : X -E un morphisme dont la source X est indecomposable, alors les assertions sui-
vantes sont equivalentes. 
(i) / n 'estpas une section. 
(ii) ImHorm(/ ,X) C J(X,X). 
(iii) f est radiciel. 
(b) Soit g : E -Y un morphisme dont le but Y est indecomposable, alors les assertions suivantes 
sont equivalentes. 
(i) g n'est pas une retraction. 
(ii) ImHom^(y , 5 )CJ (y ,y ) . 
(iii) g est radiciel. • 
Maintenant pour tout I > 1 on pose Irr^ = J^J^1"1, et pour tout objet X dans A, on pose 
kx = J°(X,X)IJ(X,X) = End^XyradEnd^X). Ainsi ITT(X.Y) = J(X, Y)/32(X,Y) est un k r -k x -
bimodule. Notons que pour deux k-surcorps E et F, tout bimodule M € EbimodF induit une paire duali-
sante et symetrisable {M, Homk(M, k)}, voir le lemme 3.1.4 pour une demonstration detaillee de ce fait. 
Soit F un foncteur de A (ou de A°) vers Mod(k), nous disons que F est de dimension finie si F(X) est de 
dimension finie pour tout objet X dans A. On dit que A est Rom-jinie si le bifoncteur Horn = A(-, -) est de 
dimension finie sur k. 
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Definition 1.5.2. Supposons que A est une categorie k-lineaire ayant les proprietes suivantes : tout objet 
non-nul dans A est une somme directe (finie ou non) d'objets indecomposables, pour tout X G indA 
l'algebre quotient kx = A(X, X)/J(X, X) est un k-surcorps de dimension finie, et le bi-foncteur J^/J^ est 
aussi de dimension finie sur k. Alors le carquois module Q = QA associe a A possede une modulation 
symetrisable et est decrit comme suit : Q0 est identifie a ind A et a chaque point x G ind A est attachee 
une paire (k°, tx) ou k° est le k-surcorps oppose de kx et k^ —^—«-k est une forme trace non-degeneree. A 
. .d d* 
chaque paire x,y G ind.A, on associe la fleche valuee aXtV : x* "'x y>y telle que ^d^ = dimky(Irr(x, y)) 
et
 xd*y = dimiC;t(Irr(x, y)); la paire dualisante et symetrisable {xBy, xB*;xby,xb'y} correspondant a la 
fleche aXiV est alors donnee en posant : xBy = Ivr(x,y) vu comme k°-k°-bimodule, dont le dual peut 
etre choisi comme etant le k-dual
 XB* = Homk(Irr(x, y), k), les deux formes bilineaires non-degenerees 
x B y <8> XB* x y >kx et XB* 0 xBy x y >ky associees etant naturellement induites par les formes traces 
non-degenerees tx avec x decrivant Qo (voir le lemme 3.1.4). 
En particulier si A est une categorie de Krull-Schmidt Hom-finie, alors QA (habituellement appele car-
quois "module" d'Auslander-Reiten dans les categories de modules ou dans leurs categories derivees) est 
correctement defini et possede une modulation symetrisable. QA decrit alors les morphismes irreductibles 
dans A, ou un morphisme / : X *Y est irreductible si / n'est ni une section, ni une retraction et si de 
plus toute factorisation / = vu de / par deux morphismes u G A(X, Z) et v- G A(Z, Y) entraine que u est 
une section ou v est une retraction. 
Remarque 1.5.3. Si A est de Krull-Schmidt, alors un morphisme / dans A est irreductible si et seulement si 
sa classe / G Irr est non nulle. Pour tous X,Y'€ obj(.A), le ky-kx-bimodule Irr(X, Y) est alors appele le 
bimodule des morphismes irreductibles de X vers Y. 
1.6 Quelques generalites sur les morphismes minimaux dans les ca-
tegories additives 
Nous dirons qu'une categorie A (non necessairement de Krull-Schmidt) possede des decompositions 
directes maximales finies si pour tout objet X dans A il existe un entier mx > 0 tel que le nombre de 
termes dans toute decomposition de X en somme directe non triviale soit inferieur ou egale a mx (dans une 
decomposition non triviale on exige que tous les termes soient non-nuls). Les categories de Krull-Schmidt 
ainsi que les categories Hom-finies sont de bons exemples de categories possedant des decompositions 
directes maximales finies (.A est Hom-finie si chaque A(X, Y) est de longueur finie pour tout X, Y G 
obj(.A)). 
Definition 1.6.1. Soit / : X >Y un morphisme dans A. Alors / est dit minimal a droite s'il ne possede 
aucun facteur direct de la forme U >-0 avec U ^ 0. De meme, / est dit minimal a gauche s'il de ne 
possede aucun facteur direct de la forme 0 -U avec U ^ 0. 
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Le lerame suivant montre que pour une large classe de categories, chaque morphisme est une somme 
directe d'un morphisme minimal (a droite ou a gauche) et d'un morphisme de source ou de but nul. 
Lemme 1.6.1. Soit A une categorie additive arbitraire sur un anneau commutatif quelconque et possedant 
des decompositions directes maximales finies. Alors pour tout morphisme f : X -Y dans A, il existe 
deux decompositions X = X' @ X" et Y = Y\ © Y2 et un diagramme commutatif 
de telle sorte que f : X' -Y soit minimal a droite et f\ : X -Y\ minimal a gauche. 
Demonstration. Soit / : X -Y un morphisme dans A. Commencons par montrer qu'il existe une de-
composition de X = X' © X" pour laquelle / = [/' o] : X' © X" -Y avec / ' minimal a droite. Par 
hypothese sur A on pose mx comme etant la longueur maximale des decompositions en sommes directes 
non triviales de X. Si mx € {0,1}, alors X est indecomposable ou nul et / est necessairement mini-
mal a droite. Supposons que mx > 1 et que / n'est pas minimal a droite et le resultat vrai pour tout 
h £ A(X', Y) tel que mx> < rnx- II existe alors une decomposition non triviale X = X' © X" pour 
laquelle / = [h o] : X' © X" -Y, et la maximalite de mx montre que mx> < mx- Mais l'hypothese 
de recurrence montre que h se decompose en une somme directe d'un morphisme minimal a droite / ' et 
d'un morphisme de but nul, il s'ensuit que / ' est la composante minimale a droite cherchee pour / . Avec un 
argument semblable, / s'ecrit aussi comme une somme directe d'un morphisme minimal a gauche et d'un 
morphisme dont la source est nulle. D 
L'equivalence des enonces (1) et (4) dans la proposition qui suit montre que pour les categories de Krull-
Schmidt, la definition 1.6.1 des morphismes minimaux est equivalente a la version plus forte habituellement 
utilisee dans les categories de modules. 
Proposition 1.6.2. Soit f : X -Y un morphisme dans une categorie de Krull-Schmidt A. 
(a) Alors les assertions ci-apres sont equivalentes : 
(1) / est minimal a droite. 
(2) Toute section s : X' -X telle que fs = 0 doit etre nulle; etpour toute section s : X' -X, 
le morphisme fs est minimal a droite ainsi que toutfacteur direct de f. 
(3) Tout morphisme h : Z -X tel que fh = 0 doit etre radiciel. 
(4) Tout endomorphisme h : X -X tel que fh = h est un automorphisme. 
(b) De meme, les assertions ci-apres sont equivalentes : 
(1) / est minimal a gauche. 
(2) Toute retraction r :Y *Y" telle que rf = 0 doit etre nulle; et pour toute retraction 
r : Y -Y', le morphisme rf est minimal a gauche ainsi que toutfacteur direct de f. 
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(3) Tout morphisme h : Y *Z tel que hf = 0 doit etre radiciel. 
(4) Tout endomorphisme h : Y *Y tel que hf = h est un automorphisme. 
Demonstration. A etant de Krull-Schmidt on sait en vertu du lemme 1.5.1 que les sections et les injections 
canoniques coincident, et il est de meme des retractions et les projections canoniques; ainsi pour la preuve 
de proposition 1.6.2 on peut remplacer les termes sections et retractions par facteurs directs. On montrera 
seulement les equivalences du point (a) puisque le volet (b) est le dual de (a). 
Avec les observations precedentes, il est clair que le premier volet de l'enonce (2) est juste la definition 
d'un morphisme minimal a droite. II est aussi clair que la restriction d'un morphisme minimal a droite 
sur un facteur direct de sa source est encore minimal a droite. De plus, le fait que tout facteur direct d'un 
morphisme minimal a droite soit encore minimal a droite decoule evidement de l'observation suivante : tout 
morphisme de la forme [o] : X' *Y\ © Y2 est minimal a droite si et seulement si c'est le cas pour le 
morphisme X'—!t—• Y\. Ainsi (1) et (2) sont deux enonces equivalents. Supposons maintenant que l'enonce 
(2) soit vrai, et verifions que l'enonce (3) Test aussi. Pour cela, soit h dans A(Z, X) un morphisme tel 
que fh = 0, pour montrer que h est radiciel, prenons un facteur direct indecomposable Z\ de Z et posons 
h = [hi h2] : Z\® Z2 -X avec Z = Z\ © Z2 pour un certain supplement Z2 de Zy dans Z. Nous 
affirmons que h\ est radiciel. En effet, Zx etant un objet indecomposable d'une categorie de Krull-Schmidt, 
en vertu du lemme 1.5.2 il suffira de verifier que h\ n'est pas une section. Comme fh = 0, on a aussi 
fhi = 0 avec Z\ ^ 0; il suit alors de l'enonce (2) que h\ n'est pas une section, si bien que hx est radiciel. 
On deduit que toute restriction de h a un facteur direct indecomposable de Z est radiciel, ainsi h est aussi 
radiciel. Alors (2) implique bien (3). On suppose maintenant que l'enonce (3) est vrai, on veut verifier que 
(4) Test aussi. On prend pour cela h dans A(X, X) tel que fh = f, alors / ( I — h) = 0 et par hypothese le 
morphisme h = i — h doit etre radiciel. Mais en vertu de la definition du radical de la categorie A il vient 
que le morphisme h = 1 — h est un automorphisme. Done (3) implique bien (4). Supposant finalement que 
l'enonce (4) est vrai, pour montrer que / est minimal a droite, fixons arbitrairement un facteur direct X" de 
X tel que la restriction de / a X" s'annule. Sous forme matricielle on ecrit / = [/' o] : X' © X" *Y 
avec X = X' © X" pour un certain supplementaire X' de X" dans X. On doit montrer que X" = 0; pour 
cela, soit h= [ Y °] dans A(X' © X", X' © X"), on voit que fh = f. II decoule alors de (4) que h doit 
etre un automorphisme, si bien que le morphisme nul est un automorphisme de X", alors X" = 0. Ce qui 
montre que / est minimal a droite, et etablit la validite des equivalences des enonces du volet (a); celles de 
(b) s'etablissentpareillement. D 
Nous rassemblons dans la prochaine proposition quelques proprietes des morphismes irreductibles dont 
on aura besoin dans la suite. 
Proposition 1.6.3 ([7]). On suppose que A est une categorie de Krull-Schmidt. 
(1) Si f : X -E est un morphisme irreductible avec X indecomposable, alors il en est de meme de 
pf pour toute retraction p : E **Y. De meme si f : E *Z est irreductible avec Z indecom-
posable, alors il en est de meme de fq pour toute section q : Y1- *E. 
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(2) Soient X et Z deux objets indecomposables, Y\ et Y2 deux objets n'ayant au-
cun facteur direct commun. Alors un morphisme f= [v ] : X *Y± © Y2 est 
irreductible si et seulement si / i et f2 le sont. De meme, un morphisme 
g = [ 91 gi ] : Y\ ©' Y\ *Z est irreductible si et seulement si g\ et g2 le sont. 
r / i - i 
(3) Pour X, Y indecomposables, un morphisme f = : : X -Yn est irreductible si et seulement 
. L/„J 
si hi • • • i fn G J(-^) Y) et sont tels que les classes residuelles fi, • • •, fn £ Irr(X, Y) soient kY-
lineairement independanies. 
De meme, un morphisme g = [si •• • 9n ] : Yn *Z, avec Y, Z indecomposables, est irreductible si 
et seulement si gi,... ,gn £ J(Y, Z) et sont tels que les classes residuelles gi, • • • ,g~n £ I r r(^> Y) 
soient ky-lineairement independantes. 
(4) Si X et Y sont indecomposables tels que lrv(X, Y) ^ 0, alors les nombres a = dimkxIrr(X, Y) 
et b = diirikyIrr(X, Y) sont maximaux pour la propriete qu'il existe des morphismes irreductibles 
Xa -Y et X >Yb. D 
1.7 Quelques generalites sur les r-categories 
Les r-categories sont introduites par Iyama dans [41, §2], comme generalisation des categories ayant 
des suites semblables aux suites presque scindees que fournit la theorie classique d'Auslander-Reiten pour 
la categories de modules. Rump reprend l'etude des r-categories et definit aussi les r-anneaux dans [59, 
§1]. Pour la definition des r-categories, nous suivons essentiellement [59, §1]. II sera interessant de voir le 
lien entre les carquois modules (ou encore les morphismes irreductibles) d'une r-categorie A et les r-suites 
dans A, ces dernieres generalisent pour les categories de Krull-Schmidt arbitrages la notion bien connue de 
suites presque scindees des categories de modules. 
Soit (£) : X—-^»Z——-Y une suite de morphismes dans A, induisant les suites suivantes dans Ab pour 
chaque objet M dans A : 
(^i) : A(M, X)-^A(M, Z)^+A{M,Y), (6) : A(Y, M)^-*A{Z, M)-^A{X, M). 
Alors / est appele un pseudo-noyau de g si la suite (£i) est exacte dans .Ab; g est appele un pseudo-conoyau 
de / si la suite (£2) est exacte dans Ab. Nous dirons que (£) est pseudo-exacte dans A si f est un pseudo-
noyau de g tandis que g est un pseudo-conoyau de / , c'est-a-dire, si les suites (£1) et (£2) sont exactes dans 
.Ab. Remarquons que dans les categories abeliennes les pseudo-noyaux coincident avec les noyaux tandis 
que les pseudo-conoyaux coincident avec les conoyaux. 
Proposition 1.7.1. Soit X -Z—^—>Y une suite donnee dans une categorie de Krull-Schmidt A. 
(a) Supposons que g admet un pseudo-noyau f. 
> Alors, g est minimal a droite si et seulement si son pseudo-noyau f est radiciel. 
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> De plus, f est a isomorphisme pres I'unique pseudo-noyau de g si et seulement si f est aussi 
minimal a droite. Dans un tel cas on ecrit alors f = wker(g) et on I'appelle le pseudo-noyau de g. 
(b) Supposons que f admet un pseudo-conoyau g. 
> Alors, f est minimal a gauche si et seulement si son pseudo-conoyau g est radiciel. 
> De plus, g est a isomorphisme pres Vunique pseudo-conoyau de f si et seulement si g est aussi 
minimal a gauche. Dans un tel cas on ecrit alors g = wcoker(/) et on I'appelle le pseudo-conoyau 
def. 
Demonstration. L'enonce (b) etant le dual de (a), nous avons seulement besoin de prouver (a). 
Pour le premier volet de (a), supposons que / est un pseudo-noyau radiciel de g et verifions que g est 
minimal a droite. Notre hypothese montre alors que pour tout facteur direct de g de la forme Z"—-—-0, 
a" 
l'injection canonique Z"—-—>Z doit se factoriser par / , si bien que q" = fu pour un morphisme u dans 
A(Z", X). Or si p" designe la projection canonique de Z sur Z", alors on obtient que lz« = p"q" = p"'fu 
avec / radiciel, done \z" est aussi radiciel et cela entraine que \z" = 0 et Z" = 0. Done g est mi-
nimal a droite. Inversement, si g n'est pas minimal a droite, on voit clairement que / ne saurait etre 
radiciel. En effet, supposons que Z"—^—»0 est un facteur direct de g tel que Z" ^ 0; on pose alors 
Z = Z' © Z", f = [f,] : X *Z' © Z" et g = [g' o] : Z' © Z" +Y. On considere le morphisme 
v! = [{,'
 t°rii ] : X © Z"——*Z' © Z". Alors on a gv! = g'f = gf = 0 et comme / est un pseudo-noyau 
de g il vient que u se factorise par / , ainsi il existe u" = [ u' u" ] : X © Z" -X tel que u' = fu", si bien 
que 1Z" = f"u"\ et cette derniere egalite montre que / n'est pas radiciel. Nous avons done prouve que g est 
minimal a droite si et seulement si tout pseudo-noyau f de g est radiciel. 
Maintenant pour le second volet de (a), supposons que / : X -Z est un pseudo-noyau de g qui soit 
aussi minimal a droite. Soit done / ' : X' -Z un autre pseudo-noyau de g, alors les egalites g ° f = 
0 = g o / ' induisent l'existence de deux morphismes h : X' *X et h! : X -X' tels que / ' = fh 
et / = fh!. II vient que f(hh') — f si bien que par 1'equivalence (1) — (4) de la proposition 1.6.2-(a), le 
morphisme h est un isomorphisme dont l'inverse est forcement h!, induisant ainsi un isomorphisme entre 
/ et / ' . Inversement, supposons que / est 1'unique pseudo-noyau de g, et verifions que / est minimal a 
droite. Soit done X = X' © X" une decomposition de X telle qu'on ait une decomposition de / de la 
forme X = X' © X"——-Z, nous devons montrer que X" = 0. On voit clairement que comme / , le 
morphisme / ' est necessairement un autre pseudo-noyau de g, si bien que l'unicite de / entraine que l'objet 
X = X' © X" est isomorphe a X'. Or cela n'est possible dans une categorie de Krull-Schmidt que si 
X" = 0. On conclut que / est bien minimal a droite. Ce qui acheve la preuve de la proposition 1.7.1 • 
Definition 1.7.1. (a) Soit h € J (A, A') un morphisme radiciel. Alors, h est dit presque scinde a droite 
si la suite A(X, A) h" »3(X, A') -0 est exacte pour tout X € obj(.A); de merae h est dit presque 
scinde a gauche si la suite A(A', X) "h >J(A, X) *0 est exacte pour tout X G ob](A). 
(b) Soit (£) : X—^—-Z—9—*Y une suite dans A telle que / 'et g soient radiciels : / , g € J = JA. 
> (£) est appelee une r-suite a droite pour Y si / est presque scinde a gauche, g est presque scinde a 
droite et / = wker(g). Si de plus / est un monomorphisme (si bien que / = ker(<ji)), alors on dit que 
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(£) est une r-suite a droite stride ou encore une suite presque scindee a droite pour Y. 
> (£) est appelee une r-suite a gauche pour X si / est presque scinde a gauche, g est presque scinde a 
droite et g = wcoker(/). Si de plus g est un epimorphisme (si bien que g = coker(/)), on dit que (£) 
est une r-suite a gauche stride ou encore une suite presque scindee a gauche pour X. 
> Une r-suite est une suite qui est a la fois une r-suite a droite et a gauche, et elle sera stride si elle Test 
a droite et a gauche. Ainsi une r-suite stride est tout simplement une suite presque scindee (exacte 
courte). 
(c) La categorie A est appelee une r-categorie (stricte) si chaque objet M dans A possede une T-suite 
a droite (stricte) et une r-suite a gauche (stricte). 
Avec la proposition 1.7.1 on sait qu' a un isomorphisme pres, chaque morphisme dans A admet au plus un 
pseudo-noyau minimal a droite et au plus un pseudo-conoyau minimal a gauche. Ainsi pour vine r-categorie 
A, chaque objet X possede une unique r-suite a droite notee ££ : rX "x >6X ^x >X et une unique r-
suite a gauche notee £j^  : X—x-*'d~X x >r~X. X est dit r-projectif si rX = 0; X est dit r-injectif si 
r~X = 0. ind+yi designe l'ensemble des objets indecomposables r-projectif et ind~ A celui des objets 
indecomposables r-injectifs. Notons que X € obj(^l) est r-projectif (respectivement, r-injectif) si et seule-
ment si X est projectif (respectivement injectif) au sens usuel. On pose ensuite indnp A = ind./U(ind+ A) 
l'ensemble des objets indecomposables non-projectifs, et ind"'.A = indi/U(ind+./l) l'ensemble des objets 
indecomposables non-injectifs. 
On deduit aisement les observations suivantes : 
Proposition 1.7.2. Soit £ : X >Z——*Y une r-suite dans une categorie de Krull-Schmidt A. Alors f est 
nul si et seulement si c'est le cas pour g; f et g sont tous deux a la fois minimaux a gauche et a droite. En 
particulier si A est abelienne, alors £ est une r-suite stricte. 
Demonstration. Le premier volet suit trivialement de la proposition 1.7.1 et de la definition 1.7.1. 
Maintenant supposons que A soit abelienne et montrons que ker(/) = 0. Considerons la factorisation 
canonique de / donnee par le diagramme commutatif suivant dans lequel j ' va etre construit: 
/ 
0 •ker(/)c "X- *Z -coker(/) -0 
I - < . . J J 
Coim(/)—^-*Im(/) 
/ 
On sait que ker(/) = ker(p). On a 0 = gf = gjfp et fp est un epimorphisme puisque p en est un, il vient 
que gj = 0 et comme / = wker(#), j se factorise par / , si bien que j = ff pour un certain j ' . On obtient 
done / = fj'fp et comme par definition / = wker(g) est en vertu du corollaire 1.7.1 minimal a droite on 
obtient que j'fp est un isomorphisme, il en resulte que ker(p) = 0 si bien que / est un monomorphisme. De 
raerae on obtient que g est un epimorphisme. D 
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Theoreme 1.7.3 ([41, 2.3]). Pour tous objets X,X' dans une T-categorie A, on a les egalites suivantes : 
£x®xr = £x ® £x> et £x®x' = £x ® ix1 et> X est indecomposable si et seulement si le complexe ££. 
est indecomposable, si et seulement si £% est indecomposable. De plus, pour tous X € ind./U(ind+.A) et 
Y € ind./U(ind"./l) on a : £ x = t;~x et £y — C - y ^ar consequent, r induit une paire de bijections 
mutuellement inverses inHnp.4~ 'inHm.fl entre objets indecomposables non-projectifs et objets inde-
composables non-injectifs. • ' D 
Comme consequence immediate du theoreme precedent, on obtient que pour X € indnpyi et Y G 
indni A, £x e t £Y s o n t e n ^ ^ ^ e s ''"-suites. On obtient aussi que pour une T-categorie A, QA possede une 
structure de carquois module, a translation ([40]). Nous voulons a present souligner que la connaissance 
des morphismes presque scindes permet de construire QA comme le montre le resultat ci-dessous dont la 
preuve est comme dans [56] ou suivant les lignes de [4] moyennant quelques legeres modifications. Ici, par 
morphisme minimal presque scinde a gauche on entend un morphisme minimal a gauche et presque scinde 
a gauche. La notion duale de morphisme minimal presque scinde a droite est definie pareillement. 
Theoreme 1.7.4. Soit A une categorie de Krull-Schmidt, X et Z deux objets indecomposables tels qu'il 
existe un morphisme minimal presque scinde a gauche <p : X *&~X et un morphisme minimal presque 
scinde a droite ip : "dZ *Z. 
(1) Alors, if est irreductible etpour chaque objet Y G ind.A la multiplicite de Y dans la decomposition 
de d~X enfacteurs directs indecomposables est egale a dimkyIrr(X, Y). 
(2) De meme ij} est irreductible et pour chaque objet Y € ind A la multiplicite de Y dans la decompo-
sition de $Z enfacteurs directs indecomposables est egale a dimkYIrr(Y, Z). D 
1.8 Quelques generalites sur les categories triangulees et les catego-
ries de Calabi-Yau 
1.8.1 Definition et quelques proprietes elementaires des categories triangulees 
Soit Tune (petite) categorie additive munie d'une auto-equivalence T——*T, on ecrit :X[l] = [1] (X), 
pour d € Z, [d] — ([l])d designe la deme puissance de [1]. Nous suivons Amnon Neeman dans [55, chp.l] 
pour la definition des categories triangulees. 
Un triangle eligible (relativement a [1]) dans T est un diagramme de la forme X—^-»F—^»Z w >X [1] 
qu'on representera aussi par un sextuplet (X, Y, Z, u, v, w). 
Pour deux triangles eligibles (X, Y, Z, u, v, w) et (X', Y', Z', it', v', w') un morphisme du premier vers le 
second est la donnee d'un triplet (/, g, h) de trois morphismes / € T(X, X'), g € T(Y, Y') et h € T(X, Z') 
tels que le diagramme suivant soit commutatif. 
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X-!L^Y-^Z-^X[1] 
• f\ 9\ h\ | /[1] 
X' -Y' *Z' -X'[l] 
u' v' w' 
Etant donne un morphisme de triangles eligibles <f> = (/, g, h) comme ci-dessus, on peut former un nouveau 
triangle eligible 
Y © X' [g "'J..Z © y'-^-^A-fl] © Z'L /[1] w'iY[l].© X'[ l] ; 
ce nouveau triangle eligible est appele le cone du morphisme de triangles eligibles 0. 
On considere 1'ensemble A de tous les triangles eligibles dans T. 
Definition 1.8.1. Une categoriepre-triangulee est une categorie k-lineaire T munie d'une auto-equivalence 
T—-^—*1~ (appelee foncteur de translation ou encore de suspension) et d'une sous-classe A c A de tri-
angles eligibles (par rapport a [1]) nommes alors triangles, telles que les axiomes suivants soient satisfaits : 
TrO : L'ensemble A des triangles est stable par isomorphisme; chaque objet X induit un triangle de la 
forme X—^X *0 *X [1]. 
Trl : Chaque morphisme X—^-—Y est base d'un triangle : X——-Y >Z *-X"[l]-
Tr2 : Soient X—ss—y—s—Z—=2-X[l] et X-=^Y^^Z^^X[1] deux triangles eligibles, si l'un est 
un triangle alors il en est de meme de 1'autre. 




U V W 
ou les lignes sont des triangles, il existe un morphisme h : Y *Y' (non necessairement unique) comple-
tant la paire (/, g) en un morphisme de triangles (/, g,h). 
Si de plus l'axiome TV4' ci-apres est verifie, alors T sera dite triangulee. 
Tr4' : Avec les notations de 7V3, le cone 
Y © X' [ 9 u'1 >Z © Y' U V,1.X[1] © Z'[ f[1] w'iY[l] © X'[l] 
de tout morphisme de triangles est encore un triangle. 
De facon equivalente (sous reserve que les axiomes Trl — Tr3 sont deja satisfaits), l'axiome Tr4' peut 
etre remplace par l'axiome suivant: 
Tr4 (Axiome de l'octaedre). : Soient X^^Y^^Z *X\\\, Y-^-Y' »X'-^Y[l] et 
X v'v >Y'—^—Z'—^—^X[l] trois triangles de bases respectives u, v et vu. Alors il existe deux morphismes 
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X X -Y : -Z "X 
v\ h\ 




X' = X' W >Y[1] 
w 
dans lequel la troisieme colonne est aussi un triangle. 
Signalons que dans une categorie (pre-)triangulee, la composition deux morphismes consecutifs d'un 
triangle est toujours nulle. La categorie opposee T° de toute categorie (pre-)triangulee est encore (pre-
)triangulee. Signalons qu'une sous-categorie triangulee d'une categorie triangulee T est une sous-categorie 
pleine <S de T telle que pour tout triangle (X, Y,Z,u,v,w) avec X, Z E S, le cone Y de ce triangle est 
isomorphe a un objet de <S (ainsi comme on le remarque un plus bas, S contient un triangle isomorphe 
dans T au triangle (X, Y, Z, u, v, w)). Alors la sous-categorie triangulee engendree par une sous-classe 
X c obj (T) est par definition la plus petite sous-categorie pleine triangulee tria(X) = (X) de T contenant 
X et stable pour les isomorphismes. 
Les categories derivees des categories abeliennes, les categories stables des categories de Frobenius 
[45, 35] ainsi que les categories amassees qu'on rericontrera dans la section 1.10 sont des exemples de 
categories triangulees. La reference [55] rassemble de ires nombreuses proprietes des categories triangulees, 
pour l'instant nous ne citerons que trois proprietes elementaires les plus utilisees dans ce travail. Pour la suite 
on suppose que T est une categorie triangulee. 
A etant une categorie abelienne, on rappelle qu'un foncteur H : T -A est 
dit homologique si pour chaque triangle X—VL-*Y—v-^-Z w >X[1] la suite induite 
HX Fu >HF Uv >B.Z est exacte; si bien qu'en vertu de 1'axiome Tr2, on a une suite exacte longue 
suivante dans laquelle on pose H" = H o [n] pour tout n € Z : 
E-1Z H- 1 m > I L y_H^ H y^£^ H Z _Ht ! ^ H l j y_Hiu > H l y 
Un foncteur homologique H' : T° '-+A pour T° est dit co-homologique pour T. 
Proposition 1.8.1. Pour chaque objet X dans T, le foncteur representable T(X, -) est homologique, tandis 
que le foncteur representable contravariant T(-, X) est co-homologique. En particulier tout triangle dans 
T est toujours exact. 
Lemme 1.8.2. Les assertions suivantes sont valides dans T. 
(a) Un triangle X—^-*Y——-Z w >X[1] scinde si et seulement si w = 0, si et seulement si v est une 
retraction, si et seulement si u est une section. 
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(b) Lefoncteur de translation preserve les produits et les coproduits (sommes directes) arbitraires. La 
somme directe et le produit d'unefamille quelconque de triangles sont encore des triangles. 
(c) On suppose que le diagramme suivant est un morphisme de triangles et H est unfoncteur homolo-
gique ou co-homologique. 
f\ 9\ h\ | / [1] 
X' *Y' -Z' »X'[1] 
v! v' w' 
Pour chaque entier n G Z, si H™/ et ¥Lng sont des isomorphismes, alors il en est de meme de ¥Lnh. En 
particulier si H / et Hg sont des isomorphismes, alors H/i Vest aussi. 
Par consequent, si deux des trois morphismes f,geth sont des isomorphismes alors le troisieme Vest 
aussi. 
Demonstration. Le volet (a) suit du fait que le foncteur de translation [1] etant une auto-equivalence admet 
le foncteur [—1] comme adjoint a la fois a gauche et a droite, si bien qu'il preserve a la fois les produits et 
les sommes directes arbitraires. Le premier volet du point (c) suit du lemme des cinq dans les categories 
abeliennes, tandis les autres volets restants du lemme suivent directement de ce qui precede, de la proposi-
tion 1.8.1 et de l'application des axiomes Trl, 7V2 et Tr3. • 
Groupe de Grothendieck d'une categorie triangulee ou exacte 
On suppose que T est essentiellement petite si bien que le squelette de obj (T) est un ensemble. Alors on 
definit Z(T) comme etant le groupe abelien libre sur l'ensemble des classes d'isomorphismes d'objets de 
T, on note [X] la classe d'un objet X de T. Si T est triangulee, on definit le sous-groupe T(T) C T comme 
etant le sous-groupe engendre par les expressions de la forme [Y] - [X] - [Z] ou X -*Y >Z -X[i\ 
est un triangle. De meme si T est une categorie exacte (T est additive et munie d'une structure exacte 
£ laquelle consiste en une famille de suites exactes courtes dans A assujettie a des axiomes de Quillen 
[14,45]), alors le sous-groupe T(T) est defini pareillement en remplacant les triangles par des suites exactes 
courtes X> >Y **Z dans S. Alors le groupe de Grothendieck de T est par definition le groupe quotient 
K0(T) = Z(T)/T(T), on a done en particulier defini le groupe de Grothendieck de toute categorie abelienne. 
1.8.2 Foncteur de Serre et condition de Calabi-Yau 
Rappelons qu'une k-categorie A est dite Hom-finie si pour tous objets X et Y dans A, le k-
espace vectoriel A(X, Y) est de dimension finie. • Soient T et T ' deux categories triangulees (dont les 
foncteurs de translation sont indifferemment notes [1]); un foncteur exact ou encore triangule de T 
vers T ' est une paire (F, a) formee d'un foncteur k-lineaire F : T *-T' et d'un isomorphisme de 
F o [1]—s—»-[l] o F telle que pour tout triangle (X, Y, Z, u, v, w) dans T, la suite suivante est un triangle 
dans V : FX^^FY-^^FZ^^FX[1}. La composition de deux foncteurs triangules (F, o) et (G, 7) 
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(avec F et G composables) est encore un foncteur triangule et donne par la paire (GF, 7(F) o G(a)). La 
paire (I7-, l[ij) est le foncteur triangule identite de T. L'axiome Tr2 montre que la paire ([1], — Ipj) est aussi 
un foncteur triangule, si bien que le foncteur [2] induit le foncteur triangule ([2], l[3j). 
Notons que chaque morphisme / : X -X' dans T induit un morphisme de foncteurs (transformation 
naturelle) /* := T(-, / ) = / o (-) : T(-, X)- >T(-, X') donne comme suit : pour tous Y G obj(T) et 
u G T{Y,X) on a (/,)y(u) = T(Y, f)(u) = f o u. Soient donnes quatre foncteurs F G Fonct(A,B), 
G,G' G Fonct(B,C) et H G Fonct(C, V) et soit a G Hom(G,G') un morphisme fonctoriel. Rappelons 
qu'on a des morphismes fonctoriels a o F G Hom(GrF, G'F) et / / o a G Hom(i7G, ifG') donnes par : 
(a o F)x •= <*FX • GFX -G'FX et (H o a ) r := ff(ay) : FGY »HG'Y avec X G obj(A) et 
F G obj(fi). Dans la definition 1.8.2 ci-apres, D = T(-,k) = Honik(-,k) designe la k-dualite standard et 
le morphisme D[l] designe le dual du morphisme [1] : Morph(T) •mod(k), si bien que pour chaque 
paire d'objets X,Y G obj(T) la restriction D[l] : DT{X[1},Y[1}) *DT(X,Y) envoie chaque £ G 
DT(X[1], y[1]) sur £ o [1] avec (^  o [l])(u) = ^(u[l]) pour tout u G T(X, V). 
Definition 1.8.2 ([49]). Soit T une k-categorie triangulee Hom-finie, avec les notations precedentes. 
> Un foncteur de Serre a droite pour T est un foncteur triangule (v, a) : T *T muni d'une famille 
d'isomorphismes de foncteurs i\ : T(-,uX)—^—DT(X, -) appeles traces (avec X G obj(T)) et 
possedant la propriete que la trace t = {ix)x s ° i e n t fonctorielle et satisfait a la condition suivante de 
compatibilite : 
ix o [-1] o (ax\ = -(D[l]) o (tx[1] o [1]). 
c Un foncteur de Serre pour T est un foncteur de Serre a droite pour T qui est aussi une auto-equivalence 
de T. Dans ce cas on dit aussi que T admet la dualite de Serre. 
Notons qu'un foncteur de Serre pour T peut aussi etre defini comme un foncteur de Serre a gauche pour 
T qui est en plus une auto-equivalence de T. On sait que si T admet un foncteur de Serre u, alors ce dernier 
est unique a isomorphisrrie pres, et dans ce cas, T admet aussi des triangles presque scindes, ou un triangle 
X -Y *Z *^[1] est presque scinde si la suite X *Y *Z est une suite presque scindee ou 
encore une r-suite suivant la definition 1.7.1-(b). Par analogie a la theorie d'Auslander-Reiten dans les 
categories de modules, la translation d'Auslander-Reiten correspondant au foncteur de Serre T—^—*T est 
le foncteur T T~vo[~ ,T, si bien que v = r[l]. En particulier T est une r-categorie et chaque triangle 
presque scinde est de la forme TX——*Y—2-+X—^—*vX = (TX)[1\. Par exemple, les categories derivees 
des categories de modules sur des algebres hereditaires de dimension finie possedent la dualite de Serre. 
D'autres exemples de categories ayant la dualite de Serre sont fournis par la proposition 1.8.3 ci-apres. 
T est localement finie si pour chaque X G indT le nombre d'isoclasses (classes d'isomorphismes) 
d'objets Y G ind T tel que T(X, Y) ^ 0 est fini, ou de fa?on equivalente pour tout X G ind T le nombre 
d'isoclasses d'objets Y G ind T tel que T(Y, X) ^ 0 est fini. 
Proposition 1.8.3 ([1, 2.1]). Si T est une categorie de Krull-Schmidt triangulee et localement finie alors T 
possede un foncteur de Serre et done des triangles presque scindes. • 
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De meme si A est une categorie abelienne (ou exacte), on dira que A satisfait a la dualite de Serre 
faible s'il existe un foncteur A I—*A tel que pour tous objets X, Y dans A, on a des isomorphismes 
DExt^(X, Y)—:^-»Hom^(y, TX), fonctoriels en X et en Y. Soient Anp la sous-categorie pleine de A 
formee des objets n'ayant aucun facteur direct projectif, et An\ la sous-categorie pleine de A formee des 
objets n'ayant aucun facteur direct injectif. Si en plus r induit une equivalence Anp—t—•Ani on dira que A 
satisfait a la quasi-dualite de Serre. Et dans le cas ou r est une equivalence sur A, on dit que A satisfait a la 
dualite de Serre. Supposons que A satisfait a la quasi-dualite de Serre et soit Ani—r—-Anp la quasi-inverse 
de r. Alors, un objet P G A est projectif si et seulement si TP = 0, et un objet I £ A est injectif si et 
seulement si T~I = 0. Comme plus haut, A admet des suites presque scindees et r agit comme la translation 
d'Auslander-Reiten. Les exemples classiques de categories abeliennes possedant la quasi-dualite de Serre 
sont fournis par les categories de modules sur des algebres de dimension finie (ou plus generalement sur des 
algebres d'Artin). 
En presence de la dualite de Serre on peut alors defmir les conditions de Calabi-Yau. 
Definition 1.8.3. Soit T une categorie triangulee Hom-finie de foncteur de translation note [1]. 
> La categorie T est dite faiblement d-Calabi-Yau pour un entier d £ ZsiT admet un foncteur de Serre 
(u, a) tel qu'il existe un isomorphisme de foncteur v—-—-[d] entre v et la efeme puissance du foncteur 
de translation de T 
> T est dite d-Calabi-Yau si la paire ([1], — l[2])d = ([^]i (—)dl[d+i]) est un foncteur de Serre pour 
T, si bien qu'il existe une famille t = (tx) de traces, ou la trace en chaque X € obj(T) est un 
isomorphisme de foncteurs tx • T(-, vX)—^—-DT(X, -), telle que la famille t soit fonctorielle (en 
X) et satisfait a la condition suivante de compatibilite : 
( - 1 ) ^ o. [-1]^ o (ax)+ = -(D[l]) o (tx[1] o [1]). 
Les conditions de Calabi-Yau se traduisent en termes de formes traces comme suit: 
Proposition 1.8.4 ([49, Prop 2.2]). On suppose que T admet un foncteur de Serre. 
(a) T est faiblement d-Calabi-Yau si et seulement si il existe une famille de formes lineaires 
tx '. T(X, X [d]) *k, X G T, telle que pour tous objets X et Y, la forme bilineaire induite 
T(Y, X[d\) (g> T(X, Y) »k, / ® § *(/ ® g) = tx{f ° g) soit non-degeneree et pour tous 
morphismes X—-—-Y et Y—-—-X[d] dans Ton ait, tx(f ° g) = ty((<7[d]) o / ) . 
(b) T est d-Calabi-Yau si et seulement si il existe une famille de formes lineaires 
tx '• T(X, X[d]) >-k, X € T, satisfaisant aux conditions du point (a) et telle qu'en 
plus, pour tous morphismes X—-—-Y\p] et Y *X[q] dans T avec p + q = d, on ait 
tx((f\p])og) = (-irtY((g[q})of). 
§oit C une categorie exacte (munie implicitement d'une structure exacte £). 
Definition 1.8.4. Une categorie exacte C est dite stablement d-Calabi-Yau si C est de Frobenius et sa cate-
gorie stable C_, qui est triangulee d'apres [35, 45], est Hom-finie d-Calabi-Yau. 
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On rappelle qu'une categorie exacte C estde Frobenius si C possede assez de projectifs et assez d'injectifs 
et si de plus les projectifs et les injectifs coincident [35, 45, i 4] ; par ailleurs une categorie exacte C possede 
assez de projectifs si pour tout objet X dans C, il existe une suite exacte courte Y> *P **X (dans la 
structure exacte £ de C) avec P projectif; la propriete d'avoir assez d'injectifs se deflnit de facon duale. 
1.9 Quelques generalites sur les categories derivees 
Dans cette section nous verrons que les categories derivees sont d'autres exemples classiques de catego-
ries triangulees, possedant dans certains cas la dualite de Serre et done des triangles presque scindes. On ne 
mentionnera que la construction des categories derivees associees aux categories abeliennes, le cas encore 
plus general des categories exactes est traite par Keller [45], pour un survol des categories exactes on peut 
aussi se referer a Buhler [ 14]. 
1.9.1 Definitions et quelques proprietes 
Soit A une categorie additive. Alors un complexe (X, d) dans A est une suite 
Xp^+Xp+l p £ Z, telle que dp o dP'1 = Opourtoutp <E Z. 
d est alors appelee la differentielle du complexe. Si A admet aussi des sommes directes indexees sur Z, alors 
un complexe dans A est un objet differentiel gradue dans A qui consiste en un objet Z-gradue X — ®XP 
muni d'un morphisme gradue de degre l,d = (dp), tel que d2 = 0. Un morphisme d'un complexe (X, d) vers 
un complexe (Y, 5) est un morphisme gradue / = (/p) de degre 0 (fp G A(XP, Yp)) tel que fp+1dp = 6pfp 
pour tout p g Z : autrement dit / complete les deux complexes X et Y en un diagramme commutatif dans 
A. On note CA la categorie des complexes dans A et des morphismes de complexes. Chaque objet X dans A 
induit dans CA un complexe concentre en degre zero (X° = X et pour tout p =£ 0 on a Xp = 0, et dx = 0); 
A peut alors etre vue comme une sous-categorie pleine de CA. Le translate d'un complexe X = (X, d) est 
le complexe X[l] tel que (X[l])p = Xp+1 et dont la differentielle est donnee par — d. On obtient ainsi un 
automorphisme [1] : CA—^^CA appele foncteur de translation. Pour chaque n € X, on posera [n] = ([1])" 
et X[n] = ([l])n(X), la differentielle du niime translate X[n] de X est donnee par dX[n] = {~l)ndX- Pour un 
morphisme de complexes X—-—*Y, le cone de / est le complexe cone(/) tel que cone(/)p = Xp+1 © Yp 
et la differentielle df : X *Y est donnee par : 
*, = Yfl\ 
Supposons que A est abelien. Alors l'homologie de A est le foncteur H : CA *CA tel que pour 
chaque complexe X de differentielle d, h\X est le complexe de differentielle nulle et dont lapieme composante 
est donnee par WX = ker dp/lm dp~l. Pour chaque p 6 Z le foncteur W est appele la plbme homologie de A. 
Un morphisme de complexes / € CA(X, Y) est appele un quasi-isomorphisme si le morphisme H/, induit 
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en homologie est un isomorphisme. / £ CA(X, Y) est d'homotopie nulle (ou encore homotope a zero) s'il 
existe un morphisme d'objet gradues de degre — 1, 
r = (zp)pez : X *Y avec zp : Xp »Yp-\tel que fp = < _ 1 o r" + rp+1 o cPx. 
On obtient ainsi un ideal de CA forme des morphismes de complexes d'homotopie nulle; la categorie 
d'homotopie HA ( encore appelee categorie des complexes dans A a homotopie pres) est alors le quo-
tient de CA par l'ideal des morphismes de complexes d'homotopie nulle : ainsi ob](HA) = obj(CA), 
tandis que HA(X, Y) est la classe des morphismes de complexes modulo les morphismes d'homoto-
pie nulle. Notons que le foncteur d'homologie H : CA *CA induit un autre foncteur de meme nom 
H : 'HA >CA, et un quasi-isomorphisme dans HA est de meme defini comme un morphisme / dans 
HA tel que H(/) est un isomorphisme. Le foncteur de translation de CA induit egalement pour HA un 
foncteur de translation de meme nom [1] : HA—^^-HA. On voit que pour chaque / € CA(X, Y), l'objet 
gradue sous-jacent de cone(/) est donne par X[l] ® Y et on a deux morphismes canoniques de complexes 
F ^dl l c o n e( / )^ l i l lx [ l ] 
Fait 1.1. > HA est une categorie triangulee, de foncteur de translation [1]. Par definition chaque triangle 
de HA est isomorphe a un triangle de la forme X——*Y—^-»Z——-X\\\, dit standard et ou f est un 
morphisme de complexes et h et 5 sont canoniques comme ci-dessus. 
> Pour chaque p G Z, le p'eme foncteur d'homologie Hp : HA -A est co-homologique. 
Pour deux categories additives B et C, posons Fonct(5,C) la categorie des foncteurs de B vers C; 
FonctqjS(£A,C) designe la sous-categorie pleine de Fonct(d/liC) formee des foncteurs faisant de chaque 
quasi-isomorphisme un isomorphisme dans C. La categorie derivee VA de A s'obtient en inversant for-
mellement les quasi-isomorphismes dans CA. Ainsi VA est par definition la localisation de CA suivant la 
classes des quasi-isomorphismes : obj (VA) = obj (CA) et VA satisfait a la propriete universelle suivante : 
il existe un foncteur canonique q : CA -VA (qui est une identite sur les objets) envoyant les quasi-
isomorphismes sur les isomorphes et qui est universel pour cette propriete, si bien que q induit pour chaque 
categorie additive B un isomorphisme de categories de foncteurs 
Fonct(X>yi,i3)^^-FonctqiS(C^l,5),F i • q o F. 
La definition precedente met en evidence la propriete universelle des categories derivees. VA peut done 
etre obtenue en ajoutant simplement des inverses formels pour tous les quasi-isomorphismes, si bien qu'un 
morphisme dans VA serait toute expression de la forme s\ o /j o • • • sn o fn ou les / , sont des morphismes 
de complexes et les st sont des quasi-isomorphismes dans CA. Mais pour travailler avec une telle expression 
on a besoin de trouver une sorte de denominateur commun, autrement dit, faire un "calcul de fractions". 
Pour cela une autre construction de VA fait appel a la localisation de la categorie triangulee HA suivant 
un systeme multiplicatif tel qu'observe par Verdier. Nous referons a [55] pour la localisation des categories 
triangulees. Selon le lemme 1.9.1 ci-apres l'ensemble qis des quasi-isomorphismes dans HA est un systeme 
multiplicatif dans la categorie triangulee HA, (voir par exemple [48, 2.2]). 
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Lemme 1.9.1. (a) Les identites sont des quasi-isomorphismes et toute composition de quasi-
isomorphismes est un quasi-isomorphisme. 
(b) Chaque diagramme X—!—+Y'+-^—Y (respectivement, X-^-1—X'——>Y) dans T-LA, ou s (respec-
tivement, s') est un quasi-isomorphisme, peut etre complete en un carre commutatif dans TiA ou s' 
(respectivement, s) est encore un quasi-isomorphisme. 
f X'-—+Y 
A V 
(c) Soit f un morphisme dans T-LA. Alors, il existe un quasi-isomorphisme s tel que sf — 0 dans %A si 
et seulement s 'il existe un quasi-isomorphisme t tel que ft = 0 dans HA. 
La categorie derivee de A est alors de fa?on equivalente definie comme la localisation ou encore 
la categorie des fractions (7£A)qis_1 de la categorie d'homotopie T-LA suivant la classe qis des quasi-
isomorphismes dans T-LA. Nous donnons quelques elements de la construction des morphismes dans 
la categorie derivee. Pour chaque paire X,Y G obj(%A) on considere dans T-LA la classe M.xy de 
tous les diagrammes de la forme (f,Y',s) : X—?—*Y'->—-—Y oil s est un quasi-isomorphisme, et pose 
M = U MX.Y- Un morphisme d'un diagramme (/, Y', s) : X >Y'*-^—Y vers un diagramme 
X,Y£obj(HA) 
(/', Y", s') : X-^-~Y"^—Y est la donnee d'un morphisme (j> € TiA(Y', Y") tel que le diagramme sui-
vant commute: 
La composition des morphismes de diagrammes dans M est clairement un morphisme de diagrammes. On 
considere la relation d'equivalence ~ induite par les morphismes de diagrammes dans M comme suit : 
pour deux diagrammes (/, Y', s) et (/', Y", s') dans MX,Y> (/' s) — (/''s>) s'^ ex i s t e u n a u t r e diagramme 
(h, Z, t) G MX,Y et deux morphismes (/, Y', s)—E—-(h, Z, t) et (/', Y", s')—^—(/i, Z, t), autrement dit, 
il existe un diagramme commutatif comme suit: 
Retenons que obj(P.A) = obj('H.A) = obj(CA) et pour deux complexes X et Y, 
VA(X, Y) := TiA(X, K)/~ est constitue des fractions s~v-f definies comme classes d'equivalences des dia-
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grammes X—i-»y'<-^—Y dans M., suivant la relation d'equivalence ~ induite par les morphismes de dia-
grammes. La composition de deux fractions s - 1 - / : X——-Y'->—-—Y et t~x-g : Y—^—Z'«—-—Z est definie 
par la classe (t~x-g) o (s~x-f) = ({s't)~x-g''/) ou s' G qis et g' sont construits en utilisant le lemme 1.9.1-(b) 
comme le montre le diagramme ci-apres : 
Notons que si X est un complexe exact alors dans VA on a X = 0, car B.X = 0 si bien que le morphisme 
nul est un quasi-automorphisme de X et done un automorphisme de X dans VA. Ainsi, la structure de VA 
mesure en quelque sorte l'homologie de chaque complexe dans CA. 
On s'interesse beaucoup plus non pas a VA tout entier, mais a une sous-categorie triangulee DM. de 
VA formee de complexes homologiquement bornes. Un complexe X est dit borne (respectivement, homo-
logiquement borne) si pour un certain n G N on a Xp = 0 (respectivement WX = 0) pour tout p tel que 
\p\ > n. X est dit borne a gauche (ou a droite respectivement) s'il existe nf G Z tel que Xp = 0 pour tout 
p < 0 (ou pour tout p > 0 respectivement). Les notations T-LbA, H~A et %+A designent respectivement 
les categories d'homotopie des complexes bornes, des complexes bornes a droite et des complexes bornes 
a gauche. Par definition V~A est la categorie derivee des complexes homologiquement bornes a droite, il 
s'agit des complexes X tels qu'il existe u n n € N avec WX = 0 pour tout p > n. De fa?on duale on a la 
categorie derivee V+A des complexes homologiquement bornes a gauche. 
Fait 1.2. VA est une categorie triangulee (necessairement additive), defoncteurde translation [1] induitpar 
celui de HA. Pour chaque symbole o € {b, —, +}, la categorie derivee V°A coincide avec la localisation 
de la categorie d'homotopie WA relativement a la classe de quasi-isomorphismes de WA, et V°A est une 
sous-categorie triangulee de VA. 
Groupes d 'extension et morphismes dans VA 
Un objet P dans A est projectif si tout epimorphisme X—'—**Y dans A induit une suite exacte 
A(P, X)^^A{P, Y) *0 dans Ab. De meme un objet / dans A est injectif si tout monomorphisme 
X> m >Y dans A induit une suite exacte A(Y, I) "m *A{X, I)-—-0 dans Ab. Ainsi une resolution projec-
tive d'un objet X G obj(.A) est un complexe descendant 
P : P2-^-Pi-^-'Po-^'X -0, exact et tel que chaque P{ soit projectif pour i e N . 
De meme une resolution injective de Y est un complexe 
/ : 0 *Y d >/Q d *h d *h , exact et tel que chaque Ii soit injectif pour i G N. 
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Soit n € N fixe. On sait que si A admet assez d'injectifs, alors chaque objet dans A admet une resolution 
injective et le foncteur Ext^(X, -) : A <-A est par definition le nieme foncteur derive a droite du foncteur 
Hom^(X, -) et dans ce cas Ext^(X, Y) coincide avec le nl6me objet d'homologie Wl{A{X, IY)) ou /es t une 
resolution injective de Y comme plus haut et A(X, IY) est le complexe 
0 »A(X, I°)-^*A{X, P)-^*A(X, I2) 
De meme si A admet assez de projectifs, alors tout objet dans A admet une resolution projective et le 
foncteur Ext^(-, Y) : A— -A est par definition le nieme foncteur derive a gauche du foncteur Honiyi(-, Y) 
et dans ce cas Ext^(X, Y) coincide avec le nl6me objet d'homologie Rn(A(Px, Y)) ou P est une resolution 
projective de X comme plus haut et A(Px, Y) est le complexe 
0 >A(P0, Y)-2±~A{P1,Yy^A(P2, Y) 
De facon generate, on a une autre interpretation des bifoncteurs Ext^(-, -) en termes de suites exactes, voir 
par exemple [39, III; IV : §9] sur les extensions de Yoneda et la composition de deux extensions. On pose 
Ext^(-, -) = 0 pour tout k < 0 (ceci est compatible avec ce qui precede), et pour X, Y € obj(.A) on sait 
qu'on peut regarder Ext^(X, Y) comme l'ensemble quotient des suites exactes (n-extensions) de la forme 
£X,Y • 0 »Y^-*Z~n >Z~l >X •O, 
modulo la relation d'equivalence definie comme sui t : deux suites £X,Y et £'x Y sont equivalentes s'il existe 
un isomorphisme de diagrammes de la forme / = (ly, f ~ n , . . . , / _ 1 , tx) entre £X,Y et CX,Y- Regardant X 
et Y comme des complexes concentres en degre 0 dans VA, a chaque element dans Ext^(X, Y) represente 
par une suite exacte £X,Y on associe dans T>A(X, Y[n]) un morphisme 
d(£x,Y) € VA(X, Y[n]) represente par la fraction d(£XiY). = s~l-h : X-^-^Z^—Y ou 
Z : 0 *Z'~n »Z~l *X »0 avec h° = lXi s~n = u et hm = 0, sp = 0 (1.9.1) 
pour tout m ^ 0 et tout p ^ —n. 
Les notions de resolutions projectives ou injectives se generalisent comme suit : soit / un com-
plexe dans CA, alors / est fibrant si le morphisme canonique WA(X,I) +VA(X,I) est un isomor-
phisme pour chaque X € obj(C/l). De meme un complexe P est cofibrant si le morphisme canonique 
%A{P,Y) -VA(P,Y) est un isomorphisme pour chaque Y 6 obj(CA). Lorsque A = Mod^4 pour 
une k-algebre A de dimension finie, on montre que pour chaque complexe M € obj(./l) il existe des 
quasi-isomorphismes pM- >M et M »iM ou pM est cofibrant et \M est fibrant. Si en particulier 
M € ModA alors pM s'obtient d'une resolution projective P de M en remplacant dans P la composante 
de degre 0 par 0; de meme si / est une resolution injective de M alors \M s'obtient de / en rempla?ant 
la composante de degre 0 par 0. On obtient ainsi deux foncteurs p, i : VA -HA qui sont pleinement 
fideles, de plus, p est adjoint a gauche du foncteur canonique q : V.A —*VA tandis que i est adjoint a 
droite de q. 
Avec les donnees precedentes nous retenons aussi les proprietes suivantes des categories derivees : 
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Lemme 1.9.2 ([38,1: Lem 4.5,§6], [48, Lem 2.4]). Soient X, Y deux objets dans A. 
(a) Si I est un complexe borne a gauche dont toutes les composantes sont injectives, alors I estfibrant. 
De meme si P est un complexe borne a droite dont toutes les composantes sont projectives alors il est 
cofibrant. 
(b) On a les proprietes suivantes. 
o Hom-rvi(X[m], Y[n]) = Hom-p^X, Y[n — m]) pour tous m, n G Z. 
» Pour chaque n G Z, I'equation (1.9.1) donne I'existence d'un isomorphisme bi-fonctoriel 
canonique d:Ext^(X, Y)—^-»HomM(X, Y[n]); ainsi Honipy^X, Y) = Horn^X, Y) et 
UomVA(X[n + t],Y[n]) = Hom^(X, Y[-t]) = 0 = Ext^(X, Y) pour tout t > 1. 
> De plus le foncteur canonique q : A *CA *HA *VA, identifiant chaque objet X de A 
a un complexe concentre en degre 0 et envoy ant chaque morphisme f € A(X, Y) sur la fraction 
txl'f> estpleinementfidele. 
Les volets (a) et (b) du Lemme ci-dessus suivent de [38, I : Lem 4.5] et de [38, I : §6]; dans [48, 
Lem 2.4] une preuve du volet (b) est egalement donnee dans le cas ou A admet assez d'injectifs. De maniere 
generale, pour une categorie triangulee T on definit pour chaque n G Z le bifoncteur Ext^ : T *Ab 
par : Ext^(X, Y) = T(X, Y[n}) pour chaque paire d'objets X et Y dans T. Rappelons qu'une k-categorie 
abelienne A est dite Exi-finie si pour tout entier n et pour tous objets X, Y G A, le k-espace Ext^(X, Y) 
est de dimension finie. On voit que pour les categories triangulees, les notions de Ext-finie et de Hom-finie 
coincident. 
Remarque 1.9.1. Toute categorie abelienne Ext-finie est de Krull-Schmidt; en particulier la categorie abe-
lienne mo&A etant Ext-finie est de Krull-Schmidt. 
On note DhA la sous-categorie de Pmod.4 formee des complexes M G Cmod^l dont la dimension 
homologique dh(M) = dimk( © WM) est finie; il est clair que DbmodA coincide avec DbA 
P6Z 
Theoreme 1.9.3 ([58, 36]). Db^4 est une categorie Hom-finie de Krull-Schmidt et les assertions suivantes 
sont equivalentes : 
(i) Db A possede un foncteur de Serre 
(ii) Db A possede des triangles presque scindes (ou defacon equivalente DhA est une T-categorie stricte 
triangulee). 
(iii) L'algebre A est de dimension globale finie. 
Si I'une des assertions equivalentes ci-dessus est satisfaite, alors le foncteur de Serre pour DhA est le 
L 
foncteur derive a gauche v — -%A D A ou D = Horrik(-, k) et la translation dAuslander-Reiten est donnee 
par T = v o [—1], si bien que v = r[l]. 
L'equivalence entre (i) et (ii) est demontree dans [58] tandis que l'equivalence entre (i) et (iii) est prouvee 
dans [36]. 
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1.9.2 La forme repetitive de la categorie derivee d'une categorie hereditaire 
Une raison fondamentale de l'etude des categories hereditaires est la tres simple description de leurs ca-
tegories derivees. Soit A une categorie abelienne. La categorie repetitive RepA — V A[n] de A est la fer-
nGZ 
meture additive de l'union disjointe des copies A[n] de A, n G Z, les objets de chaque copie A[n] etant notes 
A[n] avec A objet de A, les morphismes sont donnes par la formule : Hom(yl[m], B[n]) = Ext^~m(A, B), 
et la composition des morphismes donnee par le produit de Yoneda pour les extensions, voir par exemple 
[39, IV : §9]. En identifiant A[n] avec les complexes concentres en degre n, la categorie repetitive de A 
devient une sous-categorie pleine de la categorie derivee bornee DM. de .A. En outre, avec les notations 
precedentes, le foncteur de translation de DM. envoie A[n] sur A[n + 1]. Chaque objet X de la categorie 
repetitive de A a la forme X = © I n [ n ] , ou Xn e A et le nombre des termes Xn non nuls est fini. 
Une categorie A est dite hereditaire si le bifoncteur Ext^(-, -) s'annule, si bien que pour tout entier n tel 
que n > 2 ou n < 0, le bifoncteur Ext^(-, -) s'annule. 
Theoreme 1.9.4. Soit "K une categorie abelienne hereditaire quelconque. Alors la categorie repetitive 
RepIH et la categorie derivee bornee Db!K sont naturellement equivalentes. 
Par consequent, chaque restriction q[n] : indJ{ *m&T>A,M\ -M[n], preserve les bimodules des 
morphismes irreductibles. Si "K est de Krull-Schmidt alors il en est de meme de Db!K. 
On peut alors decrire le carquois module de Db"K si on connait celui de 'K. Soit Q un carquois value 
de Dynkin de type A. On lui associe un carquois value de translation stable ZQ ayant pour ensemble 
de points 1'ensemble Z x Q0. Et a chaque fleche valuee a : i' 3'' 3j dans Q correspondent deux fleches 
valuees (n, a) : (n,i)' j" 4(n, j) et (n, a)' : (n, j)1 3" J>(n + 1,i). La translation sur ZQ est donnee par : 
r(n,i) = (n — 1, i). II est bien connu que ZQne depend pas de Forientation de Q mais seulement du graphe 
A, et ainsi il est aussi note ZA. Soit maintenant Q un carquois k-module de Dynkin, le carquois value sous-
jacent Q est alors de Dynkin. Posons IX = rep(Q) la categorie abelienne hereditaire des representations 
(a droite de dimension finie) de Q. On sait deja que Jt est equivalente a la categorie mod(kQ) des kQ-
modules (a droite de dimension finie). Posons Db(Q) := Db(iK) la categorie derivee bornee de "K. En vertu 
du theoreme 1.9.3 on sait que Db(Q) satisfait a la dualite de Serre, et done possede des triangles presque 
scindes; en particulier Db(Q) est une r-categorie stricte triangulee. II en decoule que le carquois value 
sous-jacent du carquois module de translation QDb(c) e s t donne par le carquois value de translation ZA. 
1.10 Categories amassees et sous-categories inclinantes amassees 
II existe actuellement trois constructions des categories amassees : la premiere construction introduit les 
categories amassees comme categories d'orbites des categories derivees bornees associees aux categories 
abeliennes hereditaires [12], voir aussi [15] pour (une construction geometrique dans) le cas An. Celle-ci a 
connu et continue de connaitre de tres importantes applications en theorie des representations ainsi que dans 
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la theorie des algebres amassees dont 1'etude a motive l'introduction des categories amassees. Dans [ 1 ] deux 
autres approches des categories amassees apparaissent et font appel aux techniques des algebres differen-
tielles graduees et des categories differentielles graduees. Une generalisation des categories amassees pour 
les algebres de dimension globale 2 y est introduite. La troisieme approche associe a chaque carquois avec 
potentiel une categorie amassee. Nous ne retiendrons pour l'instant que la construction des categories amas-
sees obtenue par Buan, Marsh, Reineke et Todorov dans [12], et au chapitre 4 nous montrerons comment la 
construction de Amiot se generalise pour les carquois modules avec potentiels. 
1.10.1 Categories d'orbites d'une categorie triangulee 
Nous rappelons la construction des categories d'orbites suivant [18]. Soit C une (petite) k-categorie, 
et G un groupe agissant sur C, C est alors appelee une G-categorie. L'action de G sur C consiste pre-
mierement en une action de G sur les objets de C et deuxiemement en une action k-lineaire de G sur 
les morphismes, compatible avec la composition des morphismes; autrement dit, on a des morphismes 
de k-modules s : Homc(X, Y) •Homc(sX, sY), avec s e G et X, YObj e (C), verifiant la relation : 
ts(f) •= t(sf) pour tous s , i e G e t tout morphisme / , et s(gf) = (sg)(sf) pour deux morphismes com-
posables dans la categorie C. On exige en plus que 1/ = / , 1 etant ici 1'unite de G. C est appelee une 
G-categorie libre si Taction de G sur les objets est libre : pour tout objet X et tout s G G, sX = X implique 
s = 1. Si M est un kG-moduIe et e : kG *k l'epimorphisme augmente tel que e(s) = 1 pour tout s € G, 
alors on pose M/G = M/(ker(e)M). 
Definition 1.10.1 ([18]). Etant donne une G-k-categorie libre C, la categorie d'orbite C/G a comme objets 
les G-orbites d'objets de C. Pour deux orbites a et (3, le k-module des morphismes de a vers /3 est donne par 
H o T i W a , / ? ) = ( e C(X,Y))/G. 
On observe que ( © Hom c(X,y)) est un kG-module. 
\X<Ea,Yefl I 
Le lemme suivant donne une description alternative des morphismes dans la categorie d'orbites, ou X 
designe l'orbite d'un objet X £ C. 
Lemme 1.10.1. Soit C une G-k-categorie libre. Soient X et Y deux orbites. Alors les espaces 
HomwG(X, Y), © Home(X, sY) et © Rom.c(sX, Y) sont canoniquement isomorphes 
4 SEC sec 
Demonstration. Considerons le morphisme "normalisant" <j> : © C(X',Y') • © C(X,sY) donne 
x'€X,Y'eY s e G 
sur chaque / € Home (A7, Y') par (j>(f) = s / o u s est l'unique element de G tel que sX' = X. On 
verifie facilement que <p(tf) = (f>(f) pour tout t G G, d'ou <f> induit un morphisme correctement defini en-
core note <f> : HomwG(X, Y) = ( © C(X'., Y') )/G • © C(X, sY). L'inverse ip de <p est alors donne 
w
 \-x'£X,Y£Y ' sec. 
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par la composition des deux morphismes canoniques du diagramme suivant: 
tp: ®C(X,sY} • © C(X',Y') "Uom0G(X,Y)-
L'autre partie du lemme suit de l'argument precedent en changeant seulement la place de s. • 
Suivant le lemme 1.10.1, si on ecrit HomwG(X, Y) = © E.omc(X, sY), alors la composition dans C/G 
de deux morphismes / = (fs)seG e Hom(X,Y) et g = (gt)teG £ Hom(y, Z) est donnee par gf = 
( E (rgt)fr) • 
V,teG;rt=5 'a€G 
Lemme 1.10.2. Soit C une G-k-categorie libre. II existe unfoncteur C—-—+C/G appele projection cano-
nique, envoyant chaque objet X G C sur son orbite X et induisant des identites 
® C(X, sY) •HomgrG(X, Y) pour tous X,Y € C. 
La paire (C/G, IT) est alors universelle dans la categorie k-Cat des petites categories k-lineaires. • 
Dans le lemme ci-dessus, precisons que l'universalite de la paire (C/G, tr) signifie que cette derniere est 
un objet G-orbite dans la categorie k-Cat des petites categories k-lineaires, e'est-a-dire la colimite d'un 
foncteur G—^—•k-Cat, ou le groupe G est vu comme une categorie dont l'unique objet est 1'identite de G 
et dont les morphismes sont donnes par G. 
Suivant maintenant [46], soit (T, F) une paire formee d'une categorie triangulee munie d'un automor-
phisme F : T—^—T (une construction standard permet de remplacer une categorie munie d'une auto-
equivalence par une categorie munie d'un automorphisme); on pose Fz = {Fl : t € Z} le sous-groupe 
d'automorphismes de T engendre par F. Alors on associe a la paire (T, F) la categorie d'orbites T/Fz : 
pour deux F-orbites X et Y avec X,Y G T, on a done H.om,JX,Y) = ©Hom r (X,F n Y) , et dans 
T/Fz la composition de deux morphismes / = (fi)i€Z : X -Y et g = (g^) £Z : Y -Z est donnee 
par gf=(z F^g^)/,) ,X,Y,Z etant des objets de T. 
Pour enoncer le theoreme de Keller sur la structure triangulee des categories d'orbites, on a besoin de 
la notion de foncteur standard entre deux categories derivees bornees de categories abeliennes [46]. Par 
exemple pour une algebre A et un complexe de A-bimodules T, tout foncteur isomorphe au foncteur derive 
(gauche) du produit tensoriel —<8>AT : D (^ 4) '-+D (A) est une equivalence standard. Soit maintenant 
"K une categorie abelienne hereditaire Ext-finie (les espaces Ext^(X, Y) sont de dimension finie pour tous 
objets X,Y E'K et tout n € N), 3t est done de Krull-Schmidt. 
Theoreme 1.10.3 ([46, 4,9.9]). Soit F : Db!H •Db!K unfoncteur standard tel que les conditions sui-
vantes soient satisfaites : 
trol Pour tout indecomposable U de "K, V ensemble { i £ Z : FlU G "K} estfini. 
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tro2 // existe un entier naturel N tel que S = {FnU : U G ind "K, \n\ < N} contienne un representant de 
la F-orbite de chaque objet indecomposable de Db!H. 
Alors la categorie d'orbites Dh9{/Fz admet une structure naturelle de categorie triangulee telle que le 
foncteur de projection canonique n : Dh(K *DhJ{/Fz soit unfoncteur exact de revetement. 
Nous retiendrons trois consequences immediates du Theoreme 1.10.3. 
Corollaire 1.10.4. Soit F : Dh"K »-Db!K une auto-equivalence exacte, satisfaisant aux axiomes trol et 
tro2 du Theoreme 1.10.3. Alors la categorie d'orbite C = DbCH/Fz est de Krull-Schmidt. 
Demonstration. Soit X dans C = ~Dh!H/Fz induit par X dans T>. On a une decomposition 
X = Xi © • • • © Xn en objets indecomposables de V, avec l'algebre d'endomorphismes de chaque Xt lo-
cale. Puisque le foncteur 7r : V *C est exact, il commute avec les sommes directes finies; on a done X = 
Xi®---® Xn. On affirme que pour chaque i, Endc(Xi) est aussi locale, ce qui impliquera le resultat. Pour 
voir que l'afrirmation precedente tient, soit Y dans indP, par definition Endc(^) = © Homp(F, FnY). 
On verifie aisement que radE,(y, Y) ® (®HomT>(Y)FnY) est l'unique ideal maximal de Endc(Y), par 
consequent Endc (Y) une algebre locale. D 
Avec les notations et hypotheses precedentes, on suppose que DbIK admet un foncteur de Serre 
DbJi—-—•D1'^ (e'est par exemple le cas si "K = rep(Q) pour un carquois module Q). Alors v doit etre 
standard ([46]). On note "Kp la sous-categorie pleine de "K formee des objets projectifs, et "K\ celle qui est 
formee des objets injectifs. De meme !Knp designe la sous-categorie de "K formee des objets n'ayant aucun 
facteur direct projectif, et Jin-, designe la sous-categorie de "K formee des objets n'ayant aucun facteur direct 
injectif. 
Remarque 1.10.2. La translation d'Auslander-Reiten Dh^K —-*Dh<K induit alors deux equivalences 
de categories 3C—T-—•JCpfl] et <Kn\—L—-^np- DbIK est Hom-finie, de Krull-Schmidt et possede alors des 
triangles presque scindes. 
Corollaire 1.10.5. Soit d > 2 un entier. Avec les notions precedentes, le foncteur F = r _ 1 [d — 1] = 
v~Y o [d] est une equivalence standard satisfaisant aux conditions trol et tro2. Par consequent la cate-
gorie d'orbites Db3i/F1' est naturellement triangulee et le foncteur de projection canonique est un fonc-
teur exact. De plus le foncteur de Serre v € Fonct(Db!K, Dh<K) induit clairement unfoncteur de Serre 
v € Fonct(DbCH/Fz,Db^/Fz) dont la translation (d'Auslander-Reiten) correspondante f coincide avec 
[d~l].AinsiDhJ{jFz estfaiblement d-Calabi-Yau. 
Demonstration. On a besoin de montrer seulement le deuxieme volet du corollaire. Pour chaque objet X 
dans Db:H, on a X[l] = X\l}, v{X) = ^X et f = v o [-1] si bien que f(X) = (vX)[-l\ = TX. On utilise 
alors la description des morphismes dans DhJ{jFz donnee dans le lemme 1.10.1 pour voir que le foncteur 
de Serre u induit un foncteur de Serre v pour D b ^ /F z . Ayant en vue le fait que F = r _ 1 [d — 1], si bien que 
pour chaque objet X 6 DhJ£ les objets FX = r~lX[d - 1] et X sont egaux dans Db3</Fz, il suit alors de 
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ce qui precede que r = [d — 1]. D'ou [d] = r[l] = v est un foncteur de Serre pour Db:W/Fz, montrant que 
Db:H/Fz est faiblement d-Calabi-Yau. • 
Dans la categorie triangulee C = DhJ{jF1' on rappelle que pour tout entier n, Ext£(X, Y) = C(X, Y[n]). 
La propriete de Calabi-Yau de C s'ecrit comme suit : C(-,X[d]) = DC(X,-) ou encore C(-,¥X) = 
DExt£(X,-)-
Dans le contexte du theoreme 1.10.3, le foncteur F etant une auto-equivalence exacte preserve en parti-
culier les triangles presque scindes si bien qu'on aussi la consequence suivante : 
Corollaire 1.10.6. Les triangles presque scindes de la categorie triangulee faiblement d-Calabi-Yau C = 
DbUi/Fz sont induits de ceux de Db3f. Ainsi le carquois module Qc de C est egal au carquois module orbite 
QDbj//?, oii (p = <p(F) est I'automorphisme de Qob:K induitpar F. 
Demonstration. Soit X un objet indecomposable de C induit par X dans V, et soit 
TX—-^-E——-X—5—rX[l] un triangle presque scinde dans V. Comme F preserve les triangles 
presque scindes, F% applique au triangle precedent donne encore un triangle presque scinde pour tout i. Le 
foncteur canonique et exact IT : V *C induit alors le triangle 
(0 : T~X^-+E^-+X—LTX[1] = 7x\\\. 
Comme e ^ 0, on a e ^ 0. Soit Z <E indC induit par Z € i ndP tel que Z % X, et soit h : Z -X 
un morphisme non nul. Alors h = ®hi avec hi € Homp(Z, FlX). Puisque Z ¥ X, on a Z ¥ FlX pour 
>:ez 
tout i, et par consequent, il existe un Vi : Z -FlE tel que Fl(g)vi = hi. On pose v = ©f,. On a done 
gv — h et ainsi g est presque scinde a droite. On montre de meme que / est presque scinde a gauche. Ainsi, 
(£) est un triangle presque scinde dans C, et la translation (d'Auslander-Reiten) f correspondante est bien 
donnee par f X = rX. II en decoule aussi que si y? : Qv -Qv est I'automorphisme induit par F, alors 
Qc = QT/<P- • 
1.10.2 La categorie amassee associee a une categorie abelienne hereditaire 
On garde les notations et hypotheses les plus recentes sur "H. 
Definition 1.10.3. Soit m > 1 un entier naturel. La categorie m-amassee associee a "K est la categorie 
d'orbites C^ = ^"J^F1, ou F = r_1[m]. C'est done une categorie triangulee, faiblement (TO + 1)-Calabi-
Yau, ayant la propriete de Krull-Schmidt. De plus C^ est aussi Hom-finie, et possede des triangles presque 
scindes induits par ceux de DbJ{ via le foncteur canonique et exact n : Db!K *C^ . Lorsque m = 1, 
Cx est tout simplement appelee la categorie amassee associee a 3i et notee Cj{-
Si on note !KP la sous-categorie pleine de "K formee des objets projectifs, l'ensemble S = ind!K V 
ind IK[1] V • • • V ind Ji[m — 1] V ind %p[m] est un systeme fondamental pour Taction de F sur Db!K. Dans 
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toute la suite, l'orbite X d'un objet de V = DhJt sera le plus souvent identifie a son representant dans un 
systeme fondamental <S pour la categorie m-amassee C£ comme dans la definition 1.10.3 precedente. Ci-
apres, on rassemble quelques proprietes elementaires des categories amassees, on note desormais C = C% 
(e tF = r-1[l])-
Proposition 1.10.7 ([12]). indC = {X : X G S] etpour deux objets X etY dans S on a : 
(a) Hom0(X, FlY) = 0pourtouti £ {0,1}. 
(b) Si X ouY n'estpas sur un cycle dans V, alors Homc(X, FlY) ^ 0 pour au plus unentier i. 
Proposition 1.10.8 ([12]). Soient X etY deux objets de V = DhJ{. 
(a) Ex4,(X, F _ 1 F ) = D Ext\,(Y, X), et la propriete 2-Calabi-Yau de C s'ecrit encore : Extc(X, Y) = 
D Ext^ {Y, X) pour tous objets X etY dans C. 
(b) Pour tous X , 7 e ind 'K on a Ext£(X, Y) = Ext^(X, Y) © D Ext^Y, X). 
(c) Pour tous objets X,Y £ !K avec X projectifou Y injectif, on a Homc(X, Y) = Homj{(^, Y). 
1.10.3 Sous-categories inclinantes amassees 
Dans toute la suite du travail on n'utilisera que la version faible de la condition de Calabi-Yau, ainsi 
l'expression "d-Calabi-Yau" sera une abreviation de l'expression "faiblement d-Calabi-Yau"', pour chaque 
d € Z. Dans cette sous-section C designe une categorie 2-Calabi-Yau Hom-finie ou une categorie exacte 
stablement 2-Calabi-Yau (Definition 1.8.4), dans laquelle les idempotents scindent. 
La categorie amassee C-K, associee a une categorie abelienne hereditaire Ext-finie "K, est un exemple 
typique de categorie 2-Calabi-Yau. Soit T une categorie triangulee, alors la categorie modT des foncteurs 
de type fini de T° vers Mod(k) est une categorie abelienne de Frobenius, voir [30] et [55]. II suit de [46, 
§8.5] que si T est d-Calabi-Yau, alors la categorie stable modT est (3d — 1)-Calabi-Yau. En particulier, si 
A est l'algebre preprojective associee a un carquois (ordinaire) de type Dynkin, alors modA est Hom-finie 
2-Calabi-Yau, voir [33] et [5, Propositions 3.1, 1.2], si bien que modA est stablement 2-Calabi-Yau. Ce 
dernier fait peut aussi etre deduit de [46, §8.5] et du fait qu'en vertu de [46, §8.4], la categorie des modules 
projectifs sur l'algebre preprojective A est 1-Calabi-Yau. Rappelons que dans une categorie triangulee T on 
a pose : Ext^-(-, X) = Hom7-(-, X[n]) pour tout entier n et pour tout objet X dans T. 
Definition 1.10.4. Supposons que T est une categorie exacte Ext-finie ou la categorie triangulee Db!K. 
> Un objet E dans T est exceptionnel si Ext^E, E) = 0 pour tout n > 1 et Endr (E) est un k-surcorps. 
> Un objet T € T est inclinant si 
(i) T ne possede pas d'auto-extension propre, c'est-a-dire, Ext^-(T, T) = 0 pour tout n > 0. Dans 
le cas ou T est exacte non-hereditaire on exige aussi que Ext^(T, -) = 0 pour n > 2. 
(ii) T engendre T dans un sens homologique : pour tout objet X 6 T, si Ext^-(T, X) = 0 pour tout 
n > 0, alors X = 0. 
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On sait que si la categorie abelienne hereditaire Ext-finie "K possede un objet inclinant, alors le groupe 
de Grothendieck K0(!K) est libre et de rang fini, si bien que K0(3i) = Z™ pour un certain en tier n e N. 
Et dans ce cas, un objet T dans "K est inclinant si seulement si Ext^(T, T) = 0 et le nombre |ind(addT)| 
vaut le rang n de KQ(%), ou de facon equivalente T est sans auto-extension propre et maximale pour cette 
propriete dans le sens que pour tout objet X dans "K, si Ext^(T © X, T ffi X) = 0 alors X 6 addT. 
De plus T est dit sobre si chaque facteur direct indecomposable de T apparait avec la multiplicite 1 dans 
la decomposition de T en une somme directe de facteurs indecomposables. De meme, un objet T dans "K 
est presque inclinant s'il existe un objet indecomposable M pour lequel T ffi M est inclinant. Si 'K est la 
categorie de modules d'une k-algebre hereditaire (par exemple !K = rep(Q) pour un carquois module fini et 
acyclique Q), alors en vertu d'un resultat de Happel et Unger ([37]), tout objet presque inclinant sobre de "K 
peut etre complete en un objet inclinant d'au plus deux manieres et, de deux manieres exactement si l'objet 
presque inclinant est sincere (T est sincere si tout objet simple dans "K est facteur de composition de T). 
Suivant par exemple [51], on rappelle qu'une sous-categorie B d'une categorie additive A est contra-
variantement finie si la restriction A(-,X)\B dufoncteur representable defini par X est de type fini pour 
tout objet X dans A, de fa§on equivalente, pour chaque X dans A, il existe une B-approximation a 
droite f : B *-X avec B dans B (pour tout morphisme u : Z -X dans A, il existe un morphisme 
u' € A(Z, B) tel que fu' = u). La notion duale de contravariantement finie est celle de covariantement 
finie. Si B est a la fois contravariantement finie et covariantement finie alors on dit que B est fonctorielle-
ment finie. On observe que dans les categories 2-Calabi-Yau ou exactes stablement 2-Calabi-Yau, les trois 
notions precedentes sont equivalentes. Pour une sous-categorie T de C et pour tout objet X € C, on ecrira 
simplement Extn(T, X) = 0 pour traduire le fait que pour tout M e T o n a Extn(M, X) = 0. 
Definition 1.10.5 ([51,21, 12,42]). Soit T un sous-categorie de C. On dit que T est rigide ou 1-orthogonale 
siExtc(T,T) = 0. 
> T est appelee une sous-categorie inclinante amassee si T est fonctoriellement finie et rigide maximale 
dans C ; en d'autres termes T verifie les conditions ci-apres. 
(a) La restriction C(-, X)\T : T •mod(k) du foncteur representable C(-, X) (ou de fa?on equi-
valente la restriction C(X, -)\T : T »mod(k) du foncteur C(X, -)) est de type fini pour tout X 
dans C. 
(b) Soit X objet dans C, alors X appartient a T si et seulement si Ext1(T, X) = 0 (ou de fafon 
equivalente, si et seulement si Ext1 (A", T) = 0). 
De meme, Un objet T dans C est dit inclinant amasse si add T est une sous-categorie inclinante 
amassee. Dans ce cas, l'algebre d'endomorphismes Ende(T') est appelee algebre inclinee 2-Calabi-
Yau ou simplement algebre inclinee amassee dans le cas ou C est une categorie amassee. 
> Un objet presque inclinant amasse est un objet T pour lequel il existe un objet indecomposable M 
dans C tel que T © M soit inclinant amasse. 
Rappelons que deux categories abeliennes A et A' sont dites derivees-equivalentes si Y>hA est equiva-
lente a Y)hA'. On a alors le lien suivant entre les objets inclinants dans "K et les objets inclinants amasses 
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dans la categorie amassee C-K-
Proposition 1.10.9 ([12, 61]). (a) Soit T un objet inclinant amasse sobre dans C<K, on pose n le rang du 
groupe de Grothendieck de "K. , 
(i) Alors T est induit par un objet inclinant sobre dans une une categorie abelienne hereditaire "K' 
derivee-equivalente a "K. 
(ii) T possede exactement nfacteurs directs indecomposables deux-a-deux non isomorphes. 
(b) Tout objet inclinant sobre dans "K induit un objet inclinant amasse dans C. • 
Pour un objet inclinant amasse sobre T = © Tt dans C et pour un facteur direct 7* de T, on pose 
l<i<n 
TjTk = © Ti. Le resultat de Happel et Unger sur les complements d'objets presque inclinants admet 
l < i < n , i^k 
une generalisation dans les categories (exactes stablement) 2-Calabi-Yau, comme le montre le volet (a) du 
theoreme ci-apres. 
Theoreme 1.10.10 ([12, 61, 51, 43] et [10, II. 1.5]). Soit T un objet inclinant amasse sobre dans une cate-
gorie 2-Calabi-Yau ou stablement 2-Calabi-Yau C. 
(a) Pour chaque facteur direct indecomposable M de T, il existe un unique objet indecomposable 
M* G indC n'appartenant pas T tel que I'objet T* = (T/M) ® M* soit inclinant amasse. En par-
ticulier, tout objet rigide T dans une categorie amassee C<x peut etre complete en un objet inclinant 
amasse, et si en plus T est presque inclinant amasse sobre, alors il admet exactement deux comple-
ments M et M*. 
(a') Suivant (a), on considere Vobjet inclinant amasse T* = (T/M) © M*. Alors il existe deux uniques 
suites M*^-+U—^-*M et M—^»U'-^+M* avec U, U' G add T/M, appelees suites d'echange 
(ou triangles d'echange), ou f et f* sont minimaux a droite, f* et f sont minimaux a gauche et les 
suites suivantes sont exactes : 
addT(-, U)-^*add{TfM)(-, M) -0, addT*(-, U')J—*add(T/M)(-, M") >0, 
uddT*(U,-)-=£~add(TjM)(M',-) •O, oddT(U',-)-^*add{T(M)(M,-) »0. 
Si en particulier C est la categorie amassee, alors les morphismes f et f* sont minimaux presque scin-
des a droite respectivement dans add T et add T*, tandis que les morphismes f* et f sont minimaux 
presque scindes a gauche respectivement dans add T* et add T. 
(b) Soit A = Endc(T) I'algebre inclinee 2-Calabi-Yau correspondant a T. Alors le foncteur 
C(T, —) : C •mod^4 induit une Equivalence de categories Cj add(rT)—^-*mod.4 . • 
Dans la situation (a') du theoreme 1.10.10, en utilisant une terminologie a introduire dans la section 2.1, 
les suites d'echange sont des a,dd(T/M)-approximations minimales. Dans [51], Bernhard Keller et Idun 
Reiten prouvent des versions plus generales du theoreme 1.10.10 et de la proposition 1.10.9 pour toute sous-
categorie inclinante amassee non necessairement induite par un objet dans C. Dans le cas ou C est stablement 
2-Calabi-Yau, le theoreme 1.10.10 suit de [10, II.1.5]. 
II suit en particulier de la proposition 1.10.9 et du theoreme 1.10.10-(b) que pour tout objet inclinant 
amasse T dans une categorie amassee C-K, I'algebre inclinee amassee A = EndeM(T) est de representation 
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finie si et seulement s'il en de meme pour "K, et si tel est le cas, alors les cardinalites |ind !H| et ind(modv4) 
sont egales. Dans la situation du theoreme 1.10.10 on ecrit T* = HM(T) etT = ^M* {T*); cette operation 
est appelee mutation inclinante amassee. Rappelons aussi que le graphe inclinant de C a pour points les 
objets inclinants amasses sobres dans C (pris a isomorphisme pres), et tel que deux objets inclinants amasses 
sobres T et T" sont adjacents s'ils ne different que par un facteur direct indecomposable, c'est-a-dire, s'il 
existe deux objets M € indT et M* e T* tels que T* = fiM(T) etT = /zM.(T*). On definit de meme le 
graphe inclinant de "K. On sait que le graphe inclinant d'une categorie de modules sur une algebre hereditaire 
n'est pas toujours connexe, sauf lorsque par exemple 1'algebre est de representation finie. Cependant pour 
la categorie amassee on a le resultat suivant: 
Proposition 1.10.11. Soit "K une categorie abelienne hereditaire F,x.t-finie ayant des complexes inclinants, 
alors le graphe inclinant de Cj{ est connexe. Par consequent, tout objet inclinant sobre dans Cjf peut etre 
obtenu d'un objet inclinant dans "K par des suites finies de mutations. . • 
Dans la situation de la proposition precedente, on retiendra que toutes les algebres inclinees amassees 
s'obtiennent a partir des algebres hereditaires par des mutations successives. En particulier toute algebre 




Structures amassees pour les categories 
2-Calabi-Yau : Une generalisation 
non-simplement lacee 
Dans ce chapitre, notre objectif primordial est de prouver l'existence d'une version generalisee des 
structures amassees pour les categories (triangulees ou exactes stablement) 2-Calabi-Yau. La contribution 
principale pour la version non-simplement lacee des structures amassees est fournie par le theoreme 2.3.2. 
2.1 Approximations mini males, r-suites reliantes 
Dans cette section nous rassemblons les resultats preliminaires dont nous aurons besoin pour la suite. 
Soit M une sous-categorie pleine d'une categorie A, X un objet dans A. Un morphisme / : E -X 
est appele une A4-approximation a droite si E G M et pour tout objet Z dans M. la suite 
Hom(Z, E) >Hom(Z, X) >-0 est exacte. Une M.-approximation a droite / est dite minimale si de 
plus / est minimal a droite. La notion duale de M-approximation (minimale) a gauche se definit pareille-
ment. Rappelons qu'une suite (£) : X—-^-Z—^—-Y est pseudo-exacte si / est un pseudo-noyau de g et g 
est un pseudo-conoyau de / , de facon equivalente, tout objet M dans A induit deux suites exactes dans .Ab 
donnees par: 
A(M, X)^+A{M, Z)^^A{M, Y) et A(Y, M)^+A(Z, M)^-*A{X, M). 
Nous dirons qu'une suite pseudo-exacte (£) est minimale si X et Y sont indecomposables et si / est minimal 
a gauche tandis que g est minimal a droite; de meme (^) est une M-approximation minimale si de plus / 
est une M.-approximation minimale a gauche et g est une M. -approximation minimale a droite. Lorsque 
A est une categorie triangulee, un triangle (£) : X——*Z——-Y—§—>-X[l] est minimal (ou est une M-
approximation minimale) si la sous-suite X—-^*Z——>Y est minimale (ou respectivement, est une M-
approximation minimale). 
48 
2.1. APPROXIMATIONS MINIM ALES, T-SUITES RELI ANTES 
Nous avons deja signale dans le lemme 1.8.2 que la somme directe d'une famille de triangles est encore 
un triangle, on sait aussi que la somme directe de deux suites exactes courtes dans une categorie exacte est 
encore une suite exacte courte. Le lemme suivant montre comment construire a partir d'un triangle donne 
un qui soit minimal, et comment construire a partir d'une suite exacte courte (ou d'une suite pseudo-exacte 
en presence de la propriete de Krull-Schmidt) une qui soit minimale. 
Lemme 2.1.1. Soit A une categorie triangulee ou exacte, possedant des decompositions directes maximales 
finies, soit (£) un triangle X——*E—^-—Y——-X[l] (ou une suite exacte courte X> >E—2-**Y) dans A. 
(a) Si (£) est un triangle, alors il se decompose suivant un diagramme commutatifde la forme, 
[5] h k i [<o] 
X »E! © Y2 -^Yx © Y2 *X[1] 
II
 f *1 4 I 
II / + 9 * e ' I 
(0 : x *E -y *x[i\ 
l\ l{ || • l\ 
X' © X" »E' © X" *Y >X' [1] © X" [1] 
[$£,] l ' ° ] to! 
f Q' e' 
oii la suite X—^E\—^*Y\—^-X"[l] est un triangle tel que f[ soit minimal a gauche et la suite 
X'^-—E'-^Y-^--X' [1] est un triangle tel que g' soit minimal a droite. 
De plus, (£) = (^ min) © (£o) ou (Cm) : -^i 'Ey 91 »Y"i ei »-X"i[l] est un triangle minimal et 
(6) : ^ 2 - ^ * ^ 2 © Y2^^-Y2-^-*X2[l] est un triangle scinde. • 
(a') Si (^) est une suite exacte courte, alors elle se decompose comme dans (a) ou on remplace les 
triangles par des suites exactes courtes. Par ailleurs, (a) est encore vraipour les suites pseudo-exactes 
dans tout categorie de Krull-Schmidt. 
Demonstration. Pour etablir (a), la premiere ligne du diagramme commutatif du lemme 2.1.1 s'obtient 
comme suit. On applique le lemme 1.6.1 au morphisme / pour ecrire / = [ -^  ] : X -Ei © Y2 avec /{ 
minimal a gauche. Soit X—^.Ei—^*Yi—^Xfl] l'unique triangle de base /{, considerons le triangle trivial 
0—>Y2-^ -*Y2—»0. En vertu du lemme 1.8.2, la somme directe des deux triangles precedents est encore un 
triangle, or a isomorphisme pres il existe un unique triangle dont la base est fixee, ainsi (£) est isomorphe a 
la somme directe 
(fc) : X M\ - ^ © Y2 l " 1 ^ ,y t © Y2 [e[°] >X[1}. 
De meme la deuxieme ligne dans le diagramme commutatif du lemme 2.1.1 est construite en decomposant 
g en une somme directe d'un morphisme minimal a droite et d'un morphisme de but nul. Maintenant pour 
completer la preuve de (a), on utilise le fait que tout facteur direct d'un morphisme minimal a gauche 
(ou a droite) est encore minimal a gauche (ou respectivement a droite). Si on ecrit g'x comme une somme 
directe d'un morphisme minimal a droite et d'un morphisme de but nul, alors le triangle (£1) precedent est 
isomorphe a un triangle de la forme 
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l x , 
0 -1 
TSi 0 0 1 r e i 01 
X! © X2 L° ° J .£?! © X2 ffi y2 L° 0lYai*Yl © F2 ° ° >Xi[l] © X2[l], dans lequel 
(£mln) : X i — ^ • £ ? ! 9- • > ! - -Xi[l] est le triangle minimal cherche. 
Maintenant pour le cas d'une categorie exacte comme en (a'), 1'argument du paragraphe precedent s'ap-
plique sans aucun changement. 
Par ailleurs dans le cas ou A est une categorie de Krull-Schmidt et (£) est juste une suite pseudo-
f f 
exacte X^-^-E^-^-Y, 1'argument du premier paragraphe s'adapte aisement si on se rappelle que dans une 
categorie de Krull-Schmidt, les sections coincident avec les injections canoniques et les retractions coin-
cident avec les projections canoniques (Lemme 1.5.1). Partant comme precedemment d'une decomposi-
tion / = [^ i ] : X -Ex © Y2 de / avec /{ minimal a gauche, on note qx G A(EX,E), q2 <E A(Y2, E), 
Pi € A(E,Ei), p2 £ A(E,Y2) les injections canoniques et les projection canoniques suivant lesquelles 
E est la somme directe Ex © Y2, done piqj = 6itj pour 1 < i, j < 2 et 1 E = qiPi + q2p2- On a alors 
/ = [/J j = 1 E o / = qxf[ + 0, et comme p2f = 0, la projection canonique p2 doit se factoriser par le 
pseudo-conoyau g de / , si bien que p2 = p'2g pour un morphisme p2 € A(Y, Y2); en posant q2 = gq2, 
il suit alors que p'2q2 = p2q2 = ly . Alors avec l'hypothese que A est de Krull-Schmidt, Y2 doit etre un 
facteur direct de Y tel que q'2 et p2 soient respectivement l'injection canonique et la projection canonique 
associees a Y2. Ainsi Y est la somme directe Y\ ffi Y2 pour un facteur direct Y\ de Y, dont l'injection cano-
nique et la projection canonique associees sont notees q[ e A(Yi,Y) et p[ G A(Y, Vi). On obtient alors la 
decomposition suivante, g = [gg£ ^ } : Ex ffi Y2 »Yr ffi Y2 ou, gul = p[gqi, g21 = p'2gqi = p2qi = 0, 
9i2 = P1QQ2 = PW2 = 0 et g22 = P2qq2 = ly- En posant q[ = qx x, on vient done de montrer que la 
suite pseudo-exacte (£) est isomorphe a la somme directe X +E\ ffi Y2 —-Y\ ffi Y2 dans la 
quelle la suite X—^-Ei-^-Yi est (necessairement) pseudo-exacte avec /{ minimal a gauche. La discussion 
precedente montre que 1'argument du premier paragraphe pour le cas triangule s'adapte bien pour les suites 
pseudo-exactes dans une categorie de Krull-Schmidt quelconque. • 
Pour tout objet M dans une categorie triangulee ou exacte A, M x designe la sous-categorie pleine de A 
formee des objets Z tels que Ext\(M, Z) = 0; de meme XM est la sous-categorie pleine de A formee des 
objets Z tels que Ext\(Z, M) = 0. 
Corollaire 2.1.2. Soit (£) : X——-E—g—*Y un triangle non scinde ou une suite exacte courte non scindee 
dans une categorie triangulee ou exacte A. 
(1) Si X est indecomposable alors g est minimal a droite. De meme si Y est indecomposable alors f est 
minimal a gauche. 
(2) Si X etY sont indecomposables et E appartient a ±X n Y1, alors (£) est Vunique triangle (ou suite 
exacte courte) qui soit une M-approximation minimale pour chaque sous-categorie M C ±X D Yx 
contenant E. 
Demonstration. Si g n'est pas minimal a droite, alors on peut ecrire g = [91 0] : E' ffi X" >Y avec 
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•X" 7^  0 et en vertu du lemme 2.1.1 la suite (£) sera isomorphe a un triangle (ou a une suite exacte courte) 
de la forme : X' ® X"—LolJ >E' © X" [a' 0] .y . Puisque par hypothese (£) ne scinde pas, l'objet 
X' est non nul, si bien que X n'est pas indecomposable. Ceci etablit le premier volet de l'enonce (1), et 
par dualite le second volet de (1). Supposons maintenant que M. C LX fl Yx contienne E, alors on a 
Ext\(M, X) = 0 et Ext^(y, M) = 0 pour tout M dans M, si bien que 1'application des foncteurs A(M, -) 
et A(-, M) sur la suite (£) donne les deux suites exactes suivantes : • • -A(M, E) —*A(M, Y)——-0 , 
• • • A(E, M) -A(X, M) >-0 , montrant done que (£) est une M-approximation qui est minimale en 
vertu de (1); etl'unicitede (£) suit du lemme 2.1.3. D 
Definition 2.1.1. Soit (£) : M'—^—-B——*M une suite pseudo-exacte ou un triangle dans A. Alors (£) est 
une T -suite reliante pour une paire (T, T') de sous-categories pleines de A si les conditions suivantes sont 
satisfaites. 
(i) M G T, M' eT',B G T n T , f, g G J^ et les deux suites suivantes sont exactes : 
Homr, {B, - H ^ - J - r (M\ -) -0, Homr(-, B)^+JT(-, M) • O . 
(ii) De plus, / est minimal a gauche et g est minimal a droite. 
Lorsque T = T ' on parle simplement de r-suite reliante dans T. 
Notons que pour toute r-suite reliante (£) comme ci-haut, si de plus M' et M sont indecomposables, 
alors / est minimal presque scinde a gauche dans T' tandis que g est minimal presque scinde a droite dans 
T. Ayant en vue la proposition 1.7.1 et le theoreme 1.7.3, on deduit aisement l'observation suivante : 
Remarque 2.1.2. On suppose que A est une r-categorie, M, M' 6 ind A et (£) : M'——-B 9 »M est 
une suite quelconque dans A. Alors (£) est une r-suite reliante dans A si et seulement si (£) est une 
T-suite dans A. Par consequent, pour tout X e indnpyi indecomposable non-projectif et tout Y G 
indni A indecomposable non-injectif, la r-suite a droite £x : rX "x >9X flx >X et la r-suite a gauche 
£x : X—X-^&~X—x-*r~X sont des r-suites et done aussi des r-suites reliantes pour A. 
Lemme 2.1.3. Soient T et T' deux sous-categories pleines d'une categorie de Krull-Schmidt C addi-
tive ou triangulee, et soient (f) : M'-^—B—?-»M • et (() : N'^-»E—^»N • deux T fl V-
approximations minimales ou deux r-suites reliantes pour la paire (T, T'), avec M et M' indecomposables, 
et avec B ^ 0 et E ^ 0 au cas ou (£) et (() ne sont pas des triangles dans C. 
(1) Les enonces ci-apres sont vrais. 
(i) Tout morphisme a G Homc(M, N) se prolonge en un morphisme (a', b, a) G Homf (£), (() j de 
suites; de plus, a G Home (M, N) est un isomorphisme si et seulement s 'il en est de meme pour 
toutprolongement (a', b, a) G Homf (£), (()) de a. 
(ii) Tout morphisme a' G Homc(M', N') se prolonge en un morphisme (a1, (3, a) G Homf (£), (£) J 
de suites; de plus, a' G Homc(M, N) est un isomorphisme si et seulement s'il en est de meme pour 
tout prolongement (a',f3,a) G Homf (£), (()) de a'. 
En particulier, M = N si et seulement si (£') est isomorphe a ((), si et seulement si M' = N'. 
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(2) La correspondance definie par 0(a) = a' pour tous endomorphismes a G Endc(M) et a' G 
Endc(M') se prolongeant en un endomorphisme de la suite (ou du triangle) (£) induit un isomor-
phisme naturel cj> : kw—-—-^-M1 de k-surcorps. 
Demonstration. Observons d'abord que si (£) et (Q sont deux triangles dont les termes medians sont nuls, 
alors on doit avoir M = M'[l] = M' et N = N'[l] = N', si bien que le resultat est trivialement vrai. II 
reste seulement a prouver que le resultat est vrai lorsque (£) et (() sont deux suites pseudo-exactes dont les 
termes medians sont non nuls; ceci implique que / , g, s et t sont tous non nuls. 
(1). On a besoin d'ecrire la preuve uniquement pour (i) puisque (ii) est le dual de (i). 
Commencons par introduire la notation suivante pour pour tout morphisme X—^—•F dans C : 
nova£(X,Z) = Komc(Y,Z)-h = {u-h: avec Y—^Z}. On observe que si h G J c (X,y) • alors 
Kom£{X,Z) C JC(X,Z). 
Par hypothese, les deux morphismes g et t sont soit deux TC\ T'-approximations minimales a droite, soit 
minimaux presque scindes a droite dans T, par consequent chaque element dans Hom^(5, N) se factorise 
par le morphisme E—-—-N et chaque element dans E.om.^E, M) se factorise par le morphisme B—^—M. 
Ainsi, en utilisant aussi le fait que les suites (£) et (() sont pseudo-exactes il vient que chaque morphisme 
a G Home(M, N) doit se prolonger en un morphisme de suites (a', b, a) G Horn f (£), (()) comme le montre 
le diagramme commutatif suivant: 
/ • 9 
( 0 : M'——~B^-^M 
a b\ \a 
(C) : N' *E—.—»N 
Ensuite nous voulons prouver que dans chaque diagramme commutatif comme ci-haut, 
a G Homc(M, N) est un isomorphisme si et seulement si e'est le cas pour (a',b,a} G Homf (£), (()), et 
pour cela on a seulement besoin de montrer l'implication non triviale suivante : a G lsom(M, N) implique 
(a',b,a) G Isomf (£), (C)j- Ainsi supposons que a G \som(M,N), alors en vertu de la "propriete de 
factorisation" de g et t, le morphisme a~l-t G Hom^E, M) doit se factoriser par g, si bien qu'il existe un 
morphisme c G H.omc(E, B) avec a~lt = gc. Mais alors, g(c-b) = g et t(b-c) = t, montrant ainsi en vertu 
de la minimalite des morphismes non nuls g et t que b-c et c-b sont des automorphismes, si bien que 6 est 
a la fois une section et une retraction, et done b est un isomorphisme. Comme les suites (£) et (() sont 
pseudo-exactes, le morphisme (6_1, a~l) G Hom(i, gJ induit un autre morphisme a" G Homc(./V', M') tel 
que 6_1-s = f-a". On obtient que s-(l — a'a") = 0 et / • ( ! — a"a') = 0, (rappelons que pour chaque element 
u d'une algebre locale A, u ou 1 — u est inversible). Alors, comme Endc(M') et Endc(iV') sont locales 
tandis que / et s sont non nuls par hypothese, il vient que les endomorphismes iN> — a'a" et tM> — a!a" 
ne peuvent etre inversibles, ainsi a'a" et a"a! sont des automorphismes si bien que le morphisme a' du 
diagramme precedent est aussi un isomorphisme. Done (a', b, a) est un isomorphisme entre (£) et ((), si 
bien que (i) tient comme espere. 
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(2). Montrons que (£) induit un epimorphisme Endc(M) **kMi = Endc(M')/JEnd<j(M,) correctement 
defini et envoyant chaque a G Endc(M) sur la classe residuelle a' d'un endomorphisme a' G Endc(M') tel 
qu'il existe un prolongement (a', b, a) G Endc((£))- P° u r cela> s°it (a'> ^ a) e t (a"> c>a) deux prolongements 
arbitraires d'un endomorphisme a G Endc(M), alors p-6 = a-# = g-c, f-a' = b-'f et f-a" = c-f. On obtient 
g-{b — c) = 0 et /-(a' — a") = (6 — c)-/, montrant que (a' — a", b — c,0) est un endomorphisme non inversible 
de (£), prolongeant l'endomorphisme nul de M. Ainsi en vertu de (i), a' — a" n'est pas un automorphisme, 
si bien que a' — a" G JEIKWM')- D'ou, on a un epimorphisme correctement defini Endc(M) -kM' '• 
m *a', qui de plus est surjective puisqu'en vertu de (ii) chaque endomorphisme de M' se prolonge aussi 
en un endomorphisme de la suite (£). Observons maintenant que le noyau de l'epimorphisme precedent 
est egal au radical JEndc(M) : e n e^et e n vertu de (i), on sait que a est un automorphisme si et seulement 
si c'est le cas pour a', ainsi a' G JEnd^M') S* e t seulement si a G JEndc(M)- Alors le morphisme induit 
I C M — - — * k M ' '• oi *a' est l'isomorphisme naturel cherche. Ceci acheve la preuve du lemme. • 
Le resultat principal de cette sous-section donne un lien entre les r-suites reliantes, les bimodules de 
morphismes irreductibles et les paires dualisantes et symetrisables de bimodules introduites dans la defini-
tion 1.2.1. 
Theoreme 2.1.4. Soient T et T' deux sous-categories pleines H.om-finies d'une categorie de Krull-
Schmidt C, soit (£) : M'——*B—9—+M • une r-suite reliante pour la paire (T, T'), avec M et M' 
indecomposables, et avec B ^ 0 au cas oil (£) n'est pas un triangle dans C. Alors les endomor-
phismes de la suite (£) induisent une identification naturelle \HM — kM' de k-surcorps telle que, pour 
chaque objet indecomposable X G T Pi T', (£) induit naturellement une forme bilineaire non-degeneree 
Irrr(M', X)i»kji{lTi-7{X, M)— *kx, si bien que le kM-kx-bimodule Irr^X, M) et le kx-kM-bimodule 
lvxT{M', X)forment une paire dualisante et symetrisable de bimodules. 
Demonstration. On observe que si (£) est un triangle avec B = 0, alors on doit avoir M = M'[l] = M' si 
bien que (1) et (2) sont trivialement vrais. Ainsi on a seulement besoin de prouver le theoreme lorsque (£) 
est une r-suite reliante pseudo-exacte avec B ^ 0, ceci entraine que / et g sont non nuls. 
En vertu du lemme 2.1.3-(2) on a un isomorphisme naturel de k-surcorps 
cf> : kM := Endc(M)/JEndc(M)—=^—kM/ := Endc(M)/JEndc(M), avec <f>(a) = a' pour chaque endo-
morphismes a G Endc(M) et a' G Endc(M') se prolongeant en un endomorphisme de la suite (£). 
Soit X G T f l T ' u n objet indecomposable, posons\B2 = ITT^X, M) et 2B± = IrrT(M',X). Le 
kx-kM'-bimodule 2-6/ est naturellement un kx-kM-bimodule via 1'identification de kM' avec k^ suivant 
l'isomorphisme canonique cp. Comme en vertu du lemme 3.1.4 tout bimodule de dimension finie B G 
Ebimodp (pour deux k-surcorps E et F) induit toujours une paire dualisante et symetrisable de bimodules, 
pour montrer que la suite (£) induit une paire dualisante et symetrisable de bimodules {2B1,2-^1} il suffit 
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de verifier que (£) induit comrae annonce une forme bilineaire non-degeneree
 2Bl'®kMiB2 -kx (car 
dans ce cas, 2-B/ sera isomorphe au bimodule dual-droit
 2B1R). 
Pour tous morphismes radiciels v! £ JT,(M',X), u £ Jr(X,M), la propriete de factorisation des 
morphismes / et g (ainsi que le lemme 2.1.3) induit deux morphismes u et u' ainsi qu'un endomorphisme 
(a', b, a) de la suite (£) comme le montrent les deux diagrammes commutatifs suivants. 
Fait 2.1. > Avec les notation precedentes, le morphisme u appartient a 3^-(X, M) si et seulement si le 
morphisme u appartient a Jr(X, B); ainsi en tant que kM-kx-bimodules on a T(X, B)/Jr(X, B) = 
J-j-(X, Myj^-(X, M) = iB2- De mime, le morphisme u' appartient a 3j-,(M',X) si et seule-
ment si le morphisme u' appartient a J^-,(B,X); ainsi en tant que kx-kM-bimodules on a 
T'(B,X)/JT,(B,X) =* J r(M',X)/fT(M',X) = 2 5 / . 
> En particulier, les morphismes g et f sont irreducible, respectivement dans T et dans T', et, la 
structure de kM-module a droite sur T'{B, X)/J r/(B, X) et la structure de kM-module a gauche sur 
T(X, B)/Jr(X, B) sont donnees comme suit: soient u' € T'(B, X), u £ T(X, B), a G Endc(Af) et 
(a1, b, a) un endomorphisme quelconque de (£) prolongeant a comme dans le diagramme (Dl), alors 
u'-a := u'-(f>(a) := u' o b et a-u = b o u. 
Pour les implications non-triviales de la premiere partie du Fait 2.1, supposons que u G JT(X, M) et 
posons u — w o v pour deux morphismes radiciels v € 3r(X, Z) et w € Jr(Z, M). Alors, comme (£) 
est en vertu de l'hypothese une r-suite reliante, la propriete de factorisation de g montre que w = gw avec 
w E T{Z, B), on a done : g o u = u = gw o v si bien que g o (u — w o v) = 0 et la minimalite a droite 
de g montre que u — w o v est un morphisme radiciel et done u est aussi un morphisme radiciel. De meme, 
si u' appartient a J^-,(M', X) alors v! sera aussi dans J r / (B, X). D'ou, la composition par le morphisme g 
donne un isomorphisme de bimodules T(X, B)/3T(X, B) = \B2, la composition par le morphisme / donne 
un isomorphisme de bimodules T'(B,X)/JT,(B,X) = 2By\ par ailleurs, ces isomorphismes montrent 
clairement que la structure de kM-module a droite sur T'(B,X)lJT,(B,X) et la structure de kM-module 
a gauche sur T(X, B)fir(X, B) sont donnees comme annonce dans le second volet du Fait 2.1. Ainsi, le 
Fait 2.1 est clairement etabli. 
En vertu du Fait 2.1, il est maintenant clair que la composition de morphismes induit une forme bilineaire 
« ) : 
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(qui est aussi kx-lineaire) 
2B^ulB2 * V(B, XpT,{B\ X)®kMT(X, B)/JT(X, B)^^kx, avec b(W ® u) = W%. 
Enfin, nous montrons que b est aussi non-degeneree. Pour ce faire, supposons que S ^ O pour un certain 
u G T(X, B), alors, X etant indecomposable, u doit etre une section. Ansi, en choisissant un inverse a 
gauche B—V——X pour u, on a b(v' <S> u) = 1. De meme pour tout vf non nul dans T'(B, X)/Jr,(B, X) 
avec v! € T'(B, X), le morphisme v! doit etre une retraction, si bien qu'en choisissant un inverse a droite 
v 6 T(B, X) pour v! on obtient que b(u' <g> v) = 1. On conclut que la forme bilineaire b est non-degeneree 
et ceci complete la preuve du theoreme. • 
2.2 Structures amassees faibles et structures amassees 
2.2.1 Structures amassees faibles 
Soient T une sous-categorie pleine d'une categorie exacte ou triangulee C telle que T soit rigide 
(Ext^(T, T) = 0) et le foncteur J-r/J^- soit de dimension finie sur k, soit M un objet indecomposable dans T, 
on designe par TjM la sous-categorie de T engendree par ind T^ {M}. Supposons qu'il existe un autre ob-
jet indecomposable M* n'appartenant pas a T tel que la sous-categorie donnee par T' = (T/M) © add(M*) 
soit aussi rigide. Alors une suite d'echange (suite exacte courte ou triangle) entre T et T' est une (T/M)-
f* f 
approximation minimale M*——>B——*M •. Ansi, chaque suite d'echange (£) (avec B ^ 0 au cas ou 
(^) n'est pas un triangle) doit etre unique a isomorphisme pres. Nous disons que T est sans boucle si son 
carquois module est sans boucle. On observe qu'on a ainsi d'autres exemples de r-suites reliantes donnees 
par des suites d'echange entre T et T ' lorsque T et T ' sont sans boucle. 
Lemme 2.2.1. Supposons que C est une categorie de Krull-Schmidt exacte ou triangulee et qu 'il existe une 
suite d'echange (£ex) : M*-!—*B-^M—• entre deux sous-categories pleine rigides T et T' = (TjM) © 
add(M*). Alors, T n'a pas de boucle au point M si et seulement si Ext^(M, M*) = k^ — kjv/*, si et 
seulement si T' n'a pas de boucle au point M*. Et si tel est le cas, alors toute suite exacte courte non-
scindee ou tout triangle non-scinde (£) : M*—-U—-M—• est isomorphe a la suite d'echange (£ex)-
Demonstration. Par hypothese, Ext£(T,T) = 0 et E x t £ ( T , T ) = 0 si bien que Extc(M,B). = 
0 = Extc(fl,Af*), alors en appliquant les foncteurs C(M,-) et C(-,M*) a la suite d'echange 
f* f 
(^ ex) : M*——*B——*M •, on obtient les deux suites exactes suivantes : 
C(M, Af*) *C(M, B)—±-C(M, M)—?-+Ext1c{M, M*) *Q avec h := / o -, 
C(M, Af') >C{B, Af*)-^C(M*, M*)-£-Ext£(M, Af*> *0 avec h' := - o /*. 
En vertu de la definition d'une suite d'echange, les morphismes / et /* sont radiciels et clairement on a 
Im(/i) C JC(M, M) et Im(/i') C 3C(M*, M*). Mais en vertu du lemma 2.1.3-(2) on a un isomorphisme 
naturel de k-surcorps : kM = C(M,M)/JC(M,M) = kM. = C(M*,M*)/Jc(Af*,M*). Les observations 
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precedentes montrent que les equivalences ci-apres sont valides : dans T il n'existe pas de boucle au point 
M si et seulement si Im(/i) = JC(M, M) = ker(<9), si et seulement si Ext£(M, M*) = kM = kM., si et 
seulement si Im(/i') = JC(M*, M*) = ker(<9'), si et seulement si dans T' il n'existe pas de boucle au point 
M*. D'ou, le premier volet du lemme 2.2.1 est prouve. 
Pour le second volet du lemme 2.2.1, supposons que T ne possede aucune boucle au point M (ou 
de facon equivalente, T ' ne possede aucune boucle au point M*), et soit (£) : M*-^-U-^-*M—• une 
suite exacte courte non-scindee ou un triangle non-scinde dans C (en particulier, M et M* etant in-
decomposables le corollaire 2.1.2 montre que les morphismes g* et g sont radiciels avec g* minimal 
a gauche et g minimal a droite). Remarquons que les suites non scindees (£ex) et (£) correspondent a 
deux elements non nuls dans le groupe d'extension Ext£(M, M*). Ayant en vue les observations du pa-
ragraphe precedent, en appliquant le foncteur C(M,-) a la suite d'echange (^ex) on obtient une suite 
exacte C(M, M*) *C{M, B) *C(M, M)—^-*Ext1c(M, M*) •O dans laquelle d est le morphisme 
de liaison (en homologie) associe a (^ ex)» e t telle que ker(d) = JC(M, M) est le radical de l'algebre 
locale C(M,M). Ainsi, il existe un morphisme a e Endc(M) n'appartenant pas a JC(M, M) tel que 
Ext£(a, M*) := d{a) = ( 0 , si bien qu'on a un diagramme commutatif comme suit: 
9* 9 
( 0 = d(a) : M*-^-^U-^-^M 
I ^ i la 
Mais a $ ker(9) = JC(M, M), d'ou a est un automorphisme l'algebre locale C(M, M). Alors en vertu du 
lemme-des-cinq, (ou aussi en vertu du fait que / et g sont minimaux a droite), il vient que dans le diagramme 
precedent f5 est un isomorphisme, et done (£) est isomorphe a la suite d'echange (£ex), ceci acheve la preuve 
du lemme 2.2.1. • 
Rappelons maintenant la notion de structure amassee faible sur une categorie additive C. 
Definition 2.2.1 ([10, §1.1]). Une structure amassee faible sur C consiste en les donnees ci-apres : 
> La donnee d'une collection X de sous-ensembles X c ind C appeles amas, les objets indecomposables 
de l'union de tous les amas sont appeles variables amassees. En outre il existe un sous-ensemble 
P c indC d'objets indecomposables appeles coefficients et qui ne sont pas des variables amassees. 
Pour chaque amas X, l'objet T = X U P (vu comme un objet ou comme une sous-categorie pleine 
de C) est alors appele un amas augmente. On exige que les donnees precedentes satisfassent aux deux 
conditions ci-apres. 
(cl) Toute variable amassee M induit une operation \IM appelee echange ou mutation, envoyant un 
amas augmente T contenant M sur un autre amas augmente HM{T) = T* = TjM © M* pour une 
certaine et unique variable amassee M* ¥ M. On dit alors que (M, M*) unepaire d'echange. 
(c2). II existe deux suites d'echange M*-^-*B—^M et M—^+B'-^M* • entre T et T* : 
ces suites (suites exactes courtes ou triangles) sont des add {TjM) -approximations minimales. 
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Remarque 2.2.2 ([Theoreme 1.10.10] ou [12, 61, 5], 43, 10]). Dans toute categorie (stablement) 2-Calabi-
Yau C, les sous-categories inclinantes amassees, s'il en existe, determinent une structure amassee faible 
pour C. En particulier pour les categories amassees, les sous-categories inclinantes amassees existent et 
determinent une structure amassee faible n'ayant ni boucle ni 2-cycle. 
2.2.2 Structures amassees 
Mutation de carquois values 
Rappelons qu'un carquois value est localementfini si le nombre de ses fleches est fini, les carquois values 
considered pour toute la suite sont localement finis, et peuvent contenir des 2-cycles, ou un 2-cycle est un 
cycle de longueur 2. Soit Q un carquois value de type T et de valuation d sur un ensemble de points I, soit 
k € I un point de Q n'appartenant pas a une boucle ou a un 2-cycle, en d'autres termes, k satisfait a la 
condition suivante : 
pour chaque point i €E I, Qi(i, k) = 0 ou Qi(k, i) = 0. (2.2.1) 
Pour deux points i,j € / , on pose Q2 (i,j) l'ensemble de tous les chemins values de longueur 2 de i 
vers j passant a travers k. Alors avec la condition (2.2.1), on a Q2 (j, i) = 0 ou Q2 (i,j) = 0-
Definition 2.2.3. On suppose que la condition (2.2.1) est satisfaite, alors la mutation de Q au point k est le 
carquois value sur I donne par Q' = /Zfc(Q) et dont la valuation d' est decrite comme suit: 
c, d Pour toutes fleches valuees a : x—L-"k et /3 : k-^-*y incidentes au point k dans Q, on a des fleches 
valuees correspondantes a* : x-^-k et (3* : k-^—y dans Q'. 
> Soient i,j e K {k} tels que l'ensemble Q2 (j,i) soit vide (si bien que jd^-^di = 0), et 7 : i*l'--l-j la 
Heche valuee (ou peut-etre 0-valuee) representant Qi(j, i). Alors Qi(i, j) C Q[(i, j) en tant que sous-
ensembles de fleches valuees, et toute arete valuee.additionnelle dans Q[(i,j) U Q[(j,i) est donnee 
par : 7' : i '1 -h-k-i J-,J2l'.kA2.ill—j
 et 1'orientation de 7 est determinee comme suit : posant 
sign7,(i, j ) = sign(jdfc-fcdj -jd*) = sign^d^d* — jdj), si sign7,(i, j) vaut+1 alors 7' est orientee de 
i vers j , dans le cas contraire 7' est orientee de j vers i. 
En particulier, si les trois points i, j et k induisent un sous-cafquois value (plein) acyclique dans Q, 
alors Q[(j, i) = 0 et Qi(i, j) s'identifie a l'union disjointe Qi(i,j) U Q2 (i,j). 
Telle que definie, la mutation de carquois values n'augmente pas le nombre de 2-cycles. 




6a , 46 
3a, 26 
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On voit done que, sur les carquois ayant des 2-cycles, la mutation n'est pas necessairement involutive. 
Toutefois on a les observations suivantes. 
Remarque 2.2.5. Avec les notations de la definition precedente, si le voisinage de k ne comporte pas de 
2-cycles, alors dans ^t(Q) le voisinage de k ne comporte pas non plus de 2-cycles et fik([ik(Q)) = Q. En 
particulier la mutation de carquois values ne comportant pas de 2-cycles est involutive et coincide avec la 
mutation matricielle, pour les matrices anti-symetrisables. 
Une version generalised des structures amassees 
Comme dans la section precedente, un carquois module Q sera dit augmente relativement a un sous-
ensemble I C Qo si dans Q il n'existe aucune fleche entre deux points dans Q0^l- Soit T un amas augmente 
tel que pour chaque M dans indT l'algebre quotient )HM = Endc(M)/Jr(M, M) soit un k-surcorps de di-
mension finie et le bifoncteur JjjJ^ soit de dimension finie sur k (ici JT = Ja d d T = ra<4.ddr est le radical de 
Jacobson de addT). Alors, ayant en vue la definition 1.5.2, a T on associe un carquois module augmente 
QT = (Qr, 9ftr) decrit comme suit: les points sont donnes par tous les objets indecomposables dans T, le 
k-surcorps attache en un point M dans QT est le k-surcorps oppose k^ et pour chaque paire de points X, Y 
dans Q qui ne sont pas tous deux des coefficients, la fleche valuee (peut-etre 0-valuee) a = OCX,Y represen-
tant l'ensemble (QT)I(X, Y) et la paire dualisante de bimodules correspondante sont donnees comme suit: 
j ^ \ x Y>X Y<X Y<* Y$Y
 o u XQY — lrr(X, Y) est le k^-ky-bimodule des morphismes irreductibles de X 
vers Y dans add T, le bimodule dual
 xBy peut etre choisi comme etant le k-dual Homk(xB r , k). La modu-
lation de Q est choisie symetrisable en fixant d'abord des formes traces non-degenerees lM G Homk(kM, k) 
pour chaque point M. 
Dans la definition 2.2.6 ci-apres, la condition (c4) est une generalisation non-simplement lacee de la 
condition (d) requise dans [10] pour les structures amassees. Notons que contrairement aux categories sim-
plement lacees pour lesquelles le carquois contient assez d'informations, ici dans le cas general des catego-
ries sur des corps non necessairement algebriquement clos, le carquois value a lui-seul ne contient que bien 
peu d'information sur les morphismes irreductibles; l'information correspondante doit etre donnee par le 
carquois module. Ainsi nous attirons l'attention du lecteur qu'il est naturel d'exiger que la structure amas-
see puisse respecter dans un certain sens la modulation de chaque amas augmente T, une telle exigence 
est d'ailleurs necessaire si par exemple pour une variable amassee M dans T, on desire comparer les al-
gebres d'endomorphismes de T et de HM{T) en utilisant leurs representations par des carquois modules lies 
(comme nous le ferons au chapitre 4 apres l'introduction des carquois modules avec potentiels). 
Definition 2.2.6. On suppose que la categorie C est Hom-finie et de Krull-Schmidt, alors C possede une 
structure amassee si C admet une structure amassee faible et les conditions supplementaires (c3) et (c4) 
ci-apres sont verifiees. 
(c3) La structure amassee faible de C ne possede pas de boucles et de 2-cycles dans le sens suivant : 
le carquois value augmente de chaque amas augmente ne possede ni boucle ni 2-cycle; de fa?on 
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equivalente les suites d'echange sont des r-suites reliantes et il n'existe pas de 2-cycle. 
(c4) Pour chaque variable amassee M dans un amas augmente T, le carquois module augmente 
Q = (Q,9tt) de T et le carquois module augmente Q' = (Q',SPT') de T* = nM{T) sont lies par 
la mutation semi-modulee suivante : 
(c4.1) Q' = MM(Q) est la mutation du carquois value Q au point M. 
(c4.2) Chaque paire d'echange (M, M*) est munie d'un isomorphisme naturel de k-surcorps 
kjw*—^—k/w compatible avec les suites d'echange et 1'identification k^* =</> kjv/ est telle que 
pour toute paire de points X,Y G Q D Q', les fleches valuees representant les sous-ensembles 
Qi(X, M), Qi(M, Y), Qi(M*, X) et Q[(Y, M*) soient respectivement donnees par 
a . X xBM,xB*MiM ^ p . M MBY,MB*Y<Y^ ^ . xxBM,xB*u M , ^ ^ . M*MBY,MBY y^ 
ou, a et a* {fi et /3*) possedent la meme paire dualisante et symetrisable de bimodules. 
En examinant la condition (c4.2) dans la definition 2.2.6, on note les observations suivantes : si on ad-
met l'existence d'une structure amassee faible sans boucles, alors pour chaque variable amassee M, les deux 
suites d'echange M* >B >M et M—^-B' g >M* sont des r-suites reliantes, et ayant en vue le theo-
reme 2.1.4 on a deux isomorphismes de k-surcorps cf>M : k^—^—-^M* et <pMt : kM*—^^—-^.M qui peuvent 
ne pas coi'ncider; sous l'identification kM —<t>M kjw onaIrrT.(M*,X) =4>M Irr^(A", M)R pour chaque objet 
indecomposable X dans B, mais si plutot on considere l'identification \LM =4, , kM» alors on obtient que 
\Irij(M, X')) =0 ^ lrrT,(X', M*) pour chaque objet indecomposable X' dans B'. Ainsi prenant en compte 
le theoreme 2.1.4, la condition (c4.2) dit precisement qu'il existe un "bon" choix des suites d'echange com-
patibles telles que <f>M = 4>M,. Notons aussi que la condition (c4.2) est toujours trivialement satisfaite dans 
le cas simplement lace ou les bimodules se reduisent aux espaces vectoriels sur un corps algebriquement 
clos. 
2.3 Categories triangulees 2-Calabi-Yau avec structures amassees 
On suppose pour la suite que C est une categorie Horn-fine de Krull-Schmidt (triangulee ou exacte 
stablement) 2-Calabi-Yau. Dans cette section notre objectif principal est de prouver qu'en presence de la 
propriete 2-Calabi-Yau la condition (c4) est satisfaite sous l'hypothese que la condition (c3) tienne et qu'on 
a une structure amassee faible. Pour ce faire, la preuve que la condition (c4.1) est satisfaite est une adaptation 
relativement aisee de celle du resultat correspondant au cas simplement lace obtenu dans [10]. Cependant, 
prouver que la condition (c4.2) est satisfaite s'avere etre une tache plus sophistiquee qui requiert en plus 
de la propriete 2-Calabi-Yau les concepts generaux developpes dans la section precedente ansi qu'un outil 
technique autour des k-surcorps (formes traces) que nous developpons plus amplement au chapitre 3. 
2.3.1 Enonces principaux 
Nous avons avant toute chose besoin du lemme technique qui suit. 
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Lemme 2.3.1. Soit A une k-algebre locale de dimension finie et de radical JA. Alors il existe des formes 
traces k-lineaires non nulles t sur A telles que t G soc(AHomk(A,k)) n soc(Homk(A, k)A). Chaque telle 
trace t est alors un element central du A-bimodule D(A) = Horrik(A, k) : a-t = t-a pour tout a E A, le 
radical i?t de t est tel qu'on ait _Rt = JA et t induit une forme trace non-degeneree sur le k-surcorps A/JA. 
Demonstration. Ce lemme est entierement contenu et prouve dans le lemme 3.1.3 au chapitre 3 ou les 
notions de morphismes traces et les paires dualisantes de bimodules sont plus largement exposees. • 
Pour le resultat principal de cette section, on considere pour un triplet (T, M, T*) dans C la condition 
suivante : 
> T est un object (ou une sous-categorie) inclinant(e) amasse(e) dans C,) 
i 
> M £ ind T et il n'existe pas de boucle au point M dans T, > (2.3.1) 
> T* = (T/M) 0 M* est la mutation de T au point M. ' j 
Remarque 2.3.1. En vertu du lemme 2.2.1, le triplet (T, M, T*) satisfait a la condition (2.3.1) si et seulement 
si c'est le cas pour le triplet (T*, M*,T). 
Notre contribution principale pour la version non-simplement lacee des structures amassees s'enonce 
comme suit. 
Theoreme 2.3.2. Soit (T, M, T*) un triplet dans une categorie (triangulee ou exacte stablement) 2-Calabi-
Yau Hom-finie C satisfaisant a la condition (2.3.1). Alors les enonces suivants sont vrais. 
(1) // existe une paire compatible de suites d'echange (£) : M*^-B-^--M—• et 
(£') : M-^-B'-^-M*—• associees a la paire d'echange (M,M*) telle que chaque endomor-
phisme a G Ende(M) se prolonge en un endomorphisme (b,a',a) de la suite (£) et en un 
endomorphisme (a, a", b) de la suite (£') ayant une composante commune b G Ende(M*). 
(2) Les endomorphismes des deux suites d'echange compatibles (£) et (£') apparaissant comme dans 
(1) induisent un isomorphisme naturel de k-surcorps: k^ *-kM* suivant lequel, pour tout X 
dans ind(T/M) on a des isomorphismes naturels suivants entre paires dualisantes et symetrisables de 
bimodules : 
{IrraddT(X, M), Homk(IrraddT(^, M), k)} ^ {Homk(IrraddT,(M% X), k), IrraddT.(M*, X)}, 
{IrraddT(M, X), Homk(Irraddr(M, X),k)}* {Homk(IrraddT,(X, M% k), IrraddT,(X, M*)}. 
Un isomorphisme d'une paire dualisante et symetrisable {E-WF, ( E ^ F ) * } vers une paire dualisante et 
symetrisable {E-^'F, (E-W'F)*} est une paire (/,/'*) ou / : N—^—*N' est un isomorphisme de bimodules 
et /* : Af'*—= -^./V* est l'isomorphisme dual correspondant (ici le dual de / existe a cause du fait que les 
paires dualisantes de bimodules considerees sortt symetrisables, voir la section 3.1). 
Maintenant sous l'hypothese de l'existence d'une structure amassee faible et de la condition (c3), la 
version non-simplement lacee des la structures amassees s'enonce comme suit. 
Theoreme 2.3.3. Soit C une k-categorie Rom-finie de Krull-Schmidt (triangulee ou exacte stablement) 2-
Calabi-Yau pour un corps quelconque k, admettant des sous-categories inclinantes amassees n'ayant ni 
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boucle ni 2-cycle. Alors les sous-categories inclinantes amassees determinent une (version non-simplement 
lacee de) structure amassee pour C. 
Avant de prouver les theoremes 2.3.2 et 2.3.3, nous derivons la consequence immediate ci-apres pour 
les algebres inclinees 2-Calabi-Yau, oil la condition de decomposition directe dans le point (iii) du corol-
laire 2.3.4 a du sens car le corps de base k n'est pas suppose parfait. Rappelons aussi que si un objet T 
dans C ne possede pas de boucles et de 2-cycles, alors pour deux points i et j dans le carquois module Q 
de End(T), il existe une unique fleche valuee (et peut-etre 0-valuee) kj—^kj dont la paire dualisante et 
symetrisable de bimodules peut etre notee {iBj.^B*;jbj, jb^}, les formes bilineaires non-degenerees et sy-
,b if>' 
metrisables iB-®V]iB*—Li—>-kj et iB*®kiiBj —-kj etant induites par deux formes traces non-degenerees 
U € Homk(kj, k) et t, € Homk(kj, k) comme dans le lemme 3.1.4. 
Corollaire 2.3.4. Soit (T,Tk,T*) comme en (2.3.1) et tel que T n'ait ni boucle ni 2-cycle, avec indT = 
{Ti : i £ 1} fini. Soit Q = (Q, 9Jt) = QEndc(T)> ou l® modulation de Q est choisie symetrisable sur k en 
fixant une famille (kj, ti)iei de k-surcorps kj munis de formes traces non-degenerees tj. Alors, le carquois 
module Q! = QEndc(T*) est He a Q suivant la mutation semi-modulee suivante : 
(i) Le carquois value sous-jacent de Q est egal a la mutation /Ufc(Q). 
(ii) Suivant une identification naturelle des k-surcorps attaches aux point k dans Q et dans Q', la famille 
de k-surcorps munis de formes traces non-degenerees dans Q' est encore donnee par (kj, ii)iei- Et 
pour toute paire de points x, y dans I les fleches valuees representant les sous-ensembles Q\{x, k), 
Qi(k,y), Q[(k,x) et Q[(y,k) sont respectivement donnees-par 
xB.,xBT . Q . kB „ , fcB* + XB.,XBT , n* l kBy,kB* 
a : x—- ^k, p : k— -*y, a : x->—- —k et p : k-—- —y, 
ou, a et a* (ft et (3*) possedent la meme paire dualisante et symetrisable de bimodules. 
(iii) Solent i, j E K {k} tels que le sous-carquois module de Q induitpar les troispoints i, j , k soit acy-
clique. Si iBk <g> kBj est non nul on suppose aussi que JaddT(Tj,Ti) = IrraddT(7}, Tj) © J^arC^'i ^ ) -
Alors, I r r ^ y . ^ . T i ) = I r r ^ ^ T ^ T j ) = ^ © G ^ ® * ^ ) - Et si {&?,&*;$,&"'} designe 
la paire dualisante et symetrisable de bimodules associee a Q[ (i, j) alors on a : 
{iBj',iB'*\ib"3,ib'"} = {j5j,iSJ;jbj,jb^} © ^{jBfc^fifcjjbfcjibfc} (8) {fc5j,fc-BJ;fcbj,fcbj-}J. 
Demonstration. L'enonce (i) est donne par le theoreme 2.3.3-(c4.1) tandis que l'enonce (ii) est donne par 
le theoreme 2.3.2-(2); il reste seulement a montrer que (iii) est aussi valide. 
Soit Q2 (i,j) •= {a/3 : a G Qi(i, k),(3 G Qi(k,j)} le sous-ensemble des chemins values de longueur 
2 dans Q2{i,j) passant a travers le point k (comme dans la definition 2.2.3). En vertu de la definition 
de la mutation de T au point k, on sait que T* = /j,k(T) = {TjTk) © Tfc* avec 7£ ^ Tk. On sait que 
xBy = lrvaddT(Tx,Ty) pour tout x, y £ Qo, posant aussi iBj' = IrraddT, (Tj, Ti), on a clairement des suites 
exactes canoniques de kj-kj-bimodules 
iBk ®kk kBj •Irradd7/rfc(TJ>T')- *iBj *° e t InaddTfrk(TvTi) *iB/ *°-
Acceptant alors la condition de decomposition que : JaddrO^j'i^i) = IrraddT-(^j')^i) ® 
JlddT{Tj,Ti) a u c a s o u iBk ® kBj ± 0, on voit que iBj C I r r ^ ^ O T ^ T j ) et 
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dimki(jB/) < dimk i(Irr^d^ f c(rj ,T^) < dimki(iBfc(8)kfc fe^O+dimk^i^)- A i n s i P o u r montrer que 
iB- =
 iBj@(iBk<8>kBj) = Irr^j^jTj,Tj),ilsuffitde verifier que lesbimodulesi5j'etiBJ.©(ififc(g)fcBJ.) 
ont la meme dimension sur k*. Mais en vertu de l'hypothese, le sous-carquois value plein de Q induit 
par les trois points i, j et k est acyclique, et le dernier volet de la definition 2.2.3 montre que le car-
quois value Q' := HkiQ) de T* est tel qu'on ait Q[(i,j) = Qi(i,j) U Q2 (i,j), il en decoule que 
dim^^B-') = dim^QBj) + dimk;(jBfc <g> feB •), etablissant ainsi la validite de (iii). • 
2.3.2 Preuve du Theoreme 2.3.2 et du Theoreme 2.3.3 
On fera la preuve uniquement dans le cas triangule, car pour le cas d'une categorie exacte stablement 
2-Calabi-Yau, ayant en vue les resultats des sections precedentes, les arguments de la preuve ne changent 
pas et il suffira de remplacer le mot triangle par suite exacte courte. 
Preuve du Theoreme 2.3.2 
Puisqu'en vertu dThypothese le triplet (TyM,T*) satisfait a la condition (2.3.1) si bien qu'en vertu 
du lemme 2.2.1 le triplet (T*,M*,T) satisfait aussi a la condition (2.3.1), et comme en plus les suites 
d'echange associees a la paire (M, M*) sont des add(T D T')-approximations minimales, il vient que ces 
suites d'echange sont des r-suites reliantes. On deduit que le volet (2) du theoreme 2.3.2 est une consequence 
directe du volet (1) et du Theoreme 2.1.4-(2). Ainsi, nous devons seulement ecrire la preuve du volet (1). 
Construction des triangles d'echange compatibles. Le triangle d'echange (£) : M*J-~*B^->M-^*M* [1] etant 
fixe, nous devons construire le second triangle d'echange (£') : M-^-B'-^—M*-^*M[1] de telle sorte que la 
condition suivante soit satisfaite. 
Chaque endomorphisme a G Endc(M) induit un diagramme commutatif comme suit, 
r M*[l] 
M* *B +M' 
b 
M 









f f 9 9* 5' 
ou la composante b £ Endc(M*) est commune pour les deux triangles (£) et (^'). 
En vertu du lemme 2.3.1, choisissons une forme trace non nulle t € soc(D Horn^M, M)), ansi t est un 
element central du Endc(M)-bimodule soc(D Homc(M, M)). La condition 2-Calabi-Yau donne un isomor-
phisme fonctoriel DHomc(X, Y)—=^-Homc(F, X[2]) pour tous X, Y £ mdC, si bien que t correspond 
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naturellement a un morphisme non nul e €E soc(Homc(M, M[2])) qui induit un triangle presque scinde 
(&) : M[1]-^*E-^*M-^*M[2] dans C. 
Maintenant, en utilisant (£) et (££) nous construisons un morphisme 8' : M* -M[l] tel que le dia-
gramme ci-apres commute : 
( 0 : A T — — - * £ — - ^ M — ^ A f * [ l ] 
5'! I / ' *'[11 <S1> 
( 6 ) : M[l}-^E^rM^rM{2]. 
En effet la propriete de factorisation a droite de v montre que le morphisme radiciel / se factorise par v et par 
un certain morphisme / ' rendant commutatif le carre qui est au milieu du diagramme (El) precedent. Ainsi 
la paire (/', 1M) doit se prolonger en un morphisme de triangles (6', / ' , 1, S'[l]) avec 5' : Af* •Af [1], si 
bien qu'on obtient un diagramme commutatif de la forme (SI) et dans lequel 6' ^  0 puisque s est non nul 
de par sa construction. 
La suite de la preuve est donnee par les deux prochains faits ci-apres. 
Fait 2.2. Uunique triangle non scinde (£') : M—9-^-B' 9 >Af* s >M[1] construit en utilisant le mor-
phisme 5' estun triangle d'echange. 
Fait 2.3. Les deux triangles d'echange (£) et (£') sont compatibles dans le sens que la condition (2.3.2) est 
satisfaite. 
Preuve dufait 2.2. Comme (£') est non scinde, la preuve du Fait 2.2 est donnee par le lemme 2.2.1 lequel 
montre d'ailleurs que le resultat tient pour toute paire de sous-categories rigides ne comportant pas de 
boucle au points M et Af*. Toutefois, ici nous verifierons directement que B' est dans T C\T' : en effet 
posons T = T/M, en applicant le foncteur C(T, -) a (£') on obtient la suite exacte courte suivante : 
C(T, M)^^C(T, B') *C(T, Af *) •Ext^T, M) »Ext$.(T, B1) •Ext£(T, Af*). 
Puisque T = T ® M et T* = T © Af* sont rigides, on a Ext£(T, M) = 0 et Ext£(T, Af*) = 0 , si bien 
que Ext^(T, B') = 0. Ensuite, en appliquant le foncteur C(-, Af) a (£') et ayant en vue le fait que dans T il 
n'existe pas de boucle au point Af, on obtient (comme d'ailleurs dans la preuve du lemme 2.2.1) une suite 
exacte 0 *Jc(Af,Af) *C(M,M) -Ext^Af*, Af) *Ey±lc{B',M) •Ext£(Af,Af) = 0, mon-
trant que Ext£(.B', Af) = 0, et a cause de la condition 2-Calabi-Yau on a aussi Extc(Af, B') = 0. De meme 
en en appliquant le foncteur C(M*,-) a (£') et en utilisant le meme argument que celui qui precede, on voit 
aussi que Extc(AP, B') = 0 et E x t ^ ' , Af *) = 0. Nous avons done montre que Extc(T UT*,B') = 0 et 
Ext£(5', r u T ) = 0, montant alors que B' appartient a T n T* car T et T* sont rigides maximaux. • 
Preuve dufait 2.3. Verifions maintenant que les triangles d'echange (£) et (.£') forment une paire de tri-
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angles compatibles tels que la condition (2.3.2) soit satisfaite. Pour cela, soit M——-*M un endomorphisme 
arbitraire de M. En utilisant le premier triangle d'echange (£) (et aussi la propriete de factorisation a droite 
de / ) , il est clair que chaque endomorphisme a doit se prolonger en un endomorphisme (6, a', a, 6[1]) du 
triangle (£). Maintenant pour obtenir un diagramme commutatif comme en (2.3.2), nous devons montrer 
que dans le diagramme (£2) suivant, 
9 9* 5' 
(?) : M — ^ - 5 ' — ^ — M * — - - M [ l ] 
(?) : M *B' -*M* >M 
a[l] (S2) 
1]. 
la paire (6, a) se prolonge aussi en un endomorphisme (a, a", b, a[l]) du second triangle d'echange (£'). Pour 
ce faire, on a seulement besoin de montrer que le carre a droite de (E2) commute, ou de maniere equivalente 
que, pour le diagramme (S3) suivant et dans lequel le carre de gauche commute, on a que le carre de droite 
commute aussi. 
5 <*'[!] 
M -Af*[l] -M[2] 
a 6[1] |a[2] (S 3) 
M *M*[ll -M[2] 
5 L J <J'[i] • l J 
Rappelons que par construction de 5' on a e = 5'[l]-i5. Nous affirmons que a[2].-£ = e-a. 
En effet, soient Mi, M2, M[,M'2 des noms distincts pour designer l'objet M, alors pour toute paire de 
morphismes Mi—-—-M[ et M2—-—*M2 dans C, nous avons le diagramme commutatif suivant et dans 
lequel les lignes horizontales sont donnees par les isomorphismes fonctoriels de la propriete 2-Calabi-Yau, 
D Homc(M1, M 2 ) - ^ H o m c ( M 2 , Mi[2]) a v e c ^u) = C [ 2 1 W o u u G Homc(M2, Mi[2]), 
rj\ \th v(a) ~ c-a-c' et done rj(a)(v') = a(c'-v'-c) ou 
DKomc{M[, M£)—^-•Homc(Af£, M{[2]) a G DHom^Mi, M2) et r/ G Homc(M{, M^). 
Maintenant on doit se rappeler que l'isomorphisme DHomc(Mi, M2)—^^-Homc(M2,Mi[2]) de la condi-
tion 2-Calabi-Yau envoie le morphisme trace t G D Home (Mi, M2) = D Horric(M, M) sur le morphisme 
e G Homc(M2, Mi[2]), si bien que rj(t) = c-t-d est envoye sur la composition tp(e) = c[2]-e-c'. En parti-
culier pour chaque a G Homc(M, M), le morphisme a-t est envoye sur a[2]-e tandis que le morphisme t-a 
est envoye sur e-a, mais le morphisme trace t etant un element central du bimodule D Homc(M, M), on a 
t-a = a-t, et done on a aussi a[2]e = e-a comme annonce. 
Maintenant, puisque le carre gauche dans (S3) est deja commutatif, l'egalite a[2]e = e-a (et le fait que 
e = <J/[l]-<J)montreque{a[2]«J/[l]-J'[l]6[l])-(y = 0; ainsile morphisme a[2]<5'[l] - S'[l]b[l] doit se factoriser 
par le terme B[l] du triangle de base 6. Mais on a Homc(5[l].M[2]) = Ext^(B,M) = 0 si bien que 
a[2](5'[l] — <5'[1]6[1] = 0, induisant alors la commutativite du carre de droite dans (S3). Done la paire (a, b) 
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se prolonge en un endomorphisme du second triangle d'echange (£'), si bien que chaque endomorphisme a € 
Endc(M) se prolonge en un endomorphisme (6, a', a, b[l]) de (£) 'eten un endomorphisme (a, a", 6, a[l]) de 
(£') avec comme composante commune 1'endomorphisme 6 £ Ende(M*). Le fait 2.3 est done etablit et la 
preuve du Theoreme 2.3.2 est maintenant complete. • 
Preuve du Theoreme 2.3.3 : condition (c4.1) 
Cette partie de la preuve est entierement derivee de sa version simplement lacee obtenue dans [1.0, 
Theoreme 1.1.6]. Nous adaptons alors les arguments utilises dans [10, Theoreme 1.1.6] en utilisant le langage 
des carquois values et nous fournissons des details additionnels omis dans [10]. 
Soit T un objet inclinant amasse dans C avec indT = {Ti : i € I}, k € I un point 
fixe, T* = TfTk © Tfc* = fik(T); on pose Q = QT et Q' = QT*. On a deux tri-
angles d'echange T^-^-*Bk-^*Tk •Tfc*[l] et Tfc—^~5*r^*Tfc* •Tfc[l], montrant clairement que 
Q[{i,k) = { « * : « € Qi (M)} etQ[(k,i) = {a* : a £ Qi(i, k)} pour tout i € I. 
Ensuite, on a besoin de considerer la situation ou dans Q on a un sous-carquois value plein de de la 
forme : i^-----a-,-----y^j , oil (a,b) — (0,0) ou (c,d) = (0,0) car, en vertu de l'hypothese, Q ne possede 
pas de 2-cycles. Alors la definition 2.2.3 montre que dans /^(Q) on a le sous-carquois value plein suivant: 
' ^ \ 
• S a'b ^ » • •> n ** i ' • \—c+ms\,\ — d+m's'\ - ^ ' . ^ j - • • • / , \ , -\ $f----------j-s-j-i ou 1 arete valuee i—• — —j estonenteede ? vers i si signf— c + ms) — +1, 
\-c+ms\, \-d+m s \ 
dans le cas contraire elle est orientee de i vers j . Or, en vertu des hypotheses precedentes l'une des valuations 
(a, 6) et (c, d) est egale a valuation nulle (0,0), il en resulte que l'arete (pleinement) valuee entre i et j dans 
/ifc(Q) est donnee par 7 : i | a~c+ms| • ~ + m " j ; orientee de j versi si sign(a — c+ms) = +1 (oudefacon 
equivalente, si sign(6 — d + m's') = +1, car la valuation est supposee symetrisable), dans le cas contraire 
elle est orientee de i vers j . 
Ansi, pour prouver que Q' = Atfc(Q), on doit montrer que l'arete valuee attachee a la paire de points 
i,j dans Q' = QT« est donnee par l'arete valuee 7 precedente attachee a la paire i,j dans /Ufc(Q). Pour 
ce faire, on commence par considerer les deux triangles d'echange associes au facteur direct Ti de T : 
T* *Bi—^-*Ti *7;*[1] et Ti *B\ *T? -^[1], ou Tk n'est pas un facteur direct de B\ puisque 
qu'il n'existe aucune fleche de % vers k dans Q, car on n'a pas de 2-cycle. La fleche valuee i«m'm k indique 
qu'on peut poser : 5 , = Di® T™, ou Tk n'est pas un facteur direct de Dt. 
On obtient alors les deux diagrammes commutatifs Diagl et Diag2 ci-dessous, ou la troisieme ligne du 
diagramme Diagl est un triangle construit en commen?ant par les trois triangles induits par les morphismes 
du sous-carre superieur, et en appliquant ensuite l'axiome de l'octaedre Tr4 des categories triangulees (voir 
la definition 1.8.1). 
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Diagl : Diag2 : 
I t , t t 
Ti[-1] *T? • A © (Tfc)m >Ti Ti *% »T* -T^l] II t \w II ; II „ t , I II 
TA-1] -X >Di © (Bk)m-^*Ti Tt-^Y -X ^[1] I t t .1 
( r . ) r o [ 1 ] _ ( T . ) m [ 1 ] ( 7 , f c . ) m [ 1 ] __ ( : r . ) m [ 1 ] 
Alors en appliquant une seconde fois l'axiome de l'octaedre, Diag2 est un diagramme commutatif de tri-
angles dans lequel la deuxieme ligne est un triangle d'echange tandis que la troisieme colonne est egale a la 
deuxieme colonne Diagl. On observe que pour le diagramme Diag2, on doit avoir Y = B[ © (Tk)m : ceci 
vient du fait que Tk n'est pas dans add B[, si bien qu'on a C(B[, (T£)m[l]) = 0 et alors le triangle de la 
premiere colonne de Diag2 scinde. 
Posant T* = T*fTi — © Tt, on affirme que dans les deux triangles ci-apres les morphismes h et h' sont 
tf£k,i 
des add T*-approximations a droite, 
( £ ) : * 'DiQBp-^Ti *X[1], (O-.Ti »B't ® (T£)m-*UX ^ [ 1 ] . (*) 
En effet, B[ © (T£)m est clairement dans addT* car Tk n'est pas un facteur direct de B[, mais T* 
etant dans T n T* on a C(T*,Tj[l]) = 0, d'ou h! est une addT*-approximation a droite. Maintenant, 
pour traiter le cas du morphisme h, commencons par observer que Di © B™ est dans addT1*. On sait que 
Bt = Di® Tfem € addT tandis qu'en vertu du choix de Du on a A e addT pour T = T/Tk ; et Tt n'est 
pas un facteur direct de A parce qu'il n'existe pas de boucle au point i. En outre, Tk et T* ne sont pas des 
facteurs directs de Bk puisqu'il n'existe aucune boucle au point k et il n'existe aucune fleche de i vers k 
dans Qr- D'ou A © B™ € addT* comme espere. Ensuite, pour chaque facteur direct indecomposable Tt 
de T non-isomorphe a T£, on voit que tout morphisme u : Tt -Tt se factorise par h : puisque dans le 
diagramme Diagl la deuxieme ligne est un triangle d'echange, u se factorise par le morphisme g si bien 
que u = g o u' pour un certain u' G C(A © T™,Ti). En utilisant maintenant le triangle de la deuxieme 
colonne de Diagl et aussi le fait qu'on a C(TU (Tfc*)m[l]) = 0 car Tt £ ind(addT*) avec Tt ¥ Tfc*, il en 
decoule alors que le morphisme u' se factorise necessairement par w si bien que v! = w o u" pour un certain 
u" € C(Di®Bkn, Di®Tl). Ainsiu = gowou" = hou" a cause de la commutativite du diagramme Diagl. 
Finalement soit v : Tfc* *Ti; comme T^—-—>Bk est une add T-approximation minimale a gauche, il 
existe forcement un morphisme v' G C(Bk, Tj) tel que v = v' o /*. Mais 1'argument precedent montre que 
v' se factorise par h car aucun des objets indecomposables Tj, Tk, Tk, n'est facteur direct de Bk. Alors v se 
factorise aussi par h, et il en resulte que h est une add T*-approximation a droite comme annonce. 
Notons que les triangles (£) et (^') ne sont pas necessairement minimaux. Mais en vertu du 
66 
2.3. CATEGORIES TRIANGULEES 2-CALABI-YAU AVEC STRUCTURES AMASSEES 
lemme 2.1.1, on a une decomposition (£):X = T?® W [ ° ^ ^ © VK [h<,0] ,Tt [oJ >7?[1] © W[l]-
du triangle (£) pour laquelle (£ex) : T°—!—•[/;—*—*Ti—^—•T1<>[1] est un triangle non-scinde qui est 
aussi une add T*-approximation minimale, il decoule alors du lemme 2.1.3 que (£ex) est neces-
sairement l'unique triangle d'echange associe a T; € T* et If € T° = /Uj(T*). De meme, 
ayant deja X = 7 7 © W, l'argument precedent applique au triangle (£') montre qu'on une de-
rh"i \h'i °i 
composition (£') : rf L ° J .£// © W Lo 1<X = T° © VK [e' o] .^[1], du triangle {£), pour laquelle 
( O : Ti-^Ul-^Tf-^Ti [1] est le second triangle d'echange associe a la paire (Tt, T?). 
Maintenant pour tous objets M,U € C avec M indecomposable, on designe par <XM(U) € N la multi-
plicite de M comme facteur direct de U. Puisqu'il n'existe pas de 2-cycle dans QT*, l'un des deux entiers 
naturels aTj(Ui) = dimkT IrrT,(7},T,) et aTj(Ul) = dimkr Irr^T^T}) est egal a 0, il en resulte que 
l'arete valuee i c 'c j entre les points i,j dans Qr* est telle que c" = lar^Ui) — aTj.(C/t') . Mais puisque 
Bi = A © Tjp et Di®Bp = Ui® W, et B[ © (Tfc*)m = [// © W, on a done aT] (U{) = aTj ( A © B%) -
aTj(W) = aTj(B{) + m-aT.(Bk) - aTj(W)=a + ms- aT.(W), et aTj([//) = aTj[B[ ©Tfcm) - aTj.(W) = 
aTj(B[) — a.Tj(W) = c — ar^VK). D'ou, c" = a ^ ^ ) — Q T , ( ^ ) = |a — C + ms| comme espere. Nous 
concluons done que Qr* = /^(Qr), et ceci acheve la preuve que la condition (c4.1) est satisfaite. 
Preuve du Theoreme 2.3.3 : condition (c4.2) 
La preuve que la condition (c4.2) est satisfaite est deja completement donnee par le Theoreme 2.3.2. 
Ainsi done la preuve du Theoreme 2.3.3 est complete • . 
2.3.3 Sous-structures amassees 
Pour cloturer cette section, nous aimerions souligner qu'une notion de sous-structure pour les structures 
amassees est egalement introduite et largement etudiee par les auteurs de [10]. Aussi, le terme "stablement 
2-Calabi-Yau" est utilise dans un contexte plus general pour designer toute categorie Hom-finie B telle que B 
est soit une categorie de Frobenius dont la categorie stable B est 2-Calabi-Yau, soit une sous-categorie fonc-
toriellement finie et fermee pour les extensions d'une categorie triangulee 2-Calabi-Yau ([10, Thm II.2.1]). 
Soient C une categorie exacte ou triangulee, B une sous-categorie C fermee pour les extensions, on 
suppose que C et B possede une structure amassee faible. La structure amassee faible de B est appelee une 
sous-structure de C induite par un amas augmente T dans B si les conditions ci-apres sont verifiees. II existe 
un ensemble X d'objets indecomposables dans C tel que pour tout amas augmente T" dans B obtenu de T 
par un nombre fmi d'echanges Pobjet T" = T ' U X est un amas augmente dans C. Soulignons enfin que les 
resultats s'appliquent pour toute sous-categorie B munie d'une sous-structure amassee de celle de C. 
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2.4 Algebres amassees, sous-algebres amassees, fonctions d'amas 
Dans cette section, en guise d'une premiere application de l'existence de structures amassees non-
simplement lacees, nous realiserons directement une large classe d'algebres (et de sous-algebres) amassees 
non-simplement lacees (encore dites anti-symetrisables) de type geometrique [28], avec la possibilite qu'un 
amas puisse avoir un nombre denombrable de variables. Soulignons que le contexte traite ici generalise ce-
lui [10, §111.1] ou les auteurs se limitent aux algebres amassees anti-symetriques. Signalons aussi que les 
categories 2-Calabi-Yau offrent un cadre general permettant de construire de nouveaux exemples d'algebres 
amassees et de trouver de nouveaux modeles de categorification pour les algebres amassees. On peut se re-
ferer par exemple a [17, 16, 33, 31] pour de nombreux developpements dans le cas simplement lace. Pour le 
cas non-simplement lacee, une approche indirecte apparait dans [22] ou 1'auteur utilise le pliage d'algebres 
de groupes gauches tordus pour generaliser au cas non-simplement lace un resultat de Geiss-Leclerc-Schroer 
[33] etablissant l'existence de structures amassees sur des algebres de fonctions sur les sous-groupes unipo-
tents maximaux des groupes de Lie simples. 
Suivant les lignes de [10, §111.1] et [28], nous rappelons la definition d'une algebre amassee, avec la 
possibilite qu'un amas ait un nombre denombrable de variables. On fixe deux cardinaux denombrables non-
nuls m et n avec m > n, ainsi, si m est fini alors m et n sont tous deux des entiers naturels non-nuls. Soit 
F = Q(u i , . . . , um) le corps ambiant des fonctions rationnelles a m variables independantes sur le corps 
Q des nombres rationnels. Une graine dans F est une paire (x, B), ou x = {x i , . . . , xn,..., xm} = x U c 
est une base transcendante de F formee par l'union de deux sous-ensembles disjoints x = {x\,..., xn} et 
c = {xn+i,..., xm}, et ou B = (bij) est une matrice m x n-rectangulaire d'entiers pour laquelle lapartie 
principale B donnee par la sous-matrice carree d'ordre n formee des n premieres lignes est anti-symetrisable 
dans le sens qu'il existe une matrice diagonale n = ( 1 , . . . , n„) d'ordre n formee d'entiers naturels non-nuls 
telle qu'on ait fr^rij = —bjiHi pour tous 1 < i, j < n. Le sous-ensemble x est alors appele I'amas de 
la graine tandis que c est I'ensemble des coefficients. Une algebre amassee (de type geometrique) est une 
sous-algebre A = A(S) de F associee a une collection S de graines dans F construites d'une maniere 
recursive comme suit. Pour une graine (x, B) dans F comme dans les lignes precedentes et pour chaque k 
dans { 1 , . . . , n}, la mutation de graine dans la direction k produit une nouvelle graine /^(x, B) = (x', B'). 
Ici, x' = (x^ {xk}) U {x'k} et on une relation d'echange 
x'kXk= ft Xiih + ff x^rh, {xk,x'k} etant alors appelee une paire d'echange. 
Definissons le signe commun de chaque paire d'entiers a, b £ Z par sign(a, b) — sign(sign(a) + sign(6)) 
ou sign(0) = 0; ainsi pour a, b > 0 ou pour a, b < 0 on a sign(a, b) = sign(a) = sign(6) e {—1, +1}, dans 
les autres cas on a sign(a, b) = 0. La matrice B' = (6^  •) est donnee par la formule de mutation suivante : 
[b^ + sign(bik,bkj)blkbkj sinon. 
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II aise de voir que la mutation de graine est une operation involutive induisant une relation d'equivalence sur 
l'ensemble de toutes les graines dans F. Soit done $ une classe d'equivalence obtenue d'une graine initiale 
(x, B) par des suites de mutations de graines, on fixe ensuite un sous-ensemble c0 C c et on considere le 
sous-ensemble c"1 = {c_1 : c £ c0} appele sous-ensemble des coefficients inversibles. L'union X de tous 
les amas appartenant aux graines dans S est definie comme etant l'ensemble des variables amassees pour 
l'algebre amassee A = A(S) dont le sous-ensemble des coefficients inversibles est c0, ou A est definie 
comme etant la sous-Z[c, c^1]-algebre de F engendree par X. 
Maintenant, soit A une algebre amassee dans un corps ambiant F, X etant l'ensemble des variables 
amassees de A et c celui des coefficients. Alors une sous-algebre amassee A' de A est une algebre amassee 
telle qu'il existe une graine (x, B) pour A et une graine (x', B') pour A' telles que 
(csl) x' = x' U c' ou x' = {xai,'..., x„p} C x et c' = {i f f p + 1 , . : . , xaq} C c sont deux sous-ensembles 
donnes avec 1 < p < n, 1 < q < m et ou a : { 1 , . . . ,q}< ^—{1> • • • >m} e s t u n e application 
injective envoyant chaque i sur <7j. 
(cs2) Pour chaque 1 < i < p et pour tout 1 < s < m, si 6CTiS ^ 0 alors s = Oj est dans l'image de a 
pour un unique entier j € { 1 , . . . , q} et on a b'^• = baiCj. 
(cs3) Le sous-ensemble des coefficients inversibles c£ C c' est tel que c0 n c' C cj,. 
Signalons que les carquois values 2-acycliques ne possedant pas de boucles correspondent aux matrices 
anti-symetrisables a coefficients entiers, et suivant cette correspondance la mutation de carquois values et 
la mutation matricielle sont compatibles. Soit Q un carquois value 2-acyclique sur un ensemble de points I 
ne possedant pas de boucles, la matrice anti-sym6trisable (&ij)i,jei correspondante peut etre definie de telle 
sorte que pour chaque i,j S I, l'unique arete valuee a entre i et j soit donnee par a : i 3 j , avec 
a orientee de i vers j si sign(6y) = +1, dans le cas contraire a est orientee de j vers i. Maintenant, les 
cardinaux 1 < n < m etant fixes comme au debut de cette section, on suppose que I = { 1 , . . . ,m} et 
on regarde Q comme etant un carquois value augmente relativement au sous-ensemble K { 1 , . . . , n}, alors 
comme dans les lignes precedentes on peut associer a Q une matrice m x n-rectangulaire dont la partie 
principale est anti-symetrisable. 
Pour le reste de cette section, on suppose que C est une categorie (triangulee ou exacte stablement) 2-
Calabi-Yau possedant une structure amassee determinee par les objets (ou les sous-categories) inclinant(e)s 
amasse(e)s ou les coefficients sont donnes par les objets indecomposables projectifs. On suppose aussi que 
chaque objet (sous-categorie) inclinant(e) amasse(e) possede n variables amassees et c coefficients, avec 1 < 
n < m < oo et 0 < c < oo. Pour chaque objet inclinant amasse T, le carquois value QEndc(T) de l'algebre 
d'endomorphismes de T est regarde comme un carquois value augmente relativement aux points projectifs 
(on ignore toute fieche valuee entre points projectifs), la matrice m x n-rectangulaire correspondante est 
noteeBEndc(T)-
Suivant.[10, §111.1] on rappelle le concept ci-apres qui est une generalisation de la notion de 
caractere d'amas dans [57]. Soit A une composante connexe du graphe inclinant amasse de C. 
Une fonction d'amas (respectivement, fonction d'amas forte) pour A est la donnee d'une application 
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tp : £ = add{T : T € A} >-F (respectivement, p : C -F) qui est invariante sur chaque classe 
d'isomorphismes d'objets dans C et qui satisfait aux conditions qui suivent. 
(cml) Pour chaque objet inclinant amasse T dans A, <p(T) est vine base transcendante pour F. 
(cm2) Pour toute paire d'objets indecomposables M et N dans £ (respectivement, dans C) avec 
dimkMExt£(M,AO = 1 = dimk„ Extc(M, N), on a <p(M)<p(N) = p>{U) + p(U') ou U et U' 
sont les termes mediants de deux triangles ou de deux suites exactes courtes N- -U -M et 
M >U' -N non scinde(e)s. 
(cm3) <p(X © X') = ip(X)ip(X') pour tous X, X' dans £ (respectivement, dans C). 
D'importants exemples de fonctions d'amas fortes apparaissent dans [17, 16, 33] et [32, 57]. Soulignons 
que la condition (cm2) est une version non-simplement lacee des conditions (M2) — (M2') requises dans 
[10, §111.1], ici pour chaque paire d'objets indecomposable M, N dans C on doit considerer les dimensions 
sur les k-surcorps kM = EndM/radEndM et kjv = EndA^/radEnd/Y et non sur le corps de 
base k. On la caracterisation suivante des paires d'echanges. 
Remarque 2.4.1 ([12, Thm 7.5]). Pour toute structure amassee faible sans boucle dans C, une paire (M, N) 
d'objets indecomposables dans le graphe inclinant amasse de C est une paire d'echange si et seulement si 
kM ^Ext£(M,A0 = kN. 
Notons que si (M,N) est une paire d'echange, alors la conclusion "kM =• Ext£(M, A^ ) = kN" decoule 
aussi du lemme 2.2.1 ou on a suppose seulement que les paires de sous-categories impliquees soient rigides 
dans une categorie de Krull-Schmidt exacte ou triangulee non necessairement 2-Calabi-Yau. 
Nous deduisons done le resultat suivant realisant une large classe d'algebres amassees anti-symetrisables 
de type geometrique, la preuve de ce resultat, due a Buan-Iyama-Reiten-Scott dans le cas simplement lacee, 
repose totalement sur les proprietes des structures amassees. 
Theoreme 2.4.1 ([10] pour le cas simplement lace). Soit ip : £ = add {T : T 6 A} -F une fonction 
d'amas. Alors les enonces suivants sont vrais. 
(a) Soit A la sous-Z-algebre de F engendree par toutes les variables p(X) avec X € £. Alors A est 
une algebre amassee et p envoie chaque graine inclinante amassee (T, QEndc(T)) pour A sur une 
graine (ip(T), BEndc (T)) pour A 
(b) Soit E une sous-categorie de C munie d'une sous-structure amassee, et £' une sous-categorie de B 
associee a une composante connexe du graphe inclinant amasse de B. Alors les variables ip(X), avec 
X £ £', engendrent une sous-algebre amassee de A. 
Demonstration. L'enonce (a) est une consequence directe du fait que C possede une (version non-
simplement lacee de) structure amassee et du fait que la mutation inclinante amassee dans C est compatibles 
avec la mutation de graine dans F. L'enonce (b) decoule de (a) en vertu de l'argument qui suit. Soit T' un 
objet inclinant amasse dans B qu'on peut completer en un objet inclinant amasse T dans £. Alors <p(T') 
est une base transcendante pour un sous-corps F ' du corps ambiant F, et de plus (ip(Tr), BEndc(T1)) e s t une 
graine dans une sous-algebre amassee de A. D 
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On suppose done que ip : £ -F est une fonction d'amas realisant une algebre amassee A comme 
dans le theoreme 2.4.1, alors tout sous-ensemble de coefficients inversibles c0 dans A induit une algebre 
amassee Afc^1] qu'on appelle un modele pour la fonction d'amas (p. 
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Chapitre3 
Carquois modules avec potentiels et algebres 
jacobiennes 
3.1 Morphismes traces, formes bilineaires non-degenerees et paires 
dualisantes de bimodules 
Dans cette section, nous rassemblons les resultats techniques utiles a la generalisation des potentiels sur 
les carquois modules : pour cela, nous aurons a construire des morphismes traces sur des k-surcorps ou 
sur des k-algebres locales, on construira aussi les paires dualisantes et symetrisables de bimodules et on en 
donnera les proprietes necessaires pour la suite. Au chapitre 2, nous avons notamment eu besoin de recourir a 
l'existence des morphismes traces pour etablir l'existence de la version non-simplement lacee des structures 
amassees pour les categories 2-Calabi-Yau. Pour Petude des corps gauches nous referons a [20, 19, 26]. 
Pour toute k-algebre A, on rappelle que le k-dual de A est le A-bimodule Homk(A, k) dont la structure 
est donnee comme suit: (a-u-b)(x) = u(axb) pour tous a, b, x G A et tout u G Homk(./l, k). Comme en dans 
la definition 1.2.1-(i), on definit de facon generate la notion de trace comme suit. 
Definition 3.1.1. Une forme trace k-lineaire (ou simplement une trace) sur la k-algebre A est tout element 
central dans le bimodule k-dual Homk(A,k) de A. Si C est le centre de A, alors 1r(A) = 1rk(A) est le 
sous-C-bimodule de Homk(A, k) forme de toutes les traces sur A. Ainsi chaque element dans %r(A) est un 
morphisme k-lineaire t tel que a-t = t-a pour tout a € A, ou de facon equivalente, t(ab) = t(ba) pour tous 
a, b £ A, si bien que t s'annule sur chaque commutateur [a, b] = ab — ba. 
Une trace t e 1r(A) est non-degeneree si elle induit morphisme injectif de bimodules 
A—s-^-*Homk(A, k), ou de fa?on equivalente, si le radical Rt = {a G A : l(ab) = 0 pour tout b G A} de 
t est nul. 
Remarque 3.1.2. Si C est le centre de A alors les enonces suivants sont vrais. 
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(a) Soit Aa = A/[A,A] l'algebre commutative associee a A, ou [A, A] est le sous-espace engen-
dre par tous les commutateurs [a, b] := ab — ba avec a, b € A. Alors la projection canonique 
A—'!L^*Aa = A/[A, A] donne un isomorphisme de C-bimodules Homk(y4a, k) ~°w»1r(A). 
(b) Comme Rt est un ideal de A, toute trace non nulle t sur une algebre simple est non-degeneree. 
Une facon d'etablir 1'existence de formes traces non-degenerees sur des k-algebres simples est d'utiliser 
une certaine trace speciale connue sous l'appellation de trace reduite, commencons par le concept suivant. 
Definition 3.1.3. Soit A une C-algebre pour un corps C. 
> A est une algebre simple centralement finie si A ne possede aucun ideal (bilatere) non trivial et si de 
plus A est de dimension finie et son centre coincide avec le corps C. Ainsi un C-surcorps centralement 
fini est juste une C-algebre centralement finie dans laquelle tout element non nul est inversible. 
> On suppose que A une C-algebre simple centralement finie, avec n = dime {A). Alors un corps 
scindant pour A est une extension de corps C de C pour laquelle il existe un isomorphisme d'algebres 
A <g>c C—%—*Mn(C), qu'on appelle une presentation de A. En particulier, le centre Cen(M„(C)) 
etant forme des multiples de la matrice identite par les scalaires dans C, chaque presentation <p induit 
un monomorphisme C-lineaire de corps C = Cen(A)'-—^—Cen(M„(C)). 
Si <f> est une presentation de A comme ci-haut, alors il est clair que [A, A] <E>c C = [A <g>c C, A<8>cC], 
car pour tous a, 6 € A et i/, v € C on a : (ab — ba) <8> v = (a <8> i/)(b<S> 1) — (b<S> I) (a <8> v) = [a <8> v, b® 1], 
et aussi [a ® v, b(8» v] = ab® vv — ba®vv = (ab — ba) <g> (uv) = [a, b] (g> (uv). Ainsi, en tenant compte de 
la remarque 3.1.2, signalons que si la caracteristique de A divise n, alors le centre C de A sera inclus dans 
[A, A] si bien que chaque forme trace dans %r(A) sera identiquement nulle sur C. En effet, soit e^ € Mn(C) 
la matrice dont la composante en position (i,j) vaut 1 tandis toutes les autres sont nulles pour 1 < i, j < n. 
n 
Posons In = <p(l ® 1) = S efcfc la matrice identite. On sait que pour tout 1 < k < n on a la relation : 
fc=i 
n - l 
Cjj = &i,k^kj- Alors avec l'hypothese que nest nul dans A on derive lecalcul qui suit: In = X) &kk + ^ nn = 
fe=i 
n—1 Ti—1 n— 1 n—\ n—\ 
E efe)fc — (n- l)e„)Tl = E efc)nen,fc - £ e„ifcefci7l = £ (efc)ne„ifc - en)fcefcj„) = £-[ek,n,en)fc], si bien que fc=i _ _ fc=i fc=i fe=i fc=i 
In € [Mn(C), M„(C)] = <£([,4 <8)C C, A 0 C C]) = <p([A, A] ® c C), montrant ainsi que 1 € [A, A] et done 
cc[i,4 
Lemme 3.1.1. Toute C-algebre centralement finie quelconque A admet toujours au moins un corps scindant. 
Demonstration. II est bien connu que pour tout corps commutatif C contenant C, l'algebre A <8>c C est 
encore simple et de dimension finie (voir par exemple [54, 15.1]). Ainsi la cloture algebrique de C est alors 
d'apres le theoreme de Wedderburn un corps scindant pour A. • 
Alors, l'existence de la trace reduite non nulle sur A dans l'enonce (1) ci-dessous est bien garantie. 
Lemme 3.1.2. [26, §22 : Def 2, Lem 2&4] Soit A une C-algebre simple centralement finie, soit 
A <8>c C—-—-M.n(C) une presentation de A. Alors, tr designant la trace usuelle sur l'algebre matricielle 
Mn(C), les enonces suivants sont vrais. 
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(1) Le morphisme C-lineaire tr : A -C tel que tr(a) =. tr(0(a <8> 1)) pour chaque a G A est 
une forme trace sur la C-algebre A, appelee trace reduite sur A. La trace reduite tr € 1r(A) C 
Home (A, C) est non nulle (et done non-degeneree), et ne depend ni du choix du corps scindant C, ni 
du choix de la presentation <p pour A. 
(2) Le sous-C-module Tr(A) est de dimension 1, si bien que chaque trace C-lineaire sur A est un 
multiple de la trace reduite de la forme e-tr = tr-c avec c G C. Par consequent, toutes les traces 
C-lineaires sur A s 'annulent identiquement sur le centre C de A si et seulement si la caracteristique 
de A est un nombre premier divisant n. 
Demonstration. Dans le volet (1), l'existence de la trace reduite (non nulle) dans Homc(AC) decoule 
directement du lemme 3.1.1 et de ce que la trace usuelle sur une algebre matricielle est toujours non nulle. 
On renvoie a [26, §22 : Lem 2] pour l'unicite de la trace reduite. Passons done a la preuve du volet (2). La 
trace reduite tr, etant non nulle sur algebre simple, est non-degeneree; mais A etant de dimension finie sur 
C, tr induit un isomorphisme de A-bimodules A—-^—Hom^A, k), si bien que chaque trace t G 1r(A) est 
donnee par t = c-tr = tr-c pour un certain c G A, ainsi pour tout x G A on a que t(x) = tr(cx) = tr(.xc). 
Montrons que c est dans le centre C de A. Soient done a, b G A, on a : tr(6(ac — ca)) = tr(6ac) — tr((6c)a) = 
tr(frac) —ir(abc) = t(ba)—t(ab) = t(fea)—t(6o) = 0. D'ou, tr etant non-degeneree, on deduit que ac—ca = 0 
pour tout a € A, et done c appartient a C. Maintenant, posant I„ la matrice identite de M„(C) on voit que 
tr(l) = tr(In) = n. D'apres ce qui precede, %r(A) etant un C-espace vectoriel de dimension 1, on obtient 
l'equivalence suivante: chaque trace t € 1r(A) s'annule sur C si et seulement n = tr(l) = 0, si et seulement 
si la caracteristique car(A) de A est un nombre premier divisant n. • 
Pour une algebre de dimension finie A, rappelons que le socle soc M d'un ^4-module de dimension de 
finie AM coincide avec le sous-module 3-M ou J est le radical de Jacobson de A. Nous pouvons maintenant 
deriver le premier lemme technique important de cette sous-section, qui joue un role crucial dans cette these. 
Lemme 3.1.3. On suppose que A est une k-algebre simple ou locale de dimension finie, et dont 
le radical de Jacobson est J, p : A «A/J la projection canonique et C = Cen(A/J). Alors la 
forme trace reduite C-lineaire tr € Xrc(A/J) sur A/J induit un monomorphisme de C-bimodules 
Homk(C,k)c— >Trk(A/J), si bien que dime(Trk(A/J)) > dimk(C) > 1 et on a un monomorphisme 
k-lineaire Honik(C, k)' ° '°p >Xrfc(A), Par consequent Xrk(A) possede des formes traces non nulles (ou 
non-degenerees si J = 0) de la forme t = A o tr o p avec A G Homk(C, k) ; chaque telle trace verifie alors 
la relation suivante : a-t = t-apour tout a G A, et t G soc(AHorrik(A, k)) f~l soc(Homk(A, k)A) avec i?t = J. 
Demonstration. Posons A = A/J, alors le centre C de A est un corps commutatif qui est aussi une ex-
tension du corps k de degre fini et A est une C-algebre simple centralemeht finie. Comme la trace reduite 
tr : A »*C est surjective on a evidemment un monomorphisme k-lineaire Honik(C, k)<— >Trk(A/J). 
Pour voir que Papplication (-) o tr est aussi un morphisme de C-bimodules, prenons c,c' G C et A G 
Homk(C, k); alors pour tout a G A, en utilisant le fait que tr est C-lineaire et que c, c' sont centraux on a : 
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(c-A-c')(tr(a)) = A(c'tr(a)c) = A(tr(c'ac)) = (c- o tr-c')(a), montrant alors que (c-A-c') o tr = A o (c-trc') = 
A o (cc'-tr), et ainsi le morphisme k-lineaire ci-dessus est un morphisme de C-bimodules. 
Pour le dernier volet du lemme, la projection canonique p : A —A/J etant un morphisme d'algebres, 
pour chaque trace t' G Trk(A/J) non nulle la composition t = t' o p : A •k est une forme trace non nulle 
sur A telle que Jt = 0 = t-J, et qui sera non-degeneree des que J = 0, puisque pour J = 0, A est une algebre 
simple et toute trace non nulle sur une algebre simple est necessairement non-degeneree. En vertu du pa-
ragraphe precedent on a un monomorphisme k-lineaire correctement defini Homk(C. k)c—LZ£i£—•Trfc(A), 
completant ainsi la preuve du lemme. D 
Le prochain lemme donne une premiere application cruciale des morphismes traces pour construire 
les paires dualisantes et symetrisables de bimodules apparaissant dans la definition 1.2.1, on prouve aussi 
(Lemme 3.1.4-(2)) que tout morphisme de bimodules donne est dualisant relativement aux paires duali-
santes et symetrisables de bimodules (pour une meme paire de morphismes traces); signalons que ce dernier 
fait important dans la suite n'est plus vrai si on n'exige pas que les paires dualisantes de bimodules soient 
symetrisables. 
Lemme 3.1.4. Soient E et F deux k-surcorps de dimension finie, alors il existe des formes traces 
non-degenerees sur E et sur F et, relativement a chaque choix de deux formes traces non-degenerees 
t G Homk(E, k) et t' G Homk(F, k), les enonces ci-apres sont valides. 
(1) Chaque bimodule B dans
 EbimodF est dualisant et on a des isomorphismes naturels 
LB———•B.oia^B, k) et BR—^-»-Homk(.B,k), si bien que pour tout bimodule B* G pbimodE iso-
morphe a I'un des duals LB, Homk(i?, k) et BR, on a une paire dualisante et symetrisable de bimodules 
{B,B*; bE, bF}. 
(2) Soient {B,B*; bs, bp} et {B',B'*; b'E, bp} deux paires dualisantes et symetrisables de bimodules 
(relativement a la paire de traces t et t' fixee), avec B ® £*-^*E, B* <g> B-^-F, B' <g> B'*-^-E et 
B'* (8> B'—^*F. Alors pour tout morphisme de bimodules f : B -B', le dual f* : B1* -B* de f 
existe (coincide avec le dual gauche et le dual droit de f) et est caracterise par la propriete suivante : 
M - ® /*(")) = b'E(/(-)®-) et M / * ( - ) ® - ) = b'F(-®/(-))• (3-1.1) 
Defacon equivalente, on a le diagramme commutatif'ci-apres, dans lequel lesfleches horizontals sont 
des isomorphismes naturels (adjoints a gauche et adjoints a droite) associes aux formes bilineaires 
non-degenerees : 
bE(-®-) b'F(-®-) 
HomE(E£F, E) = LB'~-~ B'*-—~— B" = RomF(EB'F, F) 
-o/J j / * J-o/ 
HomE(EJBF,E) = 1-B: ~ B* ~ >^R = RomF(EBF,F). 
bE(-<8)-) bF(-(8>-) 
Par consequent, en fixant pour chaque bimodule B dans
 EbimodF une paire dualisante 
et symetrisable de bimodules {B, B*; bE, bF}, on obtient une correspondance fonctorielle 
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(-)* :
 EbimodF—-—*FbimodE, B\ >B* qui induit une dualite telle que (-)* o (-)* = 1. 
Demonstration. L'existence des traces non-degenerees t G Honik(E, k) et t' .€ Homk(F, k) est donnee par 
le lemme 3.1.3, on suppose done pour la suite que t et t' sont fixees et que la symetrisabilite des paires 
dualisantes de bimodules apparaissant dans cette preuve est exprimee relativement aux traces t et t'. 
(1). Verifions qu'on a deux isomorphismes de bimodules LB—^—Homk(.B,k) et BK—^->-Homk(.B,k). 
Soit en effet u G LB, a G E, b G F, alors pour tout x G B on a [to (b-u-a)](x) = t((b-u-a)(x)) = t(u(xb)a)) = 
i(au(xb)) = i(u(axb)) = [t o u](axb) = [b-(t o u)-a](x). Ainsi t o (b-u-a) = b-(t o u)-a, si bien que t o - est 
un morphisme de bimodules. Mais ce morphisme est injectif : en effet, t etant non-degeneree, son radical 
i?t := {e € E : Va G E, t(ae') = 0} est nul, si done t o u = 0 pour un morphisme u G LB, alors pour tous 
a G E et x G B on a t(a-u(x)) = t(u(ax)) = 0 montrant que u(x) est dans le radical de t pour tout x G B, 
si bien que u est nul. Comme LB et Homk(-B, k) sont de dimension finie et de meme dimension sur k, on 
conclut que t o - est un isomorphisme. De meme, t' o - est un isomorphisme. 
Pour le second volet de (1), soit <j) : B*—=^—Horrik(.B,k) un isomorphisme de bimodule donne, on 
construit une paire dualisante et symetrisable de bimodules {B, B*, bE, bF} comme suit : les formes bili-
neaires non-degenerees 
B®FB* b E = W t ° - ) " 1 " ( - ) > ,Ee tg*(8) E g "F=<(t°-)-V(-)^-) ,F> • 
sont telles que pour tous x G B, u G B*, en posant t o u i = </>(u)- = t' o u2 avec u\ G LB et u2 G BR, on 
a : bv(x ® u) = (x 0 4>(u)) := ui(x) et bp(u <S> x) = (<p(u) <S) x) := u2(x). Clairement, la paire {bE, bE} 
est symetrisable sur k; en effet avec les notations precedentes on a : t(bE(x ® u)) = t(u\(x)) = <j>(u)(x) = 
t'(u2{x)) = t'(bE(u (8) x)) pour tous x G B:uE B*. 
(2). Soient {B, B*\ bE, bE} et {B', B'*; b'E, b'F} deux paires dualisantes et symetrisables de bimodules don-
nees, avec B <8> B*-^~E, B* ® B-^+F, B' ® B'*-^*E et B'* ® B'-^+F. Nous devons seulement montrer 
que pour tout morphisme de bimodules / : B -B', on a le diagramme commutatif ci-apres, permettant de 
definir le dual /* : B'* -B* de / comme etant la valeur commune du dual gaucheL/ et du dual droit /R de 
/ : 
b'E(-<g>-) bp(-<8>-) 
HomE(EJBF, E) = L 5 ' — — B'* ^ — B " = HomF(E5F , F) 
-°/l \r \-of 
HomE(EJBF,E) = L^' ~ B* ~ >B* = HomF(E£F ,F). bE(-<8>-) bF(-®-) 
Ici, L/ := (bE(- 0 -))"1 o (- o / ) o b'E(- ® -) = (bE(- ® -))"1 o bF(/(-) ® -) si bien que bE(- ® L/(-)) = 
b'E(/(-) ® "). e t /" = (!)F(- ® -I)"1 o (- o / ) o b'F(- ® -) = (bF(- ® -))" ' o bt(- ® /(-)) si bien que 
&F(/R(-) <8> -) = bF(- <g> /(-)) . En appliquant le fait que les paires dualisantes de bi-
modules considerees ici sont symetrisables sur k via les formes traces non-degenerees t G 
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Homk(E, k) et t' € Homk(F, k), on deduit les identites ci-apres pour chaque £' € B'* : 
f o bF(j(a <g> -) = to bE(- ® y o = t o bk(/(-) ® a = f o bur ® /(-)) = f ° bF(/R(e') ® -), 
ainsi, t' o bp(L/(£') ® -) = t' ° ^ F ( / R ( ^ ' ) ® -) et comme en vertu de (1), 1'application (f o -) est un isomor-
phisme de bimodules et comme bp est non-degeneree, on obtient que L/(£') = /*(£') P o u r tout £' € B'*, 
done Lf = fR et la preuvede l'enonce (2) est complete. • 
Comme signaler avant, pour une paire dualisante et symetrisable de bimodules {B, B*; bE, bp}, on omet-
tra souvent d'ecrire explicitement les formes bilineaires associees et ainsi la paire sera simplement note 
{B, B*} et en utilisant le meme symbole "<(>-)" les deux formes bilineaires non-degenerees bp et bp notees 
B 0p B* ——>-E et B* ®E B ——»F,; et si necessaire des precisions peuvent donnees en indices 
comme dans dans les notations suivantes :
 B(-)B* et B*(-)B. 
On peut former les produits des paires dualisantes et symetrisables de bimodules pour obtenir d'autres 
paires dualisantes et symetrisables de bimodules. 
Lemme 3.1.5. Soient k1; k2 et k3 des k-surcorps. Soient {\B2, \B2*\ 1^2,2^1} et {2^3, 2-63*; 263,3^2} 
deux paires dualisantes et symetrisables de bimodules, avec iBj £ k.bimod^ et avec ,.B<8>k iB*—'-J—»kj 
pour (i,j) = (1,2), (2, 3). Alors le produit donne par {iB2, iB2*; ib2)2bi} ® {2-83, 2-63*; 2^3,3^2} := 
{\B2 ® 2S3,2^3* ® \B2*', 1^3,3^1} est une paire dualisante et symetrisable de bimodules dans laquelle 
les formes bilineaires associees sont canoniquement induites : pour tous x G \B2, y € 2B3, u 6 \B2* et 
v e
 2B3* ona : ib3((x®y)®(v®u)) = ib2(x®2b3(i/®t0-u) et3bi((w®u)®(x®y)) = 3b2(f ®2&i(u®:r)l/)-
D 
Bases mutuellement duales 
Soit {B, B*; b^„ bp} une paire dualisante et symetrisable de bimodules, avec B®B*^+E et 
B* ® B—^F, soient X = {x1,..., xp} une E-base a gauche pour B et Y = {t/ i , . . . , yp} une F-base a 
droite pour B. Alors, X := {xl,..., x~~v} etant la base duale du dual gauche LB = Homk(2?, k), le long de 
I'isomorphisme adjoint a gauche de bE donne par B* E^ >LB, la base X correspond a un sous-ensemble 
X* = {z*,...,x;}de£* qu'on definit comme etant la base duale correspondant a la base gauche X de 
B, ainsi X* est caracterisee par la propriete suivante : (x* ® x*) = <5y pour tous 1 < i,j < p; et la paire 
{X, X*} est appelee une paire de bases mutuellement duales. De meme la pour une paire de bases mutuel-
lement duales {Y, Y*}, la base duale Y* = [y\,.,., y*) de Y correspond a la base duale Y = {yi,..., y~~q} 
du dual droit BR = HomE(.B, E) suivant 1'isomorphisme B* i >B adjoint a droite de bp ; Y* est done 
caracterisee par la propriete suivante : (y* ® y) = 5st pour tous 1 < s, t < q. Ici 6^ designe le symbole de 
Kronecker. 
En gardant les notations precedentes, notons que {E, E} et {F, F} sont canoniquement des paires duali-
santes (trivialement symetrisables) de bimodules pour lesquelles les formes bilineaires associees coincident 
respectivement avec la multiplication des k-surcorps E et F. Relativement aux paires dualisantes et symetri-
sables {E, E}, {F, F}, {B ® B*, B ® B*} := {B, B*; bE, bp}.® {B,B*\ bE, bF} et {B* ®B,B*® B} := 
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{B*,B;bE,bp} <g> {B*, B; bp, bp} dans lesquelles B <S> B* et B* <g> B sont des bimodules auto-duals, le 
prochain lemme technique donne une simple observation, mais cruciale pour la generalisation des potentiels 
sur les carquois modules. 
Lemme 3.1.6. Le morphisme dual E—-^—*B ® B* de la forme bilineaire non- degeneree B <g> B* E -E 
m 
envoie I'identite de E sur I'element central lB%B* := bg( l ) = E Hi ® y* du bimodule auto-dual B <g> B* 
i= i 
donne en choisissant une paire quelconque {Y, Y*} de bases mutuellement duales ouY = {yr,..., ym} 
es une F-base a droite pour B. De meme, le morphisme dual F—^-—B* ® B de la forme bilineaire non-
degeneree B* <g> B—^—*F envoie I'identite de F sur I'element central 3 B * 8 B := bp( l ) = E x* <8> xs du 
i=\ 
bimodule auto-dual B* (g> B donne en choisissant une paire quelconque {X, X*} de bases mutuellement 
duales o « X = { x 1 ; . . . , xp} est une F-base a gauche pour B. 
(2) Pour leproduit {B, B*} <g> {B', B'*} = {B'-0 5 ' , 5 ' * <8> 5 * } <& deuxpaires dualisantes et symetrisables 
de bimodules, les deux elements centraux corresponds comme dans (1) sont donnes par 1(B®B')®(B'*%B*) — 
E JE (Vi ® y'3) ® ( # ® 2/f) et %^9B*mB9Bl) = E ' E (X{* 0 x j ) ® (x s ® xj), ou {Y, Y*}, {Y', Y'*}, 
i= i j = i 5=1 t=i • 
{X, X*}, {X', X'*} soraf despaires quelconques de bases mutuellement duales ou Y = {yi,..., yq} est une 
base droite de B, Y' = {y[,..., y'q,} est une base droite de B', X = {x\,..., xp} est une base gauche de B 
et X ' = [x[,..., x'
 t} est une base gauche de B', 
Demonstration. L'enonce (1) suit directement de la definition du dual d 'un morphisme comme en (3.1.1), 
tandis que (2) suit directement de (1) et de la definition du produit de paires dualisantes donnee dans le 
lemme 3.1.5. • 
Enfin, les deux prochains lemmes sont cruciaux pour la comprehension des potentiels dans le cas non-
simplement lace. Pour certaines paires dualisantes et symetrisables de bimodules apparaissant dans le lemme 
suivant les formes bilineaires associees ne sont pas explicitement specifies et seront indifferemment notes 
en utilisant un meme symbole ("<-)") comme convenu un peu plutot dans cette section. 
Lemme 3.1.7. Soient {B, B*; bp; bp} et {B', B'*; b'E; b'F} deuxpaires dualisantes et symetrisables de bimo-
dules, avec B, B' 6 pbimodp, ou chacun des k-surcorps E ^ F est muni d'une forme trace non-degeneree 
fixee. Soit f : B' *B un morphisme de bimodules et f* : B*——-B'* le morphisme dual de f, on pose 
U = Im(/), V = Im(/*), T = ker(/) et U* = ker(/*). 
(1) Alors, on a des paires dualisantes et symetrisables de bimodules• {U,V}, {[ / ,£/*} et {V,V*} 
dont les structures sont canoniquement induites par les paires dualisantes {B, B*; b^] bp} et 
{B', B'*\ b E ; b F } et par ( / , / * ) , et telles qu'on ait aussi les suites exactes courtes suivantes formees 
d'injections et de projections canoniques, 
0 AT^-L^B'-^U • O , 0 »Tr^^B*^~V^^O, 
0 »V<-^~B'*-£~V := cokerp* *0, 0 »U^+B^~U := cokerr* •O. 
Les deux formes bilineaires induites pour la paire {U,V} sont donnees comme suit: pour tous u = 
p(x') = f(x') eUetv = r ( f ) = /*(£) G V avecx' G B' et££ B*ona: <u ® u> := b E ( / ( x ! ) ® £ ) = 
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b'E(x' 0 /*(£)) et (v ® u) •= bF(£ 0 f(x')) = bF(/*(£) 0 a;'). Pour la paire {17,17*} et pour tous 
u G U et ^ G U* on a : (u® £) := bF(w 0 £) ef (£ 0 u) := bF(£ 0 u). Et pour la paire {V, V } ef 
powr tons v £V et £' £V* on a : (V ® £') := bF(v 0 £') ef <£' 0 U) := b'E(£' 0 u). 
(2) Soient {Y, Y'*} et {X,X'*} deux paires de bases mutuellement duales pour {U, V} ou Y = 
{yi,..., yq } est une F-base droite deU etX = {xi,...,xp} une E-base gauche de U. Soient {Yi, Y£ } 
et {X^Xj} deux paires de bases mutuellement duales pour {B, B*} ou Yi est une F-base droite de 
B contenant Y et ou Xi est une F-base gauche de B contenant X; soient egalement {Y[, Y'j*} et 
{X[, X'j*} deux paires de bases mutuellement duales pour {B', B'*} ou YJ* est une F-base gauche de 
B'* contenant Y'* et oil Xj* est une F-base droite de B'* contenant X'*. Alors la paire (/, /*) verifie 
les proprietes qui suivent. 
(i) pour l<s<qetl<k<pona: f(y's) = ys, f*(y*) = y's*, f(x'k) = xk et f*(x%) = x'k*. 
(ii) TT := ker(/*) = F- {y* G Y{ : y G Y^Y} = {x* G X* : i e X^X} -E; 
V* : = ker(/) = {?/ G Yi : y'* G Y'^Y'*} F = E- {x' G X' r: x'* G X^X'*}. 
Demonstration. 
(1). Pour la paire {U, V} les deux formes bilineaires associees sont indifferemment notees U 0 V——>-E 
et V 0 f7 ° »F; pour tous u = p(x') = f(x') G U et u = r(£) = /*(£) G V avec x' G 5 ' et f G £*, 
comme dans l'enonce du lemme on pose : <M 0 i>> :— bE(f(x') 0 £) = bE(x' 0 /*(£)) et <u 0 -u) := bF(£ (8) 
f(x')) = b'F (/*(£) <8> x')- On voit clairement que les egalites precedentes definissent correctement deux 
formes bilineaires, et de plus, les formes bilineaires bE, b?, bE et bF etant non-degenerees et symetrisables 
sur k, il est de meme de la paire {U,V}. 
On considere la paire {U,U*} avec U = B/U et U* = ker(/*). Pour tous u G U et £ G 7J*, dans le 
lemme on a pose : (u 0 £) •= bE(u 0 0 et (£ 0 U> := bE(£ 0 «). Or si It = 0 alors u G U = f(B') si 
bien que u = /(x') pour un x' G 5 ' et on aura bE(u 0 £) = bE(/(x') 0 £) = b'E(x' 0 /*(£)) = 0 puisque 
£eU* := ker(/*), et de meme on aura bF(£ 0 u) = bF(^ (8> /(x')) = b'F(/*(£) (g) x') = 0. On obtient ainsi 
deux formes bilineaires induites U <g U*—^—>-E et U* 0 U—'-^—-F correctement definies et, comme dans 
le premier paragraphe, ces formes bilineaires sont trivialement non-degenerees et symetrisables sur k. 
Avec la meme demarche que precedemment, on verifie qu'on a une paire dualisante et symetrisable de 
bimodules { V, V*} dont la structure est induite par (/, /*) comme dans le lemme. 
Maintenant, pour la suite exacte courte 0 *V ,—^—>-B'—^*U >-0, on desire verifier que la suite exacte 
courte duale associee est donnee par la suite 0 »Vc-!-^-B'*-L->~V := cokerp* »0, dans laquelle p* est 
l'inclusion canonique et j * la projection canonique correspondante. Pour cela, soit v = /*(£) G V C B'* 
avec ^ G B*, alors bF(p*(u) 0 -) = v(f*(0 0 p(-)>y := bp(/*(0 ® ") = &F(U ® "). d'ou p*(u) - v. De 
meme pour tout £' G B'* verifions que j*(^') = £,' £ V = B'*jV ou £/ est la classe residuelle de ^' dans 
V. Ayant en vue le fait que j est une inclusion canonique, on a : y(j*(£') 0 -)y* = ^'F{C ® ") : = &F(£' ^ ") 
montrantquej*(^') = ^'. 
On verifie de meme que les suites exacte courtes 0 -U '-^--B*—r-**-V >-0 et 
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0 -U^-^B-^-U := cokerr* >-0 sont mutuellement duales et les paires de morphismes (q, r) et 
(r*, q*) sont des des paires inclusions-projections canoniques. Ceci acheve la preuve de (1). 
(2). En vertu des hypotheses et notations du point (2) dans le lemme, les paires de bases mutuellement 
duales Y = {yu ...,yq} etY'* = {y[\ ... ,y'q*}, {Y1; YJ} et {Yi, Y$*} sont telles que Y C Y : et Y* C Y'{. 
Posons Yi = Y U {yq+1..., ym} et Y'* = Y'* U {y'*+1 ...,y'*}. Mors pour 1 < s < n et 1 < t < q, sachant 
que f(y') = p(y') € U pour tout y' e B', on a :
 v(y'* <g> /(£))„ = v(y't* <8> p(^)) [ / = b'F(p*{y'*) 0 y's) = 
^F(2/<* ® y's) = $s,t montrant que pour tout 1 < s < q on a f(y's) — ys tandis que pour tout s > q on a 
f(y'a) = 0. De meme, on sait que /*(£) = r(^) € V pour tout £ € 5*, et ainsi pour l < s < g e t l < t < m 
on a : v(f*{y*t) ® ys)v = v(r{y*) ® ys)v = bF(yt* <8> r*(ys)) = bF(y(* ® j/s) = 5Sit montrant que pour tout 
1 < t < q on a f*(y*) = yt tandis que pour tout i > g on a f*(y*) = 0. Ceci etablit une partie de l'enonce 
(2), pour l'autre partie concernant les paires de bases mutuellement duales {X,X'*} (pour {U, V} oii X 
est une E-base gauche de U), {X1; X^} (pour {B, B*} ou Xi est une E-base gauche de B contenant X) et 
{Xi, X']*} (pour {£?', B'*.} ou XJ* est une E-base gauche de B'* contenant X'*), on verifie exactement de la 
meme maniere que les points (i) et-(ii) de (2) sont verifies. Ceci acheve la preuve. • 
Le lemme suivant donne maintenant une propriete satisfaisante pour generaliser les potentiels. 
Lemme 3.1.8. Soit {M, M*;b,b'} une paire dualisante et symetrisable de bimodules ou M est un 
h W 
E-E-bimodule cyclique avec M <g> M* —»-E et M* <g> M >E. Alors tout morphisme de bimodule 
E—m—>-.M verifie la relation symetrique : b ( m ( l ) <g) -) = m* = b'(- (8> t n ( l ) ) . Enparticulier m est cyclique-
ment stable dans le sens suivant: les morphismes de bimodules £Rm : = ( 1 M <8> b) O ( 1 M (gim (8) 1 M * ) ° b* 
et eLm : = (b ' (8> 1 M ) ° ( 1 M * <8> m (8> 1 M ) ° b'* coincident avec m, en d'autre termes les deux diagrammes 
suivants sont commutatifs. 
l < g > m ® 1 l ® m < 8 > 1 
M <g) M*- -M ®M®M* M * <gi M »M* ®M®M 
b*| \dR = t®b b'*\ J ' ^ - ' b ' ® ! 
E m • M E m *M 
Demonstration. Soit E—m—• M un morph i sme de b imodules , relat ivement aux paires dualisantes et sy-
metrisables {M,M*; b, b'} et {E,E}, le dual m* : M* ^E de m existe en vertu du lemme 3.1.4-(2) 
et verifie la relation suivante : b(m(l) ® -) = E(1 ® m*(-)>E = m* = E(tn*(-) ® 1>E = b'(- <g> tn(l)). 
Maintenant, pour calculer le morphisme £Rm := ( 1 M ® b) o ( 1 M <8> m ® 1M*) ° b*, prenons une paire 
de bases mutuellement duales {Y, Y*} ou Y = {yi,... ,yp} est une E-droite de M, alors en vertu du 
lemme 3.1.6 le morphisme dual b* s'exprime comme suit : b*(l) = X! Vt ® yt- D'apres ce qui precede 
on sait que b(m(l) <g> -) = b'(- <S> tn(l)) et tenant compte de cette relation dans les calculs suivants on a : 
eRm(l) = ( 1 M ® b) o ( 1 M ® nt ® 1M*)(E yt ® Vt) = E 2/rb(m(l) ® yt*) = E yt-b'(yt* ® m(l)) = m(l), 
t=i t=i t=i 
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9 
ou la derniere egalite suit de ce que pour tout x = Yl Utdt £ M avec at € E, on voit clairement que 
t=\ 
q 
b'(y* <8> x) = J2 b'(y* 0 ys)ai = at. On a done montre que eRm(l) = m(l) si bien que eRm = m. 
De meme, en utilisant une paire de bases mutuellement duales {X, X*} pour {M, M*} ou X est une 
E-base gauche de M, on verifie aisement que eLm := (b' <g> 1M) o (1M* <g> m ® 1M) ° b'* = m. • 
3.2 Approche non-simplement lacee aux potentiels et aux algebres ja-
cobiennes 
Notre principal objectif dans cette section est d'etendre au contexte des carquois modules les concepts 
de potentiels, de derivees (partielles et et surtout cycliques) et d'algebres jacobiennes correspondantes. Dans 
cette section comme dans tout le travail, k designe toujours un corps commutatif quelconque, Ebimodp la 
categorie des E-F-bimodules de dimension finie pour chaque paire de k-surcorps E et F, N l'ensemble des 
entiers naturels et I un ensemble de points. 
3.2.1 Rappels de quelques terminologies 
Pour cette section, Q designera un carquois k-module fini sur une ensemble de points I = Qo, de carquois 
value sous-jacent Q de type T pour un graphe value T et de modulation 9Jt. En vertu des notations (1.2.1) et 
(1.2.1') la modulation de Q est decrite sous forme compacte comme suit: 9DT present pour l'ensemble des 
points I une famille (k*, tj)jei ou chaque k» est un k-surcorps (toujours de dimension finie) et (implicitement) 
muni d'une forme trace non-degeneree ^ ; et pour chaque paire ordonnee de points i,jE I, SDt present une 
unique paire dualisante et symetrisable de bimodules 
{iBj: iB*; ibj, ib'j} ou iBj E k,bimodkj, iBi ® ^ 5 * - ^ - ^ et iB* ® iBf^^-\^ 
et si d designe la valuation de Q, on a une unique fleche (pleinement valuee) : i 3 " lj; 
K = I] kj, B = © iB,, B* = ©
 tB* et {B, B*; b, b} est la paire dualisante et 
symetrisable de K-bimodules induite, voir la sous-section 3.2.4 pour plus de details. 
Si on convient que Q\(i, j) se compose de plusieurs fleches valuees (partielles) i "' ">j, alors on a pose 
idj = £ dQ = Y, id", ,d* = Y, d*a e t ona : jdj-n,- = n^d* ou I—^-^-N* est la fonction (minimale) 
aeQi(i,j) aeQi(i,j) a€Qi(i,j) 
symetrisante pour la valuation d de Q; et dans ce cas {jB^jB*;,^, jb^} est la somme directe des paires 
dualisantes et symetrisables de bimodules {iBf,jBf;ib",jbf} avec a e Qi{i,j),.iB° ® jBf * 3 >kj 
ib!.°:=jbf* 
et jBf <S> iB" '•—*kj. En particulier, si dans un souci de precision on note i—gL*j l'unique fleche 
(pleinement) valuee de % vers j dans Q, alors on adoptera aussi les notations precedentes pour la paire duali-
sante et symetrisable de bimodules attachee a la paire ordonnee i, j € I. Comme dans la section precedente, 
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lorsque nous omettons de nommer explicitement les deux formes bilineaires d'une paire dualisante de bi-
modules, alors ces dernieres seront notees en utilisant indifferemment le symbole "<->" avec des precisions 
en indices si necessaires. 
L'algebre semisimple K = ff kj donnee par le produit direct des k-surcorps k^  etant fixee, chaque 
iei 
kj est vu comme un sous-corps de K ayant pour unite e*, de sorte que {e^  : i £ 1} est un systeme 
canonique d'idempotents primitifs orthogonaux pour K. L'algebre (tensorielle) de chemins de Q est 
par definition l'algebre tensorielle du K-bimodule B : c'est done une k-algebre N-graduee donnee par 
kQ = TK{B) = © kQTO ou la ml6me puissance tensorielle du bimodule B donnee par kQm = B(rn) est 
m>0 
par definition le K-bimodule des chemins de longueur m, avec B(0) = K, B{1) = B et B(m+1) = B(m)®KB 
pour tout m > 1. On pose kQ(t) = © kQm 1'ideal des chemins de longueur au moins t dans kQ ; kQ(i) est 
Tfl>t 
alors l'ideal des fleches de kQ et on a bien kQ/kQm = f[ k»- Notons en passant que l'ideal des fleches kQ(1) 
n'est en general pas le radical de Jacobson de kQ, sauf lorsque Q ne comporte pas de cycle. De plus pour 
tout chemin u € Q(i, j), le bimodule le long de u est le produit tensoriel des bimodules des fleches le long 
du chemin u, il est note j 5 " (ou simplement Bu). Et, le bimodule associe a un ensemble P de chemins est 
juste la somme directe Bp de tous les bimodules de chemin Bu avec u parcourant P. Comme d'habitude, 
Qm(i,j) designe l'ensemble des chemins de longueur m de % vers j , tandis que Q(i, j) designe 1'ensemble 
de tous les chemins de i vers j . Parfois nous disons simplement "chemin" pour designer un chemin value. 
En plus de l'algebre de chemins de Q, on travaillera aussi avec l'algebre (tensorielle) complete de che-
mins kQ = ff B{m) pour laquelle le radical de Jacobson coincide bien avec l'ideal ferme des fleches et don-
m>0 
nee par Jr-^ = ff B{m). On verifie aisement que pour tous x € ff B(m) et u G kQ, l'element 1 — x-u est in-
k e
 m>l m>\ 
oo 
versible; il suffit de voir que pour tout element cyclique u 6 &i\ If B(m))ei, l'element (1 — u)~x := ^2 um 
est correctement defini dans kQ. Pour chaque paire de points i,j G I, le kj-k^-bimodule eikQej sera regarde 
comme etant le bimodule de tous les elements homogenes £ de source s(£) = i et de terminaison t(£) = j , et 
pour chaque I > 0, la l'bme puissance tensorielle B^ est aussi regardee comme etant le K-bimodule des ele-
ments de degre homogene I. On aura besoin de la notion suivante : soit Qcyc l'ensemble de tous les chemins 
cycliques dans Q, alors la partie cyclique de kQ (ou de kQ) est le sous-K-bimodule kQcc = © kQm cyc (ou 
m > l 
respectivement kQcyc = ff kQm cyc) de tous les chemins cycliques (sans les boucles) dans Q. De meme, la 
m>l 
partie acyclique de kQ est donnee par le K-bimodule kQacyc = "£, eikQej. 
Si Q' est un autre carquois module sur I tel que kQ'0 = K = kQ0, alors on supposera implicitement que 
la famille de formes traces non-degenerees accompagnant la modulation de Q' est la meme que celle donnee 
par la modulation de Q; autrement dit la condition suivante est verifiee : 
Si kQ'0 = K = kQo, alors la famille (k,, ^) i6i est la meme pour Q et pour Q'. (3.2.2) 
Cette condition assure que les composantes de tout morphisme de bimodules entre kQ et kQ' sont toutes 
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dualisantes comme expose dans la section precedente (voir aussi le lemme 3.1.4-(2)). 
On rappelle que pour une k-algebre A ayant pour radical de Jacobson J^, la topologie JA-adique de A a 
pour pour systeme de voisinages ouverts de 0, la famille { J A } , ^ - La fermeture (ou l'adherence) de chaque 
sous-ensemble S est donnee par, 
§ = f](S + j'A)avec la convention que J^ = A. (3.2.3) 
1>0 
Les algebres sur lesquelles on travaillera dans cette section sont toujours supposees satisfaire aux deux 
conditions suivantes : 
(axl) A est sobre, si bien que A/JA = ffFj est un produit fini de k-surcorps. De plus le K-bimodule 3jJ2A 
i 
est de dimension finie sur k. 
(ax2) A coincide avec la limite projective hjn Aj3lA '• autrement dit, la topologie J^-adique de A est 
complete et separee. 
Les algebres de chemins ainsi que les algebres completes de chemins associees aux carquois modules sur 
un ensemble fini de points I satisfont aux conditions precedentes. Pour voir comment les elements d'une 
telle algebre A se presentent, munissons l'ensemble N m de l'ordre suivant : pour A = (Ai, . . . , Am), A' = 
(X[,..., A^J G Nm on pose A < A' si et seulement si Aj < \\ pour 1 < i < m. On retient alors la description 
suivante. 
Remarque 3.2.1. Soit A une k-algebre arbitraire (non necessairement de dimension finie) et satisfaisant 
aux axiomes (axl) et (ax2), A etant munie de sa topologie JA-adique. On suppose que A est aussi 
un K-bimodule. Soit m > 1 un entier arbitraire, alors pour toute serie formelle (non commutative) 
F = "E, axti1 t^m sur K et pour tout u = (ui,..., um) avec ui:... ,um € JA,la somme in-
A=(Ai , . , . ,A m )6N m 
finie F(u) = J2 CLXUI1 u^m represente un unique element correctement defini dans A donne 
A=(Ai, . . . ,Am)6N™ 
comme la limite lim F\(u) de la suite des sommes partielles F\(u) := ]C he(u) ou hg(u) = agu^1 u6^ 
A—»-oo e<\ 
pour chaque 0 = (61..., 9m) € Nm . D 
II suffit d'observer avec les notations ci-dessus que la suite des sommes partielles (F\(u))xe^m doit 
effectivement converger dans A. En effet, pour A G Nm fixe et pour chaque 1 < i < m, en posant A — e* = 
(A, . . . ,Aj_i ,A i - l ,A i + i , . . . ,Am ) ,onvoi tqueF x (u)-FA_ e i ( t i ) = hx(u) G J^(A),ou^(A) = Ai H hAm. 
Or comme en vertu de (ax2) la topologie JA-adique de A est separee, la limite de la suite (i?x(u))AeNm est 
unique. 
Rappelons la propriete universelle suivante de 1'algebre tensorielle de chemins kQ = TK(-B) : pour 
toute k-algebre A qui est aussi un K-bimodule tel que a-lA = lAa pour chaque a G K, tout morphisme de 
K-bimodules /(i) : B -A admet un prolongement unique / : kQ— -A sur kQ, comme illustre par le 
triangle commutatif suivant. 
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On aura besoin de la description suivante des morphismes de k-algebres topologiques. 
Proposition 3.2.1. Soient Q et Q' deux carquois modules tels que kQ0 = K = kQ'0, B = kQi et B' = kQ[. 
Alors les deux enonces suivants sont vrais. 
(a) Toute famille (<pi)i>i de morphismes de K-bimodules fa : B -B'^ induit un unique morphisme 
continu de k-algebres topologiques 4> '• kQ- *kQ' tel que <fi\K. = IK et 4>\u = {4>i)i>i- De plus, <fi 
est un isomorphisme si et seulement si <j)\ : B -B' est un isomorphisme de K-bimodules. 
(b) Soit (p : kQ •kQ' un morphisme d'algebres tel que cft\K = tK. Alors <p est automatiquement 
continu. Si deplus <f> est un epimorphisme, alors pour tout I C kQtel que ker <p C / on a <p(I) = <p(I). 
Par consequent tout isomorphisme d'algebres cf> : kQ "-kQ' tel que </>|K = IK est un homeomor-
phisme de k-algebres topologiques. 
Demonstration. 
Enonce (a). Pour le premier volet de (a), remarquons qu'on a un morphisme de bimodules 
oo —-— oo _ ... 
4>(i) = Y,<t>r- B -kQ avec <j>m(x) = £ <t>i{x) = {4>i(x))i>i e U B'{- E n v e r t u d e l a propriete 
j= i 1=1 i<i 
universelle de kQ, <p^ se prolonge en un unique morphisme <p : kQ -kQ'. Mais il est clair que 
(f>(B^) c JJrrSn P o u r t o u t ^ > 0, si bien que pour tout x = (x;);>0 € kQ avec xi € B^, la remarque 3.2.1 
oo I 
montre qu'en posant (f>(x) = Y, <t>{%i) = 1™ ( £ 4>{xk)), °n obtient un element correctement defini dans 
(=0 l—>-oo fc=l 
kQ'; on a ainsi construit un morphisme 0 : kQ >-kQ' tel que <fi\K = IK et (f>\B = ((j>i)i>i, et aussi la 
continuite de </> decoule du point (b). Et comme tout morphisme continu preserve les limites on voit que le 
prolongement continu cj> doit etre unique. 
Pour le second volet de (a), si <f> est un isomorphisme d'algebres, alors clairement <pi : B -B' est 
un isomorphisme de K-bimodules. Inversement, supposons que 4>\ est un isomorphisme de K-bimodules, 
de sorte qu'on peut sans perte de generalite poser B' = B et <j>i = 1B- Comme dans la definition 3.2.3 
plus loin, on considere un systeme gauche de fleches
 LQ1 = U LQi(i, j) pour le K-bimodule B (ou encore 
pour Q) : pour chaque paire i,j G I, iQi{hJ) est une k,-base gauche du kj-kj-bimodule , 5 •. On considere 
aussi le systeme de chemins
 LQX = U LQ^ pour kQ "et pour kQ", donne comme union de toutes les 
i j € I , u 6 8 ( > , ] ) 
bases gauches des bimodules de chemins pleinement values dans Q, pour chaque chemin pleinement value 
u = 71 7m dans Q on a LQ^ = LQ7l ® • • • <E> LQym ou pour chaque fleche pleinement valuee s(7)^^-t(7) 
on a pose
 LQy := LQi(s(7),t(7)). Ensuite, pour chaque i G I on choisit une k-base Aj du k-surcorps de 
dimension finie kj. Alors le systeme S = UAJ-LQ! est une "k-base de chemins" pour kQ : tout element 
«ei. 
x G kQ s'ecrit de fa9on unique comme une combinaison k-lineaire infinie x — £ cxx- Maintenant on peut 
xes 
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appliquer le meme argument que celui utilise dans [24, prop 2.4] pour voir que le morphisme <p est bijectif: 
En effet, (les elements de S etant ordonnes suivant l'ordre croissant de leur degre), la matrice infinie de 0 
relativement a S est triangulaire inferieure n'ayant que des "1" sur sa diagonale, si bien qu'elle est inversible, 
et par consequent 0 est bijectif. 
Enonce (b). Posons J = Jr^ = ff B{1) et J' = J,-—-, = ff Bl{-1\ notons que J n K = 0 = ./' h K. En vertu 
de la definition de la topologie J-adique, une base de voisinages de 0 est donnee par les puissances J1 de J, 
avec I > 0, et tout sous-ensemble de la forme X + J1 est un ouvert dans kQ pour tout X C kQ et pour tout 
I > 0. II s'en suit que si U C kQ est tel Jm c U pour un certain m > 0, alors U est un ouvert, car dans un 
tel cas on aura U = (U D ( © £ ( ( ))) + Jm, avec B<® = K. 
0<t<m 
Soit 0 : kQ »kQ' un morphisme d'algebres tel que 0|K = IK- Pour montrer que 0 est continu, nous 
commencons par prouver que 4>(B) c J'. On sait que K = ff kj, et G kj c K designe l'unite de kj. Soit 
done x G eiBej pour deux points i, j G Qo et posons 0(x) = a + u avec a G K et u G J', on montrera que 
a = 0. Comme x = e^xe^ on a <j>(x) = ej0(a:)ej = e^aej + eiuej, si bien que a = e^aej et u = eiuej. Ainsi, 
si z 7^  j alors on a directement que a = e^ ae^  = 0. Supposons maintenant que i = j et en procedant par 
l'absurde supposons en plus que a ^ 0. Alors a est un element inversible de k, et pour i'element y = a~lx 
on voit que 0(y) = et + v. avec v = a_1u G J', si bien que 0(e, — y) = —v G J'. Or, pour I'element 
oo oo oo 
z = ei + y + y2 -\ h yl H = E l / ou on a pose y° = e*, on voit que (e* - y)z = £ e^y' - £ y-y' = 
;=o 
e» + £ yz — £ V1 = ei- Comme v G J' il s'ensuit que, e, = 0(ej) = 0(ej — y)0(.z) = —v4>{z) € J', 
menant ainsi a une contradiction puisque J' D K = 0. On conclut que dans l'expression "0(x) = a + u", 
on a necessairement a = 0, si bien que <p(x) = u G J'. L'argumentation precedente montre alors que 
0(B) C J'. II suit maintenant de ce qui precede que 0( J) c J', si bien que J C 0_1( J') et ainsi, 0 - 1 ( J ' ) = 
(K n 0_ 1(J ')) + J = J puisque 0(K) = K et K n J ' = 0. Et pour chaque I > 1 fixe, on a <j>(Jl) C J " si 
bien que J1 C 0_1( J'1) C J et done 0"1( J") est un ouvert et ainsi 0 est continu. 
Ensuite, supposons que </> est surjectif, alors en vertu du paragraphe precedent on deduit que <f>(J) = J' 
et ainsi 4>{Jl) = J'1 pour tout I > 1, en particulier 0_ 1(J") •= 0_1(0(J')) = J1 + ker(0). Soit done 
/ C kQ tel que ker0 c /. Comme <fi est continu, on sait que <p(I) c <f>(I) (ce fait etant toujours vrai 
pour toute application continue entre espaces topologiques). Pour 1'inclusion inverse, on utilise le fait que 
(j>-l(V n V) = ^(V) n ^-1{V) et <t>~\<j>{U)) = U + ker(0) pour tous V, V c kQ' et tout U C kQ. On 
no oo . oo oo 
adonc:0- 1 (0( / ) ) = 0 - 1 ( n ( 0 ( / ) + •/"))= 01'1 W) + J'1) = f l( / + ker(0) + J () C n ( / + J () = '-
Par consequent, 4> 1(4>(I)) C / si bien que, (<fr(I)) C </>(/). Ceci complete le preuve de la proposition. • 
Les morphismes speciaux suivants jouent un role important dans l'etude des carquois modules avec 
potentiels. 
Definition 3.2.2 ([24, 2.5]). Soit <f> un automorphisme de kQ correspondant a une famille (</>i)i>i de mor-
phismes de K-bimodules <j>i : B -B'^l\ Alors (f> est appele un changement de fleches si 0(2) := {4>i)i>2 — 
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0. Si plutot (pi = 1B alors on dit que <f> est automorphisme unitriangulaire. cf> sera dit de profondeur d > 1 
si <j>k — 0 pour tout k < d, et dans ce dernier, cas o n a ^ ( t i ) - u £ JJ-~ pour tout u G J^g. 
3.2.2 Systeme gauche de Heches et systeme droite de fleches pour un carquois mo-
dule 
Les algebres de chemins simplement lacees possedent de facon canonique une k-base de chemins, cette 
sous-section donne une version semblable pour les algebres de chemins non-simplement lacees. On aura 
besoin de tels systemes de fleches pour acceder a certaines proprietes des potentiels et des algebres jaco-
biennes. 
Dans la definition ci-dessous, A est une k-algebre sobre ayant comme radical de Jacobson JA et l'en-
semble {e^  : i € 1} comme systeme d'idempotents primitifs orthogonaux, (A etant toujours supposee satis-
faire aux axiomes (axl) et (ax2)). 
Definition 3.2.3. » Un sous-ensemble non-vide S d'un A-module (a gauche ou a droite) M est appele un 
systeme generateur elementaire pour M si M est la somme directe © (x) de sous-modules cycliques : 
de maniere equivalente, M = (S) et, pour tous elements deux a deux distincts x\..., xm € S et pour 
m 
tous a i , . . . , am € A, l'egalite Yl a^Xi = 0 entraine que ai-Xi = 0 pour chaque i. En particulier si M 
est aussi un ^J^-module (c'est-a-dire, JAM = 0) avec A/JA = ffFj, alors pour chaque idempotent 
i 
primitif e* l'ensemble e^ S = {e^x : x G S et etx ^ 0} est une Fj-base pour le facteur direct Mi = 
(*M. 
> Un systeme gauche de fleches pour le carquois module Q est tout systeme generateur elementaire 
LQ1 = [J LQx{i, j) c B pour le K-module a gauche B = kQ l5 ou si on note i-SL^-j la fleche valuee 
representant Qi(i,j), alors
 LQa := LQi(i,j) = e^Qi^j est une kj-base gauche pour le bimodule ,JB^ ; 
de meme
 LQi(i, -) = ULQI(*, t) designe la k,-base gauche correspondante pour eiB. On se referera a 
ces ensembles comme etant les bases gauches de fleches dans Q pour les bimodules correspondants. 
De meme, les bases droites de fleches
 RQa := v.Qi{hj) et RQi(-, j) = URQI(S, j ) correspondant 
respectivement au bimodule
 tBj et au K-k^-bimodule Bej, ainsi que le systeme droite de fleches RQX 
pour Q se definissent de fa?on duale. 
> Pour tout chemin value u = a\ • • • am et pour s € {L, R } , on note SQU = sQQl (g) • • • ® sQam le 
produit des bases de fleches le long de UJ ; et pour m > 1 on pose
 sQm = \J SQW ou Qm est le sous-
»ESm 
ensemble des chemins values de longueur m, on pose aussi
 SQ0 = {e^  : i G I}. Alors les ensembles 
^ - — ~ ^ CO ^ OO 
LQI = U LQW. et
 RQi = U RQ™ sont des systemes generateurs elementaires gauche et droite pour le 
m—0 »n=0 
K-bimodule kQ; on se referera a
 hQx comme etant un systeme gauche de chemins et a RQ1 comme 
etant un systeme droite de chemins pour kQ. 
Par un leger abus de langage, nous dirons aussi que
 lQ.1 est un systeme gauche de chemins pour kQ 
et que
 RQX est un systeme droite de chemins pour kQ : dans ce cas chaque element x = (xi)i>0 s'ecrit de 
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facon unique comme une combinaison lineaire infinie x = £ ax-x = Yl x'"V a v e c ax> V e Uk^  pour 
chaque x £ LQI et chaque x' £ RQI- Si on fixe un systeme gauche de fleches
 LQ1 et un systeme droite de 
fleches
 KQX dans Q, ainsi que le systeme gauche de chemins hQ^ et le systeme droite de chemins RQ1 pour 
kQ, alors on a aussi les systemes de fleches duals correspondants pour le bimodule dual B*, notamment le 
systeme droite de fleches
 LQ* = {x* : x G LQ\} et le systeme gauche de fleches RQ* = {y* : ye RQi}. 
De m6me on a les systemes de chemins duals
 LQ* := U L2m et RQ* := \J KQ*m pour kQ et kQ, ou pour 
tout chemin value u = a.\ • • • am et pour s G {L, R} le systeme dual correspondant au systeme de chemin 
sQu = sQai <8> • • • <S> sQam est donne par 
Nous signalons que toutes les definitions que nous aurons a poser autour des potentiels auront l'avantage 
de ne pas utiliser explicitement un systeme de fleches ou de chemins quelconque pour Q. Mais plus tard on 
utilisera alors les systemes de fleches et de chemins pour Q dans l'etablissement de certaines proprietes. 
3.2.3 Generalisation non-simplement lacee des potentiels 
Avant de proposer une version generalisee des potentiels, il nous apparait interessant de signaler les 
observations preliminaires qui suivent. Dans la cas simplement lace, la definition des algebres jacobiennes 
est basee sur la possibilite de pouvoir appliquer la permutation cyclique sur les potentiels et ensuite prendre 
leur derivees. dans le cas d'un carquois ordinaire S, un potentiel pour l'algebre de chemins simplement lacee 
kS est juste un element de la partie cyclique kScyc. Nous signalons toutefois que la permutation cyclique 
ordinaire des elements cycliques dans les algebres de chemins simplement lacees echoue si on la porte telle 
quelle dans le contexte des carquois modules, cela est du au fait que la structure des bimodules des fleches 
valuees n'est generalement plus symetrique, meme si les k-surcorps dans Q etaient commutatifs. Et ainsi 
durant une "permutation-cyclique ordinaire", il ne fera aucun sens de "transporter vers la gauche ou vers la 
droite" les scalaires dans une expression de la forme axya\ ® • • • ® am-yxmb avec x» e B et a, aj, b € K 
pour 1 < i < m. Posant k1 = ffk l'algebre commutative semisimple donnee par le produit indexe par 
iei 
I des copies du corps k, on pourrait penser nai'vement qu'une fa?on de parer a la limitation precedente 
est d'attacher a kQ l'algebre complete de chemins H = Tki(i?) simplement lacee, ou B est simplement 
vu comme un k-espace vectoriel, et ensuite considerer les potentiels dans H et la permutation cyclique 
ordinaire dans H, et enfin prendre les projections dans kQ des potentiels de H (pour la construction des 
algebres jacobiennes). Mais, cette approche echouera lorsque viendra le moment d'appliquer les mutations. 
Pour done generaliser la permutation cyclique et les potentiels, nous aurons besoin des resultats techniques 
de la section 3.1 sur les paires dualisantes et symetrisables de bimodules. 
Soit {M, M*; DE, bp} une paire dualisante et symetrisables de bimodules, M G Eoimodp pour deux k-
surcorps E et F. Lorsque nous omettrons de specifier explicitement les formes bilineaires M®¥M*—^—»E 
et M*®EM—£—»F (et alors notes indifferemment en utilisant le symbole"(-)"), on adoptera aussi la notation 
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suivante : 
et pour raison de simplicite, les deux morphismes canoniques 3 M g M . et 3M«XM seront indifferemment notes 3 
sans indiquer en indice le bimodule auto-dual associe, des lors que la paire dualisante est clairement indiquee 
par le contexte. 
En vertu du lemme 3.1.6, le morphisme dual 3MxM» := bg envoie l'unite de E sur Velement central 
E y®y* du bimodule auto-dual M <S> M* donne en choisissant une paire quelconque {Y, Y*} de deux 
yeY 
bases mutuellement duales ou Y est une F-base droite pour M. De meme, le morphisme dual $M*®M •= bF 
envoie l'unite de F sur Velement central £ x* <g> x du bimodule auto-dual M* <g> M oil X est une E-base 
gauche de M. 
En vertu du lemme 3.1.5, le produit d'un nombre fini quelconque de paires dualisantes et sy-
metrisables de bimodules est naturellement defini. En particulier, soient ki, k2 et k3 des k-surcorps, 
{i-B2, iB2*; 1^2,1^} et {2-63,2^3*; 2^3,2^3} deux paires dualisantes et symetrisables de bimodules, avec 
iBj € k.bimodkj et avec iBj®k.iB*—LJ—•ki pour (i,j) = (1,2), (2,3). Alors le produit donne par 
{M,M*} := {iBmB^fonK} ® {2B3,2B3*;2b3,2b'3} := {iB2^2B3,2B3* <S XB2*} , avec M = 
\B2 <g> 2B3 et M* = 2B3* <8> iB2*, est une paire dualisante et symetrisable de bimodules dans laquelle 
les formes bilineaires associees sont canoniquement induites : pour tous x € \B2, y € 2^3, '« G \B2 et 
v €
 2B3*ona: ((x <g> y) ® (u <8> u)) = ib2(:c<g>2b3(y®f)-M)' et <(i> <g> u) ® (x ® y)) = 2b3(v®ib'2(u®x)-y). 
Les morphismes canoniques duals correspondants, ki MtsM* »M <g> M* et k3 M*®M >Af * 0 M, sont don-
nes comme suit : 3M8M* (1) = E M ^ ) ® ( 2 * ® y*) et 3M*0M(1) = £ ( '^* ® £*) <8> (x <8> x'), pour 
^eYi ,2 ,z6Y 2 , 3 «6Xi i 2 ,a : '6X2,3 
toutes paires {Yjj, Y* •}, {Xjj, X£ •} de bases mutuellement duales, ou Yjj est une base droite pour $5. et 
Xjj est une base gauche pour
 tBj, avec (i, j) = (1,2), (2,3). Ainsi on a toujours la relation qui suivante : 
3(1B282B3)«(2B3*81B2*) = 31B281B2* ° ( 1 ® 32B3«2B3* <8> ! ) • ( 3 . 2 . 5 ) 
Les observations precedentes s'etendent aisement a tout produit fini quelconque de paires dualisantes de 
bimodules. En particulier dans kQ, pour chaque chemin u e Q(i,j) on a une paire dualisante et sy-
metrisable de bimodules {*#", G-B )^*; ib^,jbf] donnee comme produit des paires dualisantes de bimo-
dules des fleches values le long de u, avec jBJ (g> G-ff/T ' J »k» et (*£?)* 0 »£" 3 ' >k0. Notons que, si 
(J = «i a; € Q(z, j ) et w* = a* a* € Q*(j, i) est le chemin dual correspondant a u dans Q*, alors 
(iB^)* = jB"* est donne par le produit des bimodules duals Ba* = (B01)* le long de u*. 
A present, un autre fait technique donne une propriete interessante des morphismes canoniques 3. 
Proposition 3.2.2. Soit {M, M*} une paire dualisante et symetrisable de bimodules ou M est dans Ebimodp 
pour deux k-surcorps E, F. Alors les enonces suivants sont valides. 
(1) Pour deux paires quelconques de bases mutuellement duales {X,X*} et {Y, Y*} oil 
X = {.Ti,... ,xp} est une E-base gauche de M et Y = {y1,...,yq}est une F-base droite de M, 
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on a les identites valides ci-apres : 
i v p q 
Eys-(y*s®-) = 1-M = E <- 0 x*kyxk et Zxt-(Xk®-) = 1M* = E(-®ysyy*s 
5 = 1 fc = l fc = l S = l 
(2) Soient E ^ ^ — * M 0 M* et F M ®M >M* 0 M les morphismes canoniques duals asso-
cies a la paire dualisante {M, M*}. On considere les morphismes de bimodules suivants appeles 
respectivement permutations gauches ou droites de 3' et de 3, 
£R3' = (1M®M* 0 {-)) ° ( 1 M ® 3 '® 1M*) ° 3 , X 3 ' = (<->® 1M®M*) ° ( 1 M 0 3 ' 0 1M*) ° 3 , 
(3.2.6) 
£L3 = ( ( - > 0 1 M * ® M ) ° ( 1 M * 0 3 « > 1 M ) °3'ef£R3 = (lM*®M® (">) ° ( 1 M * 0 3 0 1 M ) ° 3'-
Alors 3 e? 3' so«? cycliquement equivalents : on a les identites ci-apres : £ j ' = 3 = £R3' e? 
£L3 = 3' = £R3, comme le montrent les deux diagrammes commutatifs suivants. 
10 3'0 1 1 0 3 0 1 
. M®M*—: <-M®M*®M 0M* M*®M -M* <g> M <8> M* <g> M 
3 | . ( - > ® l | J l ® ( - > - 3't <->®l | J l« )< -> 
E 3 *M®M* F 3' *M*®M 
Par consequent, 3 e£ 3' 5t>«? cycliquement stables : les permutations completes gauches et droites 
e^i := £L(ej) et £R3 := £R(£R3) de 3 coincident avec 3, e? de meme les permutations completes 
£h' '•= £L(£j') et £ll' '•= £*{£d)de 3' coincident avec 3'. 
Demonstration. 
Enonce (1). Cet enonce suit aisement de la definition des bases mutuellement duales en 3.1. En effet, po-
sons X = { x i . . . Xp) et Y = { y i . . . yq} comme dans la proposition. Alors en vertu de la definition de bases 
duales, pour tous 1 < i, j < p et 1 < s, t < q on a : <Xj 0 x*) = 6itj et (y* 0 yt) = 5Syt, ou SStt est le symbole 
q P P 
de Kronecker. II decoule immediatement que J2 y«-(3/£ ® -> = 1 M = E <- 0 f^c)-^ fc et £ £fc'(£fc 0 -) = 
a = l fc=l fc=l 
1M* = E <- 0 ys)-y*s-
s = l 
Enonce (2). La preuve de (2) decoule clairement de (1) et du fait que pour chaque choix de bases mutuel-
lement duales {X, X*} et {Y, Y*} comme ci-haut, les morphismes canoniques 3 et 3' sont donnes par : 
3(1) = E ys ®y*s G M 0 M*, et 3'(1) = E 4 ® ^ e M * 0 M . O n a done, 
s = l fc=l 
(£ j ' ) ( l ) := ((<-> 0 1M®M*) O (1 0 3 ' 0 1) o3)(1) = ((-) ® 1M9M*)(i E ys 0 a^fc 0 xk 0 ys* 
v
 '
 v s = l f c = l 
9 P 9 
E ( E (Vs 0 .x -^x-fc) 0 y* = E ys 0 y* = 3(1)» d o n c £L3' = 3- D e meme on a, 
s = l fc=l s = l 
(eR3')(l) = ( ( 1 M ® M * 0 <->) ° (1 0 3' 0 1) ° 3) (1) = (1M®M* 0 <-)) ( E E ys 0 x*k 0 xk 0 y 
s=q p q 
E ys{ E ^fc-^fc 0 y«>) = Y,ys®y*a= 3 ( ! ) . e t d o n c £„3' = 3-
s = l fc=l s = l 
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Ainsi on a montre que sj' = 3 = ej'. On verifie de meme que ej = 3' = e j . 
En vertu du lemme 3.1.8, les morphismes canoniques E—-—-M <S> M* et F- •*M* <g> M sont auto-
matiquement cycliquement stables, ce fait suit aussi trivialement de qui precede. • 
Nous pouvons maintenant donner une version non-simplement lacee des potentiels comme suit. 
Definition 3.2.4. Un potentiel dans Q est un morphisme de bimodules K—^—•k<2cyc ou, de facon equi-
valente, un element K-central dans kQcyc. On note pot(Q) la sous-algebre non unifere de kQ formee des 
potentiels sur Q. 
En vertu du lemme 3.1.8 chaque potentiel m est cycliquement stable dans le sens que, pour chaque 
point i et chaque chemin cyclique w €. Q(i, i), la composante correspondante k^—^-*iB^ est cycliquement 
stable : les permutations completes gauche ou droite de mw coincident avec m^, ce fait est exprime par les 








1 (8> m(8) 1 
m,. "iBf 
ibT ki ou le morphisme <9£, = liB™ ® fif est induit par la forme bilineaire non-degeneree iB™ <g> (iB™)* 
dont le dual a ete note 3 = j B . g ( B » , . , et le morphisme dLw = jbf* ® liB™ est induit par la forme bilineaire 
non-degeneree (iB™)* ® iB™—^—«-kj dont le dual a ete note 3' = 3(iB»).gtB»- On observe que l'existence 
d'un potentiel non nul dans Q exige neanmoins quelques conditions sur la forme de Q. En vertu de la 
proposition 3.2.2 on peut deja construire des carquois modules possedant des potentiels non-triviaux. 
Exemple 3.2.5. Soient E, F, L trois k-surcorps (toujours de dimension finie). Ci-apres on se donne deux 




N / X ^ J > (mutation au point "F"!) ^ £ r
F \ ^ > 
l 5 2 ® 2 f i 3 » 2 5 3 * ® l f l 2 
Alors un potentiel sur le deuxieme carquois module est donne par : 
3 ( 2 c 3 * X l C 2 * > X ( l i 3 2 X 2 C 3 ) £ (Z* <g> X*) <g> X <g> Z, 2:61X2,262X3 
qui a ete vu comme etant a valeur dans l'algebre de chemins du second carquois module, et ou ,X3 est une 
base gauche de iBj a laquelle on a associe la base duale correspondante, pour (i, j) = (1,2), (2,3). 
90 
3.2. APPROCHE NON-SIMPLEMENT LACEE AUX POTENTIELS ET AUX ALGEBRES IACOBIENNES 
Pour mieux comprendre la forme des potentiels, on a besoin de la notion de derivee droite ou gauche d'un 
potentiel le long d'un chemin : sdient u € Q(i, j) et LJ' £ Q(j, i) deux chemins values dans Q, on considere 
les paires dualisantes et symetrisables de bimodules {tfff, (>&])*; &}, jbf} et {jBf, (jBfy^bf^bf}, 
pour un potentiel k*—m—^.B^' - ^ ®
 3B"' le long du cycle uu', on pose d^m := (liB» ® 3b^') o (m ® 
1,
 Bu>)t) la derivee droite de m le long de ui', et d^m := [3b^ ® 1 B^) ° (l(,s")* 0 m) la derivee gauche de 
m le long de u, comme illustre par les deux diagrammes cornmutatifs suivants : 
Gsfr^^iB? ®
 3Bi ® {0Bir G B J T ^ ^ ) * ® ^  ® x 
G-Bfr ^ m —~iB% UBf)* fym—jB? 
On reviendra plus amplement sur les derivees partielles dans la prochaine sous-section. 
A present, le lemme 3.1.7 de la section precedente montre que les potentiels sont en realite donnes 
comme morphismes duals des formes bilineaires non-degenerees associees a aux paires dualisantes et sy-
metrisables de bimodules, cette caracterisation des potentiels est etablie par la proposition suivante. 
Proposition 3.2.3. Soient K—^—"-kQeyc un potentiel dans Q et kj—m—*iB™ une composante homogene 
de W le long d'un cycle value w G Q(i,i), soient u € Q(i,j) et u' € Q(j,i) une partition de w 
tels que w = UIOJ'. Alors, la derivee droite (jBf )* ——*iB" de m le long de u' et la derivee gauche 
(iB^Y - -jB" de m le long de ujforment unepaire de morphismes de bimodules mutuellement duals : 
<9^ m = (d„,m)* et c£,,m = (c£,m)*. Par consequent, si on pose U = Im(<9£,,m), V = Im(c£,m) = 
Im((c£,m)*), V = ker(<9£,,m) etU = ker(c£,m) = ker((9^/tn)*), alors on a des paires dualisantes et sy-
metrisables de bimodules {U, V}, [U, U*} et {V, V*} dont les structures sont canoniquement induitespar 
les paires dualisantes et symetrisables de bimodules {iB", (iB^)*]ib^,jb^ } et {jB" , (jB% )*',jb" , ,b^ } 
et par la paire de morphismes mutuellement duals (d^,m, d^m), et telles qu 'on ait aussi les suites exactes 
courtes suivantes formees d'injections et de projections canoniques, 
o—»v*^ —(jBfy-*~u—-o, o—jT^-bByy^-v—*o, 
0 »V<-£~jB%'-£»V := cokerp* •O, 0 »U'-^*iE^-^U :.= cokerr* -0. 
De plus, le potentiel m coincide avec le dual de la forme bilineaire non-degeneree U ® V *E associee 
a la paire dualisante et symetrisable de bimodules {U, V} : m = luzv. 
Demonstration. En vertu du lemme 3.1.7 on a seulement besoin de montrer que le tout premier volet de 
la proposition 3.2.3 est vrai, a savoir que les derivees partielles d^,m et c£,m sont deux morphismes de 
bimodules mutuellement duals. On considere alors les paires dualisantes et symetrisables de bimodules 
{iB?, (i5$T;<b$\ ,-bf } et {jB?', (.Bfy^bf^bf), avec ^ ® ( ^ ) * ^ ^ k l , ( ^ ) * ® ^ - ^ k , - , 
jBf ® (jB?y-^—kj et (jfffy ® jfff - ^ — k j . Posons aussi / := 3*,m : (jfff)* •ifl$) la derivee 
droite de m le long de J et / ' := d^m : (»£")* '~*jB% l a derivee gauche de m. 
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On veut montrer que /* = / ' , (notons que la famille (k,. tj)i6i, ou t^  est la forme trace nbn-degeneree 
attachee au k-surcorps k,, ayant ete fixee dans Q) l'existence du dual /* de / est garantie en vertu du 
lemme 3.1.4-(2) et /* est la valeur commune du dual droit /R et du dual gauche Lf de f. Le dual droit 
f" de / est defini par l'identite suivante : jbf (/"(-) ® -) =
 3bf (- ® /(-)) . Par ailleurs, / := <9R,m := 
(ttBj ® jbf) o (m ® 1 (.B. ' )J et / ' := <^m := (jbf <g> 1^ / ) o (l ( iB«). <8> m). Soit maintenant {Y, Y*} 
une paire de bases mutuellement duales pour la paire dualisante de bimodules {iB", (jB^)*; ,bj, jb"*}, ou 
Y = {yi , . . . , yq}est une k^-base droite de ,B". On peut done ecrire m(l) = ^ j / s 0 u s avec vs G j B " 
pour 1 < s < Q, et ainsi pour tous f G (jB^)* et £ G G^)* , on a : /(£') = E yrjbf(vt ® £') et 
/ ' ( 0 = E , b f (£® y * K Pour montrer que /* = /R = / ' , il suffit de verifier que fR(y*s) = f'(y*s) 
pour chaque element y* dans la base duale Y*. Pour cela,.soit y* G Y* avec s fixe, soit £' G (jB" )* 
un element arbitraire, on a : ,bf(/R(ys*) ®£') := ,b f (ys* ® /(£')) = jt^Vf (y*. ® yrtf (vt ® ?)) = 
3bi{vs ® £'). On a aussi : ,-bf (f'(y*3) ® O = E ,bf (,bf (y* ® y t H ®'£') = ;b? 'K ® £')• On vient 
t= i 
done de montrer que jbf (/R(y*) ® £') = jbf(f'(y*) ® £') pour tout £' G (jBf)*; autrement dit, 
jb7'(fR(y*s) ® -) = jbf(f'(y*) ® -), si bien que /R(ys*) = /'(y*) pour chaque y* dans la k rbase gauche 
Y* de GBp*. On conclut que /* = /R = / ' . D 
3.2.4 Derivees partielles, permutation tordue, derivee cyclique et algebres jaco-
biennes 
Commencons par introduire les derivees partielles gauches et droites sur les elements de Jr~~. Rap-
pelons en vertu de (3.2.1) que {B,B*; b, b'} est une paire dualisante et symetrisables de K-bimodules, 
induite par la somme directe des paires dualisantes et symetrisables de bimodules {jB•, jB?; ibj,^) pour 
b. ;(>'• 
i,j G I, avec iB3 ® jB*—l-J—»k, et ,B* ® iBj —•k7-. Les deux formes bilineaires non-degenerees in-
b b ' 
duites B ®K B*— »K et B* ®x B —*K sont donnees comme suit : soient i,j,s,i£l arbitrages, 
i-^j V unique fleche (pleinement) valuee de i vers j et s—^t 1'unique fleche (pleinement) valuee de s vers 
t; pour chaque x G
 iBj = tB" et u G sBt* = (SB7)* = tB7*, 
> si (i, j) ^ (s, i) alors b(u ® x) = 0 et b'(x <8> u) = 0; 
> et pour (i,j) ^ (s, t) on a : b'(« <8> x) =
 4b^(u 8 1 ) = jbf (u <g> x) G kj et b(x <S> u) = ibj(x (8) u) = 
ib"(x<g)u) G kj. 
Les formes bilineaires non-degenerees b et b' precedentes induisent les deux morphismes canoniques sui-
vants, 
5
* ® jQ-^^Gkc et JQ ® r-^-isfQ'avec a" : = iQ^et* := ^ Q ' 
qu'on appellera operateur de derivee gauche et operateur de derivee droite. Ainsi, <9L est un morphisme de 
kQ-modules a droite alors que dR est un morphisme de kQ-modules a gauche. Pour chaque u G jB* c B*, 
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la derivee gauche au point u est alors le morphisme continu de kQ-modules a droite dLu : irx ^ Q Q 
tel que pour tout £ € Jr-s et tout x = £ i „ e B avec xs t € 3B, pour chaque s, t € I, on ait 9h(:r g> £) = 
k y
 s.tei 
b'(u<8>x)-£ = jbj-(«®£ij)-£. De meme, la derivee droite au point u est le morphisme continu de kQ-modules 
a gauche <9* : 3r>• "Cr^-Q tel qu e P o u r t o u t £ £ Jr^ et tout y = X! Us t £ B avec ystsBt pour chaque 
s , t € l , on ait d£(£ <g) y) = £-b(y ® u) = £ ^ ( 2 / ^ (8> u). 
Ensuite, soit K—m—-kQ,,,. un potentiel. L'action de l'operateur de derivee gauche et celle l'operateur de 
derivee droite sur m donnent les deux morphismes suivants de bimodules, 
B
 ; *Jk2 e t B -1—Jk2> 
comme le montre la diagramme commutatif ci-dessous. 
9 1 ® m m <g> 1 „ B* ® Jlz" B* •J?^ ® B* 
i i i ® i 
dL\ ' \dK 
j
 < &m B* aRm - - - - - J ^ . 
kS kQ 
Bien sur, lorsqu'on identifie m a m(l), alors pour chaque « e B* on a : (<9Lm)(u) = <9^ m = <9„m(l) et 
(d"m)(u) = <9Rm = 9Rm(l). Mentionnons que pour un potentiel k,—m—»-j.B™ le long d'un chemin w avec 
aui = i u = w 7 e t a G Qi(i,fc), 7 G Qi(j, i), les derivees gauche et droite de m sont des morphismes de 
bimodules a valeur dans un bimodule de chemin, donnees comme suit. 
kBf = (iB°k)*-^kB? et {Bf = (jBry-^iB*. 
Remarque 3.2.6. La composition ci-apres etant appliquee composante par composante, on a clairement que 
dL o dR = <9E o dL. Soit i,j G I une paire ordonnee quelconque, on suppose que {nQi(i, j),
 RQ*(i, j)} et 
{R2I(*, j),iiQ*(h j)} s o n t deux paires de bases mutuellement duales pour la paire dualisante et symetrisable 
de bimodule {iBj:,5*;^, jb^}, ou RQi(i, j ) est une kj-base droite pour j.B. et LQi(^j) est une krbase 
gauche pour $£ •. Alors dans le langage des derivees partielles introduites plus haut, la proposition 3.2.2-(l) 
donne les identites suivantes : 
E yffr = liB, = E ^(-)-xet E ^ ' M - ) = l , B r E &-(-®y)-y\ 
y6RSi(t,j) a;6LQi(i,j) x€LQi(i,j) y€sQi(i,j) 
Afin d'introduire la version cyclique des derivees partielles gauches ou droites, nous aurons besoin d'une 
sorte de permutation tordue dans kQcyc (nous avons deja utilise les termes de permutations gauche ou droite 
un peu plus haut). On aura aussi besoin des derivees partielles gauche ou droite d'ordre superieur. Soit done 
m > 1, en vertu du lemme 3.1.5 et des observations qui suivent immediatement l'equation (3.2.5), on a 
la paire dualisante et symetrisable de K-bimodules {B^m\ Z?*(m) = (i?(m))*} donnee comme la ml6me puis-
sance de la paire dualisante et symetrisable de K-bimodules {B, B*, b, b'}, on a done comme precedemment 
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deux operateurs 
B*™ ® J ^ ^ *kQ~ et J j ^ ® 5*(m) ^ • k Q ^ , 
appeles respectivement operateur de m'eme derivee gauche et operateur de m'eme derivee droite. Pour ui <S> 
• • • ® uro 6 £*(m) on a ^ l8...0Ur„ = 0£®-®«m = a«i ° ' ' ' ° ^ L - t a n d i s <lue ^i®-®um = C®-®«™ = 
<9* o - • • o <9* . Pour tout chemin ui G Q(i, j ) de longueur 771, les composantes correspondantes de d^ 
et de d1™ sur (*.B")* seront simplement notees <9^  et c£, si bien que pour tout £ = ^ + £' € 5*(m) ou 
& G (;£")* et f appartient au supplemental d e - ^ ) * dans B<m\ on a 3£,(f <8> -) = <%, = C e t 
#<*,(- ® £) = 95 = 9|™. De meme sur tout potentiel homogene K—m-—kQcyCi, de longueur Z > m, Taction 
de l'operateur de mieme derivee gauche et celle de l'operateur de mieme derivee droite sont donnees par les 
deux morphismes de bimodules suivants, 
Les discussions precedentes menent a la definition ci-apres, oil pour chaque paire dualisante {M, M'} 
le morphisme canonique dual de chacune des deux formes bilineaires non-degeneree associees a ete indif-
feremment note 3. 
Definition 3.2.7 (Permutations tordues). Soit k,—m—^Bf un potentiel homogene pour un certain chemin 
cyclique w G Q(i, i). 
(a) Supposons que w = UJSU)'S est une partition de w en deux sous-chemins us G Q(i, A;) et ui's G Q(k, i) 
avec £(us) = s, et posons w' = UJ'SUIS G Q(A:, k) la permutation cyclique correspondante de w. Alors 
Taction de l'operateur de permutation gauche le long du sous-chemin source uis sur le potentiel m est 
le nouveau morphisme donne par 
e?(m) = d^s o (l( i f l r )„ ® m ® \BT) o 3 : kfc >kBwk' = kBf ® 4B£% 
comme le montre le diagramme commutatif ci-dessous : 
m 1 <0JS UB?)* ® ,Bt ^BtY ® iB? ®fcBT* ® i ^ 
kfc - ^ ( m ) = ^ m *fcfl]f 
On convient que e° = lpoi(g); si s = 1 de sorte que us est une fleche a G Q\ (i, k), on note simplement 
eL = el = e* et done eL(m) = dL o (l( iB«). ® m ® l,Bg) o 3 : kk >kBk*'a. 
•(b) De meme, supposons que to = uj[uit est une partition de w en deux sous-chemins w( G Q(z, j ) et 
wt G Q(j, i) avec ^(wt) = t, posons w' — wttj( G Q(j,j) la permutation cyclique correspondante de 
w. Alors Taction de l'operateur de permutation droite de m le long du sous-chemin terminant cot est 
le nouveau morphisme donne par 
C M = ^ ° (Vr ®m® 1 ( ^ D * ) ° 3 : V—*i B 1 = ^ ® i ^ . 
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comme le montre le diagramme commutatif ci-dessous: 
1 ® m <g> 1 
,BT ® (jB?)* *3B? ® ^  ® jB? ® G-5? 'w,\* 
I 5,' Wt 
k, ^ ( m ) = £Rm • j F 
•J °R V " V ""n"* J - ^ j 
On convient que eR = lpot(c); si £ = 1 de sorte que wt est une fleche 7 6 Qi(j, i), on ecrit simplement 
£R = e\ = el et eR(m) = c>R o (1 . ^ ® m ® 1 ( . ^ 0 o 3 : k ,—^•BJ* ' ' . 
Comme annonce ci-haut, pour chaque chemin CJ de longueur m on a : e" = e™, e" = £™, et comme on 
l'a vu un peu plus haut, ce fait decoule directement de la definition du produit de paires dualisantes et des 
morphismes canoniques 3 associes (voir (3.2.5)). 
Nous obtenons egalement certaines proprietes cruciales entre nos notions de permutations tordues non-
simplement lacees et de derivees partielles gauche et droite, ces proprietes fournissent une autre justification 
que les generalisations que nous avons jusqu'ici introduites sont bien appropriees. 
Proposition 3.2.4. 
(1) Les deux morphismes suivants, (1B <gi dL) 03, (5R ® 1B) o 3' : Jj~ "^Co coincident avec 
le morphisme identite de J Q , OU 3 = 3B(gs* et 3' = 3B*8B. Ainsi pour toutes paires {RQi,RQ*} et 
{LQI,LQ*} de systemes de fleches mutuellement duals ou
 RQX est un systeme droite de fleches et LQ1 
est un systeme gauche de fleches pour Q, les identites suivantes sont valides. 
( I s ® dL) o 3 = £ y ® dL(y* ® -) = l j _ = £ d*(x* ® -) ® x = (dR ® 1B) o 3'. 
2 /€RCI R 2 X € L C I 
(2) 5of? kj—!S—•jfij" un M« potentiel le long d'un chemin dans Q, on suppose que au = w = vj 
avec a £ Qi(i,k) et 7 € Qi(j, «)• Alors la derivee droite (iB%)*—£L m >k^t de la permutation 
gauche de m est egale a la derivee gauche (iB%)* *fc£" de m : 9R(sL(m)) = dLm. De meme, 
la derivee gauche (jB])*—£" m >,.Bj de la permutation droite de m est egale a la derivee droite 
(fBfry-^iB? de m ; d^eR(m)) = d«m. 
(3) Les operateurs de permutations tordues gauche et droite sont deux automorphismes inverses I'un 
Vautre, pot(Q) ^ - ^ —•-pot(Q) : eL o eR = lpot(Q) = £R ° £L- De plus, sur chaque potentiel 
m le long d'un cycle de longueur m > 2, on a £™m = m = e™m, si bien que e™ et e™ agissent comme 
des identites sur les potentiels le long des m-cycles dans Q. 
Demonstration. 
Enonce (1). Les identites dans (1) decoulent directement de la definition des morphismes canoniques 3 et 
des identites £ y-dy* = l , s = £ <9R«.(-)-x donnees par la remarque 3.2.6, avec i,j parcourant 
l'ensemble des points / . Pour la suite, si 7 est une fleche pleinement valuee ou non dans Q, comme dans 
la definition 3.2.3 on sait que
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Enonce (2). Comme dans la remarque 3.2.6, les systemes de fleches
 RQ1 et lQl etant fixes, on sait 
que les deux elements centraux associes aux deux morphismes canoniques kj—-—- tB^ <g> (iB%)* et 
kfc *(iB%)* ® iBI sont donnes par : 
3(1)= E y®y*eiBak®(iBtYetj{i)= E ^ ^ e W ® ^ . 
I / 6 R 2 Q xeLQa 
Par definition, dR(eL(m)) = <9R o (eL(m) <g> 1) et la definition 3.2.7 donne que, eL(m) = dL o (1 ® m 0 1) o 3'. 
D'ou pour tout u G (iB%)* on a : 
(<9R(eL(m)))(u) = <9R(£L(m)(l)<g>u) = d R ( V ( E x * ® m ( l ) ®a:) <8>u 
= dL[ E x*®m(l)-dR(x<g>u)) =<9L( E x*-9R(x 0 u) <g>m(l) 
(dR(eL(m)))(u) = d L (7 E x*-aR(x®w)) ® m ( l ) J = d L ( u ® m ( l ) ) = (d'-m)(u). 
Ainsi dR(£L(m)) = <9Lm. De fa9on similaire, en utilisant le morphisme canonique 3 nous obtenons que 
dL(eR(m)) = <9Rm, et ceci complete la preuve de (2). 
Enonce (3). II decoule des enonces (1) et (2) et de la definition des operateurs de permutation gauche et 
droite que, pour tout potentiel m le long d'un chemin dans Q on a les identites suivantes : 
e R o £ L ( m ) = dR(l®£R(m)<g>l)c>3' = (1 <g> dR(eR(m) ® 1)) 0 3 ' = (1 ® <9R£R(m)) 03 ' ' 
' = (1 <S> <9Lm) o 3' = m. 
£L o eR(m) = dL(t <g> eL(m) ® 1) o 3 = {dLeL(m) <8> 1) o 3 = (3L(£L(1 0 m)) ® 1) o 3 
= (<9Rm <g) 1) o 3 = m. . 
Ensuite, le fait que e™m = m = e^m vient du fait que le potentiel kj—m-^-iBf, svec£(w) = m, est deja 
cycliquement stable et, e™ = e™ et e™ = e™. D'ou (3) est egalement valide. • 
Maintenant le dernier point de cette section fournit la version cyclique des derivees par-
tielles precedemment introduites, ainsi que les algebres jacobiennes correspondantes. Pour cela, si 
w = aQ •••am est un chemin cyclique indexe par le groupe cyclique Z m + i , alors nous posons 
cyc(w;) = {ws € Z m + i } 1'ensemble de toutes les permutations cycliques de w; on po-
sera aussi dw = {dLasws = as+r as+m : s 6 Z m + i } . 
Proposition 3.2.5. On a un operateur pot(Q)——*pot(Q) de permutation cyclique totale defini sur chaque 
d d 
potentiel m le long d'un (d + l)-cycle w par: ecm = E £ ' m — E S'TI- 11 s'ensuit alors que I'operateur de 
t=o t=o 
derivee cyclique existe et est donne comme valeur commune B* <g) pot(Q) "^Co ^es °P^rateurs 
de derivee cyclique gauche et de derivee cyclique droite, dont les actions sur chaque potentiel kj—!B—-iBf 
le long d'un (d + l)-cycle w = a0- • • • ad dans Q sont donnees par le morphisme de bimodules suivant : 
d d 
dCLm=J2dL(etLm)=dm=J2dR(etRm)=dCLm 
B*D ® (Ba°)* — — »Bdw. 
Ainsi pour tout u € B* on a : 
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d-m = (5CLm)(u) = £ (dL(e[m)){u) = dum = £ {d*{e{m)){u) = d"m = (dCRm)(u). 
t=0 t=0 
Demonstration. II suffit d'observer qu'en vertu de la proposition 3.2.4-(3), l'operateur de permutation cy-
clique ec est correctement defini : en effet, comme sL o eR = lpoi(e) = eR ° £L et sf+1m = m = ef+1m, on 
d d d d 
a immediatement que : £ e[m = J2 e[sf+1(m) = £ £|f+1_tm = £ 4m> montrant que ec est correctement 
t=o t=o t=o t=o 
d 
defini. Le volet (2) de la proposition 3.2.4 montre que <9LeRm = <9Rm. On deduit que dCLm = dL(J2 £ljn) = 
t=o 
d+l d d+l d 
dL( J2 e'tn) = E 9LeR£*_1m = £ <9R£*_1m = £ <9ReRm = 9CRm, etablissant ainsi l'existence de l'operateur 
t= i t= i t= i t=o 
de derivee cyclique. D 
Definition 3.2.8. Etant donne un potentiel m e pot(Q) tel que Q soit sans boucle, la paire (Q, m) est alors 
appelee un carquois module avec potentiel. La fermeture de 1'ideal (lm(<9m)) = (lm(dCLm)) = (lm(<9CRm)) 
est appelee Videal jacobien associe au potentiel m et note Jm = (lm(<9m)), et I'algebre jacobienne cor-
respondante est par definition I'algebre quotient Jm = J(Q,m) = kQ/Jm de kQ par l'ideal jacobien de 
m. 
On veut maintenant introduire la notion d'equivalence cyclique entre les potentiels; il s'ensuivra que 
I'algebre jacobienne J(Q, m) ne depend que de la classe de m suivant l'equivalence cyclique. Le sous-K-
bimodule kQacyc := £ e^kQ-e^ etant la partie acyclique de kQ, on commence par les notions suivantes. 
Definition 3.2.9. Soit (Q, m) un carquois module avec potentiel. 
> Si W € pot(Q), alors les elements W ~ eLW et W — eRW sont appeles commutateurs tordus; 
le k-espace skew[kQ, kQ] des commutateurs tordus de kQ est le sous-k-espace engendre par les 
commutateurs tordus et la partie acyclique kQacyc de kQ. On note skewjkQ, kQJ = skew[kQ, kQ] 
la fermeture du k-espace des commutateurs tordus. Le k-espace trace tordu sTr(kQ) de kQ est donne 
par sTr(kQ) := kQ'skewjkQ, kQ}. 
> De m£me, le k-espace des commutateurs tordus de I'algebre jacobienne J(Q,m) est donne par 
skew[J(Q, m),J(Q, m)] := (skew[kQ, kQ] + JmYJm; I'espace trace tordu de J(Q,m) est 
donne par sTr(Q,m) =\7(Q,m)/skew{J(Q,m), l7(Q,m)}, avec skew{ l7(Q,m), l7(Q,m)} := 
(skew[kQ,kQ] + Jm)/Jm. 
> Le k-espace Def(Q, m) := sTr(Q,m)/K est appele espace de deformation de (Q, m). On dit que 
(Q, m) est rigide si I'espace de deformation de (Q, m) est nul, en d'autre ternes, si sTr(Q, m) = K. 
Observons que skewjkQ, kQJ + Jm C skew[kQ, kQ] + Jm, mais l'inclusion inverse n'est en general pas 
vraie. Comme on le vera au chapitre 5, les algebres inclinees amassees de types A„, Bn et Cn sont donnees 
par des algebres jacobiennes associees aux carquois modules avec potentiels rigides. 
Definition 3.2.10. Deux potentiels m, m' € pot(Q) sont dits cycliquement equivalents si 
m — m' € skewjkQ, k Q | . Si tel est le cas, alors pour tout £ € B* on a, d^m = d(m', si bien que Jm = Jm, 
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Le prochain resultat introduit I'operateur derivee cyclique double ainsi que d'autres proprietes interes-
santes des potentiels, ces dernieres proprietes jouent un role crucial dans la caracterisation des algebres 
jacobiennes via les suites faiblement2-presque scindees introduites. 
Proposition 3.2.6. (a) // existe un operateur de derivee cyclique seconde 
B* ® B* *Hom(pot(Q), kQ), (indifferemment note avec le meme symbole que I'opera-
teur de derive cyclique), donne par la valeur commune representee par les identites valides suivantes 
oil la composition est appliquee point par point: 
(dL-dL) o ec = d'--(d) = dR-(d) = (dR-dR) o ec. 
Ainsi pour tout potentiel m et toute paire de points u, v G B*, I 'action de la derivee cyclique seconde 
sur m aux points u et v est donnee par les identites valides ci-apres : 
(dLu o <9Jm = <9u8„m = (<9* o du)m 
(b) De plus pour toutes paires {RQ1, RQ*} et {LQi, LQ*} de systemes de fleches mutuellement duals oil 
RQi est un systeme droite de fleches et LQ1 est un systeme gauche de fleches pour Q, les identites 
suivantes sont egalement valides pour chaque u € B* : 
£ (dux:x*)®x = du = £ y®{dy*x„). 
Demonstration. Pour l'enonce (a) on utilise le fait que par definition on a : dL oec = dCL = d = <9CR = dRosc 
et le fait que la derivee gauche et la derivee droite commutent point par point. Ainsi pour chaque paire de 
points u, v G B* on a : c^ o <9V = dhu o d™ = dhu o dl o ec = d^ o d!asc = &l o <9=L = d^ o du. 
Maintenant les autres identites dans (b) decoulent directement de ce qui precede et des identites de la 
proposition 3.2.4-(l) comme suit : d1L = l j _ o 9„ = ( £ dR(- <8> x*) ® x) o d„ = £ {d^du) <8) x = 
12 {du®x*) <S> x. De meme en partant de l'egalite l j _ = J2 V ® dL(y* 0 -) on obtient egalement que 
du= E y®(a„*8„). • 
3/6RQI 
Une note remarquable alors qu'on arrive a la fin de section est que, comme nous l'avons d'ailleurs 
mentionne a la fin de la sous-section 3.2.2, toutes les definitions jusqu'ici manipulees ont ete donnees in-
dependamment de tout systeme elementaire gauche ou droite fixe pour les bimodules. Cependant, dans la 
suite on aura besoin de recourir le plus souvent a un systeme gauche ou droite de fleches pour Q (voir 
Definition 3.2.3). Soient
 LQj un systeme gauche de fleches et RQ1 un systeme droite de fleches pour Q, 
auxquels sont associes les systemes de fleches duals
 LQ* et RQ* correspondants. Une fois que LQ1 et RQX 
sont fixes, nous adopterons toujours la convention suivante : pour chaque paire de generateurs x G
 LQj et 
V €
 RQi on posera (lorsqu'aucune confusion n'est possible) : d* = d^ et dLy = c^*, si bien que pour tout 
v = E vx ® x = E V ® vy € J^g on a : dRxv = dR+v = (v ® x*) = vx et dyv = dy*v — {y* <g> v) = vy. 
Z S L Q I y€s.Qi 
On ecrira aussi dXtV = dy*®x*, si bien que 9X„ = dydx = dRxdy. Ainsi, tous les resultats et identites etablis 
jusqu'ici peuvent se reecrire en utilisant les notations liees aux systemes
 LQX et RQj. II est aussi important de 
toujours garder a l'esprit que, les formes bilineaires non-degenerees attachees a la paire dualisante {B, B*} 
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identifient naturellement B* avec le bimodule dual droit B" et avec le bimodule dual gauche LB, si bien que 
LQ* = {x* : x € LQX} peut etre regarde comme etant un systeme droite de fleches pour LB tandis que RQ* 
peut etre regarde comme etant un systeme gauche de fleches pour BR. 
3.3 Loi de Leibniz cyclique et images homomorphes continues des 
ideaux jacobiens 
L'objet primordial de cette section est de trouver une version non simplement lacee de la "loi de Leibniz 
cyclique" pour les potentiels, permettant de montrer que les isomorphismes de k-algebres topologiques 
preservent les ideaux jacobiens. Sauf mention contraire, Q designe comme avant un carquois k-module 
avec K = kQ0 et B = kQi le K-bimodule de toutes les fleches valuees dans Q. Habituellement, on pose 
I = Qo 1'ensemble des points de Q, et on doit avoir en vue les notations (3.2.1). 
Dans le cas simplement lace [24, 3.7,3.8,3.9], la capacite de reduire un carquois avec potentiel (Q, S) 
repose essentiellement sur la propriete suivante des ideaux jacobiens simplement laces : tout isomorphisme 
d'algebres tp : kQ—-—>-kQ tel que p\K — IK envoie Videal jacobien J s sur I'ideal jacobien J^s). La 
preuve d'un tel resultat repose sur 1'introduction de deux nouveaux operateurs differentiels A et D sur kQ 
permettant de faire du calcul differentiel sur kQ, pour obtenir la relation suivante baptisee par les auteurs 
de [24] par "loi de Leibniz cyclique" : di(v-v') = A?(w)Du' + A^(i>')Di>, et admettant une forme generale 
portant sur tout produit fini de m facteurs de la forme vi— vm. On exploite une certaine "symetrie" propre 
aux algebres de chemins simplement lacees : kQ possede de facon canonique une k-base de chemins et le 
calcul des derivees cycliques applique par exemple a un chemin 71 •. . . j m , requiert uniquement la permu-
tation ordinaire des vecteurs de base donnes par les fleches 7 1 , . . . ,jm. Ainsi lors des permutations d'un 
element quelconque W G kQ, les chemins apparaissant dans la decomposition de W ne sont pas vraiment 
"alteres" dans le sens que, seul l'ordre des fleches (ou encore vecteurs de la base canonique) change ! 
La symetrie evoquee plus haut est generalement absente dans les algebres de chemins des carquois mo-
dules, car ici, les scalaires sont elements des k-surcorps et n'agissent plus necessairement de facon centrale 
sur les elements de l'algebre de chemins (meme lorsque les k-surcorps sont commutatifs). De plus la "per-
mutation cyclique tordue" n'est en principe correctement definie que sur la sous-algebre non unifere pot(Q) 
des potentiels sur Q (elements K-centraux dans kQ) et fait appel a des "simplifications a gauche ou a droite 
par des bases droites ou gauches des bimodules de fleches", ce qui rend le controle des permutations plus 
complexe. 
Remarque 3.3.1. Pour toute famille ht : Vt -A de morphismes de K-bimodules avec 
1 < i < m, et tel que A soit aussi une k-algebre, on a un unique morphisme de K-bimodules 
<8>hi : ®Vi = Vi ® • • • <g> Vm '-*A tel que (<S>hi)(vi (8> • • • ® vm) = /ii(vi) hm(vm), pour tous 
Vi G Vi avec 1 < % < m. 
II suffit de voir que pour m = 2, on peut appliquer la propriete universelle du produit tensoriel V\ <g> V2 
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au fait que l'application h:V\X. V2 -A, telle que h(vi, v2) = hi(vi)h2(v2) pour tous vi £ Vi, v2 €E V2, 
verifie la relation : h(vya, v2) = h(vi,a-v2) pour tout a € K et tous vi € Vi, v2 € V2. 
Nous avons heureusement le resultat ci-apres nous permettant alors de controler les permutations tordues 
d'un potentiel. Et ce resultat n'est pas possible sans la condition de symetrisabilite exigee pour les paires 
dualisantes de bimodules, en effet en presence d'une telle condition naturelle on a etabli dans le lemme 3.1.4-
(2) que tout morphisme de bimodules est dualisant relativement a deux paires dualisantes et symetrisables 
de bimodules dont la symetrisabilite est exprimee par rapport a une meme pake de formes traces non-
degenerees fixees. On rappelle que K = ffk ,^ et dans la proposition 3.3.1 ci-apres on suppose que la 
condition (3.2.2) est satisfaite, c'est a dire, la symetrisabilite des autres paires dualisantes de K-bimodules 
est exprimee par rapport a la famille (k», t,)i6i fixee dans le carquois module Q. 
Proposition 3.3.1. Soient f = (fi)i>i : U •Jr-x et f = (/ /)oi : U' •J.-^ deux morphismes de K-
bimodules ou U—-—-B^ et U'—-—-B^ sont des morphismes de K-bimodules pour I > 1, {U, U*} = 
® {iUj,iU*}et{U',U'*}= 0 LU', iU'*\ sont des sommes directes de paires dualisantes et symetrisables 
i,j€l l J i , j € l J J 
de bimodules et pour chaque i,j £ I, et ou iUj et ill', sont des kj-kj-bimodules avec U = ® iUj et U' = 
© iU'j, tel que (3.2.2) soit satisfait. Alors pour tout potentiel W : K -U <8> U' dans TK(U ® U'), m = 
(/ ® / ' ) (W) est un potentiel sur Q et les deux enonces suivants sont vrais. 
(a) Si- on pose W = J2 Vk <S> Vk> alors rri; := J^ fi(Vk) ® f'(vk) est un potentiel sur Q et on a : 
fc=i fc=i 
eim, .= (/ ' ® fi)(sLW) pour I > 1, si bien que £ elLxm = (f ® f)(eLW). 
i=i 
Po Po • . 
(b) Si on pose W = Yl uk (8> x/- alors m[ := £ f{uk) ® fi{%k) est un potentiel sur Q et on a : 
fc=i fc=i 00
 , 
e X = (// ® f)(z*W) Pour I > I, si bien que £ e[m[ = (/ ' ® f)(eRW). 
i=i 
En particulier pour deux carquois k-modules Q et Q' avec kQ0 = K = kQ'0, tout morphisme 
de k-algebres <p : kQ *kQ' tel que <f>\K = IK preserve les commutateurs tordus dans le sens que 
0(skew{kQ,kQ}) c skew{kQ',kQ'}. 
Demonstration. 
Enonce (a). Comme tout morphisme de K-bimodules doit preserver les elements K-centraux et done les 
potentiels, ayant en vue la remarque 3.3.1 on voit que les elements m = ( / <g> f')(W), rri; = (fi <8> f')(W) 
et mj = (/ <g> f'i)(W) sont bien des potentiels sur Q, avec I > 1. 
Pour le second volet de (a), rappelons que l'expression des operateurs de permutation ne depend pas des 
systemes elementaires gauches ou droites choisis. Pour le calcul de eLW on a besoin du morphisme cano-
nique K 3~3c/*«" ,JJ* <8) U. Soit I > 1 un entier fixe, en vertu lemme 3.1.4-(2) et de la condition (3.2.2), 
soit /* : (JB^)* = B*^ *U* le morphisme dual de /;, on considere les suites exactes courtes suivantes 
ou les morphismes sont des paires inclusions-projections canoniques 
0 ••Im(/,*)«—•£/*—-M -0 et 0 • Im( / , ) «—^B^ - ^N • O , 
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et on pose ~N* := ker(/j) C U, ~M* := ker(/*). En vertu du lemme 3.1.7-(1), on a des paires dualisantes 
et symetrisables de bimodules {Im(/,),Im(/,*)}, {ker(/,),7V} := {]V*,]V} et {ker(/*),M} := {M\T\J} 
dont les structures sont naturellement induites par la paire (//, /*) et par les paires dualisantes et symetri-
sables de bimodules {U, U*}, {B^, (B^)*]. De plus, prenons {Zi, Xf} une paire de systemes elementaires 
mutuellement duals pour {Im(/(),Im(/*)} ou Zi = {zi,... ,zpi} est un systeme elementaire gauche pour 
Im(/;) et le systeme dual Xj = {x\, ... ,xpi} est un systeme elementaire droite pour Im(/f), on consi-
dere ensuite une paire {Z2,Z^} de systemes elementaires mutuellement duals pour la paire [B^l\ (B®)*] 
ou Z2 = Zi U {zpi+i, ...,zni} est un systeme elementaire gauche pour avec n; > p\, on considere 
aussi une paire {X2, X2} de systemes elementaires mutuellement duals pour la paire dualisante {U,U*} ou 
X*2 = XJ U { 
XPI+I> • • • ixp} es ' ; u n systeme elementaire droite pour U* avec p > p\. Alors en vertu du 
lemme 3.1.7-(2), on a les identites suivantes : 
pour 1 < s < pi on a : ft(xs) = zs et f*{z*) = x*, et de plus, 
W := ker(tf) = {z*pi+1, . . . , < } K et TV* := ker(/«) = K- {.xpi+1,... ,xp} . 
Maintenant, relativement a la paire de systemes elementaires mutuellement duals {X2, X2} on a : 
P P 90 
3' = 3'(1) = E x* <g> xs et eLW = dL(l (g> W ® 1) o 3' = £ E (x* ® yk)-vk <8> xs. 
s = l s = l f c = l 
Ayant done en vue les identites de l'equation (3.3.1), on deduit le calcul de e[mi relativement a la paire 
de systemes elementaires mutuellement duals {Z2, Z2} comme suit: 
* S := E E (z* ® fi(yk)yf(vk) ® zr = E E < /*«) ® yfc>-/'K) ® *• 
r = l f c = l r = l f e = l 
PX 90 PI 90 
= E E (/,*(«;) ® ykyf'(vk) ® zr + 0 = E E << ® y*>-/'(vfe) ® /j(zr) + 0 
r = l f c = l r = l f c = l 
P 90 / P 90 
= E E <K ® ykyf{vk) ® /,(sP) = (/' <g> /,) E E <** ® i/fc>-Ufc ® xr 
r = l f c = l V = l f c = l 
= (/'®/z)(eLW). 
En prenant maintenant la somme sur tous les / > 1, on a immediatement: 
oo oo oo 
E e[mi = E (/ ' ® fi){eLW) = (/ ' ® E /OfcWO = (/ ' ® f)(£LW). 
1=1 1=1 i=i 
Enonce (b). La preuve decoule de celle de (a) en appliquant un argument dual. 
Pour le dernier volet de la proposition 3.3.1, on suppose que (f> : kQ •kQ' est un morphisme d'al-
gebres tel que 4>\K = IK- Comme dans la proposition 3.2.1, <j> correspond a une famille (4>i)i>i de mor-
phismes de K-bimodules cf>i : B +B'(l\ en particulier cp.est continu et nous pouvons appliquer les volets 
9 . . (a) et (b) a toute composante de </>. Ainsi pour tout potentiel m =' E yk ® vk € Bw, avec yk € B, si on pose 
fe=i 
9 oo oo oo 
m = E MVk) ® <t>(vk), alors on a : <£(m - £Lm) = ^(m) - 0(eLm) = E m-i - E qm; = E m - <m; € 
fc=i / = i / = i / = i 
skew|kQ',kQ'}. Ceci entraine que ^(skew[kQ, kQ]) C skewjkQ^kQ'j, mais 4> est continu si bien que 
</>(skew{kQ,kQ}) C0(skew[kQ,kQ]) C skew{kQ',kQ'}. D 
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La prochaine etape consiste a developper un calcul differentiel pour les potentiels, nous allons imiter les 
constructions de [24, sec 3]. On commence par considerer le k-espace topologique donne par 
kQ®kQ = II (# ( d ) ®k fl(e>), 
d,e>0 
pour lequel une base de voisinages ouverts de 0 est formee des sous-k-espaces vectoriels f[ (B^ ®k 
d+e>m 
B^), avec m > 0; ainsi kQ 0k kQ est dense dans kQ<g>kQ. On considere un systeme gauche de fleches 
LQ1 et un systeme droite de fleches RQx pour Q, alors relativement aux systemes de fleches LQX et RQX , 
les morphismes canoniques de bimodules 3 = $B0B* : K -B £§> B* et 3' = 3B*8B : K +B* ® B se 
relevent en deux applications k-lineaires 3 : K -+B®kB* et 3^  : K *B*®kB. Done 3(1)= X! y®ky* 
et f ( l ) = £ x*®kx. On considere l'algebre commutative semisimple k1 = l~f k donnee comme produit 
indexe par I = Q0 des copies du corps k; soit alors kQk := Tki(B) l'algebre simplement lacee au dessus 
de kQ et soit kQk—2L-**kQ la projection naturelle. Suivant la projection naturelle n on a toujours 3 = ff o 3 
et 3' = 7f o 3^ . Notons que, meme si les relevements 3 et 3^  dependent des systemes
 LQj et RQX choisis, 
leurs projections dans kQ ne dependent pas des systemes de fleches fixes pour {B.B*}. De meme, les 
morphismes canoniques associes a toute paire dualisante de bimodules de chemins dans kQ se relevent en 
des applications k-lineaires a valeur dans kQk. 
On voit ensuite que les operateurs de derivees partielles gauches et droites se prolongent naturellement 
en des operateurs k-lineaires B* '- <-kQ<§)kQ tels que pour tout £ € B* et tous v\®kv2 G kQ®kQ 
on a : d^(vi®kv2) := (d^vi)®kv2 et d^(vi®kv2) '•— Vi®k(d^v2). Notons que chaque v G kQ qui n'est pas 
necessairement un potentiel s'identifie a une application k-lineaire K—-—-kQ avec.v(l) = v. Alors comme 
on a fait pour les potentiels, en suivant la definition 3.2.7 des operateurs de permutations tordues eL et eR, 
nous relevons et prolongeons eL et eR en des operateurs k-lineaires 
J Q 4 ' 4 -kQgkQ, avec < =• dL o (1B. ® {-)®ktB) o f et £R = d« o '(lB®k(-) ® 1B.) ° 3-
Ainsi sur chaque tenseur v = v0 <8> • • • <8> va G #(d+1) avec c! > 0 on a : iLv = £ {dLxv)®kx G 
xeLQi 
B^®kB et eju = Y. y®k(dxv) G B®kB(d\ De meme, pour chaque 1 < £ < d, les operateurs, 
y6RQi 
Jjo "^—•kQOkQ sont egalement des relevements prolonges des operateurs e[ et £R. Ainsi, i^v = 
£ (SguK* € B^d+l^®kB^ et £> = £ j7®„(d|u) G BW®^* 4" 1 - 0 . On definit les operateurs 
x6LQt J/GRQI 
JkQ ~ ^kQgkQ par : i°v = v®kl et i°v = l®kv. 
Nous avons maintenant tous les ingredients necessaires pour introduire en chaque point £ G B* les deux 
operateurs differentiels gauche et droite suivants: 
kQ ^ ^ — * k Q § k Q , avec A\v = ^ ( f ^ u ) e t Alv = ^(E f»> 
t=o t=o (3.3.2) 
pour chaque element v = v0 <8> • • • <8) u<i G E^d+1'> de degre d + 1 > 1. 
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Le prochain operateur differentiel qui nous interesse est l'operateur k-bilineaire qui suit: 
kQ®kQ x kQ—5—-»-kQavec, (u®kv)nw = u-w-v := ir(u<gik(w-v)) = 7f((u-w)®kv), 
pour tous u, v, w € kQ. 
oo 
Remarque 3.3.2. Si rn = £ u* <g> i>j est une decomposition quelconque d'un potentiel m sur Q et £ G B*, 
1=1 
oo oo 
alors toute expression de l'une des formes, E ( A i i ^ n ^ , X! (AJu^Duj, ne depend pas des systemes de 
i=i i=i ' 
fieches choisis pour le calcul de A^ et A | . Ainsi dans toute manipulation des potentiels impliquant Ai et 
A J, il n'est pas necessaire de preciser les systemes de fieches utilises, si'bien que At et A J peuvent etre vus 
comme des simples notations (ou abreviations). 
Les relations suivantes suivent directement des definitions ci-dessus. 
Lemme 3.3.2. Soient ui,u[,..., un, u'n £ fi(d+1) et t € Z^+i '•= { 0 , 1 , . . . , d} un entier avec d > 0. On 
. n 
suppose que v\, v[,..., vn, v'n € kQ sont deux families d'elements telles que les sommes m = E uk-vk et k=l 
n 
m' = Yl v'k-u'k soient des potentiels. Alors les egalites suivantes sont valides. 
fe=i . . 
e[m = t (%uk)nvk et ejm' = £ (%u'k)nv'k. 
fc=i fc=i 
Demonstration. Pour etablir la premiere egalite du lemme, il suffit de considerer le cas ou pour chaque 1 < 
k < n on a uk £ B u ' pour un chemin uik = 7k.o • • • 7 M - Si £ = 0 alors le resultat est trivial, car eL°Ufc = uk®kl 
h n 
et £ ((u®kl)dvk) = m = J2 ukvk = e°m. On suppose maintenant que 1 < t < d, et en regroupant si 
k=i fc=i 
n 
necessaire certains termes dans la somme m = £ uk-vk, on peut aussi supposer que les chemins wi , . . . , ujn 
k=l 
sont tels que les sous-chemins sources rjk = j k t 0 • • • jk,t-i de longueurs t soient deux-a-deux distincts, avec 
k = 1 , . . . , n. Comme dans la definition 3.2.3 on considere pour chaque 1 < k < n le systeme gauche 
de chemins
 LQVk = LQlk0 <8> • • • ® LQyk t_1 associe a r\k et donne comme produit de bases gauches des 
bimodules des fieches j k f i , . . . , jk,t-i; a LQVk est associe le systeme dual LQ*k = {x* : x S LQr,k }• Posons : u = {ui,.. .,un}, 77 = {r/i, ...,r]n}, B" = 0 B"*, W> = ® B^ et LQ„ = LQm U • • • U LQ^. 
l<fc<n \<k<n 
n 
L'application de la definition 3.2.7 donne que la permutation, e'm = e^m := £ e^m s'exprime a I'aide de 
fc=i 
n
 t l'operateur de derivee partielle gauche 9^ := Yl 9^k = dL | „ comme suit: 
k=i 
elm = . • E ( ^ m ) ^ x = E E (^« fc>fc®X-
n
 t n 
On voit done que e*m = E (( E (dluk)®kx)Ovk) = E (^Mfc)Dvb etablissant ansi la premiere egalite 
fc = l X^Qrlk fc=l 
de notre lemme. 
De maniere duale, en utilisant un systeme droite de chemins fixe pour kQ, la seconde egalite du lemme 
decoule aussi d'une application directe des definitions. • 
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Nous pouvons a present enoncer une version non-simplement lacee de la Loi de Leibniz, on suppose 
dans l'enonce suivant que la condition (3.2.2). 
Lemme 3.3.3 (Loi de Leibniz cyclique). Soit d 6 N», pour chaque r € %d+i '•= { 0 , 1 , . . . , d}, soient 
{Ur, U*} = ® \iUr-j, iU* •} une somme directe de paires dualisantes et symetrisables de bimodules ou 
chaque iUr-j est un ki-kj-bimodules et Ur = © iUr-j, fr : Ur -JQ. un morphisme de K-bimodules. Soit 
. . . d 
K—^—> <g> Ur un potentiel homogene de degre d + 1 dans TK( © Ur); pour chaque r € Z<j+i on pose : 
r=0 rezd+1 
v ^ /-1 d-1 1 ' 
s[W = l^rVk ®rvk<EUr®( <8>£/r+1+t) avec ryk e Ur,rvk. 6 ®Ur+i+t; 
fc=l t~° t _ 0 
^ d-\ d-1 . 
s[W = > _,
 rus <S> rx s € ( <&Ut-r) <8> J7d_r avec rx s € Ud-r,rus G ®I/ t_r; > (3.3.4) 
—^J t=o t=o 
s= l • d q° d 
m
 := (®Jt)(W) = *£f0(0yk) ® (®ft)(0vk) fc=i J 
A/ors /jo^r le potentiel m swr Q et pour tout ^ G B* on a la loi de Leibniz (d\, d2)-cyclique suivante 
avec —l<d1)d2etdi + d2 + l = d. 
r=0fc=l t~° r = 0 s = l l~° 
On convient que les sommes vides obtenues pour d\. = —1 et pour d2 = —.1 *onf nulles, et pour tout entier 
t > 1, Jans Zes expressions
 t(,k et tC,s pour ( € {.x, y, u, t>} e? Jan* I'expression ft, Ventier t est identifie a sa 
classe dans"Ld+i '•— { 0 , 1 , . . . , d}. 
Demonstration. Le debut de cette preuve consiste juste en quelques notations dedicates; essentiellement, 
l'equation (3.3.5) decoule de l'application de la proposition 3.3.1, cela se fait en utilisant les identites (4)-
(4') et les enonces (a) — (b) un peu plus bas. 
oo 
Rappelons d'abord le fait suivant : Pour 1 < i < p, soient Q = (Cn)i>i = Y Cn e t d = {C'n)i>i = 
oo 
YlCii € irx oxxCiu Ci i £ B s o n t des elements homogenes de degre I pour tout entier Z > 1, et supposons 
i=i ' k 2 ' ' 
p p 
que Si = Y&i® Ci e t S[ = Y Ci ® Cii s o n t des potentiels sur Q. En appliquant le lemme 3.3.2 (ou 
i= l ' i=l 
simplement la definition des operateurs differentiels "Ajj, A| , •") on voit clairement qu'on a les identites 
suivantes : 
£(A&,0°C; = %^eJS, et it (A^C^)°Ci = %E<s'i> et ainsi ! 
j= l (=0 i= l t=0 I , ^ 
oo l-l p p oo / - l p p I 
;=1 t=0 i = l i = l /=11=0 i = l i = l ' 
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Soit m > 1 un entier, on pose N™ = N* x • • • x N* ou N* = INK {0}, soient egalement 
m copies 
hi = (hi\)i>\ : Vi •J-7= = 11 B^ une famille de morphismes de K-bimodules ou hn : Vi -B^ 
est un morphisme de K-bimodules avec 1 < i < m. Observons alors que pour tout a, € Fj avec 1 < i < m, 
on a l'egalite ci-dessous : 
oo 
771 771 771 
(®/ii)(ai<g>---<g>o:m) = Y. ' (®^,Aj(a i®-"®«m)= E (®hi,\,)(ai®- • -®am)- (2) 
*
_ 1
 A i , . . . , A m = l * _ 1 AeN™ ' _ 1 
Pour chaque r G Zd+i , on sait que fr = (fri)i>i • Ur •J-?i = ff B® pour une famille f7r—'-^--B^ 
oo 
de morphismes de K-bimodules, ainsi fr(x) = £ fri(%) pour tous x G Ur. Pour chaque suite A = 
i=i ' 
(A0 , . . . , Xd) £ Nf x on pose : 
AeN? 
^•(A) = A0 + ••• + \j\ e'3(\) = Ad_j + ••• + Xd; avec 0 < j < d\ 
£(\) = \0 + ... + \d = ed(\) = ed{x). 
Pour chaque r € Z^+i = { 0 , 1 , . . . , d}, en appliquant alors (2) on retient les identites valides ci-dessous. 
i E EE^iEAvW^^AOU^ 
I A e N ^ 1 r = 0 J=0 fc=l * - r + 1 
I j oo A r - 1 , <Jr , . 
• | E E E 4 ( E / ^ U ) ® ( ®/OU)) 
I. r = 0 A r = l (=0 fc=l t _ r ' + 1 
( j A r - 1 , Pr d_1_r 
! E E E £ ' ( E ( ® / t , A t ) ( r « f c ) ® / d - r , A J _ r ( r a ; a ) ) = 
I Aen2+lp=°''=° s = 1 •
 (3,v 
I j OO A f - 1 . Pr
 d _ 1 - r N j E E E 4 E ( ®/i) irUk) ® /d-r,\,_r U ) , 
l r = 0 A r = l (=0 5=1 T 
mA := ( ® A A J ( ^ ) € B(Ao) ® • • • ® S (Ad); ainsi, m = ( ® fr)(W) = E mA-
(2') 
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Maintenant en appliquant (1) aux identites (3) et (3'), on deduit alors les equations suivantes. 
K E i2£<(fLfr,Xr(ryk)®C&ft,Xt%Vkj) 
! ^ ^ ( A i / r ( r i / t ) ) 8 ( <g> ft)(rVk), avec ® / t 
t=0 
! ^ E EE<(f:C^\xt){rUk)<S>fd-r,Xd.r(rXs)) = 
i J2JT(Alfd_r(rxs))n( ® 7t)(r«*), avec ® 7 t = ®/t-r 
Le calcul de dftn requiert le calcul de la permutation cyclique totale ecm du potentiel m, mais comme m = 
d 
(®/ r)(W) = E IHA, on a : ecm = E ejnA, ainsi il sufn^ de calculer ejnA pour chaque composante 
r = 0
 AeN?+ 1 A€N?+1 
homogene mA € B^^K avec A G Nf1"1. Nous prouvons alors par recurrence sur j € Zd + 1 = { 0 , 1 , . . . , d} 
les enonces suivants pour chaque A = (A0 , . . . , A )^ G N^+1. 
(a) E ^ A = E E eM E /r,Ar(r3fc) 0 ( ® /t,A,)(rUfc)) ; 
t=0 r=0 1=0 Kk=l t = r + l / 
^ W " 1 , J A r - 1 , / Vr d-l-r 
(b) E 4 ™ A = E E 4 E ( ® /t,At)Ufc)®/d-r,A,_r(ra;s 
' d 
En vertu de (2') on sait que mA := (<S>fr,\T)(W), ' e s permutations de W etant donnees par les equa-
tions (3.3.4). Pour j = 0 on a £o(X) = A0 et £'0(X) = \d, il n'y a evidement rien a montrer et le resultat suit 
des definitions. Pour 1'etape de recurrence, supposons 1 < j < d et le resultat vrai pour tout 0 < j ' < j . Pre-
nons f = j — 1 > 0, alors £, (A) = A0 + . . . , Xf + Xj•• = £f(X) + Xj. Ainsiona: E £*mA = E £*tnA + 
t=0 t=0 
iJ,(X)+Xj-l V W " 1 ^ - 1 i (A) 
E £ > A = E <mA + E £?&.' mA. Comme mA = (/0,Ao ® • • ••/,/,», ® /• A ® • • • /d,AJ(W) et 
£=t,,(A) <=0 t=0 
^, (A) = A0H h Ay contient j = j ' + l termes, en appliquant alors la proposition 3.3.1 -(a) on obtient que : 
^ '
( A )mA = £ l
V
- £ S = (hi, ® ••• ® fd,xd ® /o.Ao ® ••• ® / i ' , v ) ( e ^ ) = 
E fjx-ijVk) ® ( ® ft,xt)(jvk)- On obtient ainsi immediatement l'enonce (a) en appliquant l'hypothese 
fc=i ' J t = j + i 
^ , ( A ) - l 
de recurrence au terme E £*mA-
De meme, l'enonce (b) suit aussi de la recurrence et de l'application directe de la proposition 3.3.1-
(b). Pour terminer la preuve, il faut voir comment la derivee cyclique s'exprime a l'aide de la loi mixte de 
Leibniz (j, j')-cyclique pour chaque j + j ' + 1 = d avec j , j ' > 0. Observons que £(A) = ^-(A) + t'y(X). 
t{X)-l «j(A)-l CW-1 
On a : ecmA = E £ L ^A = E £lmx + E eLtnA. Or en vertu des volets (2)-(3) de la proposi-
t=Q t=0 t=ij(X) 
tion 3.2.4, comme le potentiel mA est homogene de degre £(X) on sait que mA = £fA^mA (les potentiels sont 
globalement cycliquement stables), et eL o £RmA = mA = eR o £LmA et d^o eR = d^. On deduit alors que : 
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E £LmA = E £&(A)mA = E e^- 'niA = E e[mx = £R E e > * . En appliquant ^ a la 
t=lj(\) t = ^ ( A ) t = ^ ( A ) t = l t=0 
£(A)-1 X . W - 1 , ^ W - l 
derniere egalite on obtient : d\ E £J^x = d\ o e l X! £RmA) = <9? X! £RmA- Les resultats de ce 
t=lj{\) V t = 0 ' . t = 0 
paragraphe se resument comme suit : pour tous j,f G Z := { 0 , 1 . . . , d} tels que j + f + 1 = d on a : 
A ( A ) - 1 ; / ; , ( * ) " ! 
<9£mA = 9f£ mA = del E £LmA/+9f E £jn\ )• Comme <9{m = E 9smA, on obtient alors la loi 
v
 t = o / q V t = o /
 A e ] N r f+i 
de Leibniz (j, j')-cyclique en reportant la derniere relation et les identites (a)-(b) dans les equations (4) et 
(4'). • 
Lemme 3.3.4 (Loi des chaines cyclique). Soit <fi : kQ -kQ' un morphisme de k-algebres pour deux 
carquois modules Q, Q' avec <f>\K = IK, kQ0 = K = kQ'Q tel que (3.2.2) soit satisfaite, B = kQi et 
B' = kQ[. Alors pour toutpotentiel m sur Q, on a la relation cyclique ci-apres pour tout £ 6 B'* ou
 LQX 
est un systeme gauche de fleches et
 RQX un systeme droite de fleches pour Q. 
a^(tn) = £ (A^(y))D0(avm) = £ (A^(x))D^(9xm) (3.3.6) 
3/SRQI X 6 L S I 
Demonstration. II suffit de considerer le cas d'un potentiel W € B^d+1^ homogene de degre d + 1 > 2. 
Alors relativement aux systemes de fleches
 RQ1 et LQX, les permutations de W peuvent s'exprimer comme 
suit. s[W = E y ®
 rvy et s
r
RW = Yl rUx <8> x, avec 0 < r < d. Commen9ons par la version 
2 / £ R S I OCELQI 
gauche de (3.3.6). Pour y0 e RQX on a : dyoW = d^W = 8^ E erLW = d ; o (E E y ® rvy) = 
r = 0 r-=0i/eRCi 
E
 rvyo. D'autre part, la loi de Leibniz (3.3.5) (d, —l)-cyclique ne comportant que les " A^ " donne : 
r = 0 
d^iW) = E E (A^(y))n<f>(rVy) = E (A^(y))a Z Hr-vy) = E (A^(y))n<KE rV„) = 
r=0 j /€RSi 2 / 6 R S I r = 0 2/e*2i r = 0 
E (At^>(2/))n^(9yW). De la meme fa9on, en appliquant la loi de Leibniz (3.3.5) (—l,d)-cyclique ne 
J / 6 R C I 
comportant que les " A£ ", on a egalement la Version droite de la forme. • 
Le resultat principal de cette sous-section est donne par les deux prochaines propositions ci-dessous. 
Proposition 3.3.5. Soit <\> : kQ -kQ' un morphisme de k-algebres pour deux carquois modules Q et 
Q' avec kQo = K = kQ'0 tel que (3.2.2) soit satisfaite et tel que (f>\K = IK- Alors pour chaque potentiel 
m sur Q les ideaux jacobiens associes dm et a 0(m) sont lies par la relation suivante •' J^ ,(m) C 0(Jm). 
En particulier si <p est un isomorphisme alors il envoie Jm sur </>(Jm) et induit un isomorphisme d'algebres 
jacobiennes J(Q, m)—=^-\7(Q', </>(m)). 
Demonstration. Pour chaque £ G B'* := kQ[, le lemme 3.3.4 montre directement que <9?(0(m)) € $(Jm), 
et done J^/^ C 0(Jm). Supposons maintenant que <f> est un isomorphisme et posons m' = m. Alors comme 
^
_1(m') = m, en appliquant ce qui precede a tfi~l on obtient que : Jm c 0_1(Jm/) et done </>(Jm) C 
"HJmO) = Jm' = J*(m). etablissant alors que ^(Jm) = J0(m). . . D 
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Dans la prochaine section nous presentons une seconde approche de la reduction des carquois modules 
avec potentiels un peu plus directe et legerement differente de 1'approche utilisee dans [24]. Pour cela on a 
besoin du resultat suivant qui montre que 1'ideal jacobien est preserve par certains epimorphismes d'algebres 
(morphismes surjectifs d'algebres). 
Proposition 3.3.6. Soient (Q, m) un carquois module avecpotentiel, n : kQ ••kQ' un epimorphisme de 
k-algebrespour un carquois module Q! avec kQ0 = K = kQ'0 tel que (3.2.2) soit satisfaite et n\K = IK- On 
suppose en plus que le bimodule B = kQi s'ecrit comme une somme directe de K-bimodules B = BtIlv @ B 
tels que ker(7r) = J^lv := ((dm)(.B*riv)) et TT induit un isomorphisme entre B et B' = kQ[. 
Alors 7r(Jm) = J,r(m) •" ^en aue n induit un isomorphisme d'algebres jacobiennes 
Demonstration. Posons m' = 7r(m), en vue d'appliquer le lemme 3.3.4, on choisit un systeme droite de 
fleches
 KQ1 = Y U Y pour Q, ou Y est un systeme droite de fleches pour Btliv et Y est un systeme droite 
de fleches pour B. Comme par hypothese it induit un isomorphisme de K-bimodules entre B et B', on 
deduit que Z := 7r(Y) est un systeme droite de fleches pour B' (et done pour Q'). A chaque systeme 
S G- {Y, Y, Z} on attache comme d'habitude le systeme dual S* = {x* : x G S}. On remarque en particulier 
que pour tous z,z' G Z et tout v G kQ!, ALz*(z')Ov = dzt(z' <g>k l)v = 8z^v, oil SZiZ> vaut 1 si z = z' 
et 0 dans le cas contraire. Ainsi pour tout z0 = ir(yo) avec ^ G Y, le lemme 3.3.4 donne : dz*m' = 
£ (ALz,7r(y))D7r(a!/,m) + £ (A^7r(y))D7r(55*m), mais par hypothese (<9m)(.B*riv) C ker(?r) si bien 
2/6Y ° ygy ° 
que 7r(<9y*m) = iv((dm)(y*)) = 0 pour tout y G Y, avec la remarque precedente on deduit alors que 
<92*m' = £ (A^*7r(y))D7r(95*m) = 7r(9^m). On a done montre que pour tout z = n(y) G Z avec y G Y, on 
a dzm' := dz*m' = ir(d^m) = 7r(d5m), et en particulier on voit immediatement que Jm, C 7r(Jm). Mais par 
definition, Jm := (95m, dym : y G Y, y G Y) et, comme -K est un epimorphisme continu et tel que ker(7r) C 
Jm, il suit directement de la proposition 3.2.1 qu'on a : 7r(Jm) = (7r(c\m), 7r(<9,,m) : y G Y, y G Y) = 
{dzm' : z G Z) = Jm,, ou dans 1'avant-derniere egalite on a aussi utilise le fait que 7r(9,,m). = 0 pour chaque 
yeY. _ ^ 
En conclusion on a bien l'egalite 7r(Jm) = JT(m), et si on pose W : jS^ >kQ' 1'isomorphisme induit 
par l'epimorphisme n, alors il s'en suit aussi que : J{Q, m) = ^ = ,™iv = y^- = J7"(Q',7r(m)), car 
TPCJJO = 7T(Jm) = Jw(ro). D 
3.4 Reduction des carquois modules avec potentiels 
3.4.1 Quelques considerations preliminaires 
Definition 3.4.1. Soit (Q, m) un carquois module avec potentiel qu'on suppose avoir la forme suivante : si 
m™ et m^ sont deux composantes non nulles de m correspondant respectivement a deux chemins cycliques 
distincts w et w' dans Q, alors m^ et m^ ne sont pas cycliquement equivalents. 
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> (Q, tn) est reduit si m est a valeur dans jf-?, si bien que sa composante 2-cyclique m^2) est nulle. 
> (Q, tn) est trivial si m G B^ et Im(<9m) = £ . 
Definition 3.4.2. Soient (Q, m) et.(Q', tn') deux carquois modules avec potentiels tels que Q0 = K = Q! et 
la condition (3.2.2) est satisfaite. 
(i) Une equivalence droitefaible entre (Q, m) et (Q', m') est la donnee de tout isomorphisme d'algebres 
4> : kQ-^-*kQ' tel que >^,K = 1K et J0(m) = Jm,. 
(ii) Si de plus dans (i) on a </>(m) cycliquement equivalent a m' alors <j> est appele une equivalence droite 
entre (Q,m) et (Q',m'). 
(iii) On suppose que B = Btriv © red(B) comme somme directe de K-bimodules tels que la paire 
(Btriv, m/2)) determine un carquois module avec potentiel trivial. Si (Q', m') est reduit, alors une p-
equivalence droite de (Q, m) sur (Q': m') est un epimorphisme d'algebres <j> : kQ **kQ ayant les 
proprietes suivantes : (f)\K = 1 et <j> induit un isomorphisme entre red(5) et B' = kQ[, kev((f>) C Jm et 
«^ (m) = m'.-de sorte que 0(Jm) = J^(m) = Jra,. 
Ainsi dans chacune des situations (i), (ii) et (iii) on a </>(Jm) = J^ ,(m) = Jm/, et J(Q,m) = J(Q',m') (voir 
la proposition 3.3.6 pour le cas de (i i i)). 
L'application directe du corollaire 3.2.3 permet de deduire les faits suivants. 
Remarque 3.4.3. Un carquois module avec potentiel (Q, m) est trivial si et seulement si'il existe une decom-
position B = U © V telle que les derivees partielles B* '• -B induisent une paire d'isomorphismes 
v 
mutuellement duals U* = V et V* = U, pour lesquels iu&u* = m = Yl Vk ® %k = lv*»v o u {3/1, • • •, Up) 
fe=i 
est un systeme droite de fleches pour U auquel correspond un systeme gauche de fleches {x\,... ,xp} pour 
V. 
Afin de mettre en evidence la difficulte qui apparait lors de la reduction des carquois modules avec 
potentiels ayant des 2-cycles, commenfons par un exemple bien simple. 
Exemple 3.4.4. Prenons k = k0(t) ou k0 est un corps dont la caracteristique est un nombre premier p, alors 
k n'est pas parfait. Soit {M, M*} une paire dualisante et symetrisable de bimodules avec M G EbimodE 
pour un k-surcorps E de dimension finie, mais de sorte que le produit tensoriel E <g)k E° soit une exten-
sion non separable sur k. On a les paires dualisantes e symetrisables de bimodules {E, E} (canonique) et 
{M <8> M*, M <g) M*} ; on considere le carquois module avec potentiel (Q, tn), Q etant donne comme ci-
apres ou les bimodules sont auto-duals. 
Pour besoin de clarte, notons e, := 1 € E l'unite de E regarde comme le kj-kj+-bimodule iBi+, avec 
i+) E {(1,2), (2,3), (3,1)} et
 3BJ = E le bimodule de la fleche valuee 1-3-3; posons aussi ^ = M ® 
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M* le bimodule de la fleche valuee 1— -^3, et 3 = }M<SM*. On pose alors m = 3M8M* <8> e3 + e\ ® e2 <E) e3. 
La composante 2-cyclique de m est done m® = 3 <g> e3 = ( £ Vk ® ut) <8> e3, ou {Y, Y*} est une paire 
fc=i 
de bases mutuellement duales pour la paire dualisante {M, M*} telle que Y = {j/ i , . . . , yg} soit une F-
OR ( 2 ) 
base droite pour M. Ayant en vue la proposition 3.2.3, on a la derivee droite E = (3BJ)*——*M <8> M* 
envoyant e3 sur 3 et on considere le bimodule U = Im(<9Rm(2)) = (3) c M <8> M* = 1B63 puis le quotient 
U = (M® M*)/U, on a aussi la derivee gauche M <g> M* = (iflg)* ^ " ^ . E et on pose V = (e3) = 3BJ = E 
et IT* = ker(3Lm^2^) C M (8> M*, si {zo, 2 1 . . . , -z?} est une E-base droite pour M <g> M* avec z0 = 3> de base 
duale {ZQ, Z\ ..., z*} alors on sait que U* = E- {z^ ..., z*}. On obtient ainsi deux paires dualisantes et sy-
metrisables de bimodules {U, V}, {U,U*} avec structures induites par la paire (dRm^2\ dLm^ = (dRm^)*). 
Alors la reduction de (Q, m), si elle etait possible, consisterait en l'elimination (ou mieux la simplifica-
tion) des sous-bimodules U et V pour aboutir dans le cas de notre exemple a un carquois module necessaire-
ment acyclique. Nous considerons alors l'ideal de kQ donne par I = I0 avec I0 = ((dm)(eg), (9m)(ZQ)) = 
(3 + ei ® e2, e3). Alors pour l'algebre A = kQ'/, la projection canonique -n : kQ -A induit une iden-
tification J^J^ = J7 © 5 I avec Si = \B2 © 2#3 c J^. Par ailleurs, l'ideal jacobien de m coincide meme 
avec / , si bien que J(Q, m) = kQ/I = A. Or, si 32A ne scinde pas dans JA, on voit que l'algebre jacobienne 
J(Q, m), ne possede pas de presentation par un carquois module 2-acyclique. Et dans une telle inconfor-
table situation, le carquois module avec potentiel (Q, m), aussi simple comme on le voit, ne peut pas etre 
reduit en un carquois module avec potentiel dont la composante 2-cyclique est nulle. Ceci est du au fait que 
le sous-bimodule U construit ci-haut, n'est pas toujours un facteur direct du bimodule jB 3 attache a la fleche 
5, si bien qu'il est impossible "de totalement isoler" la composante 2-cyclique du potentiel ra. Notons que 
dans le cas simplement lace le probleme precedent ne se pose pas, et plus largement sur des corps parfaits 
la difficulte precedente disparait heureusement. 
Remarque 3.4.5. Si le corps de base k est parfait, alors k ne possede pas d'extension non separable de degre 
fini, si bien que pour tous k-surcorps E et F (k-algebres a division) de dimension finie, l'algebre E <g>k F° 
est une k-algebre separee et done semisimple; voir par exemple [8]. Comme un E-F-bimodule est en fait un 
E <g>k F°-module a gauche, il en resulte que tout bimodule M € Ebimodp est semisimple et done, tout sous 
bimodule de M est un facteur direct de M. O 
Pour toute la suite on suppose que m est un potentiel sur Q de sorte que (Q, m) soit un carquois module 
avec potentiel. 
On pose m^2) la composante 2-cyclique de m, alors a une permutation cyclique pres, m^2' se presente 
comme suit: notons ir' r >jr, r = 1 , . . . , no, l'ensemble de tous les 2-cycles pleinement values dans Q a 
une permutation cyclique pres; 
> les paires de points (ii, j i ) , . . . , (ino > Jn0) s o n t deux-a-deux distinctes, et les bimodules correspondants 
sont irBjr — irBSjrr et j,.Bir = jrB]", avec 1 < r < n0. On considere alors les sous-ensembles, £ := 
{61,..., 5no} et 7 := {7 1 ; . . . , 7„0}, ainsi que les deux bimodules correspondants, B- = © irB, 
et Bl = ©
 3rBlr. 
l < r < n Q 
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> m<2) = £ m(2) € e {irB]r ®kjV jrBir) C\B6-® Bl, ou m^2) G irBjr ®k]r jrBir, 1 < r < n 0 . 
r=l !< r<"o 
Ensuite pour chaque r £ { 1 , . . . , no}, en vertu de la proposition 3.2.3 on peut ecrire le potentiel 
ml2) 
k, r —-— -B d r (g> Blr sous la forme canonique $Ur%Vr comme suit. On considere les derivees partielles, 
„ , (2) „ (2) 
(Blr)*—^-—B6r et (B6r)*——+Blr, elles forment une paire de morphismes de bimodules mutuellement 
duals : dLm^ = (<9Rm(2))* et dRm^ = (dLm^)* ; a la paire (<9Rm(2), <9Lm(2)) on associe les suites exactes 
courtes suivantes formees de paires injections-projections canoniques : 
0 A^^TBl-^Ur *0, 0 »Tj;^rB*r^~Vr-^0, 
0 -Vr'-^*jrBi -^~Vr := cokerp* *0, 0 <-Ur<^iTB1 -^~TJr := cokerr* •O, Jr 
ou on aussi pose Ur = lm{dRmP), Vr = Im(dLm(2)) = Im((dRmp))*), V*r = ker(dRm(2)) et TTr = 
ker(9Lm^2^) = ker((<9Rm(2))*). En vertu du volet (1) de la proposition 3.2.3 on a des paires dualisantes et sy-
metrisables de bimodules {Ur,Vr}, {Ur,U*} et {Vr,V*} dont les structures sont canoniquement induites par 
les paires dualisantes et symetrisables de bimodules {irBjr, irB*r; irbjr, irb'jr} et {jrBir,.jrB*r; jrbir, jr.b'ir} et 
par la paire de morphismes mutuellement duals (dRm^, dLm^). Et de plus, le potentiel m£2) coincide avec 
le dual de la forme bilineaire non-degeneree Ur <S> Vr—-t-—kir associee a la paire dualisante et symetrisable 
de bimodules {Ur, Vr} : 
m, 
(2) iurgvr 7 y Ur,k §9 %r,ki *r • \2/r,l> • • • j Vr,pr J Ct A r . \%r,l > • • • i %r,pr i • {J.Q.I) 
fc=l 
Dans l 'equation ci-dessus, {Y r , Xr.} est une paire de bases mutuellement duales pour la paire dualisante et 
symetrisable de bimodules {Ur, Vr} ou Yr est une k J r-base droite de Ur et X r est la k J r-base gauche de Vr 
correspondante. On considere ensuite les K-bimodules ci-apres ou Itr iv := {(ir, j r ) , (jr, ir) : 1 < r < no} : 
5 i = B/(B5- ®BT)= ©
 sBt, U= ®Ur,V = © Vr, U* = ®U*,T = ®V?, 
( S , t ) 6 ( l x l ) v l ( 2 > l<>-<«0 l<»-<no l < r < n 0 l < r < n 0 
U = © U r et V = © Vr\ et on pose : Y = U Y r c RQx et X = U X r c LQx. 
l < r < n 0 l < t - < n 0 r = l r = l 
Alors {X, Y } est une paire de systemes de fleches mutuellement duals pour la paire dualisante et syme-
trisable de bimodules {U, V} = © {Ur, Vr}, ou les deux systemes de fleches LQ1 et RQX pour Q sont 
obtenus en completant les systemes de fleches X et Y. Soit p = pi~\ \-pno le cardinal commun de X et de 
Y, alors sous forme plus compacte on peut ecrire X = {xi,x2, • • •, xp} et Y = {yi, y 2 , . . . , y p } , cela se fait 
en prenant une bijection { 1 , . . . ,p}—^^-U {{r, 1), • • •, (r,pr)} et pour chaque k € { 1 , . . . ,p} on pose : 
Vk : = Va(k) e t xk '•= ^o-(fc)- De plus (en vertu du volet (2) de la proposition 3.2.3), les systemes duals
 LQ* et 
RQ* sont tels que V* = K-(LQ*- { x ^ , . . . , x*})-K et U* = K-(RQ*- {y\,..., y*})-K. En prenant maintenant 
la somme directe des suites exactes courtes precedentes, on deduit les suites exactes courtes de K-bimodules 
ci-apres formees des paires injections-projections canoniques induites par la paire de morphismes mutuelle-
ment duals (dRmW,dLmW)= © (dRm^2\ dLm^) : 
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•F*«- J—(£ i )* -^»E /—•O, 0—>U*^-+(B&-)*-^V-
0 »V<-?-+Bl-L~V := cokerp* *0, 0 -U^+B^^U := cokerr* •O. 
On a done des paires dualisantes et symetrisables de K-bimodules {U, V}, {[ / , Z7*} et {V, V^*} dont les 
structures sont induites par la paire (9Rm^2 ', dLm^) = © (dRm^, dLm^); et le potentiel 2-cyclique m^2^ 
l < r < n . 0 
coincide avec le dual de la forme bilineaire non-degeneree U <g) V—^-*E associee a la paire dualisante et 
symetrisable de bimodules {U, V} : m^ = iu&v. 
La limitation illustree par l 'exemple 3.4.4 motive le volet (c) de la definition qui suit. 
Definition 3.4.6. (a) La partie triviale de (Q, m) est le carquois module avec potentiel trivial 
(Qtriv,rn^)> ou Qtriv est determine par la paire auto-dualisante et symetrisable de bimodules 
{Btliv, Btriv}> BtTlv := U © V est appele lapartie triviale de B. 
(b) Le carquois module reduit Qre& = Q associe a Q est determine par la paire dualisante et symetri-
sable de K-bimodules {fired, B*ed} : = {U,U*} © {^^*} © {B\,B~[], ou le bimodule reduit (des 
fleches valuees) est Bied = B~:=U®V®B~[. 
(c) On dira que la partie triviale de (Q, m) scinde (dans (Q, m)) si les bimodules U et V sont facteurs 
directs de B, si bien qu 'on a B = Btliv © B = (U © V) © B. Observant que la derivee cyclique du 
potential 2-cyclique m^2^ verifie la relation dm^ = dRm^ © dLm^2\ si la partie triviale de ( Q , m ) 
scinde, alors la projection canonique (B^)* © (B-)* Ptr""~ »»fitriv = U © V, associee a la derivee 
cyclique ( # * ) * © (B*-)* VRm(2)>dLm{2)\
 B de m<2\ scinde et on note Btliv^-^l(B?-)* © (B6-)* c B* 
1'inverse a gauche de p t r i v : 
9m ( 2 ) o j t r i v = p t r i v o j t r i v = l B t r i v = lv © lv = p'p © r'r. 
Avec l 'hypothese s u p p l e m e n t a l que lapartie triviale de (Q, m) scinde, on regroupe les considerations 
precedentes dans les equations suivantes : 
• -=[p ' l ^ 
A w " " " r' >{Biy © (B6-)* c B* et (Bl)* © (B5-)* Ptrw:=HBtTiv. = U®V sont j 
tels que <9m(2) o j t r i v = [<9Rtn(2), <9Lm(2)] o j t r i v = p t r i v o j t r i v = l S t r i v = lu®tv; i (3 4 2) 
B = Btriv®T3 = (UeV)®B = U®U@V®V®rBu \ 
B*^B:Tiv®B*avecB*tTiv = Btriv,B* = U*(BV*(BBl = B*red. j 
P n0 Vr 
™
( 2 )
 = lu»v =Ylyk®Xk = Y . Y . Vr,kr ® xr,kr, ( 3 . 4 . 3 ) 
fc=l r=lkr=l 
m = m ( 2 ) +m' + mi, oum'G (f i tr iv)nj |Betmi G J5=,C J ^ . (3.4.4) 
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A une equivalence cyclique pres on considere aussi la condition suivante : 
p p 
m' = mi + m'2 ou mi = J2yk®vke U-£~., et m'2 = y^uk®xke J^-V, 
ifci k S jK kQ (3.4.5) 
Q = Qred etant est determine par B = £ r e d en vertu de la definition 3.4.6. 
Toujours avec l'hypothese que la partie triviale de (Q, m) scinde, en vue de la reduction de (Q, m) nous 
proposons aussi la k-algebre kQ7j^lv ou I = J^'v est 1'ideal ferme donne par les equations suivantes (ou on 
doit remarquer que (dfcii) oj t r iv = 0): 
I = J^1V = IQ C Jm = (Im(<9m)) ou 1'ideal I0 est engendre comme suit, "j 
70 = (Im((5m) o jtriv)) = (Im((5m(2) + 5m') o jtriv)> = (Im(lBtrIV + (dm') o jtriv)) | (3.4.6) 
= (yk + dm'(xl),xk + dm'(yl) :l<k<p). j 
3.4.2 Une premiere approche a la reduction 
Rappelons d'abord le resultat suivant obtenu dans le cas simplement lace par Derksen, Weyman et Zele-
vinsky. 
Theoreme 3.4.1 ([24, 4.6 ("splitting theorem")]), Dans le cas simplement lace, pour un carquois avec 
potentiel (Q,m) dont la partie triviale est (Qtriy^nv) tandis que Qred est le carquois reduit associe au 
bimodule reduit J5red = B, il existe un carquois avec potentiel reduit (Qred, mred) et une equivalence droite 
entre (Q,m) et la somme directe (Qtriv,mtriV) © (Qred>mred)' De plus, la classe d'equivalence droite de 
chacun des carquois avec potentiel (Qtrjv, mtriv) et (Qred, nVed) est uniquement determinee par la classe 
d'equivalence droite de (Q, m). 
La preuve du premier volet du theoreme ci-dessus est entierement basee sur la "loi des chaines cy-
clique" (3.3.6) et sur la proposition 3.3.5. Nous obtenons la version generale suivante dans laquelle le second 
volet est une version legerement faible du second volet de [24,4.6 ("splitting theorem")]. 
Theoreme 3.4.2 (de decomposition). On suppose que la partie triviale (Qtriv, TtVtriv) de (Q, m) scinde. Alors, 
il existe un carquois module avec potentiel reduit (Qred, irired) et une equivalence droite entre (Q, m) et la 
somme directe (Qtriv, Wtriv) © (Qred, tnred).' enparticulier la classe d'equivalence droite de (QtriV, m^2)) est 
determinee par celle de (Q,m). De plus, la classe d'equivalence droite faible de (Qred,^red) est determinee 
par celle de (Q,m). 
Demonstration. Comme dans [24,4.6], la preuve du premier volet du theoreme 3.4.2 est une consequence 
directe du fait suivant. 
Fait 3.1. Pour chaque potentiel m £ pot(Q) ayant la forme donnee par les equations (3.4.4) et (3.4.5), il 
existe un automorphisme unitriangulaire <f> : kQ—-—•kQ tel que </>(m) soit cycliquement equivalent a un 
potentiel de la forme (3.4.4)-(3.4.5) avec uk = 0 = vk pour tout k. 
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Pour prouver le fait ci-dessus, on utilise le concept suivant ou d > 1 est un entier naturel : On dit qu'un 
Trf+i 
11 csi uc ia lui inc \j.--t.'-t}-\j.i.~>) ttvct u>kiuk ^ • 
montrer le resultat qui suit. 
potentiel m est d-scinde s'il est de la forme (3.4.4)-(3.4.5) avec uk,vk G J- i . On commence alors par 
kQ 
Fait 3.2. On suppose que m est un potentiel d-scinde pour un entier d > 1. Alors il existe un automorphisme 
unitriangulaire if) : kQ—-—*kQ de profondeur d tel que </>(m) soit cycliquement equivalent a un potentiel 
2d-scinde fn avec fn — m € J?^+2. 
kQ 
Preuve du Fait 3.2. Le potentiel m etant ecrit sous la la forme (3.4.4)- (3.4.5) avec uk,vk G J i t 1 et 
gardant les notations des equations (3.4.2), on considere 1'automorphisme unitriangulaire </> G Aut(Q) 
de profondeur d et dont la restriction sur B = J5triv © B est construite comme suit : <£|_ = t-g. 
Et en vertu des equations (3.4.2) (et de la definition 3.4.6-(2)), nous avons des morphismes de K-
bimodules Btli/m' L r , J .(£l)* © (B*-)* C B* et (Bl)* © (B*)* PM":=lp'$> BtTiv = U ®V tels que dm^ 0 
j t r i v = [frm™ ^ dhmf®] o j t r i v = Ptnv ° jtn« = W = lu ® lv = dRmW o p ' © dLm& o r'. On pose 
alors : 
<f>\v = (dRmW - d^) o p' = ly - (d*m'2) o p' et </>w = {dLm^ - dLm[) o r' = tv - {dLm[) o r', 
si bien que 0(yfc) =yk-uk et >^(.xfc) = xfc - vk pour chaque fc € { 1 , . . . ,p}. 
Le morphisme </> etant alors de profondeur d, en vertu de la definition 3.2.2, on a 
<P(uk) = uk + u'ket{f)(vk) = vk + v'ka.vecuk,v'k G . J?|+1 . 
p 
Et en developpant </>(m) il s'ensuit que tj)(m) = Yl (yk ® Xfc + yk g) u^ . + u'fc <8> xk) + W.+ m\ 
fc=i 
avec W = E («fe ® vk + uk <S> v'k + u'k <g> vk) G J2—1"2- Alors, comme kQ = L © kQ ou L = kQ-£triv-kQ 
fc=l ; k Q . 
est la fermeture de kQ-i?triv-kQ dans kQ, on peut ecrire W = W + W pour deux potentiels 
W G L n J?l+2 et W G J 2^ 2 . Mais alors, W doit etre cycliquement equivalent a un potentiel de la forme 
p v „ , , 
W" = £ yk ® vk + £ u'k ® xk, a v e c u'k, vl e JfTs e t c n a c u n des deux termes dans W" etant aussi un 
fc=i fc=i k S 
potentiel. On a done en particulier que W — (W" + W) G Jr~+2 H skewjkQ, kQJ, si bien que le potentiel 
fn cherche peut etre choisi en posant 
fc=i /t=i fc=i 
Le Fait 3.2 est done etabli. 
Preuve du Fait 3.1. En utilisant le Fait 3.2, la proposition 3.3.5 (et aussi le fait qu'en vertu de la pro-
position 3.3.1 les commutateurs tordus sont bien preserves par les automorphismes <p tels que if\K = 1), 
on voit que les arguments necessaires pour etablir le Fait 3.1 sont exactement les memes que ceux de [24, 
lemma 4.7]. • 
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Le dernier volet du theoreme 3.4.2 suit du lemme suivant, ou r 0 c I et k(r)0 C K (et dans une telle 
situations la condition (3.2.2) est toujours supposee satisfaite). 
Lemme 3.4.3. Soient (Q, W) et (Q, W) deux carquois modules avecpotentiels reduits, et (T, T) un car-
quois module avec potentiel trivial. S'il existe une equivalence droite faible entre (Q, W) © (r ,T) et 
(Q, W) © (r, T) alors, il existe egalement une equivalence droite faible entre (Q, W) et (Q, W). 
Demonstration. Dans cette preuve, nous imitons un argument de [24, 4.9 p.15,17]. Posons C = k(r)! le 
bimodule des fleches valuees dans T, en vertu de la remarque 3.4.3 et de la proposition 3.2.3, C = U' © V 
et la derivee cyclique du potentiel 2-cyclique T fait de {[/' © V, U' © V'} une paire auto-dualisante et sy-
metrisable de bimodules qui est isomorphe a la paire dualisante {C, C*} et telle que T = i„i9V> = Zo^c*' 
en particulier dans l'algebre k ( Q © r ) , l'ideal jacobien de T est egal a k(Q © r)-C-k(Q© V). Soit 
4> : k(Qe~r) " •k("Q©~T) une equivalence droite faible entre (Q,W) © (T,T) et (Q,W) © (r ,T) , 
alors 0|K = IK et (f)(Jw+T) = JW>+T- Adoptons les deux abreviations suivantes : J := Jw, J' = Jw> et 
L := k(Q © r)-C-k(Q © V) l'ideal jacobien du potentiel 2-cyclique T dans k(Q © V). On voit clairement 
que k(Q © T) — kQ © L (en fait, L est forme des combinaisons lineaires eventuellement infinies des ele-
ments homogenes de la forme zx 0 • • • 0 zj tels qu'ils existe un entier t e { 1 , . . . , 1} pour lequel on a 
ut € C). On deduit de ce qui precede que, 
JW+T = J + Let Jw,+T = J' + L, sibienque cj>(Jw+T) = 4>(J. + L) = J' + L. 
Soit p : k(Q © T) -**kQ la projection canonique. On considere alors le morphisme continu d'algebres 
ip := (p^) |^ : kQ >-kQ, avec clairement ip\K = IK- On desire alors montrer que ip est une equivalence 
droite faible entre les carquois modules avec potentiels reduits (Q, W) et (Q, W). 
Pour voir que ip est un isomorphisme d'algebres, en vertu de la proposition 3.2.1-(a) il suffit de montrer 
que la composante tpi : B -B est un isomorphisme de K-bimodules. Or, la composante de degre 1 de 
1'isomorphisme <j> est un isomorphisme de K-bimodules donne sous-forme matricielle par 
, _r«?!>i,i <Ai,2] 
L02.1 02,2 J 
B®C »B ® C avec faj £ Hom(M j,M i) pour 1 < i,j < j,Mt = B et M2 = C. 
On voit done que tpi = ^ i^ : B *B. En se rappelant que l'automorphisme <f> doit preserver les puis-
sances de J ,-^ r-f,, on voit que : </>(C) C <f>(J + L) = J' + L C Jw-7^,, + L car (Q, W) etant reduit on a 
J' C J^s ; ainsi 4>\{C) C L n (B © C) = C si bien que (f>12 = 0. On deduit que le morphisme ipi = <frn est 
un isomorphismes de K-bimodules, et done tp est un isomorphisme continu de k-algebres tel que tp\K = IK-
Pour terminer la preuve, on verifie que l'assertion suivante tient. 
Affirmation. p<p(L) C ip(J) si bien que ip(J) = J'. 
Voyons d'abord que si l'inclusion p0(L) C tp(J) tient, alors il suivra que J' = p( J' + L) = p(</>( J + 
L)) = ip(J) +p<f>(L) = if) (J), donnant ainsi le resultat cherche. Done il reste a montrer que p<j*(L) C tp(J), 
ou de facon equivalente, que <f>(L) C <fi(J) + L. En appliquant (f>~1 aux deux membres de la derniere egalite, 
il suffit de montrer que L C J + 0_1(L). Posons alors B. = J + 0_1(I/) et adoptons l'abreviation J := J ^ . 
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Comme J' C J2 on a, </>_1(J') C <£_1(J' + L) n J2 == (J + L) D J2 C J + LJ + JL. II s'ensuit que, 
LCJ + L = </>-\J' + L) = (f>-\J') + <t>~\L) C J + LJ + JL + ( T 1 ^ ) = U + ^_ 1(^)) + ^ + ^ = 
R + LJ + JL. Et en substituant dans le membre de droite de la derniere egalite L par sa borne superieure 
R + LJ+ JL on deduit aussi que, 
L C i? + LJ2 + JLJ + J2L. 
En repetant ainsi la precedente substitution n fois avec n > 1 on obtient l'inclusion suivante. 
L C i? + f) JkLJn~k C i? + Jn+1. 
no ^. 
Ayant alors en vue 1'equation (3.2.3), on a done L C f\(R + Jn) = R ou R est la fermeture de R = 
71=0 
J + 0_1(L) dans k(Q © T). Mais /? est en fait un sous-espace ferfne de k(Q © T); en effet, < (^i?) = 
0( J) + L = p~1(V;( J)) est un ferme en tant qu'image reciproque d'un ferme par l'epimorphisme continu p, 
or d'apres la proposition 3.2.1-(b) l'isomorphisme continu <j> est automatiquement un homeomorphisme, si 
bien que R. = </>-1 (</>(i?)) est ferme. Par consequent, L C J + (f>~l(L) si bien que </>(L) C >^( J) + L comme 
annonce. Ceci complete la preuve du theoreme 3.4.2. • 
Question 3.1. Le second volet de [24, 4.6 (splitting theorem)] admet-t-il une generalisation complete aux 
carquois modules avec potentiels ? En d'autre termes, dans le theoreme 3.4.2, peut-on remplacer l'expression 
"equivalence droite faible" par l'expression "equivalence droite" ? 
Nous pensons qu'une reponse affirmative est possible pour la question ci-dessus, cependant cela de-
mande un effort supplementaire pour generaliser les lemmes [24, 4.11,4.12] sur lesquels repose le resultat 
analogue dans le cas simplement lace. En plus, la preuve du lemme [24, 4.12] requiert de nouveaux outils 
introduits par Derksen, Weyman et Zelevinsky. II s'agit des concepts de "C-espaces, de D-espaces et de 
D-algebres" (Voir l'appendice de [24]). Ges notions se generalisent puisque nos carquois modules portent 
sur une structure de paires dualisantes de bimodules, si bien que les algebres de chemins non-simplement 
lacees kQ sefont aussi des versions generates des ".D-algebres". Les points delicats dans le traitement des 
lemmes [24, 4.11,4.12] concernent essentiellement la manipulation de l'equivalence cyclique pour les po-
tentiels et pour les permutations tordues qui agissent " bien " seulement sur la sous-algebre non unifere 
pot(Q) C kQcyc C kQ. Pour permuter un element quelconque de kQ^, il faut absolument fixer un systeme 
gauche ou un systeme droite de fieches pour kQ, et chaque choix d'un tel systeme agit differemment sur 
kQcyc-pot(Q). 
3.4.3 Une seconde approche a la reduction 
Supposons que la partie triviale de (Q, m) scinde, alors relativement a la decomposition B = Btliv ffi B 
(donnee dans la definition 3.4.6 ou dans les equations (3.3.3)), on note w = 7t\^ la restriction de la projec-
ka 
tion canonique kQ—z!—kQ/J^lv et on considere l'epimorphisme d'algebres nm := 7f_1 o n : kQ «-kQ 
associe a m. Le resultat principal de cette sous-section s'enonce comme suit. 
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Theoreme 3.4.4 (de reduction). On suppose que lapartie triviale de (Q, m) scinde. Alors la restriction IT = 
7Tj ^  de la projection canonique dekQ sur kQ/J^lv est un isomorphisme. Et relativement a la decomposition 
kQ 
B = BtTiv © B, I'epimorphisme nm : kQ «-kQ est une ^-equivalence droite de (Q,m) sur le carquois 
module avec potentiel reduit red(Q,m) := (Q,m) avec m = 7rm(m), et pour toute autre decomposition 
B = fitriv © Bied, si Tr'm : kQ **kQre<i = T^(BTe^) designe la ^-equivalence droite correspondante 
de (Q, m) sur (Qred>tnred) ^vec mred = 7r^(m), odors il existe un isomorphisme d'algebres topologiques 
kQ—-—•kQred tel que f\K = 1K et f o 7rm = ir'm. De plus, la classe d'equivalence droite faible de red( Q, tti) 
est determinee par celle de (Q, m). 
Avant de prouver le theoreme de reduction precedent, nous soulignons l'observation suivante. 
Corollaire 3.4.5. Les deux approches pour la reduction des carquois modules avec potentiels donnees 
par les theoremes 3.4.2 et 3.4.4 sont compatibles. Plus precisement, lapartie triviale de (Q,m) scinde si 
et seulement si la partie triviale de chaque element dans la classe d'equivalence droite faible de (Q.m) 
scinde. Et si tel est le cas, II existe un carquois module reduit (Qredj^ Ved) et une equivalence droite entre 
(Q, m) et la somme directe (Qtriv, tTitriv) © (Qred, nared) et, pour chaque telle decomposition de (Q, m) on a 
une equivalence droite faible entre red(Q, m) et red(Qtriv, m^v © (Qred, nVed)) = (Qred, riVed)-
Demonstration. Le resultat suit immediatement de l'application du theoreme de decomposition 3.4.2 et du 
theoreme de reduction 3.4.4. • 
Definition 3.4.7. Avec les notations ci-dessus, l'objet red(Q,m) := (Q,m) est alors appele le carquois 
module avec potentiel reduit associe a (Q, m) et ainsi, il est unique a une equivalence droite faible pres. 
Preuve du theoreme 3.4.4 
On garde sans plus le signaler les notations precedentes et les hypotheses du theoreme 3.4.4. 
Deuxieme partie du theoreme 3.4.4 : On suppose que n induit un isomorphisme 
7f = 7 T | ^ : k ^ - ^ k Q ' 4 r i v . 
kQ 
Commencons par observer qu'on a alors une p-equivalence droite ip •:= 7f_1 o n : kQ —kQ de 
(Q,m) sur le carquois module avec potentiel reduit (Q,m), ou m = (p(m). En effet I'epimorphisme 
ip = 7f_1 o 7r : kQ —kQ est tel que : ip\^ "= lr$, ker(cp) = J^1V C Jm et en particulier, <p satisfait 
kS 
trivialement aux hypotheses de la proposition 3.3.6; il en decoule immediatement que <p(Jm) = Jv,(m) = Jm-
On conclut que ip est une p-equivalence droite de (Q, m) sur le carquois module avec potentiel reduit (Q, m), 
et on a 
Jm = Jy(m) = ^Pm) ^ J m . (*) 
En effet pour tout z € kQ, coramei/Ji^ = l -^e t lm(^) = kQ,ilvientqm tp(ip(z)—z) = tp(^p(z))—<p(z) = 
kQ k 2 
(p(z) — (p(z) = 0, si bien que <p(z) — z € J^'v C Jm. II s'ensuit que si z est dans Jm, alors <p(z) est aussi 
dans Jm. 
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Pour l'unicite de la p-equivalence droite ip : kQ >*kQ, supposons qu'on a une autre decomposition 
B = BtTiv © Bied du K-bimodule B. Alors comme deux supplementaires quelconques de fitriv dans B 
sont toujours isomorphes, il suit que B est isomorphe a B^, si bien que kQ et kQred sont des k-algebres 
isomorphes, et la restriction ff' de n a kQred est aussi (par hypothese) un isomorphisme d'algebres de kQre(j 
sur kQ/jj£lv. Alors si <p' := n'm : kQ- —kQred = TK(-Bred) designe la p-equivalence droite correspondante 
de (Q, m) sur (Qred,ttired) avec mred = ir'm(m), on sait que <p' = lx'~l o IT. En posant / = 7f'_1 o 7f nous 
affirmons que le diagramme ci-dessous est commutatif. 
k Q .
 = 
kQ / = 7f'-1o7f kQ74riv 
kQred 
En effet, comme en vertu de la definition o n a ^ = ¥_17r et <p' = TT'^1TT, il vient immediatement que, 
f<p = 7f'_1 o 7f o 7f_1 o 7r = 7f/_17r = ip1, etablissant ansi l'unicite (a isomorphisme pres) dap = nm. 
Maintenant, le fait que la classe d'equivalence droite faible de (Q, m) est determinee par celle de (Q, m) 
suit du lemme suivant. 
Lemme 3.4.6. Soit 4> : kQ—3—•kQ' une equivalence droite faible entre (Q, m) et un carquois module avec 
potentiel (Q',m'). Alors la partie triviale (i?[riv,m'(2)) de (Q',m') scinde aussi. Pour chaque decompo-
sition B' = kQ[ = B'tTiv © B en une somme directe de K-bimodules, on pose ip := irm : kQ «»kQ 
et <p' :— 7rmi : kQ'——^kQ les ^-equivalences droites respectives definies par m et m' (relativement 
aux sommes directes B = BtIw @ B et B1 = B'tTiv © B ). Alors on a une equivalence droite 
faible ip '•= (v' ° (t>)\^ '• kQ s—*kQ entre les carquois modules avec potentiels reduits red(Q,m) et 
red(Q',m'). 
Demonstration. Adoptons les abreviations suivantes : J := Jm, J ' := Jm,; J := ip(J),J := ip'(J'), et 
Les equations (3.4.4) et (3.4.6) montrent clairement que la partie triviale J^lv de J = Jm est telle qu'on 
ait : J n (J--J2) + {0} = J^ lv; on observe alors que la partie triviale i?triv associee a chaque (Q,m) est 
1'unique sous-K-bimodule de B verifiant la relation 
•Btriv = (J + J2) n B = (<4riv + J2) n B, (voir le lemme 3.4.7 pour plus de details). 
Maintenant en appliquant l'observation precedente, on verifiera que la partie triviale B'tliv de B' scinde 
aussi. 4> '• kQ—^^-kQ' etant un isomorphisme tel que <p\K = IK , il suit de la proposition 3.2.1-(a) que 
sa composante homogene de degre 1 est un isomorphisme de K-bimodules <pi : B = BtTiv © B—<*—•£', 
si bien qu'on a aussi B' — 4>\(Btr-„) © <p\{B) en tant que somme directe de K-bimodules. Mais ayant en 
vue la proposition 3.3.5 et le fait que <j> est une equivalence droite faible entre (Q,m) et (Q'.m'), on a : 
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J0(m) = ^( Jm) = Jm' = J ' •>en utilisant aussi le fait que I'isomorphisme </> preserve les puissance de J = Jrg 
il decoule alors des egalites precedentes que, faBtriv) = </>((J + J2) n B) — (</>(./) + faJ2)) n </>(B) = 
(J ' + J'2) H 0(5), si bien que fa(Btriv) = (•/' + J'2) n #i(fl) = (J' + J'2) n B ' = #;r iv, montrant ainsi 
que la partie triviale B'tIiv = <fii(BtTiv) scinde aussi. 
Dans la suite de la preuve et comme on l'a fait pour (Q,m), on considere la projection cano-
nique IT' : kQ' -kQ'/J^r pour laquelle la restriction W' : kQ -k03l^v est un isomorphisme, avec 
kQj = B et la p-equivalence droite definie par m' (relativement a la decomposition B' = B'ttW © B') est 
donnee par ip' := irm> = If'-1 o IT' : kQ' ~ k Q , d e ( Q ' , m') sur le carquois module avec potentiel reduit 
red(Q', m') = (Q , m') avec m' = f>'(m). Rappelons que comme en (*), on a en particulier que, 
J = J5r = ^ ( J m ) C j m = J e t 7 ' = J5I, = ¥ / ( J m / )CJ m / = J'. (**) 
On veut done montrer qu'on a une-equivalence droite faible ip := (if' o <f>)\^ : kQ 3—»kQ entre les 
kQ 
carquois modules avec potentiels reduits red(Q', m') et red(Q', m'). II est clair que ip\K = IK- Comme plus 
haut, on a <pi(Btliv) = B'tTiv, la composante fa de I'isomorphisme cp est un isomorphisme de K-bimodule 
donne sous forme matricielle par 
^ I (f>2 1 <f>2 2 J / 
B © BtTiv * '•—*B © B'tTiv avec cptiJ <E Hom(iV,, AT/) pour (i, j) = 
(1,1), (2,1), (2, 2 ) , ^ = B,N2 = £trivetJV{ = B', N'2 = B'tTiv. 
II en decoule que fat\ est aussi un isomorphisme de K-bimodules. La definition des p-equivalences droites 
f et <p' montre que <p\^ = 1 ^ , tpi = 1-zr,, et la definition de J^1V c J et J^1V C J montre aussi que 
kc - k 2 k'g' k Q 
f(BtTiv) C J ~ et f{B[Tiv) C J2^-,. Si on pose </>>„ = \ f\ 1 : fi- - 5 ' © J'2 = ff 5" , alors pour chaque 
kQ kQ L ( 2 ) J (>1 
z € B on a : 0(z) = 0i(z) + 0(2) (2) = fa,i(z) + u avec v = fa,i(z) + 0(2) (2) dans B[tW © J'2, ainsi, 
ip(z) •— f'faz) = <£>'(0i i(.z)) + v?'(u) = 0i \{z) + tff(v) avec y'(u) £ J2^- Alors la composante de degre 
_ —
 kQ 
1 de ip est donnee par fa = fa^ : B -B , et done ip\ est aussi un isomorphisme de K-bimodules et en 
vertu de la proposition 3.2.1-(a) on deduit que ip est un isomorphisme de k-algebres topologiques tel que 
V'IK = IK-
II reste a voir que ip(J) = J . En appliquant (**) ci-dessus, on a : ip(J) = f'faf(J)) C f'faJ) = 
f'(J') = J , done ip(J) C J . Inversement, soit z' € J , alors ^ etant deja un isomorphisme on sait que 
z' = ^(z) pour un certains z G kQ. On veut alors verifier que z est dans ,7. On a 2' 6 J = y'(J') = 
f'(fa,J)), done 2' = f'fax) pour un certain x G J, il suit alors que f'faz) = ip(z) = z' = f'fax), si bien 
que 0(z — x) = 0(2) — 0(x) £ ker(< '^) C J ' = 0( J) , montrant alors que z — x € J ; or x etant deja dans J 
on deduit que z € J et par suite que, z = </?(z) G J. On conclut que ip(J) = J et done ^ : kQ a—»kQ 
est une equivalence droite faible entre les carquois modules reduits red(Q', m') et red(Q', m'); ceci acheve 
la preuve de la deuxieme partie du theoreme 3.4.4. D 
A present on peut retourner a la preuve du premier volet du theoreme 3.4.4, e'est l'objet des lemmes 3.4.7 
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et 3.4.9 ci-apres. 
Lemme 3.4.7. B n (J^1V + Jj~) = Btliv, avec en plus B n (Jj^'v + JJ~=) = 0. Si bien que via la projection 
canonique kQ—-—4cQ/J^lv on pose desormais poser que ir(x) = x pour tout x G B et on a : J-^i
 iv = 
Demonstration. L'equation (3.4.6) montre clairement que Bf)(I0 + Jr^) = Btliv. Comme J^1V = I — IQ = k C 
n(/o + JfB),ilvientque Bn(I + 3^) C Bn(I0 + l^) = BtTiv. Or, toujoursen vertu del'equation (3.4.6), 
( = 0 ' k S
y
' — 1 — " . ' V - • « k Q / - - • . V ' u i ~ k Q 
5tr,v C /0 + J Q C / + J ~ . L'equation (3.4.2) donne alors que B D (I + Jj~) = B D (B D (I + J ^ ) ) = 
B n Btriv = 0. En posant done ir(x) = x = x + / , il suit de ce qui precede que B C ({0} + ^r^J^^^X o r 
la projection n induit un epimorphisme entre B = J-7/Jrg e t Jr^/ P^n/, o n a clairement 7r(fitriv) C Jj~y ; 
nous deduisons done que J.-~s/.triv = i? © J^/Ttriv- • 
Lemme 3.4.8. Soient z\,..., zn, cti,a[,..., an, a'n, deux families d'elements quelconques dans kQ. Alors 
n 
si X) ak-zk'a'k — 0' alors il existe une famille finie de scalaires akti,ak,s G U kj avec 1 < k < n, 
fc=l ' ' «e2o 
l<l<qetl<s<q' pour deux entiers q, q' G N*, satisfaisant a la condition suivante : Pour toute 
n 
paire (I, s) G { 1 , . . . , q} x { 1 , . . . , q'} on a : X akfZk-dk.s = 0. De plus, pour toute suite d'elements 
fc=i 
n 
W\. .., wn G kQ tels que J2 &k vWk'&k s = 0 pour toute paire (l,s) G { 1 , . . . , q} x { 1 , . . . , q'}, on a aussi 
fc=i 
que £ ®k-u>k-a'k = 0. 
fc=i . 
Demonstration. Commencons par rappeler le fait bien connu qui suit. Soient E et F deux k-surcorps, M 
un E-module a droite et N un E-module a gauche, alors pour tout systeme de vecteurs E-lineairement 
independants v 1,...,vp dans le module a droite M, une la somme v\ <8>E U\ + .. .VP ®E up est nulle si 
et seulement si on a, ui = . . . = up = 0. En effet, posant M = ((vi,— , vp)-E) © M', tout element x 
dans M s'ecrit de fa9on unique par : x = v\cx^ + • • • + vpcx>p + x' avec cXil,..., cX)P G E et x' G M'. 
Alors pour chaque 1 < s < p fixe, on considere 1'application k-lineaire fs : M x N -N donnee par 
fs{x,y) = cx<sy pour tout (x,y G M x N). fs verifie bien la relation : fs(x,ay) = fs(xa,y) pour tout 
a G E et tout (x, y) G M x N, si bien qu'en vertu de la definition du produit tensoriel M ®E N, il existe 
une unique application k-lineaire fs: M ®E N -N telle que fs(x <8> y) = fs{x, y) — cx>sy. Ainsi, si 
^ = vi ® ui + • • • + vp <g> up = 0 alors on a : 0 = /s(£) = ]s{y\ <gi ui) + • • • + /s(vp ® up) = us; et la 
reciproque est triviale. On a egalement la version duale de la discussion precedente. 
Posant maintenant I = Q0, remarquons que ©kQ-e, = kQ = ©e^-kQ ou pour chaque i € I, e^  € k, 
est l'unite du sous-corps k* C K = 11 kj. On fixe alors une kj-base gauche Xj = {£y : A' G A^} de ej-kQ 
et une k^-base droite Y» = {(A : AG Aj} de kQ-e^; les A» et A^  etant des ensembles infinis qu'on prend 
deux-a-deux disjoints. En prenant les unions disjointes, A = IJ Aj et A' = U AJ, on obtient ainsi un systeme 
i g l »6I 
generateur elementaire gauche X = IJX, = {£A' : A' G A'} et un systeme generateur elementaire droit 
Y = [JYi = {(A : A G A} pour le K-bimodule kQ; (voir Definition 3.2.3). 
i € I 
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Ainsi de facon unique, pour tout 1 < k < n, ak et a'k s'ecrivent comme suit : ak = E CA^A et 
ASA 
a
'k = E a'fcA'^ A'» ou a,k := (a^.A^eA et d'k := (a'k A/)A'SA' s o n t deux families de scalaires dans K a support 
A'6A' 
finis, tels que aki\, a'k x, G Uk* pour tous k, A, A'. 
6 1 • 
II s'ensuit que pour le systeme generateur elementaire Y = IJY,, et pour toute famille de scalaires 
«ei 
(CA)ASA a support fini et telle que chaque cx est dans l'union Ukj, on obtient que si E CACA^ A = 0 dans kQ, 
alors c\U\ = 0 pour tout A G A. De meme le systeme generateur elementaire gauche X verifie la version 
duale correspondante a celle qu'on vient de voir pour Y. 
Supposons a present que E o:k-zk-a'k = 0. Alors cette equation se reecrit comme suit : 
fc=i 
n 
E CA( E o-k,yZk-a'k A')£A' = 0- Si bien que comme dans le paragraphe precedent, en utilisant le 
AeA.A'eA' fc=i 
systeme generateur elementaire droit Y et ensuite le systeme generateur gauche X on obtient bien que 
n 
E ak yZk-a'k x — 0 P o u r t o u t e Pau"e (^ > A') € A x A'. Ceci etablit le premier volet du lemme. 
fe=i 
~—— n 
Pour le second volet, supposons que w\,-..., wn sont des elements de kQ tels que E ak ywk-a'k A, = 0 
fc=i 
pour toute paire (A, A') G A x A'. Alors l'expression ci-dessus des ak,a'k, pour 1 < k < n, montre 
n n 
immediatement que : E ak-wk-a'k = £ CA( E akywk-a!k A,)£y = 0. D 
fc=l AeA.A'eA' fc=l 
Lemme 3.4.9. (1) Pour tout x non nul dans I0, il existe un entier maximal lx G N* pour lequel, 
x = x0 + x' avec x0 G {kQ-BtTiv-kQ) n ( J Q - J Q *) et x' G Jg"1. 
(2) Les egalites ci-apres sont valides pour L = kQ-Bttlv-kQ et pour tout l e N : 
4g = J^ © (L n jj-), (/o + J^) n S c J^;« &/e« <^ 4riv n kg = o. 
Demonstration. En vertu des equations (3.4.2) et (3.4.6), on a un monomorphisme de K-bimodules 
• . . = r p ' n 
£trh/tr'V r >(B1)* © (B-)* C 5* tel que I0 soit donne par la relation suivante : I0 = (Im(lBtriv + (dm') o 
kQ' jtriv))- Dans cette preuve, posons / ' = (9m') o j t r i v : £?triv -J2 
Enonce (l). Soit x G I0, alors il existe trois families finies d'elements £i,...fn S Btliv, 
n n n 
ai,a[,...,an,-a'n. € kQ tels que x = £ ak-(£k + f'(^k))a'k = E "fc-ffcai + E ak-f'(^k)a'k, avec 
fc=i fc=i fc=i 
ran 
/ ' (&) € J r j . Ainsi en prenant x0 = E <^k-^ka'k et x' = E &k'f'(€k)ot-'k> ^ e s t clau" qu'il existe bien 
un entier lx maximal pour lequel x0 G (kQ-5triv-kQ) n ({0} + j k x j k f 1 ) et x' G J'-—"1. Pour completer la 
k y k y k y 
preuve de l'enonce (1), il reste a verifier que si x0 = 0, alors x = 0 = x'. Supposons done que x0 = 0, alors 
en vertu du lemme 3.4.8 precedent, il existe une famille finie de scalaires akj, ak,s G U kj avec 1 < k < n, 
iee0 
l < / < g e t l < s < g ' pour deux entiers q, q' G N», satisfaisant a la condition suivante : pour chaque 
n 
paire (I, s) € { 1 , . . . , q} x { 1 , . . . , q1} on a : E afc,r£*'afc,s = 0, et de plus pour toute suite d'elements 
fc=i 
.—. n 
wi... ,wn G kQ tels que E &k vWk-ak s — 0 pour chaque paire (/, s) G { 1 , . . . , q} x { 1 , . . . , q'}, on a 
fc=i 
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aussi que £ ak-Wk-a'k = 0. Or comme / ' est un morphisme de K-bimodules, on aussi £ ak r/'(£fc)'afc,« = 
fc=l k=\ 
n n 
/ ' ( £ a*: r^ fc'ttfe
 s) = 0 et on deduit alors que x' = Y, &k-f'(£k)&'k = 0 et .x = ,x0 + x' = 0; ce qui etablit la 
fc=i ' ' fc=i 
validitede (1). 
Enonce (2). Comme en vertu des equations (3.4.2) on a, B = Btliv © 5 tandis que kQ est determine par 
B, il suit immediatement que pour L = kQ-Btliv-kQ c Jr^ on a bien kQ = kQ © L, (en fait, L est forme 
des combinaisons lineaires eventuellement innnies des elements homogenes de la forme u\ ® • • • ® um tels 
qu'il existe un entier t G { 1 , . . . , m} avec ut G -Btriv, et clairement kQ D L = 0). Maintenant, kQ etant une 
k-algebre graduee, il suit de ce qui precede que pour chaque l e N o n aussi JJ-g = j ' - ^ © (L n Jj-g). 
Soit maintenant z = x + v G (/o + J Q ) H kQ pour un entier t G N avec i 6 70 et « € J Q , 
nous voulons montrer que 2 G J ^ . Si x = 0 alors il n'y a rien a montrer. On peut done supposer que 
i ^ O , alors en vertu de l'enonce (1), il existe un entier maximal lx G N* pour lequel x = xQ + x' avec 
0 ^ x0 € (kQ-5triv-kQ) n (J^vjkJ"1) et x' G J ^ 1 . En vertu du premier volet de (2), on peut poser : 
x' = x'r, + x et v = v0 + v avec i„ G j'-it1 D L, v0 G Jr7= n L, tandis que x G j ' - ^ 1 et v G J*—. Alors 
U u
 kS kQ "»
 k g ^ k C 
z = (x0 + x'Q + VQ) + (x + v) et on obtient que (x0 + x'0 + v0) = z — (x + v) G kQ fl L = 0, si bien 
que z = x + v G J ^ 1 + J ~ et x0 + x'0 = -v0 G J Q . Or 0 7^  x0 G JjWJ—"1 et ,x'0 G J^"1 si bien que 
0 7^  .x0 + a^o G j'-i-vj'^d"1, alors le fait qu'on a aussi ,x0 + x[, dans Jj~ entraine necessairement que £ < lx. 
On deduit alors que z = x + v G j ' - ^ 1 + J'— = J'-^. Ainsi, (70 + JrsJ n k ^ C Jf— pour tout t G N, et il 
k Q kQ kQ V k Q ' kQ ^ 
•—2^. 00 — t ^ i 00 
en resulte que J!"v n kQ = fl ((/o + JbO n k2) c fl J-^ = 0, completant la preuve de l'enonce (2). D 
Fin de la preuve du premier volet du Theoreme 3.4.4. En vertu du lemme 3.4.9 precedent on a 
J^IV n kQ = 0, si bien que la restriction kQ—ZL-«-kQ/J^lv = A est un monomorphisme. Or comme W envoie 
la k-algebre semisimple K = ff k, sur K et le K-bimodule B sur B avec J^ = J-7:/
 triv = B © JJ~=/.triv, W est 
iel kQ/J m kQ/Jm 
un epimorphisme, l'argument est comme dans la proposition 4.1.1-(b.ii =>• (b.i)). En effet, If induit claire-
ment des epimorphismes 7fj : kQ ;——"-J^JA"1 pour chaque I > 1. Soit done z G A un element arbitraire; 
alors il existe z0 G kQ0 et u\ G J^ tels que z = n(z0) + u\, et par suite on a ui = 7f (xi) + u2 avec ^x G kQx 
et w2 G J^. Alors on a une famille (x/);>0 = E ^( € kQ avec x; G kQ/ = B et z = J2 n{xi) = TT( E XJ). 
Si bien que 7r est surjectif. • 
La seconde approche a la reduction des mQps donnee par le theoreme de reduction 3.4.4 est plus directe 
que la premiere approche donnee par le theoreme de decomposition 3.4.2. Dans la premiere il faut d'abord 
trouver une equivalence droite entre (Q,m) et une somme directe (Qred,Tnred) © (Qtriv,tritriv), " W etant 
defini a une equivalence cyclique pres ! Le calcul de red(Q, m) = (Q, m) en utilisant la seconde methode est 
direct et peut se faire de maniere recursive comme suit: pour L = kQ-Btliv-kQ on considere le morphisme 
continu d'algebres ir0 : kQ »kQ = kQ © L tel que 7r0|^ = 1-^ et, tenant compte de (3.4.6) on pose, 
kQ k g 
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MVk) = Vk - (dm)(x%), 7T0(xfc) = xk - (dm)(y*k) G J Q . 
Alors 7T o 7r0 = 7T et la p -equivalence droite kQ >*kQ est donnee par la limite 7rm = lim 7TQ . 
n *-oo 
3.5 Mutations de carquois modules avec potentiels 
Dans cette section, on generalise les mutations de carquois avec potentiels au mutations de carquois 
modules avec potentiels, ceci n'etait pas possible jusqu'a ce que nous ayons obtenu la version generalisee 
(non-simplement lacee) des structures amassees prouvee dans le chapitre 2. 
Soit (Q, W) un carquois module avec potentiel, on rappelle que Q est sans boucle. En remplacant si 
necessaire W par un potentiel cycliquement equivalent, on considere la condition suivante pour un point k : 
k est un point n'appartenant pas a un 2-cycle dans Q et on suppose que ek-W = 0 et W-ek = 0. (3.5.1) 
Definition 3.5.1. A chaque carquois module avec potentiel (Q, W) satisfaisant a la condition (3.5.1), on 
associe un nouveau carquois module avec potentiel ju(Q, W) = (p,(Q), W) qu'on appelle la semi-mutation 
de (Q, W) et dont le bimodules des fleches valuees note B' := k(/I(Q))1 et la modulation /I(971) sont decris 
comme suit. 
(i) La famille (k,, ti)iei des k-surcorps kj munis des formes non-degenerees t, € Homk(k,, k) dans Q 
reste inchangee dans fl(Q). Pour chaque paire i,j G I, fl(Q)i(i, j) et la nouvelle paire dualisante de 
bimodules correspondante sont donnes comme suit: 
> Pour pour tous i, j G I, la paire dualisante et symetrisable de bimodules associee a Jl{Q)i{k, i) est 
egale a la paire dualisante et symetrisable de bimodules associee a Qi(i,k), et de meme, la paire 
dualisante et symetrisable de bimodules associee a jl(Q)i(j, k) est egale a la paire dualisante et 
symetrisable de bimodules associee a Qi (k, j) : 
{kBi,kB'*} = {jBfc,jBfc;jbfc,ib'fc}et {jfife',jB^*} = {kB^kBy^bj,^}. 
> On suppose i,j G K {k}; alors la paire dualisante et symetrisable de bimodules associee a 
/2(Q)i(i,j) est donnee par 
{iB/^B?} := {iB^B^ibj,^} 6 ({iBk,iB*k;ibk,&} ® {kB^kB*;^,^}). 
En particulier, si on pose ek = 1 — S eu a l ° r s ^e nouveau bimodule B' := k(//(Q))i des fleches 
ieK{fc} 
valuees dans ju(Q) s'exprime en fonction du bimodule B des fleches valuees dans Q comme suit: 
B' = ekBek ® BekB © (Bek)* ffi (ekB)* = ekBek © BekB' © (BekB)*. 
(ii) Pour le carquois value pt(Q) sous-jacent a Jx{Q), on a alors la description suivante pour chaque paire 
ordonnee de points i,j G I. 
» Si i = k ou j = k alors fi(Q)i(i,j) = {a* • i-^-j tel que a : i^^j G Qi(j, i)}-
> Et dans le cas ou k ^ i,j, on a Qi(i, j ) C fi(Q)i(i,j) en tant que sous-ensemble de fleches 
valuees, et les fleches additionnelles eventuelles dans /1(Q) sont donnees comme suit. Pour tout 
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chemin value i-^k-^j de longueur 2 via k, la fleche valuee correspondante et representant la 
composante ,B^-fc5^ dans Ji{Q) peut etrenotee i—-^—*j. 
(iii) Ensuite le nouveau potentiel W : K = ff kt *k(jlQ) est donne comme suit. 
iei 
W = [W] + ik avec 3, = 3(B B)(8(B fl). = E (y ® z) <g> z* <g> y \ 
3/6RQi(-,fe),z6RQi(fc,-) 
dans l'expression du potentiel canonique 3^,
 RQx est un systeme droite de fleches pour B auquel est est 
associe le systeme dual correspondant pour B*, et [W] coincide avec W mais vu dans.k(/xQ). Pour 
toute composante ks—m—*SB™ de W le long d'un cycle w passant par k, on a par exemple que dans 
l'expression m(es) = E ^ <8> (x <8> 2) <S> £z chaque terme (x <S> z) G BekB, vu dans 
a:6LQl(-,fc),26»Qi(fc,-) 
k(/iQ), est un element homogene de degre 1 si bien qu'il ne peut perdre ses parentheses (lors de toute 
permutation cyclique), ce fait peut etre renforce en notant ce terme [x ® z] quand il est vu dans k(jlQ). 
Observons en particulier que la permutation droite appliquee a toutes les composantes de ik donne le 
potentiel canonique eR(3 J = 3B**Bfc ® 3 B*« B VU comme morphisme a valeurs dans k(/xQ), ou Bk = Bek 
et \.B = ekB; ainsi (en evaluant eE(3fc) en 1 G K suivant un systeme gauche de fleches LQX pour B auquel 
est associe le systeme dual correspondant) on a : 
£R(jJ = E x* <gi (x 0 z) <S> z* = E x* <8> [x <g> z] <g) z * . 
xeLQi(-,k),zeRQi(k,-) xehQl(-tk),zeRQi(k,-) 
L'observation ci-apres suit directement des definitions precedentes. 
Remarque 3.5.2. Soient (Q, W) et (Q', W) deux carquois modules avec potentiels satisfaisant a la condition 
(3.5.1), avec k<2o = K = kQ'0 (si bien que la condition (3.2.2) est supposee satisfaite) et avec e^kQi) = 0 
et (kQi)-efc = 0. Mors, jl{Q © Q\ W + W) = j2(Q, W) ® (Q', W ) . 
Systemes gauche (ou droite) de fleches induits pour fik(Q) 
Soient
 hQx un systeme gauche de fleches pour B et RQi un systeme droite de fleches pour B, auxquels 
sont associes les systemes duals
 LQ* et RQ* pour B*, a savoir, LQ* = {x* : ' i £ LQX} qui est un systeme 
droite de fleches pour B* (et en fait pour le carquois module dual Q*), et
 RQ* = {y* : y G RQx} qui est 
un systeme gauche de fleches pour B* et pour le dual Q*. Rappelons que lorsqu'aucune confusion n'est 
possible, une fois que les systemes de fleches precedents sont fixes pour Q et pour Q*, le calcul de chacune 
des derivees (partielles et cycliques) en un point x G
 LQX U RQ1 est defini comme etant le calcul au point 
x* G
 LQ* U RQ* C B*. Si bien que : d*x = d*t, d.x = dx*, de raeme dLy = dLy*, dy = dy*. En particulier, pour 
tout v = E V 0 vv = E vx 0 x G J— on a : dtv = dLv = (y* ®v) = vy et dtv = dl+v — {v <S> x*) = 
j /6RCi xeLQi kQ 
vx. On a aussi pose <9x,y = dy*®x*, si bien que dXjV = dydx = &ldy. 
En vertu de ce qui precede, le bimodule des fleches valuees dans Jik(Q) donne par B' = ekBek(BBekB® 
(BekB)* ou e*; = 1 — ek tandis que BekB = [BekB] est de degre 1 dans ptfc(Q). Ainsi, le systeme gauche 
de fleches
 LQ[ et le systeme droite de fleches RQ[ induits pour B' et Q' = /xfc(Q) sont decrits comme suit: 
>
 LQi(A:, -) = RQr(-, k),RQ[(k, -) = LQ*(-, k); et LQJ(-, A:) = RQr(A:, -), RQi(-, A:)' = LQ:(k, -).' 
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> Pour deux points i, j <E I avec k ^ i,j, on a :
 hQ[{i,j) = LQi(hJ) U LQx(i, fc) <g> LQi(k,j) et RQ'(i, j ) = 
R Q I ^ U R Q ^ ^ R Q ^ J ) . 
Dans les deux dernieres egalites, les produits
 LQi(i, fc) C*D LQi(&, j ) et RQ^J, fc) <g> RQi(fc, j ) sont vides 
si dans Q il n'existe pas de chemin de longueur deux de i vers j via k. 
Les theoremes de reduction 3.4.4 et de decomposition 3.4.2 obtenus pour les carquois modules avec 
potentiels nous permettent d'obtenir les resultats ci-apres, dont la preuve ne requiert pas d'outils supple-
mentaires et est une adaptation des versions simplement laces correspondants [24, 5.2,5,3,5.4,5.7], ou on 
prendra le soin de remplacer le terme "equivalence droite" par "equivalence droite faible". Nous omettrons 
les details des preuves, le plus difficile ay ant deja ete fait dans les sections precedentes. 
Theoreme 3.5.1. Pour chaque (Q,W) satisfaisant a la condition (3.5.1), la classe d'equivalence droite 
faible de la semi-mutation J1(Q, W) = (fi(Q), W) est determineepar celles de (Q, W). D 
On considere aussi la condition suivante : 
La partie triviale (pi(Q)triv. ^ ( 2 ) ) d e ^ ( 2 . w ) s c i n d e - (3-5-2) 
Corollaire 3.5.2. On suppose que (Q, W) est un carquois module avec potentiel tel que (3.5.1) et (3.5.2) 
soient satisfaits. Alors la classe d'equivalence droite faible de red(/x(Q, W)) est determinee par celle de 
(Q,W). • • • 
Definition 3.5.3. Avec la meme hypothese que dans le corollaire 3.5.2, la mutation de (Q,W) au point 
k est un representant de la classe d'equivalence droite faible du carquois module avec potentiel reduit 
ied(fi(Q),W),<mnotB»k(Q,W)=ied(ji{Q),W). 
Theoreme 3.5.3. La mutation pLk en chaque point k € I est une operation involutive sur Vensemble des 
classes d'equivalences droites faibles des carquois modules avec potentiels satisfaisant aux conditions 
(3.5.1) et (3.5.2) et (3.2.2). • 
125 
Chapitre 4 
Mutation des objets inclinants amasses et 
carquois modules avec potentiels 
Suivant les lignes de [11] l'objectif primordial de ce chapitre s'articule autour de trois points : obtenir la 
caracterisation des algebres jacobiennes non-simplement lacees au moyen des suites faiblement 2-presque 
scindees; et ensuite generaliser pour les algebres jacobiennes et les algebres inclinees 2-Calabi-Yau non-
necessairement simplement lacees, le theoreme [11, 5.1] obtenu dans le cas simplement lace et duquel il 
decoule que les algebres inclinees amassees simplement lacees apparaissent comme algebres jacobiennes 
(associees aux carquois avec potentiels). C'est d'ailleurs ce qui, a l'origine, a motive la generalisation des 
potentiels au contexte des carquois modules, comme expose au chapitre precedent. Pour le troisieme point 
de ce chapitre, nous nous limiterons a proposer une version generalisee de la categorie amassee C(g,iy) 
introduite par Amiot dans le cas simplement lace, ainsi les techniques des dg-algebres et des dg-categories 
peuvent desormais etre utilisees pour mieux comprendre la categorie amassee C(g,w/) associee a un carquois 
module avec potentiel. 
Comme dans le cas simplement lace ([1.1]), une fois que nous avons elabore le concept de potentiel 
et etabli au chapitre 3 les identites de la Proposition 3.2.4 (1) et de la Proposition 3.2.6 sur les derivees 
cycliques secondes, les resultats de ce chapitre, generalisant leurs versions simplement lacees dans [11], 
ne necessitent pas de developper des outils techniques supplementaires autres que ceux du chapitre 3. On 
gardera toutes les notations du chapitre 3. 
4.1 Derivees partielles et presentation d'algebres 
Soit A une k-algebre, toujours supposee satisfaire aux axiomes (axl) et (ax2) (voir 3.2.1). Rappelons 
qu'en vertu de la remarque 3.2.1, pour toute serie formelle F(ti,..., tm) en un nombre fini m de variables 
sur AjJA, et pour tous ui,...,um G J^, la somme finie F{u\,..., um) represente un unique element dans 
A. 
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Proposition 4.1.1. On suppose avoir un morphisme de k-algebres cp0 : K = kQ0 -A ainsi qu'un K-
morphisme de bimodules fa : B = kQi »JA. Alors les enonces suivants sont valides. 
(a) La paire fa, fa admet un unique prolongement en un morphisme continu de k-algebres 
<t> : kQ -A; enparticulier I = ker(0) est un ideal ferme de kQ. 
(b) Les assertions suivantes sont equivalentes. 
(b.i) 4>:kQ -A est surjectif. 
(b.ii) fa et fa induisent des surjections kQ0 *Aj3A et kQi -J/J^A-
(b.iii) fa induit une surjection kQ0 "A/JA et pour tout i G I la suite suivante est exacte : 
® ((/)t(y))A-^^(fa)JA—-»0. ' 
»6RSI(> , - ) 
(b.iv) fa induit une surjection kQ0 *Aj3A et Pour tout i G I la suite suivante est exacte : 
© A(4>s(x)) mx)]x »JA(#) -0 
X£LQI(-,») 
Demonstration, (a) La propriete universelle de l'algebre tensorielle kQ donne un unique morphisme de 
k-algebres </> : kQ >A prolongeant la paire fa, fa, et tel que <?KJkQ) C JlA, si bien que cf) est continu et 
pour chaque I > 1 il existe un morphisme induit, 
<pt :kQ—~kQlJl~ = kQ/JlkQ-^AlJlA, 
l — l . OO . 
envoyant x = (xi)i>0 G kQ sur la classe residuelle <Pi(x) = Y 4>{xi) + iA = Y (</>&) + J A) de la 
i-i 
somme tronquee st = Y </>{%i)- Alors, utilisant la continuite de cf> (ou bien la propriete universelle de la 
i=0 
limite projective) on obtient que <p se prolonge continument en un unique morphisme kQ—^—>-A donne 
sur chaque x = (xi)t>0 G kQ en posant : 4>{x) = Y <p(xi), ou le terme de droite est la limite dela suite 
;>o 
des sommes partielles (s/)i>i relativement a la topologie J4-adique. En particulier <j> etant continu, l'ideal 
/ = ker <j> est ferme dans kQ en tant que pre-image du sous-ensemble ferme {0} de A. 
(b). Clairement (b.i) entraine (b.ii). Pour la reciproque, supposons que (b.ii) tient. Comme ci-dessus </> 
induit des morphismes surjectifs fa : kQ; **^lJilAl pour chaque I > 1. Soit alors z G A un element 
arbitraire; il existe x0 £ kQ0 et u\ G JA tel que z = 4>(xo) + ul, etpar suite on a u\ — 4>{x\) + U2 avec x\ G 
kQi et u2 G 32A. Alors on a une famille (xi)i>0 = Y %i & kQ avec xt G kQ ; et z = Y <fi{xi) = <f>(12 xi). Si 
(>o (>o (>o 
bien que </> est surjectif. 
Pour continuer, verifions que l'implication (b.iii) => (b.ii). D'abord, en utilisant le morphisme de k-
algebres kQ0—^—A, on voit que A = 4>(l)A = Y {fa) A, ainsi JA = Y (fa)^A- D'ou la somme de tous 
les morphismes dans (b.iii) donne un morphisme surjectif ffi ((fa(y))AjJA) v y -J^/J^ = Y2 {^^AI^A-
Chaque composante du morphisme precedent etant la multiplication a gauche par fax) pour chaque x dans 
le systeme droite de fleches
 RQ1 C B pour B, et comme la restriction K = kQ0 "A/JA est surjective, 
nous obtenons que la restriction B = kQx—^-"-J^/J^est aussi surjective. D'ou l'implication (b.iii) => (b.ii). 
Pour voir que (b.i) => (b.iii), on a seulement besoin de verifier que pour tout element homogene v avec 
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s(v) = i, (j)(v) est dans la pre-image du morphisme [ <t>(y) ]yeRQl<i A • Mais alors en vertu de la proposition 3.2.4-
(1) on voit que v = E y 0 dyv, si bien que 4>(v) = [4>(y)]y((f>(dyv)). 
« / 6 R Q I ( V ) 
Avec un argument dual, (b.iv) est aussi equivalent a (b.i). Ceci acheve la preuve. D 
Nous prouvons aussi le lemme suivant. 
Lemme 4.1.2. Q etant un carquois module fini, soient S, SL et SR trois sous-ensembles finis de J— tel que 
ky 
le K-module a gauche K-SL et le K-module a droite SR-K coincide avec le K-bimodule K-S-K. Alors pour 
I'ideal I — (S) de kQ les identites suivantes tiennent. 
(a)
 RQi 0 7 + E v®kQ = 7 = E kQ 0 v + 7 0 LQX, et 
veSR v€SL 
(b)
 RQX 0 7 + E v 0 kQ = 7 = E kQ 0 v + 7 0 LQX. 
u e s R D 6 S L 
Demonstration. (a) Pour prouver que
 RQX 0 7 + E v 0 kQ = I, on utilisera le fait que I = (SR). Soient 
vesR 
a, 6 G kQ et u 6 SR. On peut ecrire a = a0 + a' avec a0 € K et a' 6 J.-7: = ff 7?(m). Puisque RQt est un 
k y
 m > l 
systeme droite de fleches pour 73, a' s'ecrit d'une unique maniere comme suit, a' = E V ®uy avec uy G 
! / 6 R Q I 
kQ pour chaque y G
 RQX. On obtient done a®v®b = a0-v®b+a'®v<g>b. Maintenant le module a droite SR-K 
etant un K-bimodule nous obtenons que a0-v-b G E v 0 kQ. Mais alors a' 0 '<; 0 6 = E V 0 % 0 v 0 6 G 
veSR yeRQi 
RQi 0 7. Ainsi pour tous a, b G kQ et pour tout v G SR on a que a 0 v 0 b G RQi 0 7 + E " ® kQ. Ce qui 
^esR 
entraine l'egalite cherchee. La deuxieme egalite a droite de (a) s'obtient de maniere similaire en utilisant le 
systeme gauche de fleches
 LQX pour B et le fait que 7 = (SL). 
(b) Nous montrerons que
 RQX 0 7 + E v 0 kQ = 7. Soit w G 7, alors pour chaque ! > 1 on a 
resR 
tu = U( + ui avec io/ G 7 et u; G J.-7;. Ainsi wi = i>j+i — vi = ui — ui+i G 7 n Jf-x pour chaque / > 1. 
En posant alors w0 = vi, la limite de la suite (uj)/>i relativement a la topologie Jr~=-adique sur kQ est 
00 / - l 
l'element E ity = w, car les sommes partielles sont donnees par E wi = vi = w — ui avec u G J.-7;. Or en 
1=0 i=o k a 
vertu de (a) on peut ecrire wt = E V 0 wi,y + E v 0 w[ v avec tu^ G I etw'lv G kQ. II en resulte que 
2 / £ R 2 I ' u€SR 
w = E (y 0 E wi
 y) + E {v 0 E W; „). Ce qui donne l'egalite a gauche de (b). La deuxieme egalite a 
yezQi (>o '' v&sR i>o ' 
droite de (b) suit aussi de l'egalite a droite de (a). • 
Maintenant le premier resultat principal de cette section etablit un lien entre les relations dans Q et les 
derivees gauche ou droite comme suit. 
Proposition 4.1.3. Soit kQ -A un epimorphisme de k-algebres et, S, SL et SR trois sous-ensembles 
finis d'elements homogenes dans Jrg tel que KSL = KSK = SRK. Alors Les assertions suivantes sont 
equivalentes. 
(a) ker(0) = I pour I'ideal I = (S) de kQ. 
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(b) Pour chaque point i E I la suite suivarite est exacte, ou SR(i, -) = {v G SR : s(v) = i}. 
©
 mv))AJm^U © ( ^ ( y ^ - i ^ k ^ ) ^ ,0 (4.1.1) 
v<ESR(i,-) w€«fii(i,-) 
(c) Pour chaque point i G I la suite suivante est exacte, ou SL(-, i) = {v G SL : t(v) = i}. 
© A(ct>s(v)) [mv)]""' © A(Mx)) {*{X)]X ' W O -0 (4.1.2) 
„es
L(-,.) * 6 L G I ( - . 0 
Demonstration, (a) =>• (b). Supposons que (a) est valide. Dans la preuve y decrira toujours la kj-base 
RQI(*,-) tandisqueu decrira toujours le sous-ensemble SR(i,-). La suite (4.1.1) est bel et bien un complexe : 
En effet pour chaque element v G SR fixe, la composante correspondante pour le morphisme compose 
[ttv)]v ° [<t>($,v)]v,v e s t donnee par [cf>(y)]y o [<t>(frv)]y = E (f>(y)^yv) = £ ^ ® ^ « ) = 
y € R Q i ( v ) 2/eRQi(i,-) 
0(v) = 0. 
Soit a present u = (uy)y G ® t(y)kQ tel que [^(j/)]y((0(%))i/) = 0. Ainsi on a, 
wenfiiti,-) 
£ <t>(y)<fi(u~y) = £ 4>{y®uy) = 0, si bien que E y ® % € ker(</>) = / . 
J / 6 R S I ( V ) 2/eRQi(J,-) 2/6RSi(i,-) 
Alors en vertu du lemme 4.1.2, il existe une famille d'elements u'v G kQ telle que, 
£ y®% - E « 8 K e
 RQi ® 7. 
Ainsi pour chaque y G
 RQi(i, -) fixe, 1'application de la derivee gauche dy aux deux membres de la derniere 
equation donne que uy — E {dyv) <8>'«(, G J = ker(</>). Doncl'element (0(K{,))„ G E (</>t(f ))^ 4 satisfait 
•uGSR n6SR(i,-) 
a la relation suivante : (<p(uy))y = [<j)(dyv)]ytV((<l)(u'v))v), avec y decrivantlabaseaQ^i,-) tandis que v decrit 
SR. 
(b) => (a). Supposant que (b) est valide, nous devons montrer que ker(^) = / . Prenons arbitrairement 
un elements G SRavecs(t>) = i. En utilisant la proposition 3.2.4- (1) et le fait que (4.1.1) est un complexe on 
obtient comme plus haut que <j)(v) = </>( E y ® 9^u) = [<p(y)]y°[(t>(dyv)]ytV = 0. Ainsi, / = (SR) C ker(^) 
J/6RSi(i,-) ' ! 
si bien que / C ker </> puisque ker(^) est ferme. Par definition / = ft (I + Jb0> ainsi pour obtenir 1'egalite 
/ = ker(0) annoncee, il ne reste plus qu'a verifier que ker(^) C / + J Q pour l > 1. 
Soit w un element homogene dans ker(^) avec s(w) = i. Comme plus haut on obtient que, 0 = 4>{w) = 
{4>{y)]y\4>{dyw)\y, or la suite (4.1.1) etant exacte, le morphisme [<f>(dyw)]y se factorise par le morphisme 
[(p(dyv)]ytV. D'ou il existe une famille d'elements uv G kQ telle que [4>(dyw)}y = [4>dyv]yiV o [cf>(uv)}v, si 
bien que pour chaque y G
 9Q,1 (i, -) on a, dLw — E dtv ® uv G ker(0). D'ou une seconde application de 
ves\i,-) 
la proposition 3.2.4-(l) donne : 
w - Y, v®uv = . E 3/ <8> (&w - E v <g> uv) E RQr <g> ker(<p). 
veSR(i,-) 2 / € R Q I ( V ) u6SR(j,-) 
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Or pu i squ 'on a J2 v <g> uv £ (SR) = I, il vient que w € / + RQi <8> ker(4>) = I + B ® k e r ( ^ ) = 
i>eSR(i,-) 
/ + kQi (8) ker(0). Ce dernier fait etant vrai pour chaque element homogene dans ker(0), on deduit que 
ker(» C / + kQi <g> ker(0). 
II resulte de ce qui precede que ker(^) C / + kQi <g> ker(^) C I + kQi <g> (I + kQi 0 ker(^)) = 
/ + kQ2 g> ker(<0) C • • • C / + kQi <g> kerU). Si bien que kerU) C fl (/ + J ~ ) = 7-
L'equivalence de (a) et (c) s'obtient en vertue d'un argument dual. D 
A present on desire reformuler le resultat de la proposition precedente dans le contexte categorique, on 
suppose pour la suite que C est une categorie k-lineaire ayant la proprietes suivante : 
(Ax3) C est de Krull-Schmidt et chaque algebre d'endomorphismes Endc(T) d'un objet sobre dans C satis-
fait aux axiomes (axl) et (ax2) donnes en 3.2.1. 
Soit A une k-algebre sobre quelconque muni d'un systeme {ej : 1 < i e A} d'idempotents primitifs 
n 
orthogonaux tels que 1 = X! ei- A sera aussi vu comme une categorie additive dont l'ensemble des points 
(objets) indecomposables est A, tandis que tiAtj est l'espace des morphismes de i vers j . Ainsi en re-
gardant kQ comme une categorie additive, l'ensemble de ses objets est egal au monoi'de additif libre NI 
sur l'ensemble I = Q0; l'espace des morphismes d'un point i vers un point j est donne par le bimodule 
kQ(i, j) = etkQej de tous les chemins dans Q(i,j). Si on regarde I comme la somme directe I = ©i, alors 
nous obtenons que kQ (I, I) = kQ en tant que k-algebres. 
Lemme 4.1.4. Soit C une categorie k-lineaire ayant la propriete (Ax3). Q etant un carquois module fini 
sur I = Q0, on suppose avoir unfoncteur k-lineaire <&o : K = kQo *C et ainsi qu'un K-morphisme de 
bimodules $ i : B — kQ\ "*Je(^ T) ouT = <3?o(I) = ffi^V- Alors la paire (<fr0> 3>i) admet un unique 
prolongement en unfoncteur k-lineaire <j) : kQ——*C. 
A present la proposition 4.1.3 se reecrit comme suit. 
Proposition 4.1.5. SoitC une categorie ayant la propriete (Ax3), soit $ : kQ *C unfoncteur k-lineaire 
avec T = ©Tj ou T, = $i. Supposons que S, SL et SR sont trois sous-ensembles d'elements homogenes dans 
Jrg tels que KSL = KSK = SR-K. Alors les assertions suivantes sont equivalentes. 
(a) <E> induit un epimorphisme 4> : kQ——»-Ende(T) tel que ke r (^ ) = (S). 
(b) Pour chaque i 6 I la suite © $t(v) [^dyV]y'v , © $ t (y )— [ * v ] y ><bi 
»6S"(.,-) ! /£RQI(I , - ) 
est un complexe dans a d d T induisant la suite exacte suivante : 
C(T, © $ t ( u ) ) [*d>]y" >C(T, © $ t ( y ) ) [*y]v » J c ( r , $ t ) •O 
„es'(. ,-) J/£RQI(«,-) 
(c) Pour chaque i €lla suite $i—'$xlx > © <£s(:r) ^dx^v'x , © $ s ( u ) 
* £ L 2 I ( - , 0 i)£SL(-,i) 
est un complexe dans a d d T induisant la suite exacte suivante : 
c( © $s(v),r) l*dlvUv -c{ © $s(a),T) ["x]x •J c ($ t , r )—•o n 
«6SL(-,i) I € L S I ( - , « ) 
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4.2 Algebres jacobiennes et suites faiblement 2-presque scindees 
Dans cette section nous caracterisons les algebres jacobiennes des carquois modules avec potentiels 
en utilisant les suites faiblement 2-presque scindees. Une telle caracterisation a ete utilisee dans le cas 
simplement lace pour etablir une interessante relation entre les mutations de carquois avec potentiels et les 
mutations des objets inclinants amasses. 
Pour commencer, on observe que la proposition suivante, dont la version simplement-lacee est prouvee 
dans [11], suit directement du travail preparatoire du chapitre precedent. 
Proposition 4.2.1. Soient (Q, W) un carquois module avec potentiel et A = J(Q, W). On designe par 
<t> : k < 2 **A la projection naturelle. Alors il existe pour chaque i £ I deux complexes 
(4>i)A W x ) ]*. © (<f>s(x))A[Hdx'yW)]y-r> © my))A [rt,{y)]y »(#)JA -0, 
A(<jn) [Hy)]y » © A(<t*(y))ma"yW)]*-1 © Aifcix)) l0(x)]* .JA(fo) -0 
»6RQI(«,-) ieLSi(-,i) 
qui en plus sont exacts en leurs deux derniers termes a droite. . 
Demonstration. La definition de la derivee cyclique seconde donnee dans la proposition 3.2.6-(a) montre 
que pour tous x €
 LQi et y £ RQ1; on a <9* o dy = dXiy = dy o dx. Or les trois sous-ensembles finis 
SL = {dyW : y G R Q J et SR = {dTW : x e L QJ sont tels que le K-module a gauche K-SL et le K-module 
a droite SR-K coincident et on a les egalites de K-bimodules ci-apres : K-SL = \w(dW) = SR-K, si bien 
que 1'ideal jacobien Jw est donne par les egalites, (SR) = Jw = \m(dW) = (SL). Ainsi le resultat cherche 
s'obtient en appliquant directement la proposition 4.1.3-(a) =>• (b) et (c). D 
Maintenant afin d'enoncer le resultat principal de cette section, nous avons besoin de rappeler la notion 
de suite faiblement 2-presque scindee telle que introduite dans [11]. 
Definition 4.2.1. Soient C une categorie satisfaisant a (Ax3) et T une sous-categorie pleine de C. 
> Un complexe U\ >UQ >X dans T est appele une suite 2-presque scindee a droite si la suite 
C(T,Ui) >C(T,UQ) *JC(T,X) *0 est exacte; en d'autres termes, f0 est un morphisme 
presque scinde a droite dans T et fi est un pseudo-noyau de /o dans T. 
> De fa9on duale, un complexe X f2 >U\ >UQ dans T est appele une suite 2-presque scindee a 
gauche si la suite C(U0,T) >C(Ui,T) >JC(X,T) •O est exacte; autrement dit, f2 est un 
morphisme presque scinde a gauche dans T et / i est un pseudo-conoyau de f2 dans T. 
> Un complexe X *U\ >U0 >X dans T est appele une suite faiblement 2-presque scindee si 
la suite £7i >U0 >X est 2-presque scindee a droite tandis que la suite X *U\ >U0 est 2-
presque scindee a gauche. 
Nous pouvons maintenant etablir le lien qui existe entre les suites faiblement 2-presque scindees et les 
algebres jacobiennes de carquois modules avec potentiels. 
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Theoreme 4.2.2. Soit C une categorie satisfaisant a la propriete (Ax3), on suppose que <£ : kQ *C est 
unfoncteur k-lineaire avec T = ©Tj et TJ = $i. Alors les assertions suivantes sont equivalentes. 
iE l 
(a) <E> induit un isomorphisme d'algebres <fi : J(Q, W)—-—•Endc(T) pour unpotentiel W dans Q. 
(b) A chaque point i El correspond une suite faiblement 2-presque scindee 
(<S>t)J*^k^ ® ^ ( a ) ' * ^ " " 0 1 ^ © $t(y) my)]«>$i (4.2.1) 
(c) A chaque point i £ l correspond une suite 2-presque scindee a droite 
© $s(xf&»wV»", © $ t ( y ) - ^ k - ^ i (4.2.2) 
Z € L G I ( - , 0 » € R G I ( « , - ) 
(d) A chaque point i E I correspond une suite 2-presque scindee a gauche 
($i)-!£<£>k^ © $s ( .x ) 1 $ ( 8 - ^ ) ] ^ © $t(y) (4.2.3) 
* 6 L Q I ( - , « ) !/£RQl(i,-) 
Demonstration. Une fois encore considerons les deux sous-ensembles finis, SL = {dyW : y E RQi} et SR = 
{dxW : x E L Q J qui sont tels que K-SL = \m{dW) = SR-K, tandis que l'ideal jacobien Jw est donne par 
les egalites, (SR) = Jw — (SL). Nous appliquerons la proposition 4.1.5 aux ensembles SR et SL. 
(b) =*• (c), (d). Cette implication est triviale. 
(c) => (a). En vertu de la proposition 3.2.6-(a) on a pour tout x E
 LQi et y E RQJ que dXtV = dy o dx, 
si bien que le morphisme [${dXiyW)]ytX dans (4.3.2) est donne par : [$(dXjyW)]ViX = [$(dydxW)]yiX = 
[$(dyv)]yiV avec y decrivant la base KQ1(i, -) tandis que v parcourt SR(i, -), exactement comme dans la pro-
position 4.1.5-(b). Ainsi le resultat s'obtient en appliquant la proposition 4.1.5-(b) => (a). 
(d) =>• (a). Cette implication s'obtient de la meme facon que l'implication (d) =>• (a) en vertu d'un 
argument dual. 
(a) =>• (b). En vertu de la proposition 4.1.5-(a) =*> (b)-(c), on a des suites exactes, 
( 0 : C(T, © $t(t;)) m>]y-v >C(T, © $t(y)) W y >Jc(T,$t) -0 
»6S"(i , -) • » 6 R G I ( « . - ) 
( 0 : C( © $s(u) , r ) [^> ] x ' " »C( © $s(z),T) [**]x >J C (^ ,T) -0 
u(ESL(-,i) * € L Q I ( - , « ) 
Mais alors en invoquant une fois de plus la proposition 3.2.6-(a), on a pour tous x E
 LQi et y E RQX que 
dyodx = <9XiV = dxdv. En vertu de la definition des sous-ensembles SL et SR, les deux morphismes a gauche 
des deux suites precedentes sont donnes comme suit: 
Mdyv)}y,v = Mdyd,w)]y,x = Mdx,vw)]V0*[*(d*xv)]x,v = md*xdy)]XiV.= mdx,yw)]Xfy, 
avec x decrivant
 LQi(i, -) tandis que y decrit KQt(-, i). D'ou la suite la suite (4.2.1) est faiblement 2-presque 
scindee. • 
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Pour terminer section, il est important de signaler qu'il existe un lien etroit entre les suites faiblement 
2-presque scindees et les triangles (ou les suites) d'echange. Pour cela, on considere la condition suivante : 
(Al) C est une k-categorie triangulee 2-Calabi-Yau et T = © Ti est un objet inclinant amasse (sobre) 
dans C. 
Remarque 4.2.2. (1.10.10 ou [12, 61, 51, 43]) Si C et T = $ Tj satisfont a la condition (Al), 
l < i < n 
alors pour chaque facteur direct indecomposable Tk de T, on a deux triangles d'echange, 
T£-^Uk-^-~Tk-^^TZ[l] et Tk-^^U'k-^T;^^Tk[l} (dans lesquels / et / ' sont des 
add(r/Tfc)-approximations minimales a droite tandis que g et g' sont des add(T/7fc)-approximations 
minimales a gauche), qui sont des r-suites reliantes si on n'a pas de boucle en Tk. 
les suites faiblement 2-presque scindees apparaissent naturellement dans la theorie de l'inclinaison amas-
see. Dans [ 11 ] on montre que dans les categorie 2-Calabi-Yau ou pour les algebres 3-Calabi-Yau, les suites 
faiblement 2-presque scindees sont etroitement liees aux triangles (ou au suites d'echange); on rappelle 
qu'une k-algebre A est dite d-Calabi-Yau si la categorie derivee bornee Vb mod est d-Calabi-Yau, avec 
d e Z , voir [9, 2.2] et [11, 1.5]. Ici, seul le cas des categories 2-Calabi-Yau (ou stablement 2-Calabi-Yau) 
nous interrese. 
Theoreme 4.2.3 ([11, 4.7, 4.8]). On suppose que C etT = © Tj satisfont a la condition (Al), et qu'en 
plus, le carquois module de Endc (T) n 'a pas de boucle au point k. Alors les deux enonces reciproques 
ci-apres sont vrais. 
(a) En collant ensemble les deux triangles d'echange Tk—^—*Uk -Tk—s—•71jJ,[l] et 
Tk-^^U'k-^TZ^^Tk[l] donnes en 4.2.2, on obtient une suite faiblement 2-presque scin-
dee Tk-^-*U'k-^^Uk-^Tk. 
(b) Pour toute suite faiblement 2-presque scindee Tk—^-*U'k—^—*Uk—^*Tk, il existe deux triangles 
d'echange TZ^^Uk-^Tk »T£ [1] et Tk-^»U'k-^T*k >Tk [1] tels que f, = g'g. D 
4.3 Algebres jacobiennes et mutations des objets inclinants amasses 
L'objectif vise ici est de generaliser pour les algebres jacobiennes et les algebres inclinees 2-Calabi-Yau 
non-necessairement simplement lacees, le theoreme [11, 5.1] obtenu dans le cas simplement lace et desquels 
il decoule que les algebres inclinees amassees simplement lacees apparaissent comme algebres jacobiennes 
des carquois avec potentiels. Dans toute la suite (Q,W) designe un carquois module avec potentiel, ou 
comme d'habitude, le bimodule de toutes les fleches valuees est B = kQj, avec kQ0 = K et Q0 = I. 
4.3.1 Resultats principaux 
La preuve de [11, 5.1] est construite autour de plusieurs lemmes dont la plus part sont d'ordre general 
(utilisant uniquement des proprietes au niveau des categories sans etres lies directement aux potentiels). 
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Toutefois, les manipulations supplementaires des potentiels necessaires pour prouver ces resultats sont don-
nees dans le lemme technique [11, lem 5.6]. La version generalisee de ce lemme doit meriter notre premiere 
attention ici. 
Nous avons besoin de rappeler certaines notations importantes deja introduites au chapitre 3. Soient
 LQj 
un systeme gauche de fleches et
 RQX un systeme droite de fleches pour B et Q, auxquels sont associes les 
systemes duals
 LQ* et RQ* pour B* et Q*, a savoir, LQ* = {x* : x G LQi} qui est un systeme droite de 
fleches pour B* et pour le carquois module dual Q*), et
 RQ* = {y* : y G RQ!} qui est un systeme gauche de 
fleches pour B* et pour le dual Q*. Rappelons que lorsqu'aucune confusion n'est possible, une fois que les 
systemes de fleches precedents sont fixes pour Q et pour Q*, le calcul de chacune des derivees (partielles et 
cycliques) en un point z G
 LQX U RQr est defini comme etant le calcul au point z* G LQ* U RQ* C B*. Si 
bien que : <9* = dl*, dT = dx*, de meme d\ — 9L, dy = dy*. En particulier, pour tout v = Yl V ® vy = 
yeRQi 
."52 ' vx ® x G Jrg on a : dLyv = d^v = {y* <S> v) = vy et d^v = d^.„v = {v 0 x*) = vx. On a aussi pose 
X E L Q I 
dx,y = dy^x*, si bien que dx<y = dLydx = dRxdy. 
Soit k G I un point de Q tel que (3.5.1) soit verifie, c'est-a-dire, k n'appartient pas a un 2-cycle dans Q et 
en remplacant si necessaire W par un potentiel cycliquement equivalent, on suppose que e^-W = 0 = W-ek. 
Suivant la definition 3.5.1, rappelons que pour la semi-mutation de (Q, W) notee ji(Q, W) = ((1(Q); W), 
le bimodules des fleches valuees B' :— k(/i('Q))i et la modulation jS(97l) de Ji(Q, W) sont decris comme 
suit. 
(i) La famille (kj,t,)jei des k-surcorps k» munis des formes non-degenerees tj G Homk(kj,k) dans Q 
reste inchangee dans fi(Q). Pour chaque paire i,j G I, p>(Q)i(i,j) et la nouvelle paire dualisante de 
bimodules correspondante sont donnes comme suit: 
> Pour pour tous i, j G I, la paire dualisante et symetrisable de bimodules associee a Ji{Q)i{k, i) est 
egale a la paire dualisante et symetrisable de bimodules associee a Q\{i, k), et de meme, la paire 
dualisante et symetrisable de bimodules associee a fi(Q)i(j, k) est egale a la paire dualisante et 
symetrisable de bimodules associee a Qi (k, j) : 
{kB/,kB-*} = {iB^iB^ibk^b'kJetljB^jB'i?} = {kB*,kB-]kbj,kb'j\. 
> On suppose i,j G L. {k}; alors la paire dualisante et symetrisable de bimodules associee a 
p>(Q)i(i,j) est donnee par 
{iB/,iB?} := {iB^B*-^,^} 0 ({iBk,iB*k;&,&} ® {kB3,kB^kbi)kb'3}). 
En particulier, si on pose ek = 1 — ]C ei> a l ° r s le nouveau bimodule B' := k(/i(Q))i des fleches 
valuees dans j5(Q) s'exprime en fonction du bimodule 5 des fleches valuees dans Q comme suit: 
B' = ekBek ® BekB ® (Bek)* ® (ekB)* = ekBek e BekB © {BekB)*. 
(ii) Pour le carquois value ju(Q) sous-jacent a fl(Q), on a alors la description suivante pour chaque paire 
ordonnee de points i , j € I, 
> Si i = koa j = k alors Af(Q)i(i, j) = {a* : i-^-^j tel que a : i^—j G Qi(j, i)}. 
o Et dans le cas ou fc ^ i,j, on a Qi(i,j) C M(Q)I(«, j ) en tant que sous-ensemble de fleches 
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valuees, et les fleches additionnelles eventuelles dans ji(Q) sont donnees comme suit. Pour tout 
chemin value i—^*fc—^—j de longueur 2 via k, la fleche valuee correspondante et representant la 
composante iB^-^Bj dans p,(Q) peut etre notee i———-j. 
(iii) Ensuite le nouveau potentiel W : K = ff kj *k(/z<2) est donne comme suit. 
W = [W] + ik avec 3, = 3(BetB)M(BB;tB)* = £ (y ® z) 0 z* ® y*, 
yeRQi(-,fc),*€RQi(fc,-) 
dans l'expression du potentiel canonique ik, RQ1 est un systeme droite de fleches pour B auquel est est 
associe le systeme dual correspondant pour B*, et [W] coincide avec W mais vu dans k(jlQ). Pour 
toute composante ks—m—+SB™ de W le long d'un cycle w passant par k, on a par exemple que dans 
l'expression m(es) = £ £,x ® {x ® z) <g> £z chaque terme (x <g> z) E BekB, vu dans 
k(ptQ), est un element homogene de degre 1 si bien qu'il ne peut perdre ses parentheses (lors de toute 
permutation cyclique), ce fait peut etre renforce en notant ce terme [x <S> z] quand il est vu dans k(p.Q). 
Rappelons aussi comment les systemes de fleches induits pour pk{Q) ont ete dermis (au chapitre 3 3.5). 
En vertu de ce qui precede, le bimodule des fleches valuees dans fik(Q) donne par B' = e~kBe~k © BekB © 
(BekB)* ou ~ek = 1 — ek tandis que BekB = [BekB] est de degre 1 dans flk(Q)', ainsi, le systeme gauche 
de fleches
 LQ[ et le systeme droite de fleches RQ[ induits pour B' et Q' = flk{Q) sont decrits comme suit: 
>
 LQ[(k, -) = »{£(-, k), RQ[(k, -) = LQ*(-, k); et LQ[(-, k). = RQ*(k, -), RQ[(-, k) = LQ*(k, -). 
> Pour deux points J , J G I avec k ^ i,j, on a : i.Q[(i,j) =
 LQi{i,j) U LQi.{i, k) <8> hQi(k,j) et RQ[(i,j) = 
*.Qi(iJ)u*Qi(i,k)®RQ1(k,j). 
Observons que si dans Q il n'existe pas de chemin de longueur deux de i vers j via k, alors les produits 
LQi(i, k) <8> LQi(k,j) et RQx(i, k) <g> RQx{k,j) sont vides. 
Dans le lemme ci-dessous et dans toute la suite, les systemes de fleches choisis pour fik(Q) seront 
toujours les systemes induits de ceux de Q comme on vient de le voir. Dans le souci d'alleger l'ecriture 
des identites du lemme 4.3.1 ci-dessous, on omettra souvent d'ecrire le symbole "(g)" dans les produits 
d'elements dans kQ : pour x , t /£ kQ, les notations xy, x-y et x.<8> y sont done toutes equivalentes. 
Lemme 4.3.1. Soit (Q, W) un carquois module avec potentiel, et (Q1, W) = fik{Q, W) pour un point 
k £ I; posons W = [W] + ik = W. Avec les notationsprecedentes, pour toutepaire (a,b) € (RQX(-,k) x 
RQi{k, -)) U (LQi(-, k) x LQ^/C, -)) etpourtous u,u' € (RQi U L Q J PI Q', les identites suivantes sont valides. 
(a) duyW' = duy[W] 
(b) db.,uW' = 0etd„,b*W' = 0. 
(c) duAal>]w = a„,[Bb][w], d[abluw = d[abU[w\. 
(d) 5a..[o61W = b* etpour a^o! € „&(-, fc) U L&(-, k) on a, da>*,lab]W = 0. 
(e) dw<h*W = a* etpour b ± b' € RQ±{k, -) U LQ,(k, -) on a, d[ab]^W = 0. 
(f) d>:..W' = [ab]. 
(g) d[abUalbl]W> = 0 
(h) Pour toute autre paire v; v' E
 LQ[ U RQ[ telle que (v, v') ne rencontre aucun des cas ci-dessus, on 
quedvyW = 0. 
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Demonstration. Les identities du lemme decoulent directement de la proposition 3.2.2-(2) decrivant les po-
tentiels canoniques 3. En effet on a W = [W] + %k, ou le potentiel canonique %k est toujours de degre 3 dans 
kQ', et ses trois permutations (necessaires aux calculs des derivees cycliques) sont donnees en vertu de la 
proposition 3.2.2-(2) comme suit: 
3*=3(B. tB)g(fl« tB)*= E [yz)®z*®y\ 
V€*Qi(.-,k),z€iQi(k,-) 
£.(3 J = 3B*«Bt ® 3fcB*8fcB = E x * ® [x«] ® z*. 
fc
 xeLQi(-,fc),z6RSi(fc,-) 
e?(3*) = iikB>.*;MBk.kB) = E w* ® x* ® [xu]. 
Alors, comme les differentes permutations ik, ej,k et elik ne comportent aucun element de degre 1 dans B, 
il vient que les identites (a) et (c) sont trivialement vraies. Et de meme, comme aucune composante de W 
ne comporte un produit de la forme u <g> v avec («, v) e (B x £*) U (5* x fi) U ((BkkB) x (BkkB)), il 
vient que aussi que (b) et (g) sont trivialement vraies. Examinons maintenant les identites (d), (e), (f). 
Pour (a, b) = (y, z) €
 RQX{-, k) x RQ^/C, -) et a' = y' 6 RQ^- , fc) on a : 
3**,.*W" = < W ( 3 J = [yz] = [ab], et da,*,lab]W = d ^ M = % , ] ( ^ ( 3 J ) = &yA E - [l/V]*'*) si 
bien que da*t[ab]W = b* et si a' ^  a alors 90'*i(at] W = 0. 
De meme pour (d,b) = (x,u) E
 LQi(-,k) x tQi{k,-) et b' = u' G LQi(fc,-) on a : db*a*W = 
du*A4h) = [ H = M . ^  3 M y . W = dM^(e%) = dlxu](d^(s%)) = dlxu]( E x>*[x'u'}) 
J
 x'eECi(-,fc) 
si bien que d[abhb*W — a* et sib' ^ b alors <9[a()]y* W = 0. 
Ainsi, les identites (a) . . .(g) sont valides. Et la derniere relation (h) suit clairement de la forme de W 
discutee des le debut de la preuve. • 
Le resultat principal, generalisant [11, 5.1] obtenu pour le cas simplement lace, s'enonce comme suit. 
Theoreme 4.3.2. SoitC une categorie triangulee 2-Calabi-Yaupossedant un objet inclinantamasse sobre T. 
Si Endc(T) = J{Q, W) pour un carquois module avec potentiel reduit (Q, W) et k est un point de Qn'ap-
partenant pas a un 2-cycle, alors Ende(/Xfc(T)) = J{Jik{Q, W)). En particulier si (3.5.2) est verifie pour 
Mfc(Q, W) (c'est automatiquement le cas si le corps k estparfait), alors Endc(/J,k(T)) = J{jik{Q, W)). 
Pour le second lemme crucial necessaire a la preuve de theoreme precedent et ne necessitant aucune 
generalisation, nous avons besoin de quelques notations supplementaires. Soit C une categorie satisfaisant 
a la propriete (Ax3), on suppose que la paire (C, T) est comme dans le theoreme 4.3.2, alors en vertu du 
———o 
theoreme 4.2.2, il existe un foncteur k-lineaire <& : k<2 *C avec T = ©T, et T, — $i, induisant un 
»€ l 
isomorphisme d'algebres 4> : J(Q, W)—:^->-Endc (T1) pour un potentiel W dans Q. Et pour chaque point i, 
on a une suite faiblement 2-presque scindee 
X€LSI(- ,«) l/6RCi(i,-) 
qu'on notera simplement 
Ti-^->Uil-^*Ui0-^*Ti. (4.3.1) 
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Lemme 4.3.3. ([I I, lem 5.4]) On suppose que C et T = ©Tj sont comme dans le theoreme 4.3.2. Alors 
i€l 
II existe un objet indecomposable Tk n'appartenant pas a addT pour lequel Hk(T) = (T/Tk) © Tj* et les 
conditions suivantes sont satisfaites. 
(I) // existe deux suites d'echange Tk—^-Ukl—^-Tk et Tk 9k *Uko—^-+Tk dans C tels que fkl = hkgk. 
( I I ) La suite suivante estfaiblement 2-presque scindee dans add p-k{T). 
(III) La suite suivante est exacte. 
C(T*k,TZ)^~C{T*k,Uk0)^C{T*k,Tk) 
(IV) Pour tout i j^ k on aTk 0 (add Uix) C\ (add Uio) et la suite suivante est exacte. 
C{T*k, UiJ-^CiJt, Ui0)^^C{T*k,Ti). 
4.3.2 Preuve du Theoreme 4.3.2 
La preuve du theoreme 4.3.2 consiste a appliquer le theoreme 4.2.2 et a utiliser le lemme prece-
dent pour construire des suites 2-presque scindees a droite dans a d d ^ ( T ) . On pose T* = /j,k{T) et 
(Q1, W) = Jlk(Q, W). Comme Ende(T) = J(Q, W), on sait qu'il existe un epimorphisme de k-algebres 
4> : kQ •Endc(T) induisant l'isomorphisme Endc(T) = J(Q, W), et aussi cf> induit un foncteur k-
lineaire <E> : kQ *C avec T — <&i. En utilisant le lemme 4.1.4, on peut construire un foncteur k-lineaire 
<&' : kQ' *C comme suit. D'abord pour eviter toute confusion, le point correspondant a k € I = QQ 
sera ici note k* dans Q', on rappelle aussi les notations : Bk = © iBk, kB = © kB3, Bk — © tB^ et 
i£k~ jefc+ iefc-
kB* = © kB*. 
3£k + 
(i). $ ' coincide avec $ sur Q' n Q, et $'fc* = Tfc*. 
(ii). Sur le produit BkkB lorsqu'il est vu dans kQ', <&' coincide essentiellement avec <J>, au sens que 
$'([a:y]) = $(x <8> y) = 3>(y o x) = ($y)($:r) pour tous x £ Bk et y 6 kB. 
(iii). Pour le point k* et les bimodules B\* et
 kB* on note d'abord le fait qui suit. Comme Endc(T) est donne 
par un carquois module avec potentiel, Q = <2Endc(T) n'a pas de boucle, et done il est de merae de QEndc(T*) 
avec T* = fxkT voir la remarque 2.3.1 ou [12, 6.11]. Observons alors qu'en tant que sommes directes de 
K-bimodules on a 
Endc(T) = K © JEndc(T) et JaddT(T„ 7}) = IrraddT(T i ; 7}) © llMT{T, Tj), i,j G Q0. (*) 
En appliquant le Theoreme 2.3.2 et ensuite son corollaire 2.3.4, on a un isomorphisme naturel 
Endc(Tfc)/radEndc(Tfc) = kn ^ — k r ; = Endc(rfe*)/radEndc(Tfc*) 
suivant lequel les carquois modules Q = QEndc(T) et QEndc(r) sont lies par la mutation semi-modulee (et 
en particulier, il est aise de voir que Ende(T*) verifie aussi l'observation (*) precedente). <f>k^ est com-
patible (a isomorphisme de K-bimodules pres) avec les triangles d'echanges associes a la paire d'echange 
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(TktTk) donnes dans le lemme 4.3.3-(l), et permettant d'identifier naturellement Bk a © IrraddT,(T;, Tk) 
et
 kB* a 0 Irraddr»(T^,Tj) suivant un isomorphisme de K-bimodules <!>'. Le morphisme de k-algebres 
kfc—^—*C(<&k,Qk) = Endc(Tfc) et 1'identification precedente induisent un morphisme de k-algebres 
kfc, = kfc—^—Endc(Tfc*) = C($'k*, $'k*) en posant $'(a) •= </'fc,fc«(^ )(a)) pour chaque a G kk avec 
$'k* = Tk. On construit ainsi<£>' de sorte que les deux triangles d'echanges dans (I) soient donnes comme 
suit 
•»eLCi(-,fc) yERfiiCc,-) 
Maintenant pour prouver le theoreme 4.3.2, en vertu du theoreme 4.2.2(c) =>• (a) il suffit de montrer le 
resultat suivant: 
Proposition 4.3.4. A chaque point i G Q'0 correspond une suite 2-presque scindee a droite 
© is(s') * © Jt(j/') "J-i (4.3.2) 
Demonstration. Pour la preuve de la proposition 4.3.4, les proprietes liees aux potentiels W et W et sur 
lesquelles batis les autres arguments de la preuve sont fournies par le lemme technique 4.3.1. Les arguments 
categoriques supplementaires ainsi que les differentes etapes de la preuve (ne necessitant aucune generali-
sation) sont donnes par les lemmes [11, 7.7,5.8,5.9], nous omettons ces derniers details. • 
Maintenant, si la reduction de (Q1, W) est possible (c'est dire, si la partie triviale de (Q', W) scinde 
ou simplement si le corps k est parfait), alors en vertu du theoreme de reduction 3.4.4 ou du theoreme de 
decomposition 3.4.2, on obtient que J(Q',W) = J{vk{Q),W) ^ J(nk(Q, W)). O 
On a les consequences directes suivantes donnees dans [11] et enoncees ici dans le cadre general. 
Corollaire 4.3.5. On suppose que k est parfait et que, C est une categorie 2-Calabi-Yau possedant un objet 
inclinant amasse sobre T. 
> Alors si Endc(T) = J(Q, W) pour un carquois avec potentiel (Q, W) et si k\,..., ki est une suite 
de points tels que ki n'est pas sur un 2-cycle dans /iki o • • • o [ikl(Q, W), alors Endc(/ifc( o • • • o fJLklT) = 
J(l^klo-..o^kl(Q,W)). 
> En particulier, les k-algebres inclinees amassees sont realisees comme algebres jacobiennes de car-
quois modules avec potentiels. 
Demonstration. Le premier volet decoule trivialement des theoremes 4.3.2. Le second suit du premier volet 
et de ce que les algebres inclinees amassees s'obtiennent comme mutations des algebres hereditaires, qui 
elles, sont trivialement jacobiennes, et de plus, le carquois module de chaque algebre inclinee amassee est 
2-acyclique. Notons aussi qu'avec l'hypothese que k est parfait, la reduction est toujours possible, et en plus 
toute k-algebre admet une presentation par un carquois module lie. • 
Signalons cette autre consequence du theoreme 4.3.2. 
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Theoreme 4.3.6. Sous I'hypothese que k estparfait, soit A une k-algebre quelconque, isomorphe a une al-
gebre jacobienne J7(Q, W) pour un carquois module avecpotentiel (Q, W), et aussi a une algebre inclinee 
2-Calabi-Yau End^(T) pour un objet inclinant amasse T dans une categorie 2-Calabi-Yau C. Soit k € Qo 
un point n 'appartenant pas a un 2-cycle. 
(2) L'algebre jacobienne J{pk{Q, W)) est determinee par Valgebre A et ne depend done pas du choix du 
carquois module avec potentiel (Q, W) pour lequel A = J{Q, W). 
(2) L'algebre inclinee 2-Calabi-Yau Endc(/^fe(T)) est determinee par A et ne depend done pas du choix de 
la categorie 2-Calabi-Yau C et I'objet inclinant amasse T tel que A = Endc(T). 
Demonstration. C'est une consequence directe du theoreme 4.3.2. • 
4.4 La categorie amassee associee a un carquois module avec poten-
tiel Jacobi-fini 
Dans [ 1,7.4] pour le cas simplement lace, Claire Amiot donne une solution positive a la question 4.1 -(4) 
ci-dessous en construisant pour un carquois avec potentiel jacobi-fini (Q, W) une categorie amassee C(Qtw)-
Nous generaliserons la construction de la categorie amassee Cqyv et verifierons rapidement que certains 
resultats de [1] se generalised au contexte des carquois modules avec potentiels. On se referera a [1, 7.4] 
et a [47] pour toutes les notions autour des categories differentielles graduees et des algebres differentielles 
graduees (en abrege, dg-categories, dg-algebres, dg-modules....). 
Dans cette section, Q designe un carquois module sur un ensemble fini de points I = Q0, de modulation 
VJt; restant fidele aux notations (3.2.1), 97t present alors pour l'ensemble des points I une famille (kj, iiji^i 
ou chaque kj est un k-surcorps (toujours de dimension finie) et (implicitement) muni d'une forme trace 
non-degeneree t, € Homk(kj, k), et pour chaque paire ordonnee de points i,j € I, SOT present une unique 
paire dualisante et symetrisable de bimodules {iBj, iB*-,ibj, ibj) ou iBj £ ^bimod^..,
 lBj <g> ,73*—^^-^k, 
et iB* (g) iB,——^—»-k7-. On note K = ffkj, B := kQi := © ,73. le bimodules des fleches valuees dans Q, 
0 J J
 • ' iei ' • • ^ I J 
B* = © iB* et {B, B*; b, b'} la paire dualisante et symetrisable de K-bimodules induite comme en 3.2.4. 
Definition 4.4.1. Un carquois module avec potentiel (Q, m) est dit jacobi-fini si m est un potentiel ap-
partenant a kQ (1'algebre ordinaire non complete de chemin de Q) et si de plus l'algebre jacobienne 
J(Q, m) = kQ'Jn, est de dimension finie. 
Dans [24], Derksen, Weyman et Zelevinsky posent les questions ci-apres (nous avons juste remplace 
le terme "carquois avec potentiel" par "carquois module avec potentiel" et on suppose que //^(Q, m) est 
correctement defini ou simplement que le corps de base est parfait). 
Question 4.1 ([24, Questions 12.1,12.2,12.3]). Soit (Q, m) un carquois module avec potentiel. 
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(1) La classe d'isomorphisme de J(Q,m) est-elle determinee par la classe d'equivalence de la categorie 
de modules mod(J(Q, m)) ? 
(2) La classe d'isomorphisme de J(nk(Q, m)) est-elle determinee par celle de J(Q, m) ? 
(3) La categorie mod(l7(/ifc(Q.m))) est-elle determinee a equivalence pres par la categorie 
mod(J(Q,m))l 
(4) Existe-il une construction analogue des categories amassees pour les carquois modules avec potentiels 
non-necessairement acycliques ? 
Rappelons que dans la proposition 3.2.5 nous avons obtenu l'operateur de derivee cyclique 
k Q ' B*<8>pot(Q) ""Jwo' d°
n t
 1'action sur chaque potentiel m € pot(Q) est un morphisme 
B* - ^ • J Q tel que dm(u) = duxn. Remarquons que si le potentiel est a valeurs dans kQ, alors 
il en de meme de ses derivees partielles et cycliques. 
A present, les outils techniques de la section 3.2 sur les potentiels non-simplement laces nous permettent 
de generaliser la construction de Victor Ginzburg dans [34, sec 4.2], comme le montre la premiere partie 
dans la definition ci-apres. 
Definition 4.4.2. Pour un carquois module avec potentiel (Q, m) tel que W soit dans kQ, dn commence par 
associer a Q un carquois module gradue Q donne par Q = Q © Q* © K et decrit alors comme suit: 
> Qo — I = Qo et la modulation (symetrisable) de Q est egale a Wl © QJt* © ({k,, k j : i e I) (ayant done 
la meme famille (k,, U)iei de k-surcorps kj munis de formes traces non-degenerees U € Homk(kj, k)). 
En particulier, le bimodule B de toutes les fleches valuees dans Q est donne par B = B © B* © (©kj). 
o Chaque point i induit dans Q une boucle ji : %—-i trivialement valuee et dont la paire dualisante et 
symetrisable de bimodules associee est la paire auto-dualisante triviale {kj, kj} ; chaque boucle 7* est 
de degre —2 (les elements du bimodule kj = ki(kj)k correspondant a 7J sont de degre —2). 
iBa,(iBa)* 
> Ensuite, chaque fleche pleinement valuee a : i———-^-—>~j dans Q (munie de sa paire dualisante et 
symetrisable de bimodules {jj3", (ji?°)*} := {iBj, iB*; jbj, jb^}) induit dans Q un 2-cycle value 
iBp^r 
i, "j gardant la meme paire dualisante et symetrisable de bimodules que a. On note a* 
la seconde fleche valuee du 2-cycle precedent, si bien que le k^-kj-bimodule de la fleche a* dans Q 
est jBt = (iB?)*. Vus dans Q, les elements de B sont de degre 0 et ceux de B* sont de degre —1. 
Maintenant, au carquois module Q nous pouvons associer une version generalisee de la dg-algebre de 
Ginzburg : e'est I'algebre differentielle graduee T(Q, m) definie comme suit: 
> La k-algebre Z-graduee sous-jacente de T(Q,m) est egale a kQ = ©kQp, I'algebre (tensorielle) de 
pez 
chemins gradues de Q. 
> La differentielle de T(Q, m) est l'unique endomorphisme kQ—-—*kQ de k-modules gradues, homogene 
de degre 1 (0 envoie la composante kQp sur la composante kQ p + i pour chaque p £ Z), et satisfaisant 
a la loi de Leibniz suivante : 
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d(uv) = D(u)v + (—l)piH>(t>) pour tout element u homogene de degre pet tout v, 
et donnee sur le bimodule B = B © B* ffi K comme suit: 
> La restriction de 0 sur B est nulle :X)(B) = 0. 
» Sur B*, la differentielle o est donnee par la derivee cyclique de m : 
•°
 J kQ ( c o m m e dans la propos i t ion 3.2.5). 
£ i • m = d,m 
> Pour chaque bouche ajoutee 7,, la restriction de 0 sur le bimodule k* correspondant a 7, est egal 
au morphisme canonique (potentiel canonique) k ,— :—^B 0 (Bl)* = ej-(B <g> 5*)-e,, ou e, 
est 1'unite duk-surcorpsk^ C K = ff ks,l'expressiondesmorphismescanoniques 3 etant donnee 
par le lemme 3.1.6 en choisissant une paire quelconque {RQi(i, - , ) , RQ*(i, -)} de systemes de 
fleches mutuellement duals pour la paire dualisante de bimodules {ei-B, (e,i?)*}. 
Remarque 4.4.3. Dans les conditions de la definition 4.4.2, l'algebre jacobienne J{Q, m) = kQ/Jm coincide 
avec l'homologie H°r(Q, m) de degre G de l'algebre differentielle graduee r (Q, m). 
La categorie amassee C(g,m) qui merite notre attention est la version non-necessairement simplement 
lacee de la construction de Claire Amiot, donnee comme suit: 
Definition 4.4.4 ([1, 7.1 pour le cas simplment lace]). On suppose que (Q, m) est Jacobi-fini et on considere 
la dg-algebre generalisee T = T(Q,m), on designe par perr la sous-categorie epaisse de la categorie 
derivee VT, engendree par T, et par D b r la sous-categorie de VY formee des dg-modules de dimension 
homologique totale finie. Alors la categorie amassee associee a (Q, m) est definie comme etant le quotient 
C(e,m) = perr/Dbr 
On aimerait savoir si la categorie amassee C(QtXR) est Hom-finie 2-Calabi-Yau, si elle possede toujours une 
structure amassee et si elle apparait comme une generalisation de la construction [12]. Pour cela, rappelons 
les concepts suivants pour une dg-algebre A: 
> A est homologiquement lisse si A G per(Ae) ou Ae = A° <S> A est la dg-k-algebre enveloppante de A. 
> A est Z-Calabi-Yau en tant que bimodule s'il existe dans V(Ae) un isomorphisme de bimodules 
RHomA. {A, Ae)^^A{-3}. 
Le resultat suivant est un cas particulier d'un resultat de Bernhard Keller [50, Thm 6.3] sur lequel repose 
la caracterisation de la categorie amassee simplement lacee C(Q,W/) introduite dans [1]. 
Theoreme 4.4.1 ([50, Thm 6.3]). Soit (Q, W) un carquois avec potentiel avec Qfini et W G kQ. Alors 
la dg-algebre (simplement lacee) de Ginzburg T(Q, W) est homologiquement lisse et 3-Calabi-Yau en tant 
que bimodule. • 
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Nous pensons que le theoreme ci-dessus doit pourvoir se generalise^ mais cela requiert un effort consi-
derable pour trouver des versions non-simplement lacees des recentes constructions de Keller autour des 
dg-categories et de la propriete de Calabi-Yau, voir [50]. 
Conjecture 4.2. Le theoreme de Keller ci-dessus est encore vrai pour le cas non-simplement lace : pour un 
carquois module avec potentiel (Q, m), ou Q est fini et m est dans kQ, la dg-algebre generalised T(Q, m) 
est encore homologiquement lisse et 3-Calabi-Yau en tant que bimodule. 
Sous-reserve que le theoreme de Keller 4.4.1 se generalise aux carquois modules avec potentiels, on ve-
rifie rapidement que le resultats de Claire Amiot [1,7.9,7.10] se generalised aux carquois modules avec po-
tentiels, ce qui donnera egalement une reponse positive partielle a la question 4.1-(2) de Fomin-Zelevinsky. 
Theoreme 4.4.2 ([1, 7.9,7.10] pour le cas simplement lace). Sous I'hypothese que la conjecture 4.2 tienne, 
la categorie amassee C(Q,m), associee a un carquois module avec potentiel Jacobi-fini, est encore Hom-finie 
2-Calabi-Yau, et I'image T du module libre T dans C(Q,m) est un objet inclinant amasse tel que Endc(Q m) (T) 
coincide avec l'algebre jacobienne J(Q-,m). Si bien que toute algebre jacobienne J(Q,vn) de dimension 
finie est, une algebre inclinee 2-Calabi-Yau. Dans cette situation, il en resulte que les algebres inclinees 
amassees, admettant une presentation par un carquois module lie, sont determinees par leur carquois mo-
dules. 
Demonstration. Sous I'hypothese que la conjecture 4.2 tienne, il suivra que A = r(Q,m) satisfait aux 
conditions de [ 1, thms 7.9,7.10]. Ce qui donne directement la premiere partie du theoreme 4.4.2. La derniere 
partie du theoreme devient alors une consequence immediate du theoreme 4.3.6. • 
La note finale de cette section consiste a signaler que la construction de la categorie amassee simplement 
lacee C^w) generalise la construction originelle de la categorie amassee CQ telle que introduite par les cinq 
coauteurs Buan, Marsh, Reineke, Reiten et Todorov dans [12]. Cela est possible grace a un autre resultat 
de Bernhard Keller et Idun Reiten, donnant une tres interessante caracterisation des categories amassees au 
moyen des categories 2-Calabi-Yau, ici la perfection du corps k est utilisee. 
Theoreme 4.4.3 (Keller-Reiten[5i]). On suppose que k est un corps parfait. Soit C = £_ la categorie 
stable associee a une categorie de Frobenius £ et telle que C soit 2-Calabi-Yau, T C C une sous-categorie 
inclinante amassee. Alors, si la categorie mod7~ des modules de presentation finie sur T est hereditaire 
alors C est exactement equivalente a la categorie amassee Cj- = Db(modT)/(r_1 [l])z. 
Corollaire 4.4.4. Sous I'hypothese que la conjecture 4.2 tienne, si k est parfait et si Q est un carquois 
module fini acyclique, alors la categorie amassee C^QJQ) est exactement equivalente a la categorie amassee 
ordinaire CQ. 
Demonstration. Dans le cas simplement lace, l'argument de la preuve est fourni dans [1, cor 7.13] ou on 
traite aussi d'une situation plus generale mettant en jeu les mutations de carquois avec potentiels. Dans 
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le cas non-simplement lace avec k parfait, l'argument reste le meme : sous reserve que la conjecture 4.2 
tienne, il suit de 4.4.2 que C(Q,O) est une categorie 2-Calabi-Yau possedant un objet inclinant amasse T tel 
que Endc(T) = kQ, si bien qu'on a le resultat cherche en vertu du theoreme de Keller-Reiten 4.4.3. • 
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Chapitre 5 
Algebres inclinees amassees de representation 
finie : types A, B, C 
5.1 Mutations de carquois values de types Bn, Cn et F4 
5.1.1 Quelques terminologies et resultats principaux 
Comme d'habitude on fixe un ensemble de points I = { 1 , . . . , n} ayant n > 1 elements, on considere 
pour cette section l'ensemble Q\ de tous les carquois values sur I et dont les graphes sous-jacents sont 
2-acycliques et sans boucle. Ainsi pour chaque Q E Qi de type V, et pour toute paire i,j € I = Q0, 
on a Q(i,i) = 0 et T(i,j) = Q(i,j) U Q(j,i) contient au plus une fleche valuee. A, B et C desi-
gneront respectivement l'un des graphes values de Dynkin suivants : An : • • • • •, Mn : 
I Q 2 1 
» ' « « •, et C„ : »—L—• • • •, avec n parcourant N*; on considere aussi le graphe value 
de Dynkin F4 : • .-!^_. .. Et lorsqu'aucune confusion n'est possible chaque A G {A, B, C} designera 
l'un des graphes values dans {A„, Bn , C„} pour un certain entier fixe n. 
Nous noterons Mut(A) l'ensemble de tous les carquois values mutation-equivalents a une orientation 
quelconque de de A. De meme pour Q G Q\, Mut(Q) designe l'ensemble de tous les carquois values 
mutation-equivalents a Q. On note Q ~ Q' pour dire que Q et Q' sont mutation-equivalents. 
d d* 
Q est dit 2-fini si pour tout Q' ~ Q, chaque arete valuee i ' 7" 3>j dans Q' verifie l'inegalite suivante : 
jdj-jd* < 3. Dans [29] il est etabli que les diagrammes 2-finis sont precisement ceux qui sont mutation-
equivalents aux diagrammes de Dynkin. De facon equivalente, les carquois values 2-finis sont precisement 
ceux qui sont mutation-equivalents aux carquois values de Dynkin. 
Definition 5.1.1. Soit Q un carquois value de type T, c un cycle (non-oriente) dans T. Une corde de c dans 
r est toute arete de T reliant deux points non-consecutifs de c. Q est dit cycliquement oriente si tout cycle 
sans corde dans T est cycliquement oriente dans Q. 
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En vertu de [6, Thm 1.2] sur la caracterisation des algebres amassees de type fini, il est bien connu que 
chaque Q G Mut(A) est cycliquement oriente. 
Soit Q un carquois value de type T. rappelons qu'un chemin u dans Q est dit simple s'il ne contient aucun 
sous-chemin cyclique propre. Nous disons qu'un chemin simple u est plein si le sous-carquois value induit 
(par les points de w) correspondant ne comporte pas d'autre fleches additionnelles; autrement dit comme F 
est 2-acyclique, deux points de w sont adjacents dans Q si et seulement s'ils sont adjacents dans w. De meme 
une marche u : i ai • "2 • -S^-4 dans T est dite simple si elle ne contient aucune sous-marche cyclique 
propre dans T. Introduisons maintenant les terminologies suivantes. Nous appellerons triangle dans T (ou 
dans Q) tout sous-graphe (ou sous-carquois) value plein induit par un cycle de longueur 3 dans T (ou dans 
Q), ainsi les permutations cycliques d'un 3-cycle dans Q induisent un meme triangle dans Q et dans F, et 
par un leger abus de langage on assimilera parfois un 3-cycle dans Q au triangle qu'il induit. Le voisinage 
d'un point k dans Q est le sous-carquois value induit de Q determine par k et tous ses voisins (immediats). 
Nous definissons maintenant l'outil essentiel de cette section. 
Definition 5.1.2. Soit Q un carquois value de type T, et (A, (a, 6)) l'une des trois paires suivantes : 
(A,(1,1)),(B,(1,2)),(C,(2,1)). 
(a) T est appele triangle-decore si les seuls cycles simples dans Y sont des triangles. Q est appele 
triangle-decore des que son graphe value sous-jacent T est triangle-decore. 
(b) On suppose que Q est connexe. Alors Q est appele triangle-decore de classe A si Q est triangle-
decore et possede les proprietes additionnelles ci-apres : 
> Q est cycliquement oriente et le graphe de Dynkin D4 : ] ^>*— • ne peut etre plonge comme 
sous-graphe non-value plein dans T. 
> T contient un point distingue r appele racine, ayant les proprietes suivantes : toute arete non tri-
vialement valuee dans T est incidente a la racine et est donnee comme suit: r-^ —x pour un certain 
point x. La racine r a au plus deux voisins et si elle a deux voisins alors elle est sur un triangle. 
(c) L'arbre triangle-decore de classe A est le graphe value infini TA ci-dessous. On dira qu'un sous-
figure 5 . 1 - L'arbre triangle-decore TA 
graphe value r" de TA est enracine s'il est connexe et contient la racine de TA, r" sera dit pleinement 
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enracine s'il est enracine et plein. 
Pour chaque point x0 fixe dans A, on considere le sous-ensemble Mut/Xo (A) forme des carquois values 
obtenus des orientations de A par des suites de mutations evitant le point x0. Ainsi, un carquois value Q 
est dans Mut/X0 (A) si et seulement si Q est soit une orientation de A, soit de la forme Q = Hku--M (^0 = 
fj,kl o • • • o fj,kl (A) ou A est une orientation quelconque de A et hi...., h € A0^ {x0} .1 € N*. Le resultat 
principal de cette section s'enonce alors comme suit. 
Theoreme 5.1.1 (de structure). Soit Q un carquois value de type F ayant n points, A I'un des graphes 
values de Dynkin suivants : An, Bn ou Cn. 
(1) Alors les enonces suivants sont equivalents. 
(a) QeMut (A) . 
(b) Q est un carquois value triangle-decore de classe A. 
(c) Q est cycliquement oriente et son graphe value sous-jacent F est un sous-graphe value pleinement 
enracine de I'arbre triangle-decore TA de classe A. 
(2) Pour chaque point x0 fixe dans A on a, Mut(A) — M u t / ^ A ) , ou Mut/Xo(A) est obtenu des 
orientations de A par les suites de mutations evitant le point XQ. 
En utilisant un logiciel de calcul scientifique ("SAGE", "Maple") on peut ecrire un petit programme 
pour calculer la classe des mutations de toute matrice anti-symetrisable de type fini. En particulier on cal-
cule facilement tous les carquois values appartehant a Mut(F4). Considerons l'orientation lineaire suivante, 
F 4 : 1—*2-^-3—>4 du graphe value F4, alors la preuve de la proposition suivante est une tache aisee. 
Proposition 5.1.2. L'ensemble Mut(F4) contient quinze carquois values non-isomorphes parmi lesquels 
huit constituent la liste de tous les carquois values de type F4, tandis que les sept autres restant sont listes 
comme suit: 
4 , 
2 ^ 3 
A l 2 ( f 4 ) : 
A.3("?4): 
M 2 3 l ( ^ 4 ) : 
l*—T 
2 v 
7 ^ 3 -
1 . 2 ^ 
1
 ^ 1,2 
5 
: J ^232 
— 4 , " 4 2 ( ^ 4 ) : 
— - 4 , ^31(^4): 
(£*)•• : 
> ^ 3 
I 
1 1,2 - 3 -
v 3 
1—2 r ^ i 
M32(^4): 1 1,2' 4 , l( ): 2 " J J 4 , /i 32 f«)= 1-T-T4 D 
A partir des resultats ci-dessus on voit que le type de Dynkin d'une algebre inclinee amassee de repre-
sentation finie est uniquement determine; le cas simplement lace a ete traite dans [13]. 
Proposition 5.1.3. Soit A une algebre inclinee amassee de representation finie. Alors il existe un unique 
graphe value de Dynkin A tel que A est inclinee amassee de type A. • 
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5.1.2 Preuve du theoreme de structure 
Pourcette sous-section on fixe une paire (A, (a,b)) dans {(A, (1,1)), (B, (1,2)), (C, (2.1))}. 
Lemme 5.1.4. Un carquois value Q de type T est triangle-decore de classe A si et seulement si Q est 
cycliquement orient^ et Y est un sous-graphe value pleinement enracine de Varbre triangle-decore TA de 
classe A. 
Demonstration. La suffisance se voit clairement a partir de Fig. 5.1 et de la definition5.1.2-(c). Pour la 
necessite, supposons que Q est triangle-decore de classe A. Nous avons besoin de prouver que V est un 
sous-graphe value pleinement enracine de TA. II decoule clairement de la definition5.1.2-(b) que Q est 
connexe et que la "racine" de T et celle de TA sont caracterisees par la meme propriete. On doit seulement 
se preoccuper de la forme du voisinage de chaque point k dans V ayant plus de deux voisins. En vertu 
de l'hypothese les seuls cycles simples dans T sont des triangles et V ne contient pas le graphe | ^ > » — • 
comme sous-graphe (non-value) plein. II en resulte que chaque point dans Q doit avoir au plus quatre voisins 
et le voisinage de chaque point k G Q0 ayant exactement trois ou quatre voisins doit avoir la forme suivante : 
7. 7. r 
y \ y x. y <^ 
i+ 5 k—^s ou i-
 5 k- e t . Ce qui montre que F est un sous-graphe pleinement 
enracine de TA et complete la preuve du lemme. D 
rk^/9 
Signalons l'observation aisee suivante : soit C : %^--—7 ^j un carquois value ayant au plus deux 
fleches non trivialement valuees et tel que toute valuation non triviale dans C soit egale a (1,2) ou (2,1). Si 
a o u / J est trivialement valuee, alors nk{C) = i+^—k+^—j ; dans le cas contraire /xfc(C)= %——^—^j , si 
bien que seule 1'orientation de C a change. 
Proposition 5.1.5. Soient Q un carquois triangle-decore de classe A et k € Q0. Alors /Ufc(Q) est triangle-
decore de classe A. 
Avec les notations ci-dessus, si A: a seulement un voisin ou si k est la racine appartenant a un triangle 
non trivialement value dans Q, alors /xfc(Q) est clairement triangle-decore de classe A. La preuve de la 
proposition 5.1.5 ci-dessus est alors donnee en vertu du lemme suivant. 
Lemme 5.1.6. Avec les notations precedentes, on suppose que dans Q il existe un chemin de longueur deux 
i^^k-^j tel que a ou f3 soit trivialement value. Alors ^fc(Q) est triangle-decore de classe A. 
Demonstration, (i) Soit r" le graphe value sous-jacent de Q' = //fc(Q). Nous prouverons d'abord que les 
seuls cycles simples dans V sont des triangles, cycliquement orientes dans Q'. Pour cela, on a besoin de 
montrer que les seuls cycles simples dans V contenant une nouvelle arete cree par \xk sont des triangles 
cycliquement orientes. On observe en vertu du lemme5.1.4 qu'il existe dans Q au plus deux chemins pleins 
de longueur deux via k. 
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Supposons dans un premier temps que i-SL*k~^j est l'unique chemin plein de longueur 2 via k. Alors 
fik creera dans Q' une seule nouvelle fleche i-^~*j. Nous affirmons que le triangle cycliquement oriente 
T : i j -j induit dans r" l'unique cycle simple contenant 7. Soit en effet u>' = 70; un cycle simple 
dans r" contenant l'arete i-^—j, avec u une marche dans Q reliant le point j au point i et tel que £(UJ) > 2. 
On voit que u contient necessairement a ou /?, car autrement, a/3u serait un cycle simple de longueur 
superieure a 3 dans T, ce qui contredirait le fait que les seuls cycles simples dans T sont des triangles. Mais 
si une seule des deux aretes a et f5 appartient a w, disons /?, alors necessairement il existe dans V une autre 
arete k—^s avec s £ {i,j} t el 1 u e u s e factorise par A. D'ou u — (3\u>i ou wi est une marche simple 
dans T reliant le point s au point i et ne contenant pas a. Mais ui\ etant a la fois dans Q = /^(Q') et dans 
Q' = Mfc(Q)' il e n resulte que £(uii) > 2. Si bien que Xuia doit etre un cycle simple de longueur superieure 
a 3 dans T, ce qui donne une contradiction comme precedemment. Par consequent u/ contient a et /3, et 
etant simple on obtient que u' coincide avec le triangle T. 
Supposons maintenant que dans Q il existe exactement deux chemins pleins de longueur deux via k; 
ceci correspond a la situation ou A; a quatre voisins. Alors en vertu du lemme5.1.4 (et des elements de sa 
preuve), les voisinages de k dans Q et dans Q' ont respectivement les formes suivantes : 
S : 
J
-\o t>^-l l^r ->3 
11
 ^ i / , ^ t 
II decoule de ce qui precede que tout cycle simple dans T' contenant au plus l'une des deux aretes 7 et 7' 
est forcement un triangle, cycliquement oriente dans Q'. II reste alors seulement a observer que T' ne peut 
contenir un cycle simple contenant les deux nouvelles aretes 7 et 7'. En effet, supposons le contraire et soit 
u = W17CJ27' un cycle simple dans V, oil uii est une marche simple entre les points s et i, tandis que o>2 est 
une marche simple entre les points j et t dans Q. On a 1(UJI) > 2, ^ (w2) > 2 et la simplicite de to montre que 
uj\ et W2 n'ont aucun point commun. En particulier au moins l'une des deux marches u)\ et CJ2 ne contient 
pas le point k, on peut done sans perte de generalite supposer que e'est u>\, alors a et A n'apparaissent pas 
o>i de sorte que a\u)\ doit etre un cycle simple dans Q de longueur superieure a 3. Mais alors, on obtient 
une contradiction au fait que les seuls cycles simples dans T sont des triangles. Done V ne peut contenir un 
cycle simple contenant a la fois 7 et 7'. Ceci acheve la preuve que les seuls cycles simples possibles dans le 
graphe T' sont des triangles, cycliquement orientes dans Q'. 
(ii) Nous supposons a present que le graphe D4 : ^>z—* est contenu dans T', et nous affirmons 
que ce sous-graphe ne saurait etre plein dans V. Supposons le contraire. En vertu de l'hypothese et de la 
definition5.1.2-(b) on sait que D4 ne peut etre plonge comme un sous-graphe plein dans V. 
Si k 7^  z, alors puisqu'on a aussi en vertu du volet (i) ci-haut que r" ne contient aucun cycle simple de 
longueur superieure a 3 et qu'en vertu de notre hypothese supplementaire D4 est plein dans T', il en resulte 
que k, peut-6tre voisin de z, est voisin d'au plus un seul point parmi les trois points x, y et t. On peut done 
supposer que k n'appartient pas au voisinages de x et de y. Alors la mutation au point k ne change pas 
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la forme des voisinages des points x et y, si bien que T contiendra aussi la copie suivante de HD4 comme 
sous-graphe plein : ~^>z—s oix s = k s'il existe une arete entre k el z, tandis que s = t dans le cas 
contraire. Mais la derniere est une contradiction. 
Dans le cas ou k = z, Q' contiendra un sous-carquois value plein ayant la forme suivante : ,3>fc— • • 
Alors Q = /xfc(Q') contiendra un sous-carquois value plein ayant la forme suivante : J^z^"' > contenant 
un cycle de longueur quatre dans T et contredisant le fait que T est triangle-decore. 
Ainsi notre affirmation est vraie, et ceci acheve la preuve du lemme. • 
Lemme 5.1.7. Soit Q un carquois value triangle-decore de classe A 6 {A„, B„, Cn} ayant npoints. Alors 
Q € Mut(A). 
Demonstration. On vient juste d'etablir dans la proposition 5.1.5 que l'ensemble des carquois values 
triangles-decores de classe A est stable par mutation. II decoule alors de Fig5.1 que Q est 2-fini. Par conse-
quent Q est mutation-equivalent a un carquois value de Dynkin qui est encore triangle-decore de classe A. 
D'ou Q est mutation-equivalent a un carquois value de Dynkin de type A. • 
Maintenant 1'equivalence des enonces (a), (b) et (c) du theoreme de structure 5.1.1 s'obtient comme 
suit: L'equivalence de (b) et (c) est donnee par le lemme5.1.4. Gomme toute orientation d'un graphe value 
de Dynkin A £ {An, Bn , Cn} est evidemment un carquois value triangle-decore de classe A, l'implication 
"(a) ==>• (b)" s'obtient par une simple recurrence en appliquant la proposition5.1.5. Finalement l'impli-
cation "(b) •=>• (a)" est donnee par le lemme 5.1.7 ci-dessus. Ceci etablit l'enonce (1) du theoreme de 
structure 5.1.1. 
II reste a etablir l'enonce (2). Pour cela, pour un carquois value triangle-decore Q, nous designerons par 
ntrg(Q) le nombre de triangles dans Q (sous-carquois pleins induits par des 3-cycles). 
Lemme 5.1.8. Soit Q un carquois value quelconque. On suppose qu'il existe un entier t £ N , pour lequel 
Q contient un sous-carquois value plein cycliquement oriente de la forme 
(Tt) : XC \ ^ _ £ 2 k t l kt ,avec{c,d) e {(1, m), (m, 1) : m G N,}, 
tel que pour chaque entier s € {1,... ,t} le voisinage de chaque point ks dans Q coincide avec le voisinage 
de ks dans (Tt). Alors, pour le carquois value Q' = Hkt,...,k\ (Q) : = Mfc< ° • • • A*fci ( Q ) on a ^a relation valide 
suivante : ntrg(Q') = ntrg(Q) — 1. 
Demonstration. On procedera par recurrence sur l'entier naturel t. Notons d'abord que la condition imposee 
sur les points ki,... ,kt montre que pour chaque s = 1 , . . . , t, la mutation de Q en chaque point ks modifie 
uniquement le sous-carquois value (Tt). Si t = 1, alors le resultat est immediat, car dans ce cas (Tt) se reduit 
a un triangle cycliquement oriente et la mutation de Q au point ki modifie uniquement le sous-carquois value 
(Tt) en un chemin plein de la forme x-^-*ki—•y ou x-^—kx*—y. 
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Supposons done le resultat vrai pour tout carquois value Q" satisfaisant aux conditions du lemme pour 
tout entier I < t. Alors clairement, l'unique triangle de (Tt) est cycliquement oriente et value de telle sorte 
que, dans le carquois value / ^ ( Q ) , les points x et y ne sont plus adjacents et de plus, //fcl(Q) contient un 
sous-carquois value plein cycliquement oriente de la forme 
(Tt_i) : & \ k k k ,avec2G {x,y} et (c',d') G {(l,m), (m, 1) : m G N,} , 
1
 c', <f 
tel que ntrg(Q) = ntrg(//fcl (Q)) et pour tout s G {2 . . . . , t} le voisinage de ks dans p,^ (Q) coincide avec 
le voisinage de ks dans (IV-i). Alors en vertu de 1'hypothese de recurrence, on obtient que, ntrg(Q') = 
ntrg(/-tfet,..,fc2(Mfc1(Q))) = ntrg(Mfei(Q)) - 1 = ntrg(Q) - 1. Ce qui etablit le resultat annonce/ D 
Dans le lemme suivant, nous etablissons l'enonce (2) du theoreme de structure 5.1.1. 
Lemme 5.1.9. Soit x0 un point fixe dans A. Alors pour tout carquois value Q G Mut(A) non-acyclique, il 
existe un entier ( £ N , tel que Q contienne un sous-carquois value plein cycliquement oriente de la forme 
(Tt) : XY c / \ — k 2 h-i—h >™ec(c,d) G {(1,1), (1, 2)(2,1)}, 
tel que pour chaque entier s G { 1 , . . . ,t}, on ait ks ^ x0 et le voisinage de chaque point ks dans Q coincide 
avec le voisinage de ks dans (Tt). 
Par consequent Mut(A) — M.wt/XQ (A) 
Demonstration. Soit Q G Mut(A) non-acyclique. En vertu de l'equivalence des enonces (a) et (c) du 
theoreme de structure 5.1.1, Q est cycliquement oriente et son graphe value sous-jacent T est un sous-
graphe value fini pleinement enracine de l'arbre triangle-decore TA de classe A, et contenant au moins un 
triangle. Mais alors, on voit que pour chaque point x0 fixe arbitrairement dans A c T&, l'arbre triangle-
decore TA contient toujours un sous-graphe value plein de la forme (Tt) tel que tous les points k\,..., kt 
soient dans A0< {xo}. II decoule done que (Tt) c Q et satisfait a la meme condition que dans TA, etablissant 
ainsi le premier volet de notre lemme. Comme chaque carquois value Q dans Mut(A) est triangle-decore et 
comporte necessairement un nombre fini de triangles, le second volet de notre lemme suit de ce qui precede, 
d'une application directedu lemme 5.1.8 et de la recurrence sur le nombre ntrg(Q) de triangles dans Q. • 
5.2 Algebres inclinees amassees de type A e {An, Bn, Cn} 
Mais pour le resultat principal de ce chapitre, nous aurons besoin de calculer une famille de representants 
de tous les carquois modules de type amasse pouvant apparaitre comme carquois modules des algebres 
inclinees amassees de type A G {A„,Bn,C„}. Dans le cas des algebres inclinees amassees de type Bn 
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ou de type Cra, on verra qu'on a seulement besoin de deux k-surcorps E et F dont l'un est une extension 
quadratique de l'autre. La caracterisation complete des extensions quadratiques de corps gauches apparait 
dans [20], ou une theorie de corps gauches et des anneaux a division est largement exposee. 
Pour chaque k-surcorps L, le L-espace a gauche, le L-espace droite et le L-bimodule naturel induits par L 
sont respectivement notes LL, LL, L-LL- Et pour chaque automorphisme A 6 Aut(L), on definit le L-bimodule 
LA comme suit: L(LA) = LL comme L-espace a gauche, tandis qu'a droite, pour tous x G LA et a G L on a : 
x-a = x\(a). On observe immediatement qu'on a des identifications naturelles de L-bimodules 
LA := HomL(LA)LL) —»LA-i e t LA := HomL(LA;LL) -LA-i _ 
u i : • A _ 1 ( t t ( l ) ) v i » u ( l ) 
On obtient ainsi la paire dualisante et symetrisable de L-bimodule {LA,LA 1} := {LA,LA-i; bA, b'A} dontles 
deux formes bilineaires associees 
b b' 
L\ <g> LA~i—^—-L et L A i <g> LA——>-L sont simplement donnees par : 
bA(a <S> b) = a\(b) et b'A(c <g> d) = c\~l(d), pour tous a, 6, c, d G L. 
Clairement, les deux formes bilineaires bA et bA sont trivialement symetrisable sur k, il suffit de prendre une 
trace quelconque non nulle t : L —«-k, puis definir la seconde trace t' par : t' = t o A - 1 ; alors pour tous 
a, b e L on a : t(bA)(a ® b) = t(a\(b)) = t(A(6)a) = t(A-1(6A"1(a))) = t'(bA(6 ® a)). 
Ensuite, on considere un quadruplet (E, F, t, t') forme de deux k-surcorps E et F tels que F soit une 
extension de E de degre q > 2, et de deux morphismes traces non-degenerees t G Xr(E) C Honik(E, k) 
et t' G Tr(F) c Homk(F, k) fixes. Alors pour chaque monomorphisme de corps Ec—-—•F, on definit les 
bimodules
 EjAF G EbimodF et FE,A G pbimodE comme suit: 
> En tant que F-espace a droite ou a gauche on a f E,AF J = Fp et p (FE,A ) = F F . 
> La multiplication par les scalaires dans E est induite par A comme suit: pour tous x, G E,AF> y G FE A 
et a G E on a : a-x = X(a)x et y-a = yX(a). 
On observe immediatement qu'on a deux identifications naturelles de bimodules : 
HomF(EiAF,FF) *FE,A e t HomF(FE,A,FF) : *E,AF _ 
u i • u(l) v i • v(l) 
On definit alors la paire dualisante et symetrisable de bimodules {E,AF, FE,A! &E, bF} comme suit : 
l'une des deux formes bilineaires non-degenerees est juste la multiplication ordinaire de F donnee par, 
F E , A ® E E , A F — »F avec bF(x <g> y) = {x®y) = xy pour tous x G FE_A et y G E,AF. L'autre 
forme bilineaire est donnee par
 EjAF ®F F F , A — E ~ »E avec bF(a (2> fe) = (a®i) = <o6(g)l> = 
px(ab), pour tous a G E,AF et b G FF,A et ou p\ G HomE(EAF,EE) est l'unique morphisme 
E-lineaire a gauche induit par les traces t et t' tel que t o px = t'. En effet, (en vertu du 
lemme 3.1.4) on sait deja que les traces non-degenerees t et t' induisent deux isomorphismes de bimo-
dules, HomE(E,AF, E E ) — Zio~ »Homk(E)AF, k) et HomF(E]AF, FF)—l'~Z ° >Homk(E,AF, k). Alors partant 
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de 1'identification HomF(E,AF, F)—=—"FE,A. W """(l) precedente, l'unite 1 € FE,A correspond a l'ap-
plication F-lineaire T G HomF(E]AF, F) tel que l(x) = x pour tout x G E,AF, on pose alors alors 
Px = (<^t)-1 ° <t>t'(J), si bien que t o px(x) = t'(x) pour tout x G E ,AF. Par construction, les formes bi-
lineaires bE et bE sont symetrisables sur k via t et t'. En effet pour tous a G EvAF et b G F E A on a : 
t(bE(a <g> b)) = t o pA(a6) = t'(a&) = tf(ba) = t'(bF(6 <8> a)). 
Dans toute la suite, pour deux k-surcorps E et F et pour tout monomorphisme (strict) de corps 
a : Ec >-F, on supposera (implicitement) dans chaque notation
 E , aF, FEjQ, que les morphismes traces 
t G Tr(E) et t' G Tr(F) ont ete fixes, permettant la construction de la paire dualisante et symetrisable de 
bimodules {E,aF, FE Q } . 
Lemme 5.2.1. Soient A, A' G Aut(L) et a, a' : Ec -F deux monomorphismes de corps. 
(a) // existe un isomorphisme f : L\—=:—*L\> si et seulement si I'element c = / ( l ) est non nul et tel 
qu'on ait A'(a) = c~1X{a)cpour tout a G L (si bien que A et A' sont deux automorphismes conjugues 
de L). Et si tel est le cas, Visomorphisme dual de f relativement auxpaires dualisantes {LA, L,\-I } est 
donnepar f* : Ly-i—-—•LA-i avec f*(a) = aA_1(c), si bien que son inverse / * - 1 : LA-i—-—«-LA'-I 
est determine par /*_1(1) = A-1(c_1). 
(b) // existe un isomorphisme de bimodules f : E,QF—=^—>-E?Q'F si et seulement si I'element c = / ( l ) 
est non nul et tel qu 'on ait a'(e) = ca(e)c~1 pour tout e G E (si bien que a et a' sont deux monomor-
phismes conjugues dans L). Et si tel est le cas, V isomorphisme dual /* : FE a—-—•FE a ' de f relati-
vement au paires dualisantes de bimodules {E,aF, FE>a} et {EiQ'F, FE a /} est donne par f*(a) = ac, 
si bien que son inverse f*~l : FE_a—-—•FE.Q' est determine par f*~l (1) = c~1. 
Demonstration. 
Enonce (a). Supposons qu'on a un isomorphisme de bimodules / : LA—^->-LA' et verifions que A et A' 
sont conjugues par c = / ( l ) . Soient a, x G L, par definition on a : x-a = x\(a) dans LA, tandis que dans 
LA' on a que x-a = xA'(a). On deduit alors que : A(a)c = A(a)/(1) = /(A(a)) = /(1-a) = /(l)-a = 
cA'(a), montrant alors que A'(a) = c_1A(a)c pour tout a G L et / est l'unique isomorphisme F-lineaire 
a gauche determine par / ( l ) = c. Pour la reciproque, si A et A' sont deux automorphismes conjugues, 
de sorte qu'il existe d G L avec A'(a) = c'_1A(a)c' pour tout a G L, alors l'isomorphisme L-lineaire a 
gauche / ' : LA—-^—LA>, determine par / ' ( l ) = d, doit etre d'apres ce qui precede un isomorphisme de 
L-bimodules. En effet pour la linearite a droite, on voit que pour tous x, a G L on a : f'(x-a) = f'(x\(a)) = 
xX(a)f'(l) = x\(a)d — xd(d~\X(a)d) = f'(x)X'(a) = f'(x)-a. Ceci complete le premier volet de (a). 
h b 
Pour le second volet de (a) considerons les formes bilineaires LA <8> LA-i—^—»L et LA' <E> Ly-i—^—»L 
ou pour chaque 7 G {A, A'} on a b7(a <g> b) = aj(b) et pour tous a,b G L. Or l'isomorphisme dual 
/* : LA/-i—=*—»LA-i d'un isomorphisme/ : L\—-—*Ly est defini par la propriete qui suit: b\(a<g> f*(b)) = 
by(f(a) ® 6) pour tous a, b G L. Ainsi.on a : A(/*(l)) = bA(l ® /*(1)) = M / ( l ) ® 1) = cA'(l) = c, si 
bien que/*(1) = A_1(c) et done f*(a) = a/*(l) = aA_1(c), et par suite /* - 1(1) = A " 1 ^ 1 ) . 
Enonce (b). Supposons avoir un isomorphisme de bimodule / :
 EjQF—^^-E)Q'F et posons c = / ( l ) . 
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Pour tous e € E et x G F, par definition on sait que, e-x = a(e)x dans E,aF, tandis que dans E.Q'F on 
a que e-x = a'(e)x. On deduit alors les egalites qui suivent dans E.O'F : a'(e)c = e-/(l) = /(e-1) = 
/(a(e)) = / ( l )a(e) = ccc(e), montrant alors que a'(e) = ca(e)c~1 pour tout e € E et / est done le 
morphisme F-lineaire a droite determine par / ( l ) = c. Pour la reciproque, s'il existe d G F non nul tel que 
a'(e) = da(e)d~1 pour tout e G E, alors d'apres ce qui precede l'unique isomorphisme F-lineaire a droite 
/ ' : E,aF *E,a'F, determinee par f'(l) = d, doit etre un isomorphisme de bimodules. 
II reste verifier que le second volet de (b) tient aussi. Pour les deux paires dualisantes de bi-
modules { E , Q F , F E Q } et {E,a'F,FE,Q'}, en utilisant les formes bilineaires FE,a <8>E E,«F —*F et 
h' 
FE,Q' ®E E,QF <-F avec bF(x ® y) = xy et b'F(x <g> y) = xy pour tous x,y G F, le dual /* de 
/ a la propriete suivante : bF(f*(a) ® b) = b'F(a <g> f(b)) pour tous a,b G F. On obtient alors que : 
/*(a) = bF(/*(a)«8)l) = b , F ( a ® / ( l ) ) = a / ( l ) = ac. . • 
Lemme 5.2.2. On suppose que E, F et L sont des k-surcorps et (q,q') G {(l.m), (m, 1)} te/s que 
q' dimk(E) = q dimk(F) et A G Aut(F). 
(a) Poi/r tows a, a' G Aut(F), une application f : FQ ® FA *-FQ/ induit un isomorphisme entre la 
paire dualisanteproduit {FQ ® FA, F A - I <g> F a - i} etlapaire dualisante {Fai, Fa/-i} s? et seulement si 
Velement c = / ( l (g> 1) G F est non nul tel a'{a) = c_ 1(ao X(a))cpour tout a G F. £?.«' tel est le cas, 
Visomorphisme dual /* : FQ/-i *FA-I (8> FQ-i est donne par /*(a) = a(aA)_1(c)(l <8> 1) pour 
tow? a G F, sibien que son inverse / * _ 1 : FA-i <g> Fa-i—-—•F^-i est determine par f*~l {1 <g> 1) = 
(aA)-Hc-1). 
(b) On suppose que a, a' : Ec «-F son? Jewx monomorphismes de corps. Alors une appli-
cation g : E,QF <8>F FA *E,Q 'F induit un isomorphisme entre la paire dualisante produit 
{E,QF ®F FX,F A - I ®F FE,Q} ^ la paire dualisante {E,Q'F,FE,O;'} si et seulement si Velement c = 
g(l 8 1) £ F est non nul tel que a'(e) = c(A_1 o a(e))c~1 pour tout e G E. Et si tel est le cas, 
l'isomorphisme dual g* : FE,Q '—-—"FA-I <8>F FE,Q est donne par g*(a) = ac(l <g> 1), si bien que son 
inverse g*~x : FA-i <S>F FE,Q—=a—*FE,Q' determine par g*~x (1 <g> 1) = c_1. 
(c) On suppose que /3, /?' : Fc -L sont deux monomorphismes de corps. Alors une appli-
cation h : LFip ®F F\ *LF,/3' induit un isomorphisme entre la paire dualisante produit 
{LF,/3 <8>F FA,F A - I 0 F F,^L} et la paire dualisante {LF^,F^L} si et seulement si Velement c = 
h(l 8 1) £ L est non nul tel que j3' = c(/3A)(a)c_1 pour tout a G F. Et si tel est le cas, Viso-
morphisme dual h* : F,/3'L—-—•F^-i <8> F,/?L est donne par h*(X) — h*(l)x = (1 <g> l)cx, si bien que 
son inverse h*^1 : FA-I ® F,^ L—-—+F,p>L est determine par /i*_1(l (8) 1) = c -1 . 
Demonstration. Durant la preuve, on garde pour chacun des enonces (a), (b), (c) les notations et hypotheses 
du lemme. Rappelons aussi que pour deux k-surcorps ki et k2 et pour deux ki^-bimodules M et N, 
un isomorphisme entre deux paires dualisantes {M, M*} et {N, N*} est une paire (u, u*) induite par un 
isomorphisme de bimodules u : M—^^-N, avec u* : N*—"^—-M* le morphisme dual correspondant a u. 
Enonce (a). Commencons par voir qu'on a un isomorphisme canonique de bimodules 
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fa\ '• Fa 0 F\—^-"-FQOA envoyant a(l 0 1) sur a. En effet par definition fa\ est lineaire a gauche 
et pour tout a G F on a : (1 0 l)-a = 1 0 A(a) = l-A(a) ® 1 = a(A(a))(l 0 1), si bien que 
/OA(1 ® l)-a = a(A(a)) = 1-a = / Q A(1 0 l)-a. Ainsi, Fa 0 FA est canoniquement isomorphe a F Q A , 
si bieh que le premier volet de (a) est une consequence immediate du lemme 5.2.1-(a). Le second 
volet est aussi une application directe de la definition des formes bilineaires accompagnant le produit 
de paires dualisantes (voir lemme 3.1.5). En effet l'une des deux formes bilineaires attachees a la 
paire dualisante produit {Fa 0 FA, FA-i <8> FQ-i} est donnee par (FQ 0 FA) 0 (FA-i 0 F a- i) baA >F 
avec ba^a 0 b 0 x 0 y) = ba(a 0 b\(b 0 x)y) = a-a(b-\(x)y) pour tous a,b,x,y G F. 
Posons /*(1) = co(l 0 1), alors en utilisant aussi la forme bilineaire Fa/ 0 FQ/-i—^-*F at-
tached a la paire dualisante de bimodules {Fa ' ,FQ/-i}, on obtient les egalites qui suivent : 
(aA)(c0) = baX(l 0 1 0 /*(1)) := ba>(f{l 0 1) 0 1) = ca'(l) = c. Ainsi a\(c0) = c si bien que 
cQ = (aA)_1(c). Done Fa/-i "FA-I 0 Fa-i est bien donne par f*(a) = a(aA)_1(c). 
Enonce (b). Pour le premier volet de (b), en appliquant le lemme 5.2.1-(b) il suffirad'observer qu'on a 
un isomorphisme canonique de bimodules <j> : E,QF 0 F FA— a !—•E.A-^F donne par 0((1 0 l)-a) = a. En 
effet, pour tous e £ E et a £ F on a : e-(l 0 l)a = a(e) 0 .1-a = 1 0 a(e)-a = (1 0 l)-(A_1(a(e))a), si 
bien que, ^>(e-(l (8> l)-a) = A_1(a(e))a = e-0(l 0 l)a. Pour le second volet de (b) il reste a verifier que 
g* est bien donne par g*{a) = ac(l 0 1). En effet pour la paire dualisante {E,«F 0 F FA, FA-i 0 F FE , a}, 
l'une des deux formes bilineaires associees est donnee par (FA-I 0 F FE,Q) 0 (E,«F 0 F FA) -F avec 
<a 0 6 0 x0 y) := (a0<&0x)-y) = b'x(a 0 focy) = a\~1(bxy) pour tous a,b,x,y G F. Posant 
3*(1) = c0(l 0 1) et en utilisant aussi la forme bilineaire FE,Q' 0 E,Q'F—^—*F on obtient que : c0 = 
<(c0 ® 1 ) ® ( 1 ® 1)> = (5*(1) 0 (1 (8) 1)) := (1 0 #(1 0 1)> = (1 0 c) = bF(l 0 c) = c. Ainsi, pour tout 
a G F on a bien que c/*(a) = ap*(l) = ac(l 0 1), completant alors la preuve de (b). 
Enonce (c). Pour le premier volet de (c) on commence par observer qu'on a un isomorphisme cano-
nique de bimodules </>' : LF)/g 0 F FA—c^—-LF„SA donne par <j>'(x(l 0 1)) = x. En effet, pour tous x G L 
et a G F on a : x(l 0 l)-a = x(l 0 A(a)) = x(l-A(a) 0 1) = x/?(A(a))(l 0 1), si bien que dans 
LF,/3A on a, f ( i ( l ® l)-a) = x/3(\(a)) = x-a = x<f>'(l 0 l)-a. Ainsi 0' est un isomorphisme de bi-
modules, et appliquant le lemme 5.2.1-(b) on obtient le premier volet de (c). Pour le second volet de 
(c) il reste a verifier que h* :
 F,/3'L ' ~. >FA-i 0 Fi/3L est donne par h*(x) = h*(l)x — ex. Pour la 
paire dualisante {LFi/g 0 F FA, FA-I 0 F F./JL}, l'une des deux formes bilineaires associees est donnee par 
(LFl/3 0 F FA) 0 (FA-I 0 F F,^L)—^—"F avec (x 0 a 0 b 0 y) := (x®{a®byy) = bL(x 0 a\(b)y) = 
xa\(b)y pour tous x, y G L et a, b G F. Posant h*(l) = (1 0 l)c0 = 1 0 c0 et en utilisant aussi la forme 
bilineaire LFj/3- 0 F)/3-L—^—L on obtient : c0 = A(l)c0 = <(1 0 1) 0 (1 0 c0)) = ((1 0 1) <8>./i*(l)> = 
b'L(/i(l 0 1) 0 1) = /i(l 0 1) = c. Ainsi, pour tout x G L on a bien que /i*(x) = /i*(l)x = (1 0 I)ex, 
completant alors la preuve de (c). • 
Rappelons que par modulation 2-acyclique on entend une modulation SDT indexee sur un ensemble fini 
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de points I, telle que pour chaque paire non-ordonnee de points i,j G I on a au plus un bimodule non nul 
attache a la paire i,j. 
Definition 5.2.1. I etant fixe, soient E et F deux k-surcorps et (a, b) G {(1,1), (1,2), (2,1)}. Alors on note 
9Jla)i,(E, F) la famille des k-modulations symetrisables 2-acycliques StTl dont la famille (kj, i*)j6i des k-
surcorps kj et des formes traces non-degenerees t, € Homk(kj, k) appartenant a Wl et la famille des paires 
dualisantes et symetrisables de bimodules dans DJl tombent dans l'une des trois categories suivantes. 
(A) Si a = 1 = b alors E = F = kj pour tout i € I; la paire dualisante et symetrisable de bimodules 
attachee a chaque paire i,j€l est soit nulle, soit de la forme | F ^ ., FA-i > avec \j G Aut(F). 
(B) si (a, b) = (1,2) alors F est une extension quadratique de E, il existe un point fixe r G I appele 
racine avec kr = E (c'est le k-surcorps racine de 9Jt), et pour tout i ^ r on a kj = F. Pour chaque 
k ^ r, la paire dualisante et symetrisable de bimodules attachee a la paire r, k est soit nulle soit de 
la forme {E.AF,F E A } pour un monomorphisme de corps A = Arfc : E'— -F. Et pour chaque paire 
i, j G I- {r} la paire dualisante associee est comme dans (A). 
(C) Si enfin (a, b) = (2,1) alors E est une extension quadratique de F, il existe un point fixe r g l 
appele (co)racine et le k-surcorps (co)racine etant encore kr = E, tandis que pour tout i ^ r on a 
kj = F. Pour chaque k ^ r, la paire dualisante et symetrisable de bimodules attachee a la paire r, k 
est soit nulle soit de la forme {F,AE,EF,A} pour un monomorphisme de corps A = Ar ^ : F< -E. Et 
pour i, j G I- {r} la paire dualisante associee est comme dans (A). 
Rappelons que pour chaque paire dualisante de bimodules {M, M*} avec M G Ebimodp pour deux k-
surcorps E et F, si on designe par M (8> M*—^-—E et M* <g> M—^—*F les deux formes bilineaires attachees 
a la paire {M, M*}, alors les morphismes duals correspondants sont notes E ^ ^ — - — - M 0 M* et 
F M *>M—-—>M* 8> M. Et relativement a une paire arbitraire {Y, Y*} de bases mutuellement duales 
ou Y est une F-base droite pour M et Y* = {y* : y G Y} est la base duale correspondante pour M*, on a : 
3 = 3 ( 1 ) = J2 y <8> y* ; de meme relativement a une paire arbitraire {X, X*} de bases mutuellement duales 
2/eY 
ou X est une E-base gauche pour M et X* = {x* : x G X} est la base duale correspondante pour M*, on 
a : 3' = 3'(1) = Yi, x* ® x. Pour chaque carquois module triangle-decore Q avec Q0 = I, on pose trg(Q) 
V ensemble de tous les triangles dans Q, ou ici un triangle dans Q est un sous-carquois module plein de Q 
induit par un 3-cycle dans Q (et done les permutations cycliques d'un 3-cycle induisent un meme triangle). 
Definition 5.2.2. Soit A G {A, B, C}, alors un carquois module Q est amasse de classe A s'il verifie les 
conditions (cAl) et (cA2) ci-apres. 
(cAl) La modulation de Q est dans 9Jlafi(E,F) pour deux k-surcorps E et F, avec (a, b) G 
{(1,1), (1,2), (2,1)}, et le carquois value sous-jacent Q de Q est dans Mut(A), e'est-a-dire Q est 
triangle-decore de classe A. 
(cA2) Les triangles dans Q sont compatibles avec la mutation amassee dans le sens qu'on a les relations 
suivantes : Pour tout triangle trivialement value 
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on a Xjti = \kj o Xik). Et si (a, b) G {(1, 2), (2,1)} et le point (co)racine r se trouve sur un triangle de 
l'une des deux formes suivantes avec kr = E, 
alors selon le cas on a l'une des deux relations : A^ ,- = Afe \ o Xrk ou As')r = Ar^ o \k>s. 
Enfin, pour pour decrire tous les carquois modules avec potentiels des algebres inclinees amassees de 
type A G {A, B, C}, nous posons la definition suivante. 
Definition 5.2.3. Soit A G {A, B, C}. Alors on note Qpot(A) la famille des carquois modules avec po-
tentiels de classe A dont chaque membre (Q, m) est tel que Q soit amasse de classe A et la condition 
supplemental (cA3) suivante soit verifiee. 
(cA3)' Le potentiel m est donne par la somme m = H mA des potentiels rigides attaches aux 
A6trg(Q) 
triangles dans Q et decrits comme suit: 
» Si A est trivialement value avec Ao= {i, k, j} comme dans la condition (cA2), alors fixant un point 
dans A, par exemple le point i, on pose mA = TnAji = 1 <g> 1 ® 1 € FAj^ <g> FxkJ,<8> FAj.%. 
> Si A=Ar est donne par le triangle module a gauche en (cA2), alors fixant le point racine r € Ar on 
pose mA = mA,r = 1 (g> 1 <g> 1 € E,xr,fcF (8> FXk,s 0 FEjAsir. 
> Finalement si A=Ar est donne par le triangle module a droite. en (cA2), alors fixant le point 
(co)racine r GAr on pose mA = mA,r = 1 § 1 ® 1* + i ® 1 0 i* G EF,Ar,fc <8> F\k s, <8> F,A,, rE, 
ou {1, i} est une F-base droite de Ep,Ar k et de EF,A„, , tandis que {1*, i*} la F-base duale correspon-
dante pour p]As, E avec Xs^r = Xr^ ° Afc)S'. 
Avec les notations de la definition 5.2.3 precedente, on rappelle que J(Q,m) designe l'algebre jaco-
bienne associee au carquois module avec potentiel rigide (Q, m) € Qpot(A), m = E m4 etant le 
A6trg(Q) 
potentiel rigide primitif sur Q decrit par la condition (cA3) et donne comme somme des potentiels rigides 
associes aux triangles dans Q. 
Nous soulignons que pour le resultat principal de ce chapitre, k est un corps commutatif quelconque 
non necessairement parfait, la reduction des carquois modules avec potentiels s'appliquera pour la famille 
Qpot(A) car nous ferons des mutations evitant le point racine. 
Theoreme 5.2.3. Solent A = kQR une algebre de carquois module lie et A G {A,B,C}. Alors A est 
inclinee amassee de type A si et seulement Q est triangle-decore amasse de classe A et A = i7(Q, trt) oil 
(Q,m)GQpot(A). 
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Preuve du theoreme 5.2.3 
La preuve du theoreme 5.2.3 est une consequence directe du lemme 5.2.4 ci-dessous et du theoreme 
de structure 5.1.1. En appliquant le lemme 5.2.4, voyons comment on derive le theoreme 5.2.3. En vertu 
du theoreme de structure 5.1.1, la (co)racine r etant fixee dans A (si A = Ara on peut se passer de la 
racine), on sait que Mut(A) = Mut/r(A), ou Mut/r(A) est l'ensemble des carquois values obtenus par les 
mutations successives des orientations de A en evitant de muter a la racine. II s'ensuit que toutes les algebres 
inclinees amassees de type A s'obtiennent a partir des algebres hereditaires de type A par des mutations 
successives evitant le point racine r. Or a isomorphisme pres, il est clair que chaque algebre hereditaire 
de type A est donnee par un carquois module avec potentiel acyclique (r, 0) G Qpot(A). Et comme le 
lemme 5.2.4 stipule que Qpot(A) est stable pour les mutations de carquois modules avec potentiels, il en 
resulte qu'a isomorphisme pres toutes les algebres inclinees amassees de type A sont exactement donnees 
par les algebres Jacobiennes de carquois modules avec potentiels appartenant a Qpot(A), si bien que le 
theoreme 5.2.3 est vrai. On a aussi utilise le theoreme 4.3.2 qui stipule que, si A = J(Q, m) = Endc(T) 
est inclinee amassee pour un objet inclinant amasse T dans une categorie amassee C, alors l'algebre inclinee 
massee p,k(A) := Endc(/Xfe(T)) est egale a l'algebre jacobienne J(nk(Q, m)) associee a la mutation du 
carquois module avec potentiel (Q, m) (lorsque cette mutation est definie). 
Lemme 5.2.4. Soit A G {A, B, C}. Alors pour tout (Q, m) 6 Qpot(A) etpour tout point k dans Q distinct 
de la racine, la reduction des carquois modules avec potentiel s'applique a la semi-mutation Jlk(Q, tn) et 
le carquois module avec potentiel ;Ufe(Q,m) est encore dans Qpot(A) a isomorphisme pres de carquois 
modules avec potentiels. 
Demonstration. Soit (Q,m) € Qpot(A) et k un point de Q distinct de la racine, on garde a l'esprit les 
notations des definitions 5.2.2 et 5.2.3 et aussi le fait que, si Q designe le carquois value sous-jacent de Q, 
alors le carquois value /xfe(Q) est encore dans Mut(A), de plus il existe (a, b) G {(1,1), (1,2), (2,1)} avec 
Q £ 9#a b(E, F) pour deux k-surcorps E et F. I = Q0 etant l'ensemble des points de Q et K = ff k,-, notons 
B = kQi = © iB; le bimodule de toutes fleches valuees dans Q, (chaque paire dualisante \iB,, iB*\ est 
decrite par la definition 5.2.2, et iBj est de dimension 1 a gauche ou a droite). On pose aussi e^ = 1 — ek = 
23 e.% ou pour chaque i G I, e, est l'unite du k-surcorps k ^ c K . 
On considere les sous-ensembles In(k) = k~ = {i G I : Qi(i,k) ^9} et Out(k) = k+ ' = 
{j G I : Qi(k,j) ^ 0}. Chaque paire de points i G In(fc), j G Out(/c) determine dans Q un unique che-
min value u^kj '• i-^^k-^^j de longueur 2 via k. Et en vertu du theoreme de structure 5.1.1, il existe au 
plus quatre chemins de longueur 2 via k et, parmi ces chemins, au plus deux sont pleins. De plus, si u^j 
n'est pas plein, alors k est sur un triangle cycliquement oriente A ^ j dans Q. On divise alors l'ensemble 
In(A;) x Out(fc) en deux blocs disjoints I?fcs et I?fex definis comme suit: 
I(fc) = {(*>j) e In(fc) x Out(fc) : k est sur un triangle A^j j^et 
I(fc) = {{i,j) G In(fc) x Out(fc) : uitk,j est plein }. 
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La decomposition correspondante pour le bimodule produit BekB = Bek <8> ekB est donnee par 
BekB = M e M' avec M = E iBkkBj&tM' = E iB^Bj. Rappelons que trg(Q) designe l'en-
semble de tous les triangles dans Q; on pose trg(fc) C trg(Q) les triangles dans Q contenant le point k, et 
trg(A;) := trg(Q)^trg(£:), d'apres ce qui precede on a, trg(A;) = { Ahkj : (i, j) G 1^} et on sait que 
m = E rriA = E tn4 j l j . +. mavecm = E mA. 
Aetrg(Q) («J')eI^) ' ' Agtrg(fc) 
Maintenant, en vue d'exprimer m en utilisant un systeme droite de fleches et un systeme gauche de fleches 
pour Q, et en se rappelant que (Q,m) 6 Qpot(A) est decrit par la definition 5.2.3, on fixera un systeme 
droite de chemins Y(fc) = {yi,- • • ,yq} pour M = E iBkkB, en suivant les lignes ci-apres. Une kfc-base 
droite de Bek est donnee et notee RQi(-, k) = U RQI(«, k) ou, pour chaque i € In(fc), on sait qu'une 
i€In(*:) 
kfc-base droite RQ±(i, k) = {y(i,k),i, • • •, V(i,k),qik} de iBk est formee, soit d'un seul element (l'unite "1" du 
k-surcorps qui determine le bimodule iBk 6 9tta;b(E, F)"), soit de deux elements (1, i comme dans le dernier 
volet de la condition (cA3)). D'autre part la forme de Q dans la definition 5.2.2 montre que k^ = k, et le 
bimodule
 fc.B • est toujours de dimension 1 a droite et a gauche, et une base gauche-droite de kB^ est donnee 
par l'unite du k-surcorps determinant le bimodule
 kBj comme en (cA3), (qu'on note indifferemment "1", 
ici dans la preuve on pourra aussi noter c.ette unite "ek\j := 1" si on veut mettre en evidence le bimodule 
kBj). Ainsi, 
Y(fc) := U RQi'(*',fc)RQi(A;,.7) = {V{i,k),t ® l = V(i,k),t ® efc,j•: (i,j)€lfk),t=l...,qitk} 
est le systeme droite de chemins correspondant pour le bimodule 
M = E iBkkBj ; et sous forme compacte on ecrit Y(fc) = {yi,..., yq}. 
Par ailleurs, pour chaque pake (i,j) € I?fc) on sait qu'il existe (en vertu du lemme 5.2.2) un 
isomorphisme canonique de bimodules fa :iBkiS>kB:j—^^-jB* envoyant RQi(«,&;) (8> nQi(k,j) sur 
une kj-base droite hQ*(i,j) de jB* (coincidant en fait avec avec
 RQi(i,k) puisque k^ = kj), 
et l'inverse fa := fa'1 :
 kB* ®iBk*—::^—*jBi de l'isomorphisme dual de fa envoie la base duale 
*Q![(k,J)-RQZ{i,k) = {l ® y(i,*),i' • - -. 1 «> 3/(k,fc),9i,fc} sur la base duale ^ ( . 7 , 1 ) : = {x&o.i,... ,xUti)tqjii} 
de tQ*(j, i) avec qjti = qitk. Ainsi suivant la famille des paires d'isomorphismes canoniques de bimodules 
mutuellement duals (fa, fa)(i}j)ein(k)xOut(k), le systeme dual Y*fc) = {y\,..-., y*} de Y(fc) est envoye sur 
l'union X(fc) de toutes les bases gauches LQ^(j, i) avec (i,j) € I?fc), qu'on note aussi sous forme compacte 
par X'(fc) := {xi,..., xq} avec xa correspondant a ys pour 1 < s < q. 
Alors la composante mAt k associee au triangle Ai,kj£ trg(k) s'exprime relativement aux systemes de 
fleches et de chemins precedents par 
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oil ici et comme deja mentionne on ecrit indifferemment 1 = ek,j € kBj pour l'unite du k-surcorps deter-
minant le bimodule
 kB^. Avec les considerations precedentes, on a la decomposition suivante du potentiel 
m. 
m = tn(fc) + fri avec ) 
i 
m(fc) = H V* ® xs = H Y. y(i*),t ® ek.j <8> x(iii)?t G (BekB) 0 B 
a=\ (M)6I?*,'=1 ' ' ' " j, (l.fc) 
m = 5 1 mA e TK(efc£efc 
AGtFg(Q) - J 
Maintenant, une fois que les notations precedents ont etc posees, pour la prochaine etape on veut 
examiner la semi-mutation p,k(Q, tn) = (/2fc(Q),/Zfc(m)) = (Q, in) du carquois module avec potentiel 
(Q,m) au point k, en suivant les lignes de la definition 3.5.1. Et en vue d'appliquer la reduction des car-
quois avec potentiels a p,k(Q,m), on construira un autre carquois module avec potentiel (Q',m') tel que 
(Q',m') 6 Qpot(A) et J(Jlk(Q,m)) =' J(Q',m') a une p-equivalence droite pres (c'est a dire ici, un 
epimorphisme IT : k(fik{Q)) <*kQ' tel que ker(7r) c J~ ,m) et 7r(/5fc(m)) = m', comme l'exprime le 
theoreme de reduction 3.4.4). Posons done B := jlk(B) le bimodule des fleches valuees dans Q. Alors en 
suivant les differents points de la definition 3.5.1, le carquois module avec potentiel (Q, in) est decrit comme 
suit: 
(i) B = ekBek © [BekB] © ((Bek)* © (ekB)*) ou [BekB] coincide avec le bimodule BekB avec la conven-
tion que, vus dans kQ, les elements de BekB sont de degre homogene 1 (pour chaque x G Bek et chaque 
y G ekB, l'element x <g> y = x-y G BekB est encore note [xy] lorsqu'il est vu dans B). 
(ii) rh = [m] + %k ou, comme en (i), [m] coincide avec m mais vu dans kQ, si bien qu'en prenant en compte 
(l.k) on a [m] = [xn{k)] + m. Et ik est donne par ik — %{Be B)MBe U)*, si bien que suivant un systeme droite 
de fleches
 RQj pour B auquel est associe le systeme dual correspondant pour B*, on a : 
l k = 3(B«fcB)«(B«fcB)* ^ ' T. [yz]®z*®y* 
yeRQi(-,k),ze^Qi{kr) 
£ [y ® efcj-] ® e£ . <8> y*, 
(jj)€ln(fc)xOut(fe),y€RQi(i,fc) 
ou ekj et elj = e^k sont tous deux egaux a l'unite du k-surcorps sous-jacent a la paire dualisante 
{jBk,jBk*}. 
(iii) Pour chaque paire (i,j) G I?M, d'apres ce qui precede on sait que dans Q on a un unique chemin plein 
u)itk,j • i-^^k-^^j, et alors dans Q = fik(Q) on a un triangle (plein) A*=A*fc^ et la composante m'A, de ik 
associee est illustree comme suit, 
. , kfc 
A
 -
A j , f c , i : ki
 [iBk9kBj] kB.*9iBk*' kJ a v e C mA' ~ lodiWim^ViW 
Or en vertu du lemme 5.2.2 decrivant les isomorphismes d'un produit de paires dualisantes de bimodules 
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dans Qpot(A) vers un representant dans Qpot(A), si on note A'=A^
 fc ^  le triangle module obtenu du tri-
angle A*=A*
 k j ci-dessus en remplacant la paire dualisante produit {[iBk (g> kB3] kB* <8> iBk*) par son re-
presentant dans Qpot(A), disons {i-B/, iB/*}, alors le triangle avec potentiel (A*, mA.) est naturellement 
isomorphe a un triangle avec potentiel (A',mA,) G Qpot(A). Ainsi, pour le carquois value 2-acyclique 
Q' = Mfc(Q) £ Mut(A), on considere le carquois module Q' € Qpot(A) dont le carquois value sous-jacent 
est donne par Q' tandis que la modulation est decrite comme suit, 
B' = kQi = ( © jB/) © (Bek)* © (ekB)* ®ekBek et on a une identification 
{tBk ® kBj kB* <g> tBk*} ^ { , £ / , , £ / * } et (A*,mA.) = (A',m'A,) € Spot(A) et (2.k) 
trg(Q')= U _ { A ; , M } Utrg(fc). 
(iv) Enfin, pour chaque paire (i,j) € I2fc), on sait que dans Q le chemin w ^ n'est pas plein et k est sur un 
triangle cycliquement oriente A—A^kj- La semi-mutation jlk transforme A comme suit: 
A=Aj ifcJ-: \.+ _ _k, Mfc , k ^ 
[iBkkBj], [iBkkBj}* 
Ainsi, relativement aux systemes de fleches et de chemins precedemment fixes, le potentiel 2-cyclique 
determine par la composante [mAi k,] de m^k) et le potentiel mA. := iQAB Bm B *8 B t) provenant de 3fc 
et induit par le triangle A*
 k^ dans Q sont donnes comme suit: 
1i,k 1i,k 
[m^,k,j\ = £ [V(i,k),t ® efc,j] <g> %(j,i),t et mA>^. = £ [j/(i,fc),t <8> efcj] <g> uW ) ] t 
avecw(iij),4 = e^- <g> j/£ifc)|t € R Q ^ , J h Q * M ) = {1} ® R 2 ^ , * 0 -
II decoule alors des points (i), (ii), (iii), (iv) et de (l.fc) que le potentiel in se decompose sous forme 
compacte comme suit, 
<? q 
in = [m] + ik = (%2 [ys]xs + Y, b s R ) + tnred ou mred = m + i'k avec 
(3-k) 
m = 53 m A » e t 3 l = Yl rn^kt avec vs = l®y*,l< s<q. 
A€tfg(C) ( < J ) 6 ^ 
9 ~ 
Done la composante de degre 2 de m est m(2) = "£, [ys]xs e BtTiv := © ([j£?fcfc.B.]) <g> ^ et 
clairement, la partie triviale (Striv,Si(2^) du carquois module avec potentiel (<2, in) scinde, si bien qu'on 
peut appliquer le theoreme de reduction 3.4.4 pour reduire (Q, in). En posant BTed = B/BtTiv, (2.k) montre 
clairement qu'a un isomorphisme canonique pres, la paire dualisante {.Bred; BTed\ coincide avec la paire 
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dualisante {B',B'*} definissant le carquois module Q! et de plus, (5red,mred) coincide avec un carquois 
module avec potentiel (Q',m') € Qpot(A). Par ailleurs, la p-equivalence utilisee dans le theoreme de re-
duction 3.4.4 est l'epimorphisme n : k(flk(Q)) •*TK(5red) — kQ' tel que ker(7r) soit egal a l'ideal 
trivial associee a fn et donne par / = J~lv = (dysm, dTsm, : 1 < s < q) et ir\ _. = 1 . Mais clairernent 
T K ( B r e d ) 
_ __ q q 
(3.k) et (l.k) montrent que dlys]m = xs + vs et 9x,-m = [ya], si bien que £) [ys]xs + £ [ys}vs S ker(7r) et 
__ 5 = 1 S = l 
done 7r(m) = 0 + mred = m'. 
On obtient done que i-ik(Q, m) = (Q', m') G Qpot(A), etablissant ainsi la validite du lemme 5.2.4. D 
Signalons qu'en se restreignant un peu sur des corps parfaits, les resultats de ce chapitre donnent ai-
sement la caracterisation des algebres inclinees amassees de type F4 au moyen des carquois modules avec 
potentiels, cette caracterisation n'est pas incluse ici par manque d'espace et laissee comme un simple exer-
cice au lecteur. 
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Dans cette these nous avons aborde plusieurs themes et obtenu plusieurs resultats importants. Le pre-
mier donne l'existence (d'une version non-simplement lacee) des structures amassees pour les categories 
2-Calabi-Yau sur un corps commutatif quelconque k, et une premiere application realise directement une 
large classe d'algebres (et de sous-algebres) amassees non-simplement lacees de type geometrique. II serait 
interessant de savoir ce qui se passe si on remplace le corps k par un anneau commutatif artinien k et si on 
travaille sur les k-categories C dans lesquelles l'algebre d'endomorphisme de chaque objet dans C est une 
algebre d'Artin. Rappelons-nous que les structures amassees dans les categories 2Calabi-Yau, et en parti-
culier dans les categories amassees, apparaissent comme 1'une des diverses categorifications des algebres 
amassees ou plus precisement des mutations. D'ailleurs, il existe actuellement d'autres travaux en cours 
pour la categorification des algebres amassees a I'interieur des categories monoldales dans lesquelles le 
produit tensoriel remplace les sommes directes (voir par exemple la these de Gongalo N. Tabuada : Theo-
rie homotopique des dg-categories). Et il s'avere que cette derniere approche permet de capturer de facon 
plus naturelle et plus fidele la combinatoire sous-jacente aux algebres amassees. Nous aimerions, des que 
possible faire un tour de ce cote la. 
Le deuxieme theme aborde dans cette these concerne la generalisation des carquois avec potentiels et 
des mutations de carquois avec potentiels en introduisant les carquois modules avec potentiel ainsi que leurs 
mutations. Le plus important resultat a ce sujet est donne par le theoreme de reduction ou de decomposition 
des carquois modules avec potentiels : il stipule qu' a une equivalence droite faible pres et au moins lorsque 
le corps de base est parfait, tout carquois module avec potentiel (Q, m), dont la partie triviale (Qtriv, rn^) 
est non-nulle, peut etre reduit a un carquois module avec potentiel dont la partie triviale est nulle et cette 
reduction preserve dans un certain sens les ideaux jacobiens. II decoule de ce resultat qu'a une equivalence 
droite faible pres, la mutation de carquois modules avec potentiels est une operation involutive. Ces deux 
resultats generalisent ceux de [24] ou Derksen, Weyman et Zelevinsky obtiennent la reduction et la mutation 
des carquois avec potentiels a une equivalence droite pres. Bien que l'equivalence droite faible ait ete suf-
fisante pour manipuler les carquois modules avec potentiels, une question qui merite d'etre soigneusement 
traitee est celle de savoir si pour les carquois modules avec potentiels on peut raffiner l'equivalence droite 
faible en une equivalence droite tout court. D'autre part, dans [24] les auteurs abordent aussi l'etude des 
representations de carquois avec potentiels, nous n'avons pas traite ce volet dans cette these et cela n'aurait 
d'ailleurs pas pu tenir ici avec tous les autres sujets que nous avons traites, surtout si on tient compte des 
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limitation imposees par le temps et par l'espace. Ainsi, la prochaine etape pourrait bien etre l'etude des 
representations de carquois modules avec potentiels. 
Avec 1'introduction des carquois modules avec potentiels, nous avons egalement pu generaliser les re-
sultats de [11] dont les plus importants etablissent les faits suivants : la description des algebres jacobiennes 
de carquois modules avec potentiels en utilisant les suites faiblement 2-presque scindees, la compatibilite 
entre la mutation des carquois modules avec potentiels la mutation des objets inclinants amasses dans les 
categories 2-Calabi-Yau; une consequence importante est que, au moins sur des corps parfaits, les algebres 
inclinees amassees sont donnees comme algebres jacobiennes de carquois modules avec potentiels. En par-
ticulier, nous avons ete capables de calculer plus explicitement les carquois modules avec potentiels des 
algebres inclinees amassees de type A, ffi, C ; et les techniques presentees dans cette these permettent aussi 
de calculer aisement les carquois modules avec potentiels des algebres inclinees amassees de type F4 et des 
types euclidien B et C . . . , nous n'avons pas inclu le cas de F4 par manque d'espace. On doit remarquer 
que, meme dans le cas le plus simple d'une algebre inclinee amassee A de type A (le carquois value Q j 
est mutation-equivalent a une orientation du graphe de Dynkin An pour un certain n £ N t ) sur un corps k 
non-algebriquement clos, le carquois module Q j de A doit satisfaire a certaines relations de compatibilite 
meme si les bimodules determinant Q j sont tous de dimension 1 sur un k-surcorps E (Definitions 5.2.3 et 
Theoreme 5.2.3). Bien entendu, dans le cas simplement lace, la caracterisation des algebres inclinees amas-
sees de types A, B, E6, E7 et Eg est obtenue d'abord dans [13] en utilisant les carquois lies, puis dans [24] 
en utilisant les carquois avec potentiels. 
Nous aimerions aussi mentionner que, du a un manque d'espace, nous avons ete oblige de couper la 
partie geometrique de cette these, donnant une realisation geometrique des categories m-amassees de types 
B et C comme r-categories completement graduees des mailles d'un carquois module defini a partir des 
dissections m-divisibles d'un poly gone regulier, cela a ete possible en faisant appel a la technique du phage 
des carquois pour partir d'une realisation geometrique deja existante des categories m-amassees de type A. 
Perspectives 5.1 (Autour de la categorie amassee C(Q>m)). Dans le cas simplement lace, Claire Amiot a 
montre (dans sa these [1]) que la categorie amassee C(QIW), associee a un carquois avec potentiel Jacobi-
fini, est Hom-finie 2-Calabi-Yau, et les algebres jacobiennes des carquois avec potentiels apparaissent aussi 
comme algebres inclinees 2-Calabi-Yau. Sous reserve que la conjecture 5.2 ci-dessous tienne, nous avons vu 
(Theoreme 4.4.2) que la categorie amassee C(g,m)> associee a un carquois module avec potentiel Jacobi-fini 
et generalisant la construction de Claire Amiot, est egalement Hom-finie 2-Calabi-Yau, et les algebres jaco-
biennes des carquois modules avec potentiels apparaissent elles aussi comme algebres inclinees 2-Calabi-
Yau. Par ailleurs, meme dans le cas simplement lace, on ne sait pas encore (Mai-Novembre 2009) si la 
categorie C(Q,W) possede toujours la fameuse structure amassee. 
Ayant construit (en 4.4.2) une version non-simplement lacee de la dg-algebre de Ginzburg ([34, sec 4.2]), 
nous avons pose la conjecture suivante : 
Conjecture 5.2. Le cas particulier 4.4.1 du theoreme de Bernhard Keller [50, 6.3] se generalise au contexte 
des carquois module : pour un carquois module avec potentiel (Q, m) ou Q est fini et m est dans kQ, la 
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dg-algebre generalisee T(Q, m) est homologiquement lisse et 3-Calabi-Yau en tant que bimodule. 
Question 5.3. (1) lorsque Q est acyclique et k non parfait, la categorie C(g,o) est-elle encore exactement 
equivalente a CQ ? Ou encore, est-il possible d'etendre le theoreme de Keller-Reiten 4.4.3 lorsque k 
n'est pas necessairement parfait? 
(2) Si (Q, m) est jacobi-fini 2-acyclique et k G Qo, la categorie T>r(/j,k(Q, m)) est-elle exactement 
equivalente a T>F(Q, m) pour tout corps k ? Pour cette question, on peut supposer que k est parfait 
pour garantir que la reduction des carquois modules avec potentiels soit toujours possible, si bien que 
l'existence de /j,k(Q, m) est aussi garantie. 
(3) (Q, m) etant un carquois module avec potentiel jacobi-fini (avec Q non-acyclique), la categorie 
£(e,m) possede-t-elle une structure amassee ? 
Dans le cas simplement lace, Keller et Yang [52] preparent deja une reponse positive a la question 5.3-
(2) et ce, dans un cadre plus general. II sera tres interessant de regarder la situation prenant aussi en compte 
le cas non-simplement lace, meme comme deja signale avant on aura besoin "d'adapter" au conteste des 
carquois modules les nombreux outils existants pour la cas simplement lace. 
Perspectives 5.4 (Vers une approche non-simplement lacee a la conjecture de periodicite). Mention-
nons qu'en utilisant une categorification de nombreux invariants de la theorie des algebres amassees par 
les categories 2-Calabi-Yau dans [44, section 8], Bernhard Keller a tout recemment prouve la conjecture 
de periodicite pour le cas simplement lace (c'est-a-dire pour une paire (A, A') de deux diagrammes de 
Dynkin simplement laces). On a done ici toute une autre perspective a explorer, car il existe une version 
non-simplement lacee de la conjecture de periodicite, voir [53]. Fomin-Zelevinsky ont obtenu dans [29] un 
resultat partiel correspondant a une paire (A, Ai) ou A n'est pas necessairement simplement lace. Seulement 
et comme d'ailleurs mentionne tres tot des l'introduction de cette these, plusieurs techniques et resultats de 
categorification de divers aspects de la theorie des algebres amassees ont ete donnes dans le cas simplement 
lace. Nous osons esperer qu'en fournissant dans ce travail une generalisation des potentiels, et en tenant 
compte des precieux liens qui existent deja entre les categories 2-Calabi-Yau et les algebres amassees, plu-
sieurs auteurs trouveront ici quelque motivation pour continuer la categorification des invariants de la theorie 
des algebres amassees qui necessitent une generalisation pour inclure le cas non-simplement lace. En effet 
la version non-simplement lacee de la conjecture de periodicite est encore ouverte (Mai-Novembre 2009)! 
Bertrand Nguefack 
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