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In this paper, we investigate and develop a new approach to the numerical analysis and charac-
terization of random fluctuations with heavy-tailed probability distribution function (PDF), such as
turbulent heat flow and solar flare fluctuations. We identify the heavy-tailed random fluctuations
based on the scaling properties of the tail exponent of the PDF, power-law growth of qth order corre-
lation function and the self-similar properties of the contour lines in two-dimensional random fields.
Moreover, this work leads to a substitution for fractional Edwards-Wilkinson (EW) equation that
works in presence of µ-stable Le´vy noise. Our proposed model explains the configuration dynamics
of the systems with heavy-tailed correlated random fluctuations. We also present an alternative
solution to the fractional EW equation in the presence of µ-stable Le´vy noise in the steady-state,
which is implemented numerically, using the µ-stable fractional Le´vy motion. Based on the analysis
of the self-similar properties of contour loops, we numerically show that the scaling properties of
contour loop ensembles can qualitatively and quantitatively distinguish non-Gaussian random fields
from Gaussian random fluctuations.
I. INTRODUCTION
The ubiquitous existence of Gaussian random fluctua-
tions in natural phenomena has been subject of plenty of
interest in many fields, such as condensed matter physics,
cosmology, string theory, biology, economics and earth
science [1–7]. Experimental measurements and numer-
ical simulations show the presence of particular scaling
properties in time and space in the fluctuations of Gaus-
sian random fields. For instance, growing interfaces and
elastic membranes were known to be described by a finite
set of geometrical scaling exponents [2, 6].
In Refs. [8, 9] the self-similar properties of two-
dimensional Gaussian random fields are discussed by the
analysis of the scaling properties of contour loop ensem-
bles. Using the scaling analysis of contour loops, it has
been shown that such properties are valid for the con-
tour lines in glassy interfaces and turbulence [10], two-
dimensional fractional Brownian motion [11], discrete
scale-invariant rough surfaces [12], synthetic multifrac-
tal rough surfaces [13], discrete surface growth models
in (2+1)Dimensions [14], isothermal loops on the cos-
mic microwave background [15], and electron-hole pud-
dles in Graphene [16, 17]. In most cases, fast decaying
distributions are a noteworthy characteristic of the above
mentioned examples. Thus, they seem, not to be signifi-
cantly different from Gaussian random fluctuations [8, 9].
However, in reality, there are many cases where nonlin-
ear effects result in strong correlations in the system. In
addition, in these systems, the probability distributions
often display heavy-tailed non-Gaussian behavior [3].
There have been many studies exploring heavy-tailed
non-Gaussian behaviors of the probability density func-
tion of natural phenomena, such as fluctuations in the
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resistance of conducting wires [18, 19], the statistics of
turbulent fields [20, 21] and turbulent heat flows [22],
the global velocity of imbibition fronts [23], density of
a vibrated column of granular material [24], solar flare
fluctuations [25], particle velocity fluctuations in granular
systems [26], and the intensity histograms of individual
images [27]
Our focus, in this paper, is modeling, simulation and
characterization of the random fluctuations with power-
law tails in their probability density functions. In order
to drive some statistical properties of random fluctua-
tions with heavy-tailed PDF, we will begin with propos-
ing a rather simple linear differential equation i.e. frac-
tional Edwards-Wilkinson equation in the presence of µ-
stable Le´vy noise. The scaling theory implies the exis-
tence of a few scaling laws and exponents. For example,
qth order two-point correlation function has power-law
behavior with exponent α, the so-called roughness expo-
nent. In order to further characterize the random fluctu-
ations with heavy-tailed distribution, the scaling proper-
ties of our proposed model are computed in the steady
state, using the µ-stable fractional Le´vy motion. In par-
ticular we will examine the power-law behavior of the
qth order correlation functions and self-affine properties
of the contour loop ensembles. We will show that there
are some “non-negligible” differences between the scaling
properties of Gaussian random fluctuations and heavy-
tailed non-Gaussian random fluctuations in two spatial
dimensions.
The rest of this paper is organized as follows: In the
Section II, we will introduce a linear dynamical pro-
cess that describes the out-of-equilibrium interface dy-
namics with Gaussian statistics. Then a computational
model for simulating random Gaussian process, such
as fractional Brownian motion, is presented. In the
Section III, a substitution for the fractional Edwards-
Wilkinson equation is introduced. This equation works
in the presence of µ-stable Le´vy noise for modeling of
2the systems with heavy-tailed non-Gaussian PDF. Also,
we have studied particular scaling properties of our pro-
posed model. In the same section, we provide a gen-
eral method which generates random fluctuations with
heavy-tailed PDF. In the Section IV, simulations of µ-
stable fractional Le´vy motion and also an analysis based
on the scaling properties of the probability distributions
are discussed. Finally, the summary and the conclusions
are presented in Section V.
II. RANDOM FLUCTUATIONS WITH
GAUSSIAN STATISTICS
A linear model for Gaussian random fluctuations
The simplest stochastic partial differential equations
that describes the out-of-equilibrium interface dynam-
ics with Gaussian statistics, are the Edwards-Wilkinson
(EW) and noisy Mullins-Herring (MH) equations [2, 6].
The usual generalized form of EW and MH equations can
be written as
∂h(~x, t)
∂t
= −Dm(−∇2)m/2h(~x, t) + η(~x, t), (1)
where m is an even number. For m = 2 we recover the
EW equation, whereas m = 4 yields the MH equation.
Here h(~x, t) is the scalar field parameterized by space
coordinates ~x and time t. The coefficient D is a constant
and η(~x, t) is usually assumed to be a Gaussian white
noise with 〈η(~x, t)〉 = 0 which satisfies the fluctuation-
dissipation relation 〈η(~x, t)η(~x′, t′)〉 = 2kBTδ(~x−~x′)δ(t−
t′) [2, 6].
It is worth mentioning that, in the thermodynamic
limit when t → ∞ the central limit theorem for inde-
pendent random variables asserts that the probability
distribution function of the random profile h(~x, t) should
converge to a Gaussian form: P{h} ∝ e−h2/2σh [28, 29].
Defining the Fourier-Laplace transform as
h(~k, s) =
∫
ddxdt exp(−st− i~k.~x)h(~x, t). (2)
Under this transformation the stochastic partial differen-
tial equation (1) becomes:
h(~k, s) =
η(~k, s)
s+Dm|k|m , (3)
where the Fourier transformed noise η(~k, t) has a
zero mean, and its correlations obey the equation
〈η(~x, t)η(~x′, t′)〉 = 2kBT (2π)dδd(~k + ~k′)δ(t − t′). By in-
verting the Laplace transform, one can obtain
h(~k, t) =
∫ t
0
e−Dm|k|
m(t−t′)η(~k, t′)dt′. (4)
The theory of kinetic roughening predicts that the ran-
dom fluctuation h(~x, t) is correlated in space and time
[6]. The simplest quantitative measure of a given random
process is its spectral autocorrelation function, given by
〈h(~k, t)h(~k′, t)〉 ≡
(2π)dδd(~k + ~k′)
kBT
Dm|k|m
[
1− e−2Dm|k|mt
]
. (5)
In the limit t → ∞, we have the steady state structure
function
S(~k) =
kBT
Dm|k|m . (6)
More generally, one can look at the matter of dealing
with the linear stochastic partial differential equation (1)
in such a way that when m takes a fractional order z we
have: (−∇2)m/2 7→ (−∇2)z/2. Introducing the fractional
Langevin equation for random fields, which were studied
prior to this work, it is shown that steady state structure
function behaves as [30]:
S(~k) ∝ 1|k|z , (7)
where z > 0 is the fractional order.
Since the fractional Langevin approach provides an ef-
ficient method to study the statistical properties of the
Gaussian random fields, one must consider the other
possible methods to generate correlated random fluctua-
tions, such as fractional Brownian motion. Such methods
describe the steady states of linear growth models, i.e.
Eq. (1).
Fractional Brownian motion
Fractional Brownian motion B(~r), in ℜd, is a Gaus-
sian, non-stationary, and continuous random field. Its
correlation function follows power-law scaling behavior
described by Hurst index H , while 0 ≤ H ≤ 1. A wide
range of physical processes can be modeled by fractional
Brownian random field, including, biological, economi-
cal, geological phenomena [31]. Several methods have
been commonly used to generate multidimensional fBm.
The midpoint displacement method [31], the successive
random addition method [31], the optimization method
[32] and the Weierstrass-Mandelbrot function[33] are the
most common methods to generate fBm samples. A
very efficient way to generate fractional Brownian ran-
dom field is the modified Fourier filtering method [34].
To simulate Gaussian random fields in d-dimensions with
this method, we consider the following power spectrum
[34]:
S(~k) ≡ 〈|B˜(~k)|2〉 = Cd
(
∑
i k
2
i + k
2
c )
H+d/2
, (8)
in which Cd is an arbitrary constant and ~k ≡ (k1, . . . , kd),
with ki being the Fourier components in the ith direction.
3In Eq. (8), kc is the cutoff wave vector andH is the Hurst
exponent. Two points belonging to the same random
field, separated with distance r < 1/qc, are correlated,
while this correlation diminishes for r > 1/qc [34]. For
the small values of kc, Eq. (8) leads to the asymptotic
power-law behavior: S(~k) ∼ |~k|−(2H+d). Note that the
scaling form of the power spectrum S(~k) coincides with
the spectral correlation function, Eq. (7). Therefore, we
expect a linear relation between fractional order z in Eq.
(7) and Hurst index H :
z = 2H + d. (9)
It is worthwhile mentioning that two-dimensional frac-
tional Brownian random field (d = 2), with H = 0, cor-
responds to the Edwards-Wilkinson equation universality
class (z = 2) [2], and H = 1 describes the universality
class of the Mullins-Herring model (z = 4) [2].
To simulate a random Gaussian surface in two dimen-
sions, one can consider a square lattice with sides of
length L and with grid size a. The associated value
for each cell B(x, y), where (x, y) ≡ (ma, na), is given
by Fourier-transforming B˜(kx, ky), where the Fourier
components kx and ky take their values in the range
[−π/a, π/a]× [−π/a, π/a]. To obtain the correlated sur-
face with the desired correlation exponent H , one needs
to calculate the inverse Fourier transform:
B(x, y) ≡ F−1
{
B˜(kx, ky)
}
= F−1
{
S1/2(kx, ky)η(kx, ky)
}
, (10)
where S(kx, ky) = C2/
(
k2x + k
2
y + k
2
c
)H+d/2
, and
η(kx, ky) is an independent uncorrelated Gaussian set
of random variables associated with each possible values
of kx and ky in the range of [−π/a, π/a] × [−π/a, π/a].
Thanks to the central limit theorem, the probability den-
sity function P{B(~x)} will be Gaussian.
Scale invariance in Gaussian random fluctuations
The most interesting feature of the Langevin equation
(1) is the scaling behavior of the interface fluctuations.
The scaling properties of the random field h(~x, t) can be
characterized in terms of the height-height correlation
function by
C(r, t) ≡ 〈[h(~x, t))− h(~x′, 0)]2〉1/2 ∼ rαf(rt−1/ν), (11)
where r = |~x − ~x′|, and the angular brackets denote the
ensemble average. The scaling function f(u) behaves like
f(u) =
{
u−α u≫ 1
const. u≪ 1 . (12)
Another interesting measure, associated with fluctuating
random fields in d-dimensional space at a given system
size L, is the global width
W (L, t) ≡
〈∫
ddx
[
h(~x, t)− h¯(t)]2〉1/2 , (13)
where h¯(t) =
∫
ddxh(~x, t). In many cases, the global
roughness is observed to satisfy the dynamic scaling; such
that
W (L, t) =
{
tαg/ν t≪ t×
Lαg t≫ t×
, (14)
where t× = L
ν and αg is the global roughness exponent.
The random fluctuation, when αg = α, is self-affine [2].
The ratio β = αg/ν in Eq. (14) is called the time expo-
nent.
The scaling properties of the fractional Edwards-
Wilkinson equation has been studied in Re. [35]. Since
this model is linear the scaling exponents α, β and ν can
be easily calculated:
α =
z − d
2
, β =
z − d
2z
, ν = z. (15)
We stress that the fractional Brownian random field re-
sulted from the power spectrum S(~k) ∼ |~k|−(2H+d) is also
scale invariant. The height correlation function, which is
related to the height power spectrum, has the scaling
form C(r) ≡ ∫ S1/2(~k)(ei~k.~x − 1)dd~k ∝ rH . From this
scaling form we conclude that there is a one-to-one cor-
respondence between the stationary solution of the frac-
tional version of the stochastic differential equation (1)
and the fractional Brownian motion with H = z−d2 .
III. RANDOM FLUCTUATIONS WITH
POWER-LAW STATISTICS
A linear model for heavy-tailed random fluctuations
Here we are interested in modifying the fractional gen-
eralization of the Eq. (1) in order to investigate and
quantify the statistical properties of non-Gaussian heavy-
tailed random field. In this paper, we consider the fol-
lowing stochastic partial differential equation
∂h(~x, t)
∂t
= Dz
∂z
∂|~x|z h(~x, t) + ηµ(~x, t) (16)
where ∂
z
∂|~x|z is the multidimensional Riesz-Feller frac-
tional space derivative of order z, and ηµ(~x, t) is µ-stable
Le´vy noise ηµ(~x, t) with 〈ηµ(~x, t)〉 = 0. The parameter
µ > 0 characterizes the asymptotic power-law behavior
(see Fig.(1)) of the stable distribution for the µ-stable
Le´vy noise:
p(x) ∼ 1|x|1+µ . (17)
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FIG. 1: (Color online) The probability distribution function
P{ηµ} for the symmetrical µ-stable Le´vy process in semi-log
scale. (Inset) the same figure in log-log scale. The special case
µ = 2.0 corresponds to the Gaussian distribution function.
Riesz-Feller fractional operator is also defined via its
Fourier transform through the functional relation
F
{
∂z
∂|~x|z h(~x, t)
}
≡ −|q|zh(q, t), (18)
where h(q, t) is Fourier transform of the random field
h(~x, t). It is also possible to rewrite the Riesz-Feller
derivative using the standard Laplacian △ as ∂z∂|~x|z ≡
−(△)z/2[36, 37].
We should note that the noise term in the Eq. (16)
with µ = 2 corresponds to the usual uncorrelated Gaus-
sian white noise. Besides, z = 2 and z = 4 correspond
to the ordinary Edwards-Wilkinson and Mullins-Herring
equations (1). Moreover, with 0 < µ < 2, the corre-
sponding Le´vy white noise has infinite variance and the
higher cumulants [38]. For infinite variance models, the
generalized central limit theorem states that the average
of a large number of independent identically distributed
random variables with the probability distribution Eq.
(17) converges to the heavy-tailed stable distribution.
The solution to Eq. (16) is a scale invariant function.
Therefore, we have
h(λ~x, λνt) = f(λ)h(~x, t), (19)
where f(λ) is a power function of the scale factor λ. In
the following, we will analyze the scaling properties of the
non-Gaussian random fields generated by the solution of
Eq. (16), in and out of equilibrium.
Consider the fractional Langevin equation (16) under
a scaling transformation ~x → λ~x and t → λνt, together
with a specified rescaling of the fields h → λαh. Using
the scale transformations, the Eq. (16) yields
λα−ν
∂h(~x, t)
∂t
= λα−zDz
∂z
∂|~x|z h(~x, t) + λ
γηµ(~x, t), (20)
where γ = (d+z)(1/µ−1), and d is the space dimension.
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FIG. 2: (Color online) The probability distribution function
P{L} for the µ-stable fractional Le´vy motion L(~x) in semi-log
scale. (Inset) the same figure in log-log scale shows the scaling
behavior p(x) ∼ 1/xµ
′
, where µ′ is the tail scaling exponent
for the probability distribution function P{L}.
For the Eq. (16) to be scale invariant it is required that
ν = z and α =
z + (1 − µ)d
µ
, (21)
where ν and α are called the growth and the roughness
exponents, respectively.
In the next section, we will introduce µ-stable frac-
tional Le´vy motion, which provides a perfect candidate
for the solution to Eq. (16) in the saturated regime (when
t→∞).
µ-stable fractional Le´vy motion
The most well-known examples of the stochastic ran-
dom fields with Gaussian distributed increments is the
d-dimensional fractional Brownian motion (fBm). In con-
trast to the usual fBm with Gaussian statistics, we will
propose a new algorithm, µ-stable fractional Le´vy motion
(µfLm), to simulate random fields with non-Gaussian
statistics. According to the generalized central limit the-
orem [29], it would be possible to generate random fields
with heavy-tailed fluctuations and non-Gaussian distri-
bution function, i.e. stable distributions. The best pos-
sible way to generalize fractional Brownian motion is to
change the probability distribution of the random vari-
ables in the Fourier space. Therefore, we used a stan-
dard procedure to generate random variables ηµ(qx, qy)
from a µ-stable Le´vy distribution. One can generate the
µ-stable fractional Le´vy motion, L(~x), over a substrate
with a size L× L by the equation
L(x, y) ≡ F−1
{
S1/2(qx, qy)ηµ(qx, qy)
}
, (22)
where ηµs are independent and identically distributed
random variables, and S(~q) = Cd
(
∑
i k
2
i+k
2
c)
H+d/2 . Let p(ηµ)
5is the distribution function of the random variable ηµ
with the asymptotic power-law behavior p(x) ∼ 1/x1+µ.
The probability density of a symmetrical µ-stable Le´vy
process is given by
p(x) =
1
π
∫ ∞
0
e−γk
µ
cos(kx)dk, (23)
where γ is the scale unit of the process, and 0 < µ ≤ 2
characterizes the distribution [39]. The spacial case µ = 2
corresponds to Gaussian PDF. The procedure of gener-
ating uncorrelated random variable ηµ corresponding to
the probability distribution function, Eq. (23), is
ηµ =
sin(µV )
cos(V )1/µ
[
cos((1 − µ)V )
W
](1−µ)/µ
, (24)
where V is a uniformly distributed random variable in
the interval (−π/2, π/2), and the random number W has
an exponential distribution with mean 1 [39].
The advantage of this algorithm for generating non-
Gaussian, as well as Gaussian, random fields is demon-
strated in the next section, where it is shown that the
random profiles in two dimensions have the desired sta-
tistical properties.
For further analysis of the random fields with infinite
variance fluctuations and heavy-tailed distributions, we
need to study the scaling properties of the qth order mo-
ments (see comment following [38]). The most useful
measures for characterization of the heavy-tailed fluctu-
ations are the qth order two-point correlation function,
Cq(r) ≡ 〈[h(x))− h(x′)]q〉1/q ∼ rαl , (25)
and the qth order global width of the random field h(x)
defined by
Wq(L) ≡
〈
|h(x)− h(x)|q
〉1/q
∼ Lαg , (26)
where the overline denotes a spatial average over the sys-
tem of size L, and the bracket denotes an ensemble av-
eraging. Note that the qth order moments (25) and (26)
are finite only if 0 < q < µ.
Based on the scaling arguments made previously for
heavy-tailed random fluctuations (see Eq. (20)), we be-
lieve that αg = αl = α (α =
z+(1−µ)d
µ ).
Here, we mainly focus on the so-called µ-stable frac-
tional Le´vy motion, as an examples of the random fluc-
tuations with heavy-tailed probability distribution func-
tions. The two-dimensional µ-stable fractional Le´vy
fields also satisfy the scaling relations analogous to (25)
and (26) with exponents α′l and α
′
g. Our purpose is to
numerically measure the local and global roughness ex-
ponents α′l and α
′
g as functions of the control parameters
H and µ. We believe that for a given value of the stable
parameter µ, there is a direct relation between α′ and α,
which means that there is a linear relation between the
fractional order z in Eq. (16) and the Hurst index H in
µ-stable fractional Le´vy motion.
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FIG. 3: (Color online) The probability distribution function
P{L} for the µ-stable fractional Le´vy motion L(~x) in log-log
scale, which shows the scaling behavior p(x) ∼ 1/xµ
′
where
µ′ is the tail scaling exponent for the probability distribution
function P{L}. Top: The PDF for µ-fLm with fixed value
of µ = 1.87 and different values of the Hurst index H . The
scaling exponent µ′ is expected to be closely related to the
original Hurst exponent and would be a linear function of
H (Inset). Bottom: The same analysis for µ-fLm with fixed
value of the Hurst index H = 0.0 and different values of µ
which shows the linear dependence µ′ to the original value µ
(Inset).
IV. RESULTS
A. Testing for Gaussianity and self-affinity
In this subsection, we will outline the essential prop-
erties of the non-Gaussian self-affine random fields. Here
we considered the µ-stable fractional Le´vy motion, Eq.
(22) which is equivalent to the solution of the Eq. (16)
in the saturation limit.
1. Probability density of non-Gaussian random fields
Consider a single valued Gaussian random field h(~x)
which satisfies up/down symmetry h(~x)←→ −h(~x). The
most essential condition for the probability density of a
Gaussian random field which is necessary to be satisfied
is
P {h} ≡ 1
σ
√
2π
e−
h2
2σ2 , (27)
6100 101 102 103 104
10−3
10−2
10−1
100
r
C
q
(r
)
0 0.2 0.4 0.6 0.80
0.5
1
H
α
′ l
 
 
µ = 1.8, H = 0.5
µ = 1.9, H = 0.7
µ = 2.0, H = 0.9
µ = 1.7
µ = 1.8
µ = 1.9
Cq(r) ∼ r
α
′
l
µ = 1.7, H = 0.3 µ = 2.0
101 102
10−3
10−2
10−1
L
W
q
(L
)
0 0.2 0.4 0.6 0.80
0.5
1
H
α
′ g
 
 
µ = 1.7
µ = 1.8
µ = 1.9
Wq(L) ∼ L
α
′
g
µ = 1.8, H = 0.5
µ = 1.9, H = 0.7
µ = 2.0, H = 0.9
µ = 1.7, H = 0.3
µ = 2.0
FIG. 4: (Color online) Top: Log-Log plot of qth order two-
point correlation function Cq(r) as a function of r (q = 2/µ).
The slope of this plot corresponds to local roughness expo-
nent α′l (Inset). Bottom: Log-Log plot of the qth order profile
width Wq(L) with respect to the window size L (q = 2/µ).
The slope of this plot corresponds to global roughness expo-
nent α′g (Inset).
where σ2 is the variance of the fluctuation.
As illustrated in the Fig. (2), the probability distribu-
tion function of the µ-stable fractional Le´vy motion L(~x)
with µ < 2 exhibits non-Gaussian behaviors with heavy-
tailed distribution function. Conversely, for the limiting
case µ → 2 the probability distribution function, P{L},
tends to Gaussian distribution (27) (see Fig. (2)).
By studying the scaling properties of the probabil-
ity distribution function P{L} of the µ-stable fractional
Le´vy motion, we obtain an interesting result on the ex-
istence of the scaling properties:
p(x) ∼ 1/xµ′ , (28)
with the tail scaling exponent µ′. Results from a simula-
tion of µ-stable fractional Le´vy motion are shown in Fig.
3. It is noteworthy that there is a linear relation between
µ′ and the control parameters of the µ-stable fLm model,
µ and the Hurst index H ,. The relation is
µ′ ≈ 1 + µ+H. (29)
To present additional evidences of the existence of scale
invariant features of our proposed non-Gaussian random
field (µ-stable fLm), in the following, we will examine
other properties of the model i.e. qth order correlation
function and the qth order global width.
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FIG. 5: (Color online) The relation between the fractional
order z and the Hurst index H . Based on the numerical sim-
ulations, the µ-stable fractional Lev´y motion (with the stable
parameter µ and the Hurst index H) is a perfect candidate
for the solution to the Eq. (1).
2. Local and global roughness exponents
Two-point correlation function of the Gaussian ran-
dom field configuration h, for the most statistical models,
behaves like: C(r) ≡ 〈[h(~x)− h(~x′)]2〉1/2 ∼ rαl , where
r = |~x − ~x′|, and the parameter αl is called the local
roughness exponent [2]. The value of the scaling expo-
nent αl can be measured by a linear fit C(r), with r in
log− log scale. Like the two-point function C(r), the qth
order correlation function Cq(r) ≡ 〈[h(~x)− h(~x′)]q〉1/q ∼
rαl can also be used to analyze the self-affine properties
of the random fluctuations. More specifically, we need
to analyze the scaling properties of Cq(r) for the ran-
dom fluctuations with heavy-tailed distributions. In Fig.
(4), we have plotted the scaling relation between qth or-
der two-point correlation function Cq(r) ∼ rα′l for the
µ-stable fLm model. The insets of Fig. (4) show α′l as
function of H . We note that the local roughness expo-
nent α′l, as shown in the top panel of Fig. (4), is a linear
function of the Hurst index H .
We also calculated the qth order global width of the
fluctuations Wq(l) ≡
〈[
h(~x)− h¯]q〉1/q, from which the
global roughness exponent α′g is extracted using the scal-
ing relation Wq(l) ∼ lα
′
g . In the bottom panel of Fig.
(4), we have presented the qth order global width for dif-
ferent values of the Hurst index H and stable parameter
µ. From these results, we extract the scaling exponent
α′g. In the inset of the same figure, we present α
′
g as a
function of H . Conspicuously, the global roughness ex-
ponent α′g linearly depends on the parameter H . Our
results for the exponents α′l and α
′
g (see Fig. (4)) are the
same within statistical errors. This indicates that the
µ-stable fractional Le´vy motion obeys the mono-fractal
random fields laws. It is worth mentioning that, for a
given mono-fractal random field αl = αg [2].
Here we have supposed that the solution to Eq. (16)
(in the limit t → ∞) and the µ-stable fractional Le´vy
motions, are statistically equivalent. If we assume that
7FIG. 6: (Color online) Color plot and contour lines of µ-stable
fractional Le´vy motion with different control parameters µ
and H . The contour loop ensemble consists of closed non-
intersecting loops that connects points of h¯ =: 0: (top) µ =
1.4 and H = 0.0, (middle) µ = 1.8 and H = 0.3, (bottom)
µ = 1.93 and H = 0.8.
the roughness exponent α = z+(1−µ)dµ for the fractional
Langevin equation (16) is similar to the one which has
been measured for the µ-stable fractional Le´vy motion,
we are able to find a direct relation between the fractional
order z and the Husrt index H . For two-dimensional
Gaussian process, this relation is given by z = 2H + 2.
As shown in Fig. (5), we present our numerical estimates
for the fractional order z for the corresponding value of
the parameter H . Our numerical test shows that one can
approximately find a linear relation z ≈ µ(1 +H) for all
the values of the stable parameter µ.
In the next section, we will numerically calculate the
scaling exponents related to the contour lines of the µ-
stable fractional Le´vy motion.
B. Scaling properties of contour loop ensembles
Consider the random profile h(~x) ≡ h(x, y) of a scale
invariant two-dimensional self-affine stochastic field that
obeys the scaling law h(λ~x) ≃ λαh(~x). The iso-height
lines of h(x, y) at the level set h(~x) = h0 contains many
non-intersecting closed loops; in other words, a set of
“contour ensembles”. In Fig. (6), we have plotted the
contour loop ensembles for µ-stable fLm with different
values of the control parameters µ and H .
According to the scaling theory of random fields, a con-
tour loop ensemble of a mono-fractal random Gaussian
surface (governed by a Gaussian distribution Eq. (27))
is a scale-invariant geometrical object [8, 9]. A key ques-
tion about non-Gaussian random fields is whether there
is any relation between the contour loop exponents and
the roughness exponent α of the process or the control
parameters µ and H .
One of the most interesting aspects of the scale invari-
ant contour loop ensembles is a scaling relation between
the mean loop length 〈s〉 and loop radius R, such that
〈s〉 ∼ RDf , (30)
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FIG. 7: (Color online) (Top) The power-law scaling relation
between the mean value of the loop length 〈s〉 and the gy-
ration radius R for contour lines of µ-stable fractional Le´vy
motion. (Bottom) The relation between fractal dimension
Df (µ,H) and the parameters µ and H .
where the exponent Df is called the fractal dimension
of contour loops. The radius R for a given closed loop is
defined by R2 = 1N
∑N
i=1 |ri−rc|2, where rc = 1N
∑N
i=1 ri
is the center of mass. It is worth mentioning that for a
Gaussian random field, with roughness exponent α, the
fractal dimension Df follows from Df =
3−α
2 [8, 9].
In order to evaluate the fractal dimension of the con-
tour loops Df , we examined the scaling relation between
the mean value of the loop perimeter 〈s〉 and R, according
to Eq. (30). With regards to the contour loop ensemble
of the non-Gaussian µ-stable fractional Le´vy field, there
is a scaling relation between 〈s〉 and R with the fractal
dimension exponent Df(µ,H), as shown in Fig. (7). The
fractal dimension of the closed contours is measured using
the linear fit in the scaling regime. The graph of the frac-
tal dimension Df (µ,H), as a function of 1/µ, (Fig (7)),
shows a linear dependence Df ∝ 1/µ. In addition, in the
inset we demonstrate the fractal dimension Df (µ,H) for
a fixed value of the parameter µ. The results of simula-
tions behave like Df ∝ H . Our studies are currently in
progress to determine the exact dependence of Df (µ,H)
on µ and H . It is important to note that, the relation
Df =
3−α
2 is not true for the µ-stable fractional Le´vy
field (except when µ = 2).
Another possible way for examining the self-similarity
of the contour lines is box-counting approach [1]. For
an object with deterministic self-similarity, one can de-
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FIG. 8: (Color online) (Top) The power-law scaling relation
between the number of boxesN(l) with size l needed to cover a
given contour set ensemble of µ-stable fractional Le´vy motion.
(Bottom) The relation between fractal dimension df (µ,H)
and the parameters µ and H .
termine the fractal dimension df based on the scaling
relation N(l) ∼ l−df , where N(l) is the number of boxes
with size l needed for covering the fractal object. It is be-
lieved [1, 9], for a Gaussian random field with roughness
exponent α, that the fractal dimension of all contours
is defined by df = 2 − α. The scaling relation between
logN(l) and log l, for µ-stable fractional Le´vy motion, is
presented in Fig. (8). The slope of this plot determines
the fractal dimension df (µ,H). At the bottom of Fig.
(8) we have shown the measured value of df (µ,H). We
emphasize that, interestingly, the relation df = 2 − α is
not valid for non-Gaussian power-law random fields.
V. CONCLUSION
In this paper, we have presented a generalization of
Edwards-Wilkinson equation (see Eq. (16)) to investi-
gate the dynamics and statistical properties of correlated
random fluctuations with heavy-tailed probability distri-
bution function. Following the scaling analysis presented
here, we calculated the roughness exponent α associated
with the non-Gaussian fluctuations with a heavy-tailed
PDF. The Eq. (16) in the limit t → ∞ has a solution
for an arbitrary z and µ. For example, the Gaussian free
field corresponds to z = 2 and µ = 2. Also the frac-
tional Brownian motion, a well-known example of corre-
lated Gaussian fluctuations, corresponds to z 6= 2 and
µ = 2. For arbitrary values of z and 0 < µ < 2 the
solution to Eq. (16) is expected to be a non-Gaussian
correlated random field. Using the µ-stable fractional
Le´vy motion, we proposed a way to analyze the statisti-
cal properties of the random correlated fluctuations with
heavy-tailed PDF. One of the special features is that the
contour lines of the introduced fluctuations in two spa-
tial dimensions are self-similar. The fractal dimensions
of µ-stable fLm contours do not follow the famous behav-
ior of the Gaussian random fluctuations, Df =
3−α
2 and
df = 2 − α[8, 9], although some numerical and experi-
mental observations have shown that the same relations
work for non-Gaussian fluctuations [13–15, 17]. The key
point to be gleaned from our analysis is that the scal-
ing theory reported for Gaussian random fluctuations
[8, 9] holds only for fast decaying distributions. Since
most of the well-known statistical fluctuations exhibiting
a heavy-tailed distribution, it seems that we need also the
scaling theory for those random fluctuations with heavy
tailed PDFs. Specifically, we need a better understanding
of the scaling properties of the contour loop ensembles in
two-dimensional non-Gaussian random fields with heavy-
tailed PDFs. It is quite natural to numerically find some
other scaling exponents associated with contour lines and
find other relevant aspects of random fluctuations with
heavy-tailed PDF.
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