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Abstract-In this paper, we model a single-server retrial queue with quasi-random input and two 
priority classes. In the case of blocking, a high priority unit is queued, whereas a low priority unit 
joins the orbit to start generating a Poisson flow of repeated attempts until it finds the server free. 
Since units in orbit will be served only when the high priority queue is empty, high priority units 
have nonpreemptive priority over low priority units. We present a simple analysis for the outside 
observer distribution of the system state as well as for the arriving unit distribution in steady state. 
Besides, we give numerical examples to illustrate the effect of the parameters on several performance 
characteristics. @ 2002 Elsevier Science Ltd. All rights reserved. 
Keywords-&trial queue, Quasi-random input, Nonpreemptive priority, Supplementary variable 
method, Discrete transformation. 
1. INTRODUCTION 
This paper deals with a single-server queue with two priority classes governed by two quasi- 
random inputs and a secondary input of repeated attempts made by blocked low priority units. 
The so-called retrial queues have the feature that units that find all servers busy upon arrival 
are obliged to leave the service area and to come back to the system after a random amount 
of time. Then, repeated attempts for service from the group of blocked units (called ‘orbit’) 
are superimposed on the normal stream of arrivals of primary units. The literature on retrial 
queues [1,2] presents the concept of ‘repeated attempt’ as an alternative to queues with losses 
that do not take repeated attempts into account. 
In recent years, there has been considerable interest in retrial queues with two priority 
classes [3-131. Such a queueing model is characterized by the existence of two different types 
of primary units that arrive according to independent streams. Demands from the first stream 
are identified as high priority units and they are queued after blocking and served according to 
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some discipline. In the case of blocking, any low priority unit (from the second stream) immedi- 
ately leaves the system and subsequently retries until it finds the server free. High priority units 
have nonpreemptive priority over low priority units as units in orbit are served only when the 
high priority queue is empty. 
Retrial queues with nonpreemptive priority are first discussed by Choi and Park [3], who inves- 
tigate an M/G/l retrial queue with Bernoulli schedule which turns out to be essentially identical 
to a retrial queue with two priority classes. Falin et al. [9] analyze the embedded Markov chain 
at departure epochs, distribution of the system state in steady state, stochastic decomposition 
and limit theorems for high and low retrial intensities and heavy traffic in Ml, M2/G1, Gz/l 
retrial queues. Related results appear in [4,6] for Ml, Mz/G/l retrial queues with high priority 
queue of finite capacity which model telephone switching systems and cellular communication 
systems. Moutzoukis and Langaris [12] extend the results of [3,9] to multiclass retrial queues 
with n priority classes, nonpreemptive priorities, and vacations. In [lo], there is a study of a 
variant of the MMPP, M/G/l retrial queue where the retrial intensity is inversely proportional 
to the number of units in orbit. Recently, Choi and Kim [5], Li and Yang [ll], and Takahashi 
et al. [13] extend the study to discrete-time systems. For a review of the main results and the 
literature on single-server and multiserver retrial queues with two priority classes, the reader is 
referred to [7,8], and references therein. For information about standard queues with priorities, 
see [14,15]. 
An examination of these papers shows no work on models with repeated attempts and a finite 
number of units applying for service. Our objective here is to investigate a single-server queue 
with two priority classes simultaneously allowing for finite-source inputs and repeated attempts. 
Usually, queues with finite-source inputs are modeled by assuming quasi-random inputs. We 
say that a finite number N of identical units generate a quasi-random input if the probability 
that any particular unit generates an attempt for service in interval (t, t + dt) is X dt + o(dt) as 
dt + 0, when the unit is free at time t, and zero, when the unit is being served or waiting for 
service at time t, independent of the states of any other units. Since [16], there has been a rapid 
growth in the literature on retrial queues with a quasi-random input [17-251. Retrial queues with 
quasi-random input are of recent interest in modelling of magnetic disk memory systems [26], 
telephony [16], cellular mobile networks [27], computer networks [28] and local-area networks 
with nonpersistent CSMA/CD protocols [29], with star topology [30,31], with random-access 
protocols [32], and with multiple-access protocols [33]. 
The paper is organized as follows. In Section 2, we describe the mathematical model. In 
Section 3, we obtain the outside observer distribution of the system state and the arriving unit 
distribution in steady state. In Section 4, we graphically illustrate the influence of the parameters 
on several performance measures. 
2. MATHEMATICAL MODEL DESCRIPTION 
We consider a queue in which two types of units emanating from two independent finite-sources 
of sizes Ni and Nz call for service at a single server. Units from the first and second sources 
are called high and low priority units, respectively. Each high priority unit (respectively, low 
priority unit) stays in its source for a time which is identically, independently, and exponentially 
distributed of rate Xr > 0 (respectively, X2 > 0) before requiring service. If the server is free at 
time of arrival of a primary unit, then the unit starts to be served. Any high priority unit which, 
upon arrival, finds the server busy is queued and served in accordance with some discipline. 
Upon blocking, low priority units immediately join the orbit. Units in orbit compete for access to 
service. Specifically, each unit in orbit starts generating a Poisson stream of repeated attempts 
of rate p > 0 until it finds the server free. Service times of high priority units (respectively, low 
priority units) are identically and independently distributed random variables with distribution 
function By, where Br (0) = 0 (respectively, Bz(2) where Bz(0) = 0). Denote the Laplace- 
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Stieltjes transform of I&(z) by pi(e) for F&(0) 2 0 and its first moment as fif for i E {1,2}. 
After completing service, the unit returns to its source. The streams of primary arrivals of high 
and low priority units, intervals between repeated attempts and service times are assumed to be 
mutually independent. 
At an arbitrary time t, the queue may be described by the process X(t) = (C(t),Qr(t), 
Qs(t), r(t)), where &r(t) is the number of units in the high priority queue, Qz(t) is the number 
of units in orbit, and 
0, if the server is free at time t, 
C(t) = 1, if a high priority unit is being served at time t, 
2, if a low priority unit is being served at time t. 
When C(t) E {1,2}, then t(t) represents the elapsed time of the unit being served at time t. Note 
that {X(t) : t 2 0) is a Markov process on the state space Es u (El x [0, +oo)) u (& x [0, +a~)), 
where 
Eo = { (0, 0, n) : 0 5 n 5 N2}, 
&I = {(l,m,n) : 0 I m I Nl - 1, 0 <n 5 &}, 
f2 = {@,m,n) : 0 I m I NI, 0 5 n 5 IV2 - 1). 
The evolution of the queue exhibits an alternating sequence of idle and busy periods of the 
server. At a service completion, the server becomes free only when the high priority queue is 
empty. Then a competition among three exponential laws of rates iVrXr, (Nz - m)Xs, and rnp 
determines the next unit to enter service, given that the previous service time left zero units 
in the high priority queue and m units in orbit. This is the main difference with the standard 
single-server queue with a quasi-random input (see [34, Chapter 41). Because the queue is a 
generalization of the standard single-server queue with a quasi-random input [34] and the single- 
server retrial queue with a quasi-random input [21], we discuss models with Nr > 0 and Ns > 0 
only. 
3. OUTSIDE OBSERVER DISTRIBUTION OF THE 
SYSTEM STATE AND ARRIVING UNIT DISTRIBUTION 
For the process {X(t) : t 2 0}, we define the probabilities 
POOP = ,liim_p(C(t) = 0, &l(t) = 0, &z(t) = 4, 0 I n I Nz, 
Pi,,(z) dx = hlP(C(t) = i, &l(t) = m, Q2(t) = n,x < c(t) < x + dx), 
(i,m,n) E Ei,i E {1,2}. 
To be consistent with [21], we call Psen and Pimn(z) the outside observer distribution of the 
system state in steady state. However, we point out that such a distribution describes the state 
of the queue at an arbitrary time. 
Using supplementary variables, we readily obtain the equilibrium equations: 
(1) 
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~&m(x) 
dx = - (Wl - 1 - m) Xl + w2 - n) x2 + 771(x)) S,,(x) 
+ (1 - &no) Wl - m) ~l%?I-l,,(X) (2) 
+ (1 - &IO) w2 - n + 1) X2Pl,m,n-lb), (l,m,n) E El, 
dP2mn kc) 
dx 
= - (Wl - m) Xl + w2 - I- n) x2 + 772(X))PZmn(X) 
+ (1 - &no) (N - m + 1) XlP2,m-l+(X) (3) 
+ (1 - Lo) w2 - n) ~2P2,m,n-l(X), (2,7% n) E &2, 
where 71(x) and r]z(x) are the conditional completion rates at time x of the service of a high and 
low priority unit, respectively, and &b denotes Kronecker’s delta. 
The boundary and normalizing conditions are: 
hnn(O) = bn0~1~1P00n + (I- bn,N1-l) 
Srn 
P1,m+&h(x) dx 
0 
Srn 
+Q - &z,) Pz,m+1&)712(x) dx, U,m,n) E El, 
Pzon(O) = w2 - 4~2poon + (n + 1)PPO,O,n+l, OL:n<Nz-1, 
P2nzn(O) = 0, llmlN1, OInIN‘J-1, 
(4 
(5) 
(6) 
5 Peon + *E’ 2 lrn Pi,,(x) dx + 5 *g’ Srn P2,,(x) dx = 1. (7) 
n=O m=O n=O m=O n=O e 
The following lemma is useful in solving equations (l)-(7) and other equations that appear in 
the paper since it defines relations called discrete transforms (see [14, Appendix I]) which convert 
(l)-(7) into a simpler set of equations. 
LEMMA 1. Consider sequences {yn : 0 5 n 5 N} and {z,, : 0 5 n 5 N} such that 
N-n 
&l = c Yj/jl OlnlN. 
j=O 
Then its inverse transform is given by 
Introducing the discrete transforms 
l&on = y ("i')POOj9 
j=O 
N2-72 
hnn(x) = 1 
j=O ( > 
“‘,j Plrnj(X)> 
R2mn(x) = c NyO-n (” -,’ -j)Pz,(x), 
OlnlNz, 
(2, m, n) E &2, 
we reexpress equations (l)-( 7) as 
(NlAl + nkt + (N2 - n) P) ROOK + (1 - 6,~~) (n + 1) (X2 - p) Ro,~,~+~ 
= r hon(X)Ql(X) da: + (1 - &N, 0 )sa Rzon(x)772(2) dx 0 (8) 
+(1 -&o) R2,0,n-1 (x)772(5) dx, oSnlN2, 
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d&m(x) 
dx 
= -((NI - I- m)Xl + nX2 + ~l(x))Rlmn(xc) 
+(l - b,o)(N~ - mhRl,m-I,&), (Lm,n) E 6, 
d&mn tx) 
dx 
= -((NI - m)Xl + nX2 + q2(x))Rzmn(x) 
+(l - 6,o)(N1 - m + l)hR2,m-~n(x)> (2, m, n) E 62, 
s 
m 
RI,,(~) = S,noN~~~Roon + (I- &rm-I) R~,m+~,n(x)m(x) dx 
0 
(9) 
(10) 
+(1 -&tiv,) 
r 
R2,,+1,n(xh2(x) dx (11) 
0 
J 
m 
+(1 -Lo) R2,m+~n-1(x)772(5) dx, (Lmn) E&I, 
0 
R20n(0) = (N2 - n)pRoon + (n + 1)(X2 - ~)Ro,o,~+l, OInFNs-1, (12) 
RzmnK0 = 0, llmlN1, O<nINs-1, (13) 
Rooo + l$; iw RI,,,(x) dx + 2 Irn Rzmob) dx = 1. 
m=O 0 
(14) 
In order to solve (9) and (lo), let us introduce the discrete transforms {Si,,,,(z) : 0 5 m 5 
Ni - 1) for x 2 0 and 0 5 n 5 Ns, and { Szmn(x) : 0 5 m 5 Ni} for x 10 and 0 5 n 5 Ns - 1, 
by the equalities 
Sl,,(X) = 1 _ ;l(x, 
NI-l-m 
c (N1 -,’ - ymx). (l,m,n) E El, 
j=O 
’ 
S2mn(x) = 1 - &(x) j=. 
Nkm (“‘i ‘) Rzjn(x)r (2, m, n) E &2. 
Then equations (9) and (10) lead to the linear differential equation with constant coefficients: 
Gnn (xl 
dx 
= -(mXl + nX2)Simn(x), (i,m,n) E&i, i E {1,2}. 
It is well known that a general solution of (15) has the form 
(15) 
Simn(x) = Si,,(O) exp{--(mA1 + nX2)x), (i,m,n) E&i, i E {1,2}. (16) 
Since, by Lemma 1, 
Rlmn(x) = (1 - 81(x))f)-l)‘(Ni - ‘, m")SI,N,-l-~+j,~(x), (l,m,n) E El, 
j=O 
Rzmn(x) = (1 - B2(2)) &)j (” -3” +‘)SZ,N~-m+j.n(~h 
j=o 
we get from (16), 
RI,,(x) = (1 - &(x))exp{-((NI - 1 - m)Al + nh)s) 
X (1 - e-X1z)m-jRlj,(0), (Lm,n) E El, 
(17) 
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Rzmn(x) = (1 - B*(z)) exp{- ((Nr - m) X1 + nX2) $1 
x g (Z-i) (1 - e-Ajz)m-j R2jn(0), (2,7%n) E ‘52. 
Hence, by (8) and (17), we get 
&on(O) = UOnRO,O,n+l + 2rOnROOn - WOnRO,O,n-1, 
for 0 < n 5 Ns. The constants {usn, vsn, ~0~ : 0 < n 5 Ns} are given by 
where 
UOn = (1 - &IN, ) 
(n + 1)(>2 - P)(l - aon) 
Pl((Nl - 1)h + nX2) ’ 
NIXI + nA2 + (N2 - n)p(l - aon) + n(p - X2)u0,n_1 
van = 
P,((Nl - 1)X1 + nX2) 
7 
‘Won = (1 - ho) 
(N2 - n + l)~ao,n-1 
Pl((Nl - 1h + nX2)’ 
amn = (3; (3l)jB2((Nl -~+.SI +nXz), 
(18) 
(19) 
forOIm<NrandOIn<Ns-1. 
Similarly, by (17) and (19), we have that 
RI,,(O) = umnRo,o,n+l + ‘~,,&oon - ~mnRO,o,n-I, (20) 
for 1 < m 5 Nr - 1 and 0 < n 5 Ns, for constants {u~~,v,,,w,, : 1 < m < Nr - 1, 0 < n 5 - 
N2). Substituting (19) and (20) into (ll), we get the following set of recursive relations: 
m-l 
Pr((Nr - 1 - m)k + n&)%, = %+-r,n - c bmn.+jn 
j=o 
+ (1 - &NZ)(n + l)(P - AP)%n, 
m-1 
Pl((Nl - I- mh +71X2)21,, = ~~-1,~ - 1 bnnjvjn - &nlNlXl 
j=O 
- (N2 - 72)~~~ + n(p - AP)u~,~-~, 
772-l 
Pl((Nl - 1 - m)h +12X2)%, = ~,-l,~ - C Lnjwjn 
j=O 
+ (1 - Lo)(N2 - n + l)pa,,,-1, 
for 1 5 m 5 Nr - 1 and 0 5 n 5 N2. Auxiliary values bmnj are defined by 
bmnj = (NLTi’) g (mi’) (-l)“Pr((Nr - 1 -m + k)Xr + nXs), 
for 0 5 j 5 m, 1 5 m 5 Nr - 1, and 0 5 n 5 Ns. 
Moreover, from (12), (13), and (18), we obtain 
Rsmn(z) = (1 - &+))(l - e- x1x ) “exp{-((Nr - m)Xr + nX2)z) 
X (W2 - n)@m + (n + 1)(X2 - ~)Ro,o,~+~), 
for (2,m,n) E 62. 
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Note that, by (19)-(21), RG,,~( x ) f or i,m, n) E Ei and i E {1,2} may be written only in terms ( 
of the sequence {Rss, : 0 5 n 5 Nz}. 
Now, equations (11) and (20) yield two expressions for R~,N~ _ r,,(O) for 0 5 n 2 Nz. Equating 
both expressions for R~,N~-~+(O) for 0 5 n 5 Nz, we find that the sequence {Rc,cn : 0 2 n < Nz} 
satisfies the equation 
(wN1-l+ + (1 - &o)(Nz - n + l)~N~,~-l)Ro,o,~-l 
= (uN~-I,~ + (1 - &Nz)(n + l)(p - ~2)~Nln)%~,n+1 
+(vN1--l,n - &NIX1 - (N2 - n)cLaN,* + n(p - ~2)~NI,n-l)&0n, O<nLNz. 
Hence, if we define cc = 1 and 
CN2_n+l = (vN~-I,~ - b~,h - W2 - nhwln + n(p - ~~)~N~,~--I)cN~-~ 
~N1-1,n + (1 - bo)(Nz - 12 + l)~Nl,n-1 
+(uN~-I,~ + (I- fLN,)(n + l)(cl- ~2)f3NIn)cN2--n-1 
(22) 
t~N~-l,~ + (I- bo)(N2 - n + l)l-~aN~,~--l ’ 
forl<n<Nz,thenweget 
b,O,n-1 = cNpn+l&ONg, l<n<Nz. (23) 
BY (14), (19)-(21), and (23), we finally derive 
-_I 
N,-1 N,-1 
CNz-1 c ujO+cN, c VjO +P?(N~PCN~ +(x2 - p)cNz-l) 
j=o j=O 
This procedure yields the following solution for the outside observer distribution 
state. 
THEOREM 1. The proportion of time that the process {X(t) : t > 0) spends in 
(O,O, n) E &c and (i, m, n, z) E &i x [0, +oo) for i E {1,2}, in steady state, is given by 
71 
P 007% = Et- ).( 13 N2-n+j 
j 
Ro,o,N2-n+j 7 
j=O 
0 I n I N2, 
. (24) 
in steady 
the states 
(25) 
Pi,, = k(-l)j N2 - Iz + j j=. ( j )Rl.m,N1-n+j(Z). (Lm,n) E 6, (26) 
qmn(z) = ~(-l)j(N2-1Jn”)R2.m.~,-l-n+j(2), (2, m, n) E &2, (27) 
j=O 
where the sequences {&on : 0 5 n 5 Nz}, {RI,,(Z) : 0 5 n 5 NQ} forz 2 OandO 5 m 5 Nl-1, 
and {Rzmn(z) : 0 < n 5 N2 - 1) for z 1 0 and 0 5 m 5 Nl, are given by equations (17), 
(20, (~3)~ and (241. 
From Theorem 1, a variety of performance characteristics may be routinely obtained. Some of 
these are as follows. 
1. The blocking probability and the probability that a low priority unit is being served 
pb = 1 - )ii~ P(c(t) = 0) = 1 - cNz l&ON,, 
PZ = ,l&P(C(t) = 2) = @?(Nz~.LCN, + (x2 - p)CN,-l)&oNz. 
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2. The mean number of units in the high priority queue 
al = Ng’ rn2 jrn Plmn(x) dx + 2 m NF’ Jrn P2,,(x) dx, 
m=O n=O O m=O n=O O 
where 
y m 2 lrn pl,n(x) ,jx = ’ - flcxl) F1 jR,jo(o) 
m=O n=O O j=o 
1 - PI (Xl) 
Xl 
> 
N1-l 
c Rljo(O), 
j=O 
q&x) dx = Nl P; - l- Fl(hl) > 
X (N2pcN, + (x2 - CL) CA+I) ROON,. 
3. The mean number of units in orbit 
Qz = 5 nPOon 
n=O 
+ Ng’ fJ n Srn PI,,(X) dx 
m=O n=O O 
+ 2 Ngl 7~ lrn Pzmn(x) dx, 
m=O n=O 
where 
c nPoon = (NZCN~ - CN,-1) ROON~, 
n=O 
Nl-I NI-1 
Plmn(x)d;c = Nz& c Rljo(O) - ’ - F2(“) c R,l(O), 
j=O j=o 
% NF1 nIm q&XC) dx = (-(Nz - 1) ’ - ;(x2)~cN~-I 
m=O n=O 
+ (N2 - 1) @ (N~WN> + (x2 - CL) c,Q_l) 
+ (1 _ hlN 
2 
) 2 (1 - P2 (X2)) 
x2 
(CL - x2) cNz-2 
> 
&ON,. 
4. The mean rate of high priority units 
+ 2 (NI - m) Ng’ Irn Pzmn(x) dx) , 
m=O n=O 0 
where 
Ngl (No _ 1 _ m) 5 lrn Plmn(x) dx = ’ - flex,) Ng’ (Nl - 1 - j) Rljo(O), 
m=O n=O O j=o 
2 (Nl - m) Ng’ jrn P2,,(x) dx = Iv1 (Nz/~Crv, + (x2 - P)cNz-1) 
m=o n=O 0 
X 
1 - ,% (‘1) RooN 
2 
. 
Xl 
Analysis of a Single-Server 775 
5. The mean rate of low priority units 
A.2 = x2 ( 5(lv2 - npoon + n=O y 2 (N2 - 12) lrn Pi,,(X) dx m=O n=O 
+ 2 y (N2 - 1 - n) lrn P2mn(2) 4 1 
m=O n=O 
y 2 (N2 _ n) iw Pi,,(X) c-lx = l- F2CA2J y RljlK% 
m=O n=O j=O 
3 yp2 - 1-n)jp2,,(x)dx = yy2) ((N2 - 1)PCN*-1 
m=O n=O 
+ (1 - &N*) 2 (X2 - p) ch+2) ROON2. 
In Theorem 1, we have described the outside observer distribution. We now examine the state 
of the queue at the time when a particular high or low priority unit generates a new primary 
arrival. In doing so, I&,, and lZ&,, are the probabilities that the given high and low priority 
units find the queue in the state (C(t), &l(t), &z(t)) = (‘, z m, n) when placing a primary request, 
respectively. 
Determining the arriving unit probabilities I-I&, for io E {1,2} is equivalent to study the 
outside observer distribution. Indeed, this analysis constitutes a direct generalization of the 
arguments given by Falin and Artalejo (see [21, Section 31) for the single-server retrial queue 
with a quasi-random input. Those arguments are based on a description of the system state in 
terms of microscopic states and the PASTA property. In order to avoid repetition, we omit the 
proof of the following result. 
THEOREM 2. 
(i) The steady-state probability l&,, that, at the epoch when a particular high priority unit 
arrives, the process (C(t),Ql(t),Qz(t)) is in the state (i, m, n) is given by 
(Nl 
- 
1 m)X1 
- JL, = J O” %nn(x) dxc, 0 I m 5 Nl - 0 
2)X1 
2, 5 n 5 N2, 
(Nl - 
I-L, = *I 
J 
O” ;2mn(x) d 
5, O<m<N1-1, 0<rz<N2-1. 
0 
(ii) The steady-state probability I-&,, that, at the epoch when a particular low priority unit 
arrives, the process (C(t), &l(t), &z(t)) is in the state (i, m, n) is given by 
l-g,, = (N2 ;2n)A2Poo., O<n<Nz-1, 
II:,, = (N2 ;2n)x2 I-= Plmn(x) dx, O<msNl-1, O<nsNz-1, 
0 
II;,, = (N2 -;, n)X2 /?'2,,(x) dx, OlmlNl, 0 5 n 5 N2 - 2. 
0 
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4. NUMERICAL EXAMPLES 
Using numerical results, we can show the influence of the parameters on several performance 
characteristics. 
First, to illustrate how pb, ~2, A,, and A2 vary with arrival rates, service times, and sizes 
(IV1 , Nz), we perform numerical experiments which are graphically presented in Figures 1-8. 
0.2 0.4 0.6 0.8 1 1.2 1.4 I 
Figure 1. pb versus A for queues with X1 = X and X2 = X/2. 
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Figure 2. pb versus X for queues with X1 = X and X2 = 2X. 
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Figure 3. p2 versus X for queues with X1 = X and X2 = X/2. 
1 
0.2 0.4 0.6 0.8 1 1.2 1.4 A 
Figure 4. p2 versus X for queues with X1 = X and X2 = 2X. 
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Figure 5. Al versus X for queues with XI =A and X2=X/2. 
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Figure 6. A2 versus X for queues with X1 = X and X2 = X/2. 
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Figure ‘7. Al versus X for queues with X1 = X and X2 = 2X. 
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Figure 8. A2 versus X for queues with X1 = X and X2 = 2X. 
We assume that service times of high and low priority units are exponentially distributed; 
i.e., &(z) = 1 - exp{-viz:) f or CC 1 0 and i E { 1,2}. We present six curves in each figure. 
Specifically, we give three continuous-curves which correspond to (Nl, N2) = (5,lO) and three 
discontinuous-curves associated with (Nl, N2) = (10,5). Each set of three curves corresponds to 
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Table 1. C& and 02 versus Xr and &. Exponential service times. 
(Nl, N2) = (5310) (Nl, N2) = w45) 
x1 x2 
&I &2 Ql &2 
0.005 
0.01 0.01 
0.02 
0.25 
0.5 0.5 
1.0 
0.5 
1.0 1.0 
2.0 
0.001506 0.034883 0.002422 
0.000705 0.002967 0.002526 
0.000907 0.007870 0.002734 
1.116062 6.419023 5.036025 
1.127101 7.952737 5.036290 
1.131995 8.841839 5.036567 
2.159603 9.498580 7.000214 
2.160226 9.723053 7.000215 
2.160741 9.836790 7.000216 
4.0 3.013020 9.987174 8.000000 4.999999 
1.25 3.205302 9.987151 8.200000 4.999999 
2.5 2.5 3.205315 9.992257 8.200000 4.999999 
5.0 3.205335 9.994804 8.200000 4.999999 
Table 2. ar and (& versus Xr and X2. Hyperexponential service times. 
Xl x2 
0.005 
0.01 0.01 
0.02 
0.25 
0.5 0.5 
1.0 
0.5 
1.0 1.0 
2.0 
0.75 
1.5 1.5 
3.0 
1.0 
2.0 2.0 
4.0 
1.25 
2.5 2.5 
5.0 
(Nl, N2) = (5710) (Nl,N2) = (10,5) 
81 92 01 &2 
0.000609 0.001250 0.002427 0.001109 
0.000715 0.002986 0.002537 0.002328 
0.000927 0.007945 0.002754 0.005097 
1.120435 6.410162 5.036290 4.890309 
1.132025 7.945402 5.036568 4.940907 
1.137190 8.836964 5.036860 4.966829 
2.161085 9.494135 7.000216 4.999392 
2.161746 9.720500 7.000217 4.999666 
2.162292 9.835234 7.000218 4.999802 
2.705872 9.888278 7.666673 4.999982 
2.705987 9.936437 7.666673 4.999990 
2.706123 9.960584 7.666673 4.999993 
3.013089 9.971488 8.000000 4.999999 
3.013128 9.982796 8.000000 4.999999 
3.013182 9.988442 8.000000 4.999999 
3.205354 9.987026 8.200000 4.999999 
3.205368 9.992180 8.200000 4.999999 
3.205389 9.994751 8.200000 4.999999 
the parameters (~1, ~2) = (2,5), (4,lO) and (8,20). Besides, we take p = 3.5. Figures 1, 3, 5, 
and 6 show the effect on pb, p2, Ar, and A2 of varying the arrival rates when we take Xr = X and 
x2 = x/2 for X E (0, +oo). The influence on pb, ps, hr, and A2 of X E (0, +oo), when we choose 
Xr = X and X2 = 2X, is illustrated in Figures 2, 4, 7, and 8, respectively. 
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Table 3. &r and &z versus X1 and X2. Gamma service times. 
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Xl J42 
0.005 
0.01 0.01 
0.02 
0.25 
0.5 0.5 
1.0 
0.5 
1.0 1.0 
2.0 
0.7 
1.5 1.5 
3.0 
1.0 
2.0 2.0 
4.0 
1.25 
2.5 2.5 
5.0 
(Nl, N2) = (5,lO) 
Qr 02 
0.000420 0.001014 
0.000505 0.002470 
0.000673 0.006745 
0.963507 6.806206 
0.970589 8.214365 
0.973727 8.998776 
2.076699 9.757233 
2.076880 9.866618 
2.077055 9.921653 
2.675691 9.974193 
2.675706 9.985360 
2.675727 9.990945 
3.001486 9.996108 
3.001489 9.997723 
3.001492 9.998529 
3.200316 9.999233 
3.200316 9.999538 
3.200317 9.999691 
(Nl, N2) = (10,5) 
Ql Q2 
0.001636 0.000878 
0.001723 0.001858 
0.001896 0.004125 
5.006980 4.978240 
5.007008 4.988444 
5.007043 4.993590 
7.000001 4.999995 
7.000001 4.999997 
7.000001 4.999998 
7.666666 4.999999 
7.666666 4.999999 
7.666666 4.999999 
8.000000 5.000000 
8.000000 5.000000 
8.000000 5.000000 
8.200000 5.000000 
8.200000 5.000000 
8.200000 5.000000 
In Figures 1 and 2, the continuous-curves and discontinuous-curves, which in decreasing orders 
correspond to higher values of (vr, VZ), show that the probability pb, with increasing X, increases 
and approaches one asymptotically. We also point out that highest curves correspond to the case 
(Nr, N2) = (10,5). As was expected, the approach of pb to one is faster for queues with Xr = X 
and X2 = 2X. 
In Figures 3 and 4, the probability pz is plotted versus X. From these figures, we see that, 
with increasing X, p2 approaches zero. Moreover, pz starts increasing to a maximum and then 
it becomes a decreasing function of X. Its approach to zero is much faster for queues with lower 
parameters (vi, ~2). It is also clear that pz is strongly affected by Ni and Nz since the approach 
to zero is more apparent as we take (Ni, NJ) = (10,5). 
Now, in Figures 5-8, we plot hi for i E {1,2} versus X. The highest curves in each set 
of continuous-curves and discontinuous-curves correspond to queues with the highest values of 
(vi, 4). The curves show that Ai increases with increasing X and that its convergence as X -+ +oo 
does not depend on Ni and Nz. Note that the influence on hi of the choices of Xi and X2 is 
not essentially different. Indeed, the first three digits of hi when Xi = X and X2 = X/2 are the 
same of those of hi when Xi = X and X2 = 2X. Finally, observe that A2 starts increasing to a 
maximum and then, as it must, it converges to zero as X --+ +oo. 
Tables l-3 illustrate the behavior of at for i E {1,2} as a function of the arrival rates Xi and X2 
for queues where we assume that service time distributions are exponential, hyperexponential, 
and gamma, respectively. Specifically, in Table 1, we take 
Bi(x) = 1 - exp{-viz}, Ic 2 0, i E {1,2}, 
where vi = 2 and up = 5; in Table 2, we take 
&(z) = 1 - qi exp{-wiiz} - (1 - qi) exp{-wziz}, x 2 0, i E {L2}, 
where (q1,wll,w21) = (1,&O) and (q2,wl2,w22) = (0.2,9,4.5); and, in Table 3, we choose 
-xq~-l exp{ -rZz}, x L 0, i E {L2), 
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Table 4. Pb, ~2, 81, and 92 versus Al, As, Nl, and N2. Hyperexponential service 
time. 
h x2 Nl N2 Pb P2 &I 82 
5 0.997964 0.005222 5.036290 4.890309 
0.5 0.25 10 10 0.998865 0.006660 5.038973 9.856191 
20 0.999412 0.007533 5.040603 19.839671 
8 0.999998 0.000005 11.000034 7.999876 
0.5 0.25 16 16 0.999999 0.000006 11.000037 15.999854 
32 0.999999 0.000007 11.000039 31.999840 
25 1.000000 3.2 1O-36 44.999999 25.000000 
0.5 0.25 50 50 1.000000 3.7 10-3s 44.999999 50.000000 
100 1.000000 3.9 10-3s 44.999999 99.999999 
5 0.998156 0.005528 5.036860 4.966829 
0.5 1.0 10 10 0.998941 0.006781 5.039199 9.958682 
20 0.999433 0.007566 5.040666 19.954235 
8 0.999998 0.000005 11.000034 7.999964 
0.5 1.0 16 16 0.999999 0.000006 11.000037 15.999958 
32 0.999999 0.000007 11.000039 31.999954 
25 1.000000 3.2 1O-36 44.999999 25.000000 
0.5 1.0 50 50 1.000000 3.7 10-3s 44.999999 50.000000 
100 1.000000 3.9 10-3s 44.999999 99.999999 
5 0.999999 0.000002 7.666673 4.999982 
1.5 0.75 10 10 0.999999 0.000003 7.666674 9.999976 
20 0.999999 0.000003 7.666675 19.999971 
8 0.999999 3.4 10-12 13.666666 7.999999 
1.5 0.75 16 16 0.999999 4.5 10-12 13.666666 15.999999 
32 0.999999 5.4 10-12 13.666666 31.999999 
25 1.000000 1.2 10-5s 47.666666 25.000000 
1.5 0.75 50 50 1.000000 1.6 1O-58 47.666666 49.999999 
100 1.000000 1.9 10-58 47.666666 99.999999 
5 0.999999 0.000002 7.666673 4.999993 
1.5 3.0 10 10 0.999999 0.000003 7.666674 9.999999 
20 0.999999 0.000003 7.666675 19.999990 
8 0.999999 3.4 10-12 13.666666 7.999999 
1.5 3.0 16 16 0.999999 4.5 10-12 13.666666 15.999999 
32 0.999999 5.4 10-12 13.666666 31.999999 
25 1.000000 1.2 10-5s 47.666666 25.000000 
1.5 3.0 50 50 1.000000 1.6 1O-58 47.666666 50.000000 
100 1.000000 1.9 10-5s 47.666666 100.000000 
where (yl,ql) = (6,3) and (yz,qz) = (7.5,1.5). Service times are chosen to have mean values 
/3: = l/2 and pf = l/5. The numerical examples show that oi for i E {1,2} increases with 
increasing rates Xr and/or X2. When we fix X 1, we notice that ai for i E {1,2} takes values 
within a narrow band. As intuition tells us, with increasing Ar and X2, &s approaches Ns 
asymptotically. Furthermore, the influence of the service times is not essentially different on Qi 
for i E {1,2}. 
We show in Table 4 the influence of Xr, X2, Nr, and Ns on pb, ps, 91, and &2. Service 
times are hyperexponential. We again consider that (q1,wll,w21) = (1,2,0), and (qz,w12,w22) = 
(0.2,9,4.5). When we iix Ar and X2, we see that, as it is to be expected, pb increases and ap- 
proaches one with increasing values of Nr and/or Ns. 4& increases, with increasing Nr and/or Ns, 
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to the size N2 of low priority units. However, we see that, with increasing values of Ns, 81 con- 
verges to an asymptotic value in (0, NI) that does not depend on the arrival rate X2 of low priority 
units. 
To conclude, it, may be appropriate to make some comments. Numerous runs of our com- 
puter program in FORTRAN were successfully made with A1 and X2 between 0.01 and 5.0, 
and N1 and N2 between 5 and 100, although a few of our examples dealing with higher values 
of Nl and N2 are not reported here. The accuracy of our results was first tested by noting 
that the probabilities I&, SOW PI,,(Z) dx and iom J&,(x) dx given in (25)-(27) were strictly 
positive, and later by using the equality (7). The evaluation of those probabilities may even- 
tually be unstable when X1 and X2 are very low, say X1, X2 < 0.05, and Nl and N2 high, say 
Nl, N.J > 75. Nevertheless, the reader can appreciate the range of single-server retrial queues 
with quasi-random input and two priority classes that can numerically be studied without loss of 
significance. For higher values of Nl and N2, one might propose obtaining approximate results 
by considering the queue with two independent Poisson streams of priority units [9]. 
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