We introduce a variant of continuous random cascade models that extends former constructions introduced by Barral-Mandelbrot [1] and Bacry-Muzy [2, 3] in the sense that they can be supported by sets of arbitrary fractal dimension. The so introduced sets are exactly self-similar stationary versions of random Cantor sets formerly introduced by Mandelbrot as "random cutouts" [4] . We discuss the main mathematical properties of our construction and compute its scaling properties. We then illustrate our purpose on several numerical examples and we consider a possible application to rainfall data. We notably show that our model allows us to reproduce remarkably the distribution of dry period durations.
this paper are reported in appendices.
II. FROM DISCRETE TO CONTINUOUS CASCADE MODELS
A convenient way to describe the construction of a Mandelbrot cascade over the interval [0, T ] is the following: Let 1 A (t) denote the indicator function of the set A and let us the function:
One thus has 1 A (W, t) = W if t ∈ A and 1 A (W, t) = 1 otherwise. The Mandelbrot random cascade is the weak limit, when n → ∞, of the sequence of densities:
where 0 ≤ t ≤ T , I ij denotes the dyadic intervals [jT 2 −i , (j + 1)T 2 −i ) and W ij are independent copies of a positive random variable such that E [W ] = 1. Kahane and Peyrière [11] proved that such a sequence has almost surely a non-trivial limit provided E [W ln W ] < 0.
Barral and Mandelbrot proposed a stationary, "grid free" version of cascade models by replacing the dyadic grid (represented by the dyadic intervals in Eq. (2)) with a Poisson process in the timescale plane (see Fig. 1 ). More precisely, let (s i , t i ) be the events of a Poisson process of intensity cs −2 dtds [43]. With each couple (t i , s i ) one can associate a time interval
where T > 0 is a largest interval size (the so-called "integral scale" in turbulence cascade models).
Let W i be i.i.d. copies of a positive random variable such that E [W ] = 1. The Barral-Mandelbrot measure of integral scale T is then defined as the (weak) limit, when → 0, of the density [44] :
Barral-Mandelbrot construction was extended by Bacry and Muzy [2, 3] that proposed to replace the (compound) Poisson measure in the time-scale plane with any infinitely divisible random measure dm(s, t). The extension relies on the the following remark: if one denotes by C (t 0 ) the Bacry-Muzy log-infinitely divisible extension: The measure at t 0 is simply written as e ω (t0) where ω (t) is the integral over the cone C (t 0 ) of a random infinitely divisible noise.
domain in the time-scale plane such that, for each (t, s) ∈ C (t 0 ), t 0 ∈ I t,s , then Eq. (4) can be rewritten as:
σ BM (t) = e (t i ,s i )∈C (t) ln(W i ) = e C (t) dp(t,s) ,
where dp(t, s) is the Poisson measure of intensity cs −2 dtds compound with the random variable ln W . Bacry and Muzy suggest to replace the compound Poisson law with a general infinitely divisible law dm(s, t) and consider the weak limit of the density (see Appendix A):
σ (t) = e ω (t) = e C (t) dm(s,u) (6) This is illustrated in Fig. 1 . In the following we will denote by µ(t) the so-defined limit measure,
i.e.
µ(t) = lim
III. STATIONARY RANDOM CANTOR SETS: THE MANDELBROT RANDOM CUTOUTS A. A stationary version of the "middle-third" Cantor set
The previous framework allows one to construct stationary random measures that are supported by the whole real line. As discussed in the introductory section, it could be interesting to extend these constructions to situations where the measure is supported by a set of non-integer dimension.
The paradigm of such set is the so-called Cantor set, and notably the ternary Cantor set (also called "triadic" or "middle third" Cantor set) that can be constructed as follows: one starts with some is then repeated on I 11 and I 12 which middle third interval is deleted and so on ad infinitum. One can show that the limit set T , i.e., the set of points of [0, 1] that are not removed by the previous iterative construction, exists and is non trivial. It is a so-called "Cantor set" in the sense that it is a closed set of uncountable cardinality that contains no interval. It is well known that T is a self-similar set of zero length (Lebesgue measure) and of fractal dimension d C = ln 2 ln 3 . Let us notice that various random extension of the previous construction have been considered in the literature by, for example, picking randomly the scale of the subdivision at each construction step (1/3) or the position of the deleted interval. One of the most famous random Cantor model is the so-called β model introduced by Frisch, Sulem and Nelkin [12] . At each step of the division (by e.g a factor 2), one keeps each subinterval with a probability β and one removes it with a probability 1 − β. If d C stands for the fractal dimension of the so-obtained limit set, at step n (and thus at scale 2 −n ), it remains in average 2 nd C = 2 n β n subintervals. The dimension d C is therefore d C = 1 + log 2 (β). However, for the same reasons that grid bound cascades are not convenient for most physical applications, these approaches are not satisfactory: they do involve a preferred scale ratio and are not invariant by time translation. It is then natural to address the question of their extension to a "continuous" and stationary version.
The first attempt to solve this problem can be found in ref. [13] where the author considered a "continuous" β model by letting the scale ratio at each construction step going to 1 and considering in the same time β → 1 in such a way that the dimension d C remains constant. If this approach is formally appealing, it remains hard to handle mathematically since a scale ratio that approaches 1 corresponds to strongly overlapping subintervals. In a more recent paper [14] , Schmitt proposed an extension of the β model in the framework of log-infinitely divisible distributions as described in the previous section. Although this paper proposes a very interesting path towards continuous Cantor sets and can be directly related to our construction, the author did not considered the existence of the small scale limit of his model and neglected the necessary time correlations in the random factors he introduced (see Section IV C).
In order to go from discrete (i.e. grid bound) Cantor sets to their continuous analog, let us first remark that, within the representation introduced of Sec. II for continuous cascades [1, 3] , the construction of the ternary Cantor set T can be redefined as follows: if one considers for some given point (s, t) in the time-scale plane, the interval I t,s = (t − s/2, t + s/2) centered at t and of size s, then T = lim n→∞ T n with
where s m = 3 −m and E m is the set of 2 m−1 points defined by the recurrence E 1 = {1/2} and
The set T 3 is depicted in the top panel of Fig. 2 where we have represented the locations of the points (s i , t k ) in the half-plane (s, t) associated with its 3 components.
A natural way to "randomize" this definition in a fully stationary way is then to follow the same approach as in the Barral-Mandelbrot generalization of grid bound cascades: One simply replaces the fixed locations (s m , t k ) in the (t, s) half-plane with random locations drawn using a Poisson point process of intensity chosen in order to preserve the density of the triadic grid. Let dp(t, s) = Ks −2 dtds be the intensity of a Poisson process homogeneous with respect to the natural measure of the time-scale half-plane. One seeks for K such that the density of points in the Poisson case corresponds to the one of the ternary Cantor set. Since at each generation, one deletes one third of the remaining intervals, if P m is the probability to have no Poisson point within the domain properties, we have P m = e −λm where λ m is the intensity of the number of Poisson points in the
It thus results that −K ln(3) = ln(2) − ln(3) ,i.e.,
ln 3 is the fractal (capacity or Hausdorff) dimension of the Cantor set.
B. Self-similar Mandelbrot random cutouts and their fractal dimension
The previous example suggests to introduce a new construction of a random Cantor S supported by the whole real line by removing random intervals drawn using a non-homogeneous Poisson process. It turns out that this idea has already been proposed in a remarkable work by Mandelbrot in early seventies [4] . Mandelbrot precisely raised the problem of a generalization of the middlethird Cantor set as we did in previous section and introduced the notion of "random cutouts". In doing so, he introduced the analog on the real line of a similar "cutout" problem considered by Dvoretzky [15] on the circle. Mandelbrot studied the general case when the Poisson proceses in the (t, s) plane is non-homogeneous along the scale direction and characterized by some intensity Λ(s). He notably studied some conditions on Λ(s) under which one has S = ∅. This problem was solved by Shepp [16] that proved that, with probability one, S is non-empty if and only if
while it is empty with probability one if this condition fails.
According to the considerations of the previous section, let us introduce a non-homogeneous
Poisson process in the plane (t, s) which intensity Λ(s) = 0 for s > T and reads, for s ≤ T ,
where the parameter D is such that 0 < D ≤ 1, T > 0 is a large scale cut-off parameter (the we will see below, to preserve exact self-similarity (see [2, 3] 
Using the above Shepp criterion, one can easily see that this set is non-empty with probability one. Indeed, from Eq. (11), the integral (10) simply becomes:
which is always finite if D > 0.
One can even get a stronger result and show that, with probability one, D is the Hausdorff dimension of S D . This directly results from the following theorem proven by Fitzsimmons et al. [17] : With probability one,
Since the double integral in the exponential term is simply (D − 1) ln(u), the Hausdorff dimension is the greatest value of ρ such that lim
The box-counting dimension d C (also referred to as "covering" or "capacity" dimension) of a set is defined from the behavior, when ε → 0, of N (ε), the number of boxes of size ε necessary to cover this set:
This means that the probability that a given box [t 0 − ε/2, t 0 + ε/2] covers some part of the set, behaves as:
This probability also corresponds to the probability that a hole (or a void) of S D around some arbitrary point t 0 has a size smaller than ε. It results that the probability density function of τ , the hole size of S D around some given position, behaves as (when τ T ):
In fact, the exact shape of this probability law can be computed from the results of Ref. [17] . In this paper it is advocated that the set S D corresponds to the closure of the image of non-decreasing 
where H(t) represents the Heaviside function.
Let us recall that the Laplace exponent (or cumulant generating function) φ(α) associated with the subordinator t(µ) is such that, for α > 0,
This function is related to the Levy measure ν(z) associated with the process as (see e.g. [18] ):
According to standard results from potential theory, it is proven in [17] that φ(α) can be directly related to the Laplace transform of e T t G(u)du :
From expression (17), we then have:
and thus φ(α) can be expressed in terms of the incomplete Gamma function γ(z, t) = t 0 e −u u z−1 du as:
Its Laplace transform can directly be obtained from Eq. (18) and (21) as
Let us recall that N ([µ, µ + w], τ ), the number of jumps of a Levy process of size greater than τ (and therefore the number of voids of size greater than τ in our problem) in some interval [µ, µ+w], is a Poisson random variable of intensity wF (τ ). In that respect, since the average number of voids of size greater than τ is proportional to F (τ ), F (τ )/F (∆) can be interpreted as the probability that a void chosen at random among all voids of size greater than ∆, has a size larger than τ [45] .
This function will be denoted as F ∆ (τ ).
Notice that selecting at random a void (over all the voids of size greater than some cut-off scale ∆ in some time window) and considering the void around some arbitrary point t 0 do not provide the same probability distributions as a function of the void size τ : there must be an additional factor τ in the latter distribution in order to account for the fact that a void of size τ "contains"
τ points and should be counted τ times. This result can be directly proven using Lemma 3 in [17] , according to which the void size probability density p(τ ) around some given point can be explicitely written as proportional to both ν(τ ) and the void size τ :
However this distribution is hard to estimate from empirical data as compared to F ∆ (z) than can be directly estimated using a simple rank ordering of the observed void sizes (see Fig. 5 ).
The analytical expression (22) does not allow us to obtain a closed-form expression of F (τ ), the void size distribution. One can however obtain an estimation over some given range using numerical methods to invert the Laplace transform such as e.g. a Fourier method (see section V). Thanks to Tauberian like theorems [18, 19] one can also obtain its asymptotic behavior in the limits τ → ∞ or τ → 0. In appendix B, we show that:
where −α D is the largest real part of solutions of Eq. (B4). As illustrated in Fig. 12 , it goes from 0 to ∞ as D varies from 0 to 1. Note that this equation precisely means that the box-counting dimension of the set S D is D, i.e.,:
(this directly results from (16) and Eqs (24, 23) ). Let us also remark that the behavior of F (τ ) for large τ shows that the characteristic void size is not necessarily T but
that can be very large (resp. very small) as respect to the integral scale T when D is close to 0 (resp. close to 1). Thus the "effective integral" scale also depends on the dimension D.
At this stage let us notice that the construction we propose involves a large cut-off scale T above which the fractal scaling no longer holds. On a general ground, it is easy to show that if one supposes that S D is a stationary self-similar random Cantor set of dimension D, then it necessarily involves an integral scale T . Indeed, if one considers some time window L of size L, then, from the self-similarity of S D , the (mean) number of boxes of size ε necessary to cover
From the stationarity of S D , one must have K(2L) = 2K(L) and therefore
it results that the scaling (26) can hold only if
which shows that there necessarily exists an integral scale
setting an upper limit of the fractal scaling range. This definition allows one to rewrite Eq. (26) for ε ≤ T as:
Instead of studying directly S D , one can also consider a measure µ which is supported by this set. In the next section we introduce a multifratal class of such measures. Some of the properties of the set S D will be recovered in the degenerated case when the multifractality vanishes and µ is homogeneous over S D .
IV. CONTINUOUS RANDOM CASCADES SUPPORTED BY A CANTOR SET A. Definition and convergence
Let us reconsider the previous construction with the goal of building a continuous cascade measure supported by S D and by this means, extending the construction of Bacry-Muzy. Let us define, as in ref. [2, 3] ,
where dm(t, s) is an infinitely divisible random measure (e.g. a normal or Poisson compound law) and C (t) is the cone set centered at t as defined in section II or by Eq. (A3) in Appendix A.
If ψ(s) is the cumulant generating function as given by the celebrated Levy-Khintchine formula, then one has (see Appendix A)
where S(C ) is the "area" of the set C , i.e.,
where the function ρ (t) is defined in Eq. (A4) of Appendix A. If 0 < D ≤ 1, one can always choose ψ(p) such that
meaning that
Let us now introduce, as in previous section, a Poisson measure dp(t, s) homogeneous in time and of intensity (1 − D)s −2 . One denotes as (t i , s i ) the events associated with this process and
the number of events in the domain C (t). Let us remark that γ (t) represents precisely the Poisson random variable of intensity (1 − D)ρ (0) that is the number of events (t i , s i ) in the (t, s) plane (as introduced in sec. III B) such that s i ≥ and t ∈ I t i ,s i .
One can then define a multifractal random measure as the limit when → 0 of the density:
= e ω (t) δ γ (t) (34) where δ n , is the discrete delta function that is equal to 1 if n = 0 and 0 otherwise (recall that γ (t)
is a Poisson random variable and, in that respect, takes integer values). We show in Appendix C that dµ (t) weakly converges in the L 2 sense, when → 0, towards a non-degenerated measure dµ
. In the sequel µ(t) will stand for the limit measure of the interval [0, t],
, where the limit has to be interpreted in the mean-square sense.
Let us remark since, for all t, γ (t) is a Poisson random variable of intensity
is simply a Bernoulli random variable of probability e −λ . In that respect, as in the random version of the β-model, one has:
with probability 1 − e −λ e ω (t) dt with probability e −λ .
This corresponds exactly to the way Schmitt defined his model of "continuous multifractal model
with zero values" (Eq. (31) of ref. [14] ). However, Eq. (35) simply refers to the one dimensional marginal law of dµ (t) and is not equivalent to Eq. (34) that defines the full process. In order to illustrate that point, one can just remark that, according to Eq. (C8) of appendix C, the Bernoulli variables δ γ (t) have non trivial (power-law ) time correlations.
B. Stochastic self-similarity and scaling properties
Let us now study the scaling properties of µ and show that it is a (stochastic) self-similar measure that satisfies, for s < 1:
where law = means an equality of all finite dimensional distributions. Ω s and Γ s are two random variables independent each other and independent of µ(t). Their law is respectively the same law as ω sT and γ sT . The proof of this result relies on a variant of Lemma 1 of Ref. [3] from which one can show that, for 0 < s < 1 and for u varying over an interval of size T :
where Ω s , Γ s are two independent random variables of the same law as respectively ω sT and γ sT .
These stochastic equalities are proven in Appendix D. Thanks to the definition (34), one thus have:
where we used the fact that, for n 1 , n 2 ∈ N, δ n 1 +n 2 = δ n 1 δ n 2 . Taking the (m.s) limit → 0 of both sides leads to Eq. (36).
Eq. (36) can be used to compute the scaling properties of the moments of measure (provided these moment exist). One defines the spectrum of scaling exponents ζ q from the scaling behavior of the moment of order q (when it exists):
where t → 0 means t T . This asymptotic behavior can be replaced by an exact power-law behavior in the case of a self-similar processes. Let q > 0 and let us consider t ≤ T . Since δ q n = δ n , from the self-similarity equation above, one has
Using Eq. (28) and the fact that Γ s is a Poisson random variable of intensity (D − 1) ln(s), we thus obtain:
with
It follows that the multifractal spectrum of µ reads:
Let us remark that one recovers the result of the previous section about the box dimension of the Cantor set S that supports the measure µ. Because µ(t) has stationary increments, in the limit q → 0, M q (ε) can be interpreted as the probability that µ(ε) = µ([t, t + ε]) > 0, i.e., that a box of size ε covers a part of S.
Let us also notice that, as in the case D = 1 [3] , the probability density function of µ(t) can have a fat tail. Indeed, since if q > 1, M q (t) > 2M q (t/2) = 2 1−ζq M q (t), one thus sees that, if ζ q < 1 for q > 1, then necessarily M q (t) = ∞ meaning that the probability density function of µ(t) has an algebraic tail.
C. Multifractal formalism
Let us say few words about the multifractal formalism and some related issues such as the scaling behavior of partition functions. The multifractal formalism has been introduced in early eighties by Parisi and Frisch (see e.g. [20, 21] ) in order to interpret the multiscaling behavior of M q (t) in terms of pointwise regularity properties of the paths of the process µ(t). One defines the local Hölder exponent α(t 0 ) at point (or time) t 0 as
The singularity spectrum f (α) is then defined as the fractal (Hausdorff) dimension of the isosingularity sets:
Roughly speaking, this equation means that at scale τ T , the number of points where µ(
The multifractal formalism states that f (α) and ζ q (as defined in (39)) are basically Legendre transforms to each other:
The validity of the multifractal formalism is not straightforward to establish but it is likely to hold for our construction since it enters in the general framework proposed in Ref. [22] . This technical point is out of the scope of the paper and will be considered in a future work.
Let us notice that if ζ q is concave and smooth, the previous Legendre transform can be rewritten as
If one denotes ζ (D) q the spectrum associated with the dimension D in Eq. (43) (all other parameters remaining unchanged) and f (D) (α) the associated singularity spectrum, then from (47) we have:
meaning that going from standard continuous cascades (D = 1) to a version of dimension D simply amounts to lower the singularity spectrum by 1 − D.
In order to estimate ζ q , one commonly uses the so-called partition function that can be defined, for a sample of length L as:
This function can be considered as an estimator of M q (τ ) and therefore one thus expects that
In fact this is not always true and if one defined ζ q such that
it is well known [23, 24] that (for q ≥ 0)
where q = f (α ) and α corresponds to the smallest singularity where the singularity spectrum vanishes, i.e.:
It is important to point out that, experimentally, under usual conditions, only ζ q (q) (and not ζ q )
can be estimated and therefore the values of ζ q are "hidden" when q > q . Since according to Eq.
(49), for D < 1 the f (α) spectrum is shifted downward, the smaller the dimension D is, the smaller the value q and thus the domain over which one can estimate ζ q will be (see next section). The simplest construction of µ(t) according to definition (34) corresponds to a non random ω (u), and therefore, in order to satisfy the condition (30) (or Eq. (31)), to the choice:
In this case the measure is homogeneously distributed on the Cantor set S D and the spectrum ζ q is a linear function, (the process is a so-called "monofractal process"): data.
B. Multifractal examples
The simplest example of a multifractal cascade is the log-normal case which corresponds to a measure dm(t, s) that is a Wiener noise of variance λ 2 or, equivalently, to ω (u) that is a stationary Gaussian process of covariance λ 2 ρ (τ ) with ρ as given by Eq. (A4). In that case, one has simply
2 p 2 and the condition (30) 
2 . The multifractal spectrum is therefore
which extends the standard log-normal spectrum to arbitrary D < 1. The coefficient
is called the intermittency coefficient and quantifies the level of multifractality of the measure. In the limit λ 2 → 0, one recovers the monofractal case (55) and if D = 1 one recovers the MRW log-normal measure introduced in [29, 30] . A sample of a log-normal cascade with D = 0.7, T = 1 and λ 2 = 0.02 is displayed in Fig. 7 (top and middle panels). As in the previous case, the fractal dimension d C and the ζ q spectrum can be estimated from a WTMM scaling analysis. 
The values D = 0.7 and λ 2 = 0.05 leads to q 5.29 and α 0.46 in excellent agreement with our numerical observations. Notice that, for a log-normal cascade, q → 0 when D decreases or when λ 2 increases. This means that for high intermittent cascades on a support of small dimension D, the range where one can observe a parabolic ζ q can be very small.
Many other examples than the log-normal cascade can be considered. For example, a Poisson compound corresponds to ψ(p) = mp+K (e px −1)F (dx) where F (dx) is a probability distribution of some positive random variable. If W > 0 is a random variable such that the law of ln(W ) is F , then the ζ q spectrum of the log-Poisson compound cascade can be written as:
where m is such that ζ 1 = 1. This spectrum generalizes to non integer dimensions the spectrum of Barral-Mandelbrot cascade model [1] . Let us also mention log-α-stable random cascades that correspond to ψ(p) = κ(p α − p) + (1 − D)p and therefore to
which extends the log-normal spectrum to Levy indexes 0 < α ≤ 2. Such laws have been notably used in the context of turbulence and geophysics [31] . Along the same line, other families of ζ q spectra can be obtained (e.g. log-Gamma, log-Hyperbolic,...) for alternative choices of infinitely divisible generating function ψ(p). 
C. Application to high resolution rainfall data
Precipitations result from a complex process that involves a large number of physical phenomena from micro-physics inside the clouds to large scale meteorology. It is well known that the rainfall distribution displays a very high variability over a wide range of space and time scales [32] . Very much like turbulence, this intermittent behavior that can be hardly described from dynamical equations, has been successfully described within the framework of multifractal processes and random cascade models. This approach, pioneered by Schertzer and Lovejoy [33] , Gupta and Waymire [34] is still the subject of a very active research (see e.g [32, 35] and reference therein).
In this section, we simply want to illustrate the possible interest of the model introduced in this paper to describe the time variability of high resolution rainfall data [47] . In fact the continuous cascade model described in section IV C can be considered as an extension of the models of refs. [13, 36] where the framework of random cascades on fractal sets has been used to account for both rainfall intensity fluctuations and the occurrence of wet and dry events. We have analyzed a set The fits of the power-law behavior of the partition function for all values of q have been performed between the scales ε = 24 min and ε = 2 days. It is well known that, from a statistical point of view, it is extremely hard to determine the nature of the infinitely divisible law of some cascade sample from empirical scaling of the partition function. As far as rainfalls are concerned, one can find very different fits in the literature from log-normal [36, 37] to more general log-Levy cascades [32, 33] . The solid line in the left panel of Fig. 9 represents a fit of ζ q by a log-normal model (Eq. (56)) corresponding to D = 0.6 and λ 2 = 0.07. We do not claim that a log-normal cascade provides the best fit of the data but it allows one to reproduce the non-linearity of the empirical spectrum quite well.
In the right panel we have displayed, in log-log representation, the number of wavelet maxima been already pointed out in many studies devoted to rainfalls (see. e.g. [35, 38] ) and corresponds to time scales between turbulent motions and weather front systems. This scaling range has also been observed from the fluctuations of surface wind velocity [39, 40] .
The properties of the rainfall time series we just discussed are average properties estimated over the whole year. In fact, it is well known that precipitations are a seasonal process so that one expects some variations of its fractal and multifractal properties through the seasons. In order to check this feature, we have estimated the fractal dimension of all series on a sliding window of width 2 months. The results we obtained are reported in Fig. 10 . In the top panel, the fractal dimension is plotted as a function of the date all along the 5 years period while in the bottom 
VI. SUMMARY AND PROSPECTS
In this paper we have introduced a new model for random cascades that live on random Cantor sets. This model can be considered as an extension of former constructions of continuous cascades that accounts for a support with arbitrary Hausdorff (or capacity) dimension d C ∈ (0, 1]. Basically these random measures are obtained as the product of a random cascade density e ω (t) by a correlated Bernoulli random process δ γ (t) that corresponds to a self-similar version of "random cutouts" introduced by Mandelbrot more than forty years ago. We have shown that the limit of our construction is well defined and possesses stochastic self-similarity properties with an arbitrary log-infinitely divisible multifractal spectrum ζ q . We have also studied the distribution of void sizes that turns out to be a power-law truncated exponentially: at small scales, this distribution is a power law τ −D while at large scales it decreases exponentially with a characteristic size with rainfall variations will be considered in a future work.
Beyond applications to peculiar experimental situations, various questions remain open at both mathematical and statistical levels. For example one can consider the extension of our construction to higher dimension, the questions related to subordination, the relationship between the Levy process we introduced in section III C and the so-called "tempered stable processes" [41] . From a statistical point of view, a parametric estimation method of both D and T can be introduced and compared to the non-parametric method based on scaling as used in section V.
Appendix A: Infinitely divisible measures in the (t, s) half-plane
In this section we just recall the main lines of the construction proposed in Ref. [2, 3] that involves some infinitely divisible measure dm(t, s) spread over the half-plane (t, s) ∈ R × R + . Let us consider a set A ⊂ R × R + and denote its "area", i.e. its measure as respect to the natural measure s −2 dtds, as:
The random measure dm(t, s) allows one to associate with each set A an infinitely divisible random variable m(A) = A dm(t, s) which characteristic function reads:
where ψ(p) is the cumulant generating function of an infinitely divisible law as described by the Levy-Khintchine formula.
Of particular interest are the cone-like sets
where 0 < < T .
The following formula can be established by a straightforward computation and is useful in many results of this paper: If 0 < ≤ , one has,
Notice that ρ (0) = S [C (t)] = 1 + ln( T ) and that ρ satisfies the remarkable property:
One can also define ν , (τ ) as:
where stands for the symmetric difference between the two sets. The expression of ν , (τ ) can be easily deduced from Eq. (A4) since ν , (τ ) = ρ (0) + ρ (0) − 2ρ (τ ).
Appendix B: The asymptotic behavior of the void size distribution
In this section we study the asymptotic behavior of F (τ ), the inverse Laplace transform of the expression (22) using Tauberian theorems. Notice that Eq. (22) involves only the variable sT so that F (τ ) is a function of τ T . With no loss of generality one can then set T = 1. In the limit z → 0, one can directly use Theorem 3 and Theorem 4 in Sec. XIII.5 of [18] that link the behavior of the Laplace transform when α → ∞ to the behavior of the function around the origin. Since γ(x, t) → Γ(x) when t → ∞, we have from (22):
It then results that
Since φ(α) α → 1 when α → 0, one can no longer invoke classical Tauberian theorems of Ref. [18] but one can use the results of Ref. [19] in which the author proves that the largest real part of the poles of the Laplace transform directly provides the exponential rate of the tail behavior of a function. It follows that
where −α D is the largest (negative) real part of the poles of the Laplace transform of F (τ ). In our case this value corresponds to solutions of the equation: 
converges in the mean square sense when → 0. We follow the same line as in ref. [2] and define R , (τ ) = E e ω (u)+ω (u+τ ) δ γ (u) δ γ (u+τ ) .
Let us first show that, if ≤ :
with ρ (τ ) as defined in Eq. (A4)).
Because γ and ω are independent, we have R , (τ ) = E e ω (u)+ω (u+τ ) E δ γ (u) δ γ (u+τ ) .
From the definition (27) 
where stands for the symmetric difference of two sets. The last two terms (denoted as ω s and ω i ) involve the integral of dm(t, s) over disjoint intervals and are therefore independent random variables. From the definition of the functions ρ (τ ) and ν , (τ ) of Appendix A, one then has:
= e ψ(1)ν , (τ ) e ψ(2)ρ (τ ) .
Estimating the second factor in Eq. (C4) just amounts to computing the probability that both γ (u) and γ (u + τ ) vanish, i.e. the probability that there is no Poisson event in the domain C (u) ∪ C (u + τ ) = (C (u) C (u + τ )) ∪ (C (u) ∩ C (u + τ )). Since the Poisson density is dp(t, s) =
(1 − D)s −2 dtds, the probability that there is no event in some set E in the (t, s) plane is simply e − E dp(t,s) = e (D−1)S(E) . Along the same line as above, using Eqs. (A4) and (A6) of Appendix A, we thus have:
Since, from Eq. (30), we have assumed that ψ(1) = 1 − D, the product of (C7)and (C8) leads to Eq. (C3).
Our goal is to show, that, ∀ , ∃ 0 , ∀ , < 0 , E (µ (t) − µ (t)) 2 < . Let us suppose that
Thus, thanks to Eq. (C3) and the expression (A4) of ρ , we get, after a little algebra
Thus if ψ(2) < 2 − D, we see that µ (t) is a Cauchy sequence and thus converges in mean square sense. The same type of argument also proves the mean-square convergence (and therefore the convergence in law) of all finite dimensional vectors (µ ([t 1 , t 1 + τ 1 ]), . . . , µ ([t n , t n + τ n ])). In order to achieve the proof of the weak convergence we must establish a tightness condition. For that purpose, it suffices to bound some moment of µ(t). Such a bound is directly obtained for the second moment using Eq. (C3):
where C is a constant that does not depend on .
Appendix D: Proof of the self-similarity of µ
In order to prove the stochastic self-similarity of µ(t), according to section IV B, one just needs to prove Eqs. (37) and (38) . Since (37) is already proven in [3] , it just remains to show that:
where Γ s is a random variable independent of the process γ (t) with the same Poisson law as γ sT (t). This result can be directly deduced from Lemma 1 of [3] . Indeed this lemma gives the q-point characteristic function of the infinitely divisible process γ (t) = C (t) dp(v, s) as defined by Eq. (32) . Let ϕ(p) = ψ(−ip) = (1 − D)(e ip − 1) be the cumulant generating function associated with the Poisson process dp(v, s) (see the definition in Eq. (28) of the cumulant generating function associated with some infinitely divisible measure in the (t, s) plane); let q ∈ N * , t q = (t 1 , t 2 , . . . , t q ) with t 1 ≤ t 2 ≤ . . . ≤ t n and p q = (p 1 , p 2 , . . . , p q ). Then, the characteristic function of the vector {γ (t m )} 1≤m≤q reads: 
where ρ (t) is given by Eq. (A4) and the coefficients α(j, k) provided in [3] satisfy: 
which is equivalent to Eq. (D1).
