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Abstract
A new kind of discrete tomography problem is introduced: the reconstruction of discrete sets from
their absorbed projections. A special case of this problem is discussed, namely, the uniqueness of the
binary matrices with respect to their absorbed row and column sums when the absorption coefﬁcient
is = log((1 + √5)/2). It is proved that if a binary matrix contains a special structure of 0s and 1s,
called alternatively corner-connected component, then this binary matrix is non-unique with respect
to its absorbed row and column sums. Since it has been proved in another paper [A. Kuba, M. Nivat,
Reconstruction of discrete sets with absorption, Linear Algebra Appl. 339 (2001) 171–194] that this
condition is also necessary, the existence of alternatively corner-connected component in a binary
matrix gives a characterization of the non-uniqueness in this case of absorbed projections.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Discrete tomography (DT) deals with the problem of reconstructing functions with given
discrete ranges from weighted sums/integrals over subsets/subspaces (e.g., straight lines
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or planes) of their domain. It has applications, for example, in electron microscopy [7,13]
and medicine [9]. The book [6] provides an overview of the foundations, algorithms, and
applications of discrete tomography.
In this paper we consider a generalisation of the DT problem. Let us suppose that the
function to be reconstructed represents a discrete set, which is in some known absorbing
material and, accordingly, the measurements are the absorbed sums taken on straight lines.
It can be considered as the basic model of the emission discrete tomography, or EDT,
where the elements of the discrete set are discrete sources emitting unit energy and the
measurements represent the partially absorbed energy detected along straight lines. (In this
sense the classical model of DT can be considered as the special case of the EDT when
there is no absorption.) In the last 2 years a few other papers have been published related
to EDT, see, for example [2,3].
First, we pose the reconstruction problem of discrete sets with absorption in Section 2.
Then we select a mathematically interesting special absorption value  = log((1+√5)/2)
and investigate the question of uniqueness when the discrete set can be represented by a
binary matrix and the absorbed row and column sums of this matrix are given. In Section
3 we show that in this case the absorbed row and column sums can be considered as ﬁnite
0-representations (a terminology used in numeration systems), where 0 = e. Section 4
deals with those transformations, called switchings, when the 0s and 1s of a certain subset
(called switching pattern) are switched to each other but the absorbed projections of the
subset remain the same. Clearly, if a binary matrix contains a switching pattern then it is
non-unique, because we can get another binary matrix with the same absorbed projections
by switching transformation. We determine the switching patterns in both one-dimensional
(1D) and two-dimensional (2D) cases. It is also shown how more complex switching pat-
terns, like alternatively corner-connected components, can be created from simple, elemen-
tary switching patterns.
In another paper [10] we have proved that the existence of alternatively corner-connected
components in a binary matrix is necessary for the non-uniqueness, therefore it is necessary
and sufﬁcient for the non-uniqueness of binary matrices with respect to their absorbed row
and column sums.
2. Absorption and reconstruction of discrete sets
2.1. Absorption
Consider a ray (e.g, light or X-ray) passing through a homogeneous material. It is well-
known that a part of the ray will be absorbed in the material. Quantitatively, let I0 and I
denote the initial and the detected intensities (number of photons/s) of the ray. Then
I = I0e−x, (1)
where 0 denotes the absorption coefﬁcient of the material and x is the length of the path
of the ray in the material (see Fig. 1).
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Fig. 1. A part of the initial intensity I0 of the ray is absorbed in the homogeneous material having absorption
coefﬁcient .
2.2. The reconstruction problem for discrete sets
Let Zd denote the d-dimensional integer lattice (d2). The non-zero vectors of Zd are
the lattice directions. The lattice lines are the lines of the d-dimensional Euclidean space
which are parallel to a lattice direction and pass through at least one lattice point in Zd .
The ﬁnite subsets of Zd are called discrete sets. Let F be a discrete set. The projection of
F along a lattice line  is deﬁned as
[PF ]() = |F ∩ |,
where |.| denotes the cardinality of the argument set.
Let E be a class of discrete sets and L be a ﬁnite collection of lattice lines. Then the
reconstruction problem for E and L can be posed as
RECONSTRUCTION D(E,L).
Given: Function p : L −→ N0 (N0 denotes the set of nonnegative integers).
Task: Construct a discrete set F ∈ E such that
[PF ]() = p()
for all  ∈ L.
Many results connected to this reconstruction problem have been published in the last
years. A summary of these results are in [6]. Consider, for example, the problem of unique-
ness in the case of (2D) binary matrices.
UNIQUENESS D2D(A).
Given: m, n ∈ N, and a binary matrix A with size m × n.
Question: Does there exist a different binary matrix A′ with the same size such that
the row and column sums of A and A′ are the same?
It has been shown [12] that a binary matrix is non-unique with respect to its row and
column sums if and only if it has a sub-matrix(
0 1
1 0
)
or
(
1 0
0 1
)
called switching component.
A new kind of DT problem, the reconstruction of discrete sets from their absorbed pro-
jections, was introduced in [10]. A special case of this problem was discussed, namely, the
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Fig. 2. Computation of the projection of the discrete set F along the lattice line . The elements of F are denoted
by bold points. Here F ∩  = {G1,G2}.
uniqueness of 2D binarymatrices with respect to their absorbed row and column sumswhen
the absorption is represented by the constant 0 of (7).
2.3. The reconstruction problem for discrete sets with absorption
Consider now the corresponding reconstruction problem in the case of absorption. For
the sake of simplicity we suppose that the whole d-dimensional Euclidean space is uni-
formly ﬁlled with the material having absorption coefﬁcient 0. Then the projection with
absorption  of a discrete set F along a lattice line  is deﬁned according to (1) by
[PF ]() = ∑
G∈F∩
e−·x(G), (2)
where x(G) denotes the distance between the point G and the detector placed on the lattice
line  (see Fig. 2).
The reconstruction problem with absorption  for a class of discrete sets, E , knowing the
projections along all directed lines of L (we have to have a detector location for each line
) can be posed as
RECONSTRUCTION DA(, E,L).
Given: Function p : L −→ R0 (R0 denotes the set of nonnegative real numbers).
Task: Construct a discrete set F ∈ E such that
[PF ]() = p()
for all  ∈ L.
2.4. Reconstruction of 2D discrete sets with absorption
Consider now the 2D integer lattice Z2. Let m and n be positive integers. A discrete
rectangle with size m × n is a special discrete set of Z2 determined as the intersection
of m consecutive horizontal lattice lines with n consecutive vertical lattice lines. If F is a
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Fig. 3.A 2D discrete set F, the corresponding binary matrixA, and their horizontal and vertical projections. (a) The
set F and the detectors measuring its horizontal and vertical projections. (b) The binary matrix A and its absorbed
row and column sums.
discrete set inZ2, then there is anm×n discrete rectangle containingF, it is called containing
(discrete) rectangle. (For the sake of simplicitywe can take the smallest containing rectangle
in the following.)
Let us suppose that the horizontal and vertical projections of F are measured by detectors
placed in the next column to left and in the next row to above, respectively, of the contain-
ing rectangle (see Fig. 3(a)). Then the absorbed projections can be computed according to
(2). For example, in the case of the discrete set F given in Fig. 3(a), the absorbed projec-
tions along the horizontal lattice lines of the containing rectangle are r1 = e−·1 + e−·3,
r2 = e−·2 + e−·3, and r3 = e−·1 + e−·4.
Now, we introduce an equivalent representation of the 2D discrete sets and their absorbed
horizontal and vertical projections. The containing rectangle including F can be represented
by a binary matrix A = (aij )m×n as follows: aij = 1 if the lattice point corresponding to
(i, j) is an element of F, aij = 0 otherwise. In order to use the generally accepted notation
of numeration systems [11], let us introduce
 = e. (3)
Clearly, 1. Then we can deﬁne the absorbed row and column sums of A, R(A) and
S(A), respectively, as
R(A) = (r1, . . . , rm), (4)
where
ri =
n∑
j=1
aij
−j , i = 1, . . . , m
and
S(A) = (s1, . . . , sn), (5)
where
sj =
m∑
i=1
aij
−i , j = 1, . . . , n.
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For example, in the case of matrix A given in Fig. 3(b) R(A) = (−1 + −3, −2 +
−3, −1 + −4) and S(A) = (−1 + −3, −2, −1 + −2, −3).
We say that two binary matrices with the same sizes are tomographically equivalent if
they have the same absorbed row and column sums.
Then the uniqueness problem of 2D discrete sets (or, equivalently, of binary matrices)
with absorption knowing the absorbed projections along horizontal and vertical lines can
be posed as
UNIQUENESS DA2D(, A).
Given: 1, m, n, and a binary matrix A with size m × n.
Question: Does there exist a different binary matrix A′ with the same size such that
A and A′ are tomographically equivalent with respect to their absorbed
projections R and S?
If  = 1 then we have the classical uniqueness problem of binary matrices without
absorption (see e.g. [4,8]).
Binary matrices with absorption can be reconstructed even only from their row sums in
certain cases. For example, if  and n have the following property: for any positive integers
t, z, and 1p1 < · · · < ptn, 1q1 < · · · < qzn
−p1 + · · · + −pt = −q1 + · · · + −qz
implies that
t = z and p1 = q1, . . . , pt = qt .
In this case each row of A is uniquely determined by its absorbed row sum, and so A is
uniquely determined by R(A). For example, if 2 then we have this property for any
n1.
But how can we do reconstruction if  and n do not have this property? Select, for
example, the case  = 0, where
−10 = −20 + −30 (6)
giving
0 =
1 + √5
2
. (7)
(The other solutions of (6), namely (1 − √5)/2 and 0, are not applicable in this case; c.f.,
(3).) In this case  = log((1 + √5)/2) which gives a mathematically interesting case that
will be analysed in detail in this paper.
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3. 0-representation
Consider the absorbed row and column sums of the binary matrixA in the case of  = 0:
ri =
n∑
j=1
aij
−j
0 , i = 1, . . . , m (8)
and
sj =
m∑
i=1
aij
−i
0 , j = 1, . . . , n. (9)
Using the terminology of numeration systems [11] we can say that the ﬁnite (binary) word
ai1 · · · ain is a (ﬁnite) representation in base 0 (or a ﬁnite 0-representation) of ri for each
i = 1, . . . , m, and, similarly, a1j · · · anj is a 0-representation of sj for each j = 1, . . . , n.
The Eqs. (8) and (9) mean also that the absorbed row and column sums of A are nonnegative
real numbers having a ﬁnite 0-representation with n and m binary digits, respectively
(including the eventually ending zeros).
Sincewedeal onlywithﬁnite length0-representations in this paper, the0-representation
always means ﬁnite length 0-representation.
Let Bk denote the set of nonnegative real numbers having a 0-representation with k
binary digits (k > 1), formally,
Bk =
{ k∑
i=1
ai
−i
0 | ai ∈ {0, 1}
}
.
Then
ri ∈ Bn, i = 1, . . . , m
and
sj ∈ Bm, j = 1, . . . , n,
are necessary conditions for the existence of a matrix A with
R0(A) = (r1, . . . , rm) and S0(A) = (s1, . . . , sn).
4. Switchings
Switching is, roughly, a transformation of 0-representations by which certain 0s and 1s
are replaced to each other such that the represented values remain the same. As it will be
proven in this section, switchings play abasic role in the uniqueness problemDA2D(0, A).
4.1. 1D switchings
The 0-representation is generally nonunique, because there are binary words with the
same length representing the same number. For example, on the base of (6), it is easy to
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check the following equality between the 3-digit-length 0-representations of 1/0
100 = 011 (10)
which is the most simple example of switching.
Furthermore (6) may allow us to deﬁne more general switchings: Let a1 · · · ak be a k-
digit-length 0-representation and let I be a subset of {1, . . . , k}. We say that I is a set of
switching positions of a1 · · · ak if by replacing (switching) the 1s and 0s to each other in
the positions of I the new (switched) word represents the same number as a1 · · · ak . This
transformation of the 0-representations is called 1D switching. As an example, let us take
Eq. (10). Here all positions, 1, 2, and 3, are switching positions of 100. Another example
can be shown by using 100 00. Since
100 00 = 010 11,
I = {1, 2, 4, 5} is a set of switching positions of 100 00 (and of 010 11).
If there is one of the sub-words 011 and 100 in a 0-representation then it can be replaced
by the other one without changing the value of the representation, i.e., it is a special kind of
switching. It is called 1D elementary switching. For example, a 1D elementary switching can
be done in the positions 2, 3, and 4 of the word 010 00 getting the word 001 10 representing
the same number. The words 011 and 100 are called 0-type and 1-type 1D elementary
switching words, respectively, also the switching pair expression can be used.
As direct consequences of (10), it is easy to see that
011 = 100,
01x311 = 10x300,
01x31x511 = 10x30x500,
01x31x51x711 = 10x30x50x700, . . .
(11)
where x3, x5, x7, . . . denotes the positions where both 0-representations have the same (but
otherwise arbitrary) binary digit. For example, the second equality of (11) can be proved as
follows:
if x3 = 0,
then 01x311 = 010 11 = 011 00 = 100 00 = 10x300,
if x3 = 1,
then 01x311 = 011 11 = 100 11 = 101 00 = 10x300, (12)
that is, we got the necessary representation after two consecutive 1D elementary switchings
in both cases. The third, fourth, etc. equalities of (11) can be proved similarly by applying
three, four, etc. 1D elementary switchings.
Accordingly, if in a 0-representation there is one of the words listed in either side
of the Eq. (11) then it can be replaced (switched) by the word on the other side of the
correspondingEq. (11)without changing thevalueof the representation.This transformation
of binary words is called 1D composite switching. The words starting with 0 (resp. 1) in the
Eq. (11) will be called 0-type (resp., 1-type) 1D composite switching words, respectively.
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For example, 101 00 is a 1-type composite switching word being on the left side of the
second equation of (11).
Now we are going to show that the 1D composite switchings can be composed from
1D elementary switchings as follows. Let a1 · · · ak and b1 · · · bl (k and l are positive odd
integers) be two 1D switching words of the same type (i.e., either a1 = b1 = 0 or a1 =
b1 = 1). Their composition, denoted by ∗, is deﬁned as
a1 · · · ak ∗ b1 · · · bl = a1 · · · ak−1_ _b2 · · · bl,
where _ _ indicates that the kth position of the resulting composition word is undeﬁned.
For example,
011 ∗ 011 = 01_ _11,
100 ∗ 100 = 10_ _00,
01x311 ∗ 011 = 01x31_ _11,
10x30x50x700 ∗ 10y30y500 = 10x30x50x70_ _0y30y500,
where x3, x5, x7, and y3, y5 denotes the positions where both 0-representations have the
same (but otherwise arbitrary) binary digit.
Now, we are going to prove that any ﬁnite 0-representation of a number can be got from
its any other 0-representation by 1D elementary switchings.
Lemma 1. Let a1 · · · ak and b1 · · · bk be different, k-digit-length 0-representations of
the same number. Then b1 · · · bk can be get from a1 · · · ak by a ﬁnite number of switchings.
Proof. We are going to give a procedure by which suitable switching sub-words can be
found ina1 · · · ak and, by switching them, the number of different positions betweena1 · · · ak
and b1 · · · bk can be decreased until there is no different position.
Let i be the ﬁrst position (1 ik) where the two representations are different, that is,
a1 · · · an = x1 · · · xi−1ai · · · ak
= x1 · · · xi−1bi · · · bk = b1 · · · bk, (13)
where x1, . . . , xi−1 denote positions where the two representations have the same binary
digit. Furthermore, let us suppose that ai = 1 and bi = 0, that is,
ai · · · ak = 1ai+1 · · · ak,
bi · · · bk = 0bi+1 · · · bk.
Note that k = i (for otherwise it would follow from (13) that 1 = 0) and that k = i + 1 (for
otherwise it would follow from (13) that 0 is an integer). Hence k > i + 1. Then ai+1 = 0
and bi+1 = 1, as it can be seen indirectly in the following. Otherwise there are two cases:
Case 1: If ai+1 = 1 then
ai · · · ak = 11ai+2 · · · ak110 · · · 0. (14)
Let us write as many 0’s to the end of the binary word on the right side of (14) (if it is not
so yet) that the length of the padded binary word is an even number being not less than 4.
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Then
1100 · · · 00 = 1010 · · · 011
> 1010 · · · 001 = 011 · · · 11, (15)
where we have equalities by switchings and strict inequality by changing the 1 to 0 in
position last but one (denoted by underlined digit). Since
011 · · · 11bi · · · bk (16)
from (14)–(16) we got the contradiction ai · · · ak > bi · · · bk .
Case 2: If bi+1 = 0 then let us follow a similar idea as in Case 1:
ai · · · ak = 1ai+1 · · · ak100 · · · 0. (17)
Let us write as many 0’s to the end of the binary word on the right side of (17) (if it is not
so yet) that the length of the padded binary word is an even number being not less than 4.
Then
1000 · · · 00 = 0101 · · · 0110
> 0101 · · · 0100 = 0011 · · · 11, (18)
where we have equalities by switchings and strict inequality by changing the 1 to 0 in
position last but one (denoted by underlined digits). Since
0011 · · · 1100bi+2 · · · bk = bi · · · bk (19)
from (17)–(19) we got again the contradiction ai · · · ak > bi · · · bk .
Therefore, ai+1 = 0 and bi+1 = 1. That is, if ai · · · ak and bi · · · bk represent the same
number then
ai · · · ak = 10ai+2 · · · ak,
bi · · · bk = 01bi+2 · · · bk
necessarily.
Consider now the next position, i+2, in ai · · · ak and bi · · · bk . Then there are three cases
to be studied.
Case 1: If ai+2 = 0 and bi+2 = 1 then we have the switching sub-words aiai+1ai+2 =
100 and bibi+1bi+2 = 011. Therefore aiai+1ai+2 can be switched to bibi+1bi+2 getting a
new representation a1 · · · ai−1 bibi+1bi+2ai+3 · · · ak which can be different from b1 · · · bk
only from the position i + 3. If a1 · · · ai−1bibi+1 bi+2ai+3 · · · ak and b1 · · · bk are different
then we can start the same procedure to ﬁnd a switching in ai+3 · · · ak and bi+3 · · · bk , but
now we have shorter representations to prove the lemma. Otherwise the two representations
are the same, so we got b1 · · · bk from a1 · · · ak by one switching which means that the
lemma is satisﬁed.
Case 2: If ai+2 = 1 and bi+2 = 0 then
ai · · · ak = 101ai+3 · · · ak101 00 · · · 0. (20)
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Let us write as many 0’s to the end of the binary word on the right side of (20) (if it is not
so yet) that the length of the padded binary word is an even number being not less than 6.
Then
101 00 · · · 00 = 011 10 · · · 0110 > 011 10 · · · 0100
= 011011 · · · 111 > 010111 · · · 11, (21)
wherewehave equalities by switchings and strict inequalities by changing the corresponding
underlined digits in both sides. Since
010 11 · · · 11010bi+3 · · · bk = bi · · · bk (22)
from (20)–(22)we got the contradiction ai · · · ak > bi · · · bk . That is, this case is impossible.
Case 3: The last case is when ai+2 = bi+2, that is ai+2 = bi+2 = 0 or ai+2 = bi+2 = 1.
Let us denote this common binary digit by xi+2. In this case we have to continue the search
for a composite switching word.
That is, let us continue the procedure with the sub-words
ai · · · ak = 10xi+2ai+3 · · · ak,
bi · · · bk = 01xi+2bi+3 · · · bk,
where xi+2 denotes the position where the two representations have the same binary digit.
Now, we are going to show that ai+3 = 0 and bi+3 = 1 (note that k > i+2, for otherwise
it would follow that 10xi+2 = 01xi+2). Otherwise, there are two cases.
Case 1: If ai+3 = 1 then
ai · · · ak = 10xi+21ai+4 · · · ak10xi+210 · · · 0. (23)
Let us write as many 0’s to the end of the binary word on the right side of (23) (if it is not
so yet) that the length of the padded binary word is an even number being not less than 6.
Then
10xi+2100 · · · 000 = 10xi+2010 · · · 011
> 10xi+2010 · · · 001 = 10xi+20011 · · · 11
= 01xi+2111 · · · 11, (24)
where we have equalities by switchings and strict inequality by changing the 1 to 0 in
position indicated by underlined digit. Since
01xi+211 · · · 1101xi+2bi+3 · · · bk = bi · · · bk (25)
from (23)–(25)we got the contradiction ai · · · ak > bi · · · bk . That is, this case is impossible.
Case 2: If bi+3 = 0 then let us follow a similar idea as in Case 1:
ai · · · ak = 10xi+2ai+3 · · · ak10xi+20 · · · 0. (26)
Let us write as many 0’s to the end of the binary word on the right side of (26) (if it is not
so yet) that the length of the padded binary word is an even number being not less than 7.
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Then
10xi+20000 · · · 000 = 01xi+21100 · · · 000
= 01xi+21010 · · · 011 > 01xi+21010 · · · 001
= 01xi+20011 · · · 111, (27)
where we have equalities by switchings and strict inequality by changing the 1 to 0 (in
position indicated by underlined digit). Since
01xi+2011 · · · 11 = 01xi+20bi+4 · · · bkbi · · · bk (28)
from (26)–(28) we got the contradiction ai · · · ak > bi · · · bk . That is, this case is also
impossible.
Therefore, ai+3 = 0 and bi+3 = 1.
In the following we have to study the possibilities when
ai · · · ak = 10xi+20ai+4 · · · ak,
bi · · · bk = 01xi+21bi+4 · · · bk.
Consider now the next position, i + 4, in ai · · · ak and bi · · · bk (note that k > i + 3, for
otherwise it would follow that 10xi+20 = 01xi+21). Then there are three cases to be studied.
Case 1: If ai+4 = 0 and bi+4 = 1 then we have the switching sub-words aiai+1
ai+2ai+3ai+4 = 10xi+200 and bibi+1bi+2bi+3bi+4 = 01xi+211 (see (11)) and we can
switch aiai+1ai+2ai+3ai+4 and bibi+1bi+2bi+3bi+4 getting a new representation,
a1 · · · ai−1bibi+1 bi+2bi+3bi+4ai+5 · · · ak , which can be different from b1 · · · bk only from
the position i + 5. If the new representation is different from b1 · · · bk then we can start the
same procedure to ﬁnd a switching in ai+5 · · · ak and bi+5 · · · bk , but now we have shorter
representations to prove the lemma. Otherwise, the two representations are the same, so we
got b1 · · · bk from a1 · · · ak by one switching which means that the lemma is satisﬁed.
Case 2: If ai+4 = 1 and bi+4 = 0 then we get a contradiction in the same way as in the
case of ai+2 = 1 and bi+2 = 0. That is, this case is impossible.
Case 3: The last case is when ai+4 = bi+4. In this case we have to continue the search
for a composite switching word.
That is, we have to continue the procedure according to Case 3 with the sub-words
ai · · · ak = 10xi+20xi+4ai+5 · · · ak,
bi · · · bk = 01xi+21xi+4bi+5 · · · bk,
where xi+2 and xi+4 are in the positions where the two representations have the same binary
digits.
Then we can show that ai+5 = 0 and bi+5 = 1 as it was in the case of ai+3 = 0 and
bi+3 = 1. That is,
ai · · · ak = 10xi+20xi+40ai+6 · · · ak,
bi · · · bk = 01xi+21xi+41bi+6 · · · bk.
And so on. Generally, ai+2l = bi+2l (= xi+2l ), ai+2l+1 = 0, and bi+2l+1 = 1 for l =
1, 2, . . . . But this procedure is ﬁnished after a ﬁnite number of steps, therefore, there is an
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index value l such that ai+2l+1 = ai+2l+2 = 0 and bi+2l+1 = bi+2l+2 = 1:
ai · · · ak = 10xi+20xi+40 · · · 0xi+2l00ai+2l+3 · · · ak,
bi · · · bk = 01xi+21xi+41 · · · 1xi+2l11bi+2l+3 · · · bk.
Then we have the switching sub-words 10xi+20xi+40 · · · 0xi+2l00 and 01xi+21xi+41xi+6
1 · · · 1xi+2l11 (see (11)) and we can switch ai · · · ai+2l+2 and bi · · · bi+2l+2 getting a
new representation, a1 · · · ai−1bibi+1 · · · bi+2l+2ai+2l+3 · · · ak which can be different from
b1 · · · bk only from the position i + 2l + 3. If the new representation is different from
b1 · · · bk then we can start the same procedure to ﬁnd a switching in ai+2l+3 · · · ak and
bi+2l+3 · · · bk , but now we have shorter representations to prove the lemma. Otherwise, the
two representations are the same after this switching.
As a result of this procedure we can say that since the number of different positions of
a1 · · · ak and b1 · · · bk decreases by each switchings, we get b1 · · · bk from a1 · · · ak after a
ﬁnite number of switchings. 
Consequences
(i) If a1 · · · ak and b1 · · · bk are different, k-digit-length 0-representations of the same
number, then there are positions i, . . . , i + 2l + 2 (l0, 1 i, i + 2l + 2k − 2) such
that there is a switching between a1 · · · ak and b1 · · · bk on these positions.
(ii) Let a1, . . . , ak ∈ {0, 1} (k3). a1 · · · ak is the only k-digit-length 0-representation of
a real number if and only if it has no switching, or equivalently, it has no sub-word 100
or 011.
4.2. 2D switchings
In this subsection we determine the 2D switchings, i.e., the transformations of binary
matrices by which some of their 0s and 1s can be switched to each other such that the
absorbed row and column sums remain the same.
4.2.1. Connectedness
Consider now the class of m × n (m, n3) binary matrices with given row and column
sum vectors in the case of absorption 0. Let Q(i,j) (1 < i < m, 1 < j < n) denote the
3 × 3 discrete square
Q(i,j) = {i − 1, i, i + 1} × {j − 1, j, j + 1}.
Let be a set of 3×3 discrete squares of {1, . . . , m}×{1, . . . , n} and letQ(i,j),Q(i′,j ′) ∈ .
Two kinds of connectedness will be deﬁned on 3 × 3 discrete squares: side-connectedness
and corner-connectedness. There is a side-connection betweenQ(i,j) andQ(i′,j ′) if (i′, j ′) ∈
{(i−2, j), (i, j −2), (i, j +2), (i+2, j)}. The four squares being side-connected to Q(i,j)
are called the side-neighbours of Q(i,j). As an illustration see Fig. 4(a). Q(i,j) and Q(i′,j ′)
are corner-connected if (i′, j ′) ∈ {(i−2, j −2), (i−2, j +2), (i+2, j −2), (i+2, j +2)}.
The four squares being corner-connected toQ(i,j) are called the corner-neighbours ofQ(i,j)
(see Fig. 4(b)).
There is a side-chain between Q(i,j) and Q(i′,j ′) in  if a sequence of elements of  can
be selected such that the ﬁrst element is Q(i,j) and the last element is Q(i′,j ′) and any two
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(i,j)
(i,j)
(a) (b)
Fig. 4. Q(i,j) and (a) its side-neighbours and (b) its corner-neighbours.
Q(i', j')
Q(i, j)
(a) (b)
Fig. 5. Side-connected sets of discrete squares. The set (a) is not strongly side connected because
Q(i,j) ∩ Q(i′,j ′) = ∅ but they are not side-connected and they have no common side-neighbour. (b) A strongly
side-connected set.
consecutive elements of the sequence are side-connected. (A sequence consisting of only
one square is a side-chain by deﬁnition.)
The set  is side-connected if there is a side-chain in  between its any two different
elements (see Fig. 5(a)). A maximal side-connected subset of  is called a side-connected
component of . Clearly, the side connected components of  give a partition of .
A side-connected set  is strongly side-connected if whenever Q(i,j), Q(i′,j ′) ∈  and
Q(i,j) ∩ Q(i′,j ′) = ∅ then they are side-connected or they have a common side-connected
neighbour (see Fig. 5(b)).
Let  be a set of strongly side-connected components (1), . . . ,(k) (k1) of the same
set . Let (l),(l′) ∈  (1 l, l′k). (l) and (l′) are corner-connected if whenever
Q ∈ (l) and Q′ ∈ (l′) have a common position then Q and Q′ are corner-connected
squares. (Since (l) and (l′) are maximal, Q and Q′ cannot be side-connected squares.)
There is a corner-chain between (l) and (l′) in  if a sequence of elements of  can
be selected such that the ﬁrst element is (l) and the last element is (l′) and any two
consecutive elements of the sequence are corner-connected. (A sequence consisting of only
one component is a corner-chain by deﬁnition.) The set  is corner-connected if there is a
corner-chain in  between its any two elements (see Fig. 6(a)).
4.2.2. Switching patterns
In order to identify not necessarily rectangular parts of binary matrices, we introduce the
concept of the binary pattern (or shortly, pattern) as binary valued function deﬁned on an
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(a) (b)
Fig. 6. Two corner-connected sets, both of them have two strongly side-connected components.
arbitrary non-empty subset of {1, . . . , m}×{1, . . . , n}. (In this terminology binary matrices
are binary patterns on discrete rectangles.)
Let P be a binary pattern, its domain will be denoted by dom(P ). The absorbed row and
column sums ofP are denoted byR0(P ) and S0(P ), respectively, where the ith component
of R0(P ) is∑
(i,j)∈dom(P )
P (i, j)−j0
for 1 im and the jth component of S0(P ) is∑
(i,j)∈dom(P )
P (i, j)−i0
for 1jn.
Let us deﬁne the binary pattern P ′ as
P ′(i, j) = 1 − P(i, j)
on dom(P ). By deﬁnition, P is a switching pattern if
R0(P ) = R0(P ′) and S0(P ) = S0(P ′).
In this case we say that P and P ′ are a switching pair. That is, the patterns of a switching
pair can be get from each other by switching their 0s and 1s and still they have the same
absorbed row and column sums.
As an example, consider the following binary patterns:
E
(0)
(i,j) =
0 1 1
1 0 0
1 0 0
and E(1)(i,j) =
1 0 0
0 1 1
0 1 1
(29)
both of them are deﬁned on the discrete square Q(i,j). It is easy to check that E(0)(i,j) and
E
(1)
(i,j) are a switching pair. They play an important role in the generation of switching
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patterns, E(0)(i,j) and E
(1)
(i,j) are called the 0-type and 1-type elementary switching patterns,
respectively.
4.2.3. Composition of patterns
The composition of two patterns P and P ′ is the function
P ∗ P ′ : dom(P)	 dom(P′) −→ {0, 1}
(	 denotes the symmetric difference) such that
[P ∗ P ′](i, j) =
{
P(i, j), if(i, j) ∈ dom(P ) \ dom(P ′),
P ′(i, j), if(i, j) ∈ dom(P ′) \ dom(P ).
(That is, P ∗ P ′ is undeﬁned on dom(P ) ∩ dom(P ′).)
For example,
E
(0)
(i,j) ∗ E(0)(i+2,j) =
0 1 1
1 0 0
_ _ _ _ _ _
1 0 0
1 0 0
(30)
deﬁned on Q(i,j)	Q(i+2,j) = {i − 1, i, i + 2, i + 3} × {j − 1, j, j + 1}. (Just for the
sake of simple presentation, on the right side of (30) the whole sub-matrix on the rectangle
{i−1, . . . , i+3}×{j−1, j, j+1} is indicated and—denotes the positions in the sub-matrix
where the composition is undeﬁned.) Similarly,
E
(0)
(i,j) ∗ E(0)(i,j+2) =
0 1 _ _ 1 1
1 0 _ _ 0 0
1 0 _ _ 0 0
(31)
deﬁned on Q(i,j)	Q(i,j+2) = {i − 1, i, i + 1} × {j − 1, j, j + 2, j + 3}. It is easy to see
that E(0)(i,j) ∗ E(0)(i+2,j) and E(0)(i,j) ∗ E(0)(i,j+2) are switching patterns, their switching pairs are
E
(1)
(i,j) ∗ E(1)(i+2,j) and E(1)(i,j) ∗ E(1)(i,j+2), respectively, where
E
(1)
(i,j) ∗E(1)(i+2,j) =
1 0 0
0 1 1
_ _ _ _ _ _
0 1 1
0 1 1
and E(1)(i,j) ∗E(1)(i,j+2) =
1 0 _ _ 0 0
0 1 _ _ 1 1
0 1 _ _ 1 1.
(32)
These examples showhownew switching patterns can be created from elementary switching
patterns by composition. The following lemma gives a more general way to show how two
(not only elementary) switching patterns can be used to generate another switching pattern.
Lemma 2. Let P1 and P2 be switching patterns. If
P1 = 1 − P2 (33)
on dom(P1) ∩ dom(P2) then P1 ∗ P2 is also a switching pattern.
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Proof. Let I1 = dom(P1), I2 = dom(P2), and
P = P1 ∗ P2
on I = I1	I2. Let, furthermore,
P ′1 = 1 − P1, P ′2 = 1 − P2 and P ′ = 1 − P
on I1, I2, and I, respectively. It is easy to see that
P ′ = P ′1 ∗ P ′2,
on I, and
P ′1 = 1 − P ′2, (34)
on I1 ∩ I2.
We are going to show that
R0(P ) = R0(P ′). (35)
According to the deﬁnitions, the ith components of R0(P ) = (1, . . . , m), 1 im,
can be written as
i =
∑
(i,j)∈I
P (i, j)−j0 =
∑
I
[P1 ∗ P2](i, j)−j0
= ∑
I1\I2
P1(i, j)
−j
0 +
∑
I2\I1
P2(i, j)
−j
0
=
(∑
I1
− ∑
I1∩I2
)
P1(i, j)
−j
0 +
(∑
I2
− ∑
I2∩I1
)
P2(i, j)
−j
0 .
Since P1 and P ′1 are a switching pair on I1 and P2 and P ′2 are a switching pair on I2, we
get that
i =
∑
I1
P ′1(i, j)
−j
0 −
∑
I1∩I2
P1(i, j)
−j
0 +
∑
I2
P ′2(i, j)
−j
0 −
∑
I1∩I2
P2(i, j)
−j
0
=∑
I1
P ′1(i, j)
−j
0 +
∑
I2
P ′2(i, j)
−j
0 −
∑
I1∩I2
(
P1(i, j) + P2(i, j)
)
−j0 .
After partitioning I1 and I2 and ordering the new terms we get
i =
∑
I1\I2
P ′1(i, j)
−j
0 +
∑
I2\I1
P ′2(i, j)
−j
0 +
∑
I1∩I2
(
P ′1(i, j) + P ′2(i, j)
)
−j0
− ∑
I1∩I2
(
P1(i, j) + P2(i, j)
)
−j0 .
Then from the deﬁnition of the composition (33), and (34) we have
i =
∑
I
[P ′1 ∗ P ′2](i, j)−j0 +
∑
I1∩I2
1−j0 −
∑
I1∩I2
1−j0
= ∑
(i,j)∈I
P ′(i, j)−j0 .
That is, the ith component of R0(P ) is the same as the ith component of R0(P
′). In this
way (35) is proved. The equality S0(P ) = S0(P ′) can be proved similarly. 
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Remark 1. In the case of the compositions of (30) the condition (33) is satisﬁed, i.e.,
E
(0)
(i,j) = 1 − E(0)(i+2,j)
on Q(i,j) ∩ Q(i+2,j), therefore E(0)(i,j) ∗ E(0)(i+2,j) is a switching pattern, as we have seen it
soon before the proof of Lemma 2. Similar statements are true in the cases of (31) and (32).
4.2.4. Composition of elementary switching patterns
Let E = {E1, . . . , Ek} (k1) be a set of elementary switching patterns of the same type
on a strongly side-connected set  = {Q1, . . . ,Qk}. The composition of E on , denoted
by C(E), is deﬁned as follows. If k = 1 then C(E) = E1. If k > 1 then let us suppose that
Q1, . . . ,Qk are indexed such that for each l(< k) {Q1, . . . ,Ql} is a strongly side-connected
set and one of its squares is side-connected withQl+1. (It is easy to see that such an indexing
exists.) Then let
C = C(E) = ((E1 ∗ E2) ∗ · · ·) ∗ Ek.
Now, we are going to show that this deﬁnition is independent from the indexing of  =
{Q1, . . . ,Qk}. There are four cases depending on how many times a position (i, j) is in the
sets {Q1, . . . ,Qk}:
(i) If there is exactly one l such that (i, j) ∈ Ql , then
C(i, j) = e(l)ij ,
where e(l)ij denotes the value of El in the position (i, j).
(ii) If there are exactly two different l1 and l2 such that (i, j) ∈ Ql1 and (i, j) ∈ Ql2 , then
C(i, j) is undeﬁned.
(iii) If there are exactly three different l1, l2, and l3 such that (i, j) ∈ Ql1 ∩Ql2 ∩Ql3 , then
two of the elementary switching patterns (say, El1 and El3 ) has the same value in the
position (i, j) and the other one (El2 ) has a different value in the position (i, j), i.e.,
e
(l1)
ij = e(l3)ij = 1 − e(l2)ij . In this case
C(i, j) = e(l1)ij = e(l3)ij .
(iv) If there are exactly four different l1, l2, l3, and l4 such that (i, j) ∈ Ql1 ∩Ql2 ∩Ql3 ∩Ql4 ,
then C(i, j) is undeﬁned.
That is, the value of C(i, j) can be decided simply on the base of the parity of the number of
discrete squares of  covering (i, j) (independently from the indexing of ). Accordingly,
if E is the set of 2D elementary switching patterns of the same type on a strongly side-
connected set, then we can simply write C(E) to denote the compositions of the elements
of E . As an example, see Fig. 7.
Lemma 3. Let E be a set of elementary switching patterns of the same type on a strongly
side-connected set of 3 × 3 squares. Then C(E) is a switching pattern.
Proof. The lemma will be proved by induction according to the number of elementary
switching patterns in E . Let E1, . . . , Ek (k1) denote the elementary switching patterns
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0
00
00
00
00
0
0
0
0 01
1
1
11
111
1
1
0
0
1
Fig. 7. The composition of the elementary switching patternsE(0)
(2,2),E
(0)
(2,4),E
(0)
(4,4),E
(0)
(4,6), andE
(0)
(6,4). _ _ denotes
the positions where the composition is undeﬁned.
of E on the strongly side-connected set  = {Q1, . . . ,Qk}. If k = 1, i.e., E = {E(0)(i,j)} or
E = {E(1)(i,j)} for some (i, j), then Lemma 3 is trivially true. (If k = 2 then the possible
compositions are just given by (30), (31), and (32), all of them are switching patterns.)
Generally, let us suppose that Lemma 3 is proved for any set E consisting of k number
of elementary switching patterns. Let Ek+1 be an elementary switching pattern having the
same type as E1, . . . , Ek such that {Q1, . . . ,Qk,Qk+1} is also a strongly side-connected
set. Let C = C(E) and D = C ∗ Ek+1. By induction C is a switching pattern on dom(C).
In order to apply Lemma 2 we have to show that
C(i, j) = 1 − Ek+1(i, j) (36)
for all (i, j) ∈ dom(C) ∩ Qk+1. There are two cases depending on how many times such a
position (i, j) is in the sets Q1, . . . ,Qk:
(i) There is exactly one l(∈ {1, . . . , k}) such that (i, j) ∈ Ql . Then Ql and Qk+1 are
side-connected. Since El and Ek+1 are elementary switching patterns of the same type,
it is easy to check that (36) is satisﬁed if Qk+1 is either north, east, south, or west
side-connected to Ql (see Fig. 8).
(ii) There are exactly three l1, l2, and l3, all of them from {1, . . . , k}, such that (i, j) ∈
Ql1∩Ql2∩Ql3 .Then one of them, say,Ql2 is side-connected to the other two squares and
Ql1 andQl3 are corner-connected squares. SinceEl1 , El2 , El3 , andEk+1 are elementary
switching patterns of the same type, it is easy to check that (36) is satisﬁed if Qk+1
is either north-east, south-east, south-west, or north-west corner-connected to Ql (see
Fig. 9).
(If (i, j) is in even number of squares of Q1, . . . ,Qk then (i, j) ∈ dom(C) ∩ Qk+1,
see the cases (ii) and (iv) in the paragraph introducing the deﬁnition of the composition of
elementary switching patterns.)
That is, (36) is proved for every possible cases. Then Lemma 2 can be applied, therefore,
D is a switching pattern. 
Henceforth, the switching patterns constructed from elementary switching patterns of
the same type by composition are called composite switching patterns. We say that the
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0
0
1
C
1
00
1
1
0
1
0
0
C
1
0 0
1 0
0 0
0
0
00
0
0
0
1
0
0
1
0
0
0
0
0
E l 1
0
0
1
1
C
0
0
1
0
0
0
0
1
1
0
1
1
0
0
1
1
1
1
0
0 0
0
0
0
11
1
1
10 0
1
0 1
0
00
1
0 0
01
10
lE
00
1
0
0
1
1
C 1 0 0
0
0
11
1
El
El
Ek+1 Ek+1
Ek+1 Ek+1
Fig. 8. Illustration of the fact that Eq. (36) is satisﬁed if exactly one of the elementary switching patterns of C, say
El , has common positions with the elementary switching pattern Ek+1 (the binary values at the common positions
are indicated by bold digits) and El and Ek+1 have the same type (here: 0-type; 1-type patterns can be checked
similarly). The positions indicated by “_ _” do not belong to the domain of C.
1
0
0 1
1
1
00
1
0
0
0
0
0
0
1
0
0
0
1 1
0
00
0
00
0
0
0
0
0
0 0
0
0
0
0
0
0
0
0
00C
00
110
1
C
11
1
000
0
1
0
1 00
00
1
1
00
0
1
1 1
1 0
0
0
1
1
1
C
0 00
0 0
0
0 0 0
0 0
C0
0
1
0
01 0
1
1
00
0 0
1
Ek+1 Ek+1
Ek+1Ek+1
Fig. 9. Illustration of the fact that Eq. (36) is satisﬁed if exactly three of the elementary switching patterns of C
have common positions with the elementary switching pattern Ek+1 (the binary value at the common position
is indicated by bold digit) and all three elementary switching patterns of C and Ek+1 have the same type (here:
0-type; 1-type patterns can be checked similarly). The positions indicated by “_ _” do not belong to the domain
of C.
composite switching pattern has 0-type/1-type if it is the composition of 0-type/1-type
elementary switching patterns, respectively. For example, (30)–(32) and Fig. 7 show
composite switching patterns of types 0, 0, 1, 1, and 0, respectively.
4.2.5. Composition of corner-connected components
Lemma 4. Let (0) and (1) be corner-connected components. Let C(0) and C(1) be
0-type and 1-type 2D composite switching patterns on (0) and on (1), respectively. Then
C(0) ∗ C(1) is a switching pattern.
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0
0
110
11
10 1
1 1 1
1
0
0
0 0
0 0
0
001
0
0
1 1
0
0
0
0
0
00
0
C (1)
C (0)
C (0)C (0)
C (0)
C (1)
C (1)C (1) 1
1
1 1 1
11
1
001
001
0
0 11
11
0
0 1 1
1
0
00
1
1
1
0
0
11
1
Fig. 10. Illustration of the fact that Eq. (37) is satisﬁed in the common position of corner-connected components.
The domains of E′ and E′′ are indicated in C(0) and C(1), respectively, by bold squares with solid lines.
Proof. In order to use Lemma 2 we have to show that
C(0) = 1 − C(1) (37)
on dom(C(0)) ∩ dom(C(1)). Since (0) and (1) are corner-connected components,
dom(C(0)) ∩ dom(C(1)) consists of the common positions of corner-connected squares
of (0) and (1). Formally, if (i, j) ∈ dom(C(0))∩dom(C(1)) then there are 2D elementary
switching patterns E′ and E′′ such that (i, j) ∈ dom(E′) ∩ dom(E′′). It is easy to check
that for such a position (i, j)
E′(i, j) = 1 − E′′(i, j)
in all possible cases (see Fig. 10). That is, (37) is satisﬁed. Then applying Lemma 2 to
the 2D composite switching patterns C(0) and C(1) we get that C(0) ∗ C(1) is a switching
pattern. 
Let  be a corner-connected set of the strongly side-connected components(1), . . . ,(k)
(k1). Let C(1), . . . , C(k) be 0- or 1-type composite switching patterns on (l), . . . ,(k),
respectively. Let us suppose also that if (l) and (l′) are corner-connected then C(l) and
C(l
′) have different type. In this casewe say that  = {C(1), . . . , C(k)} is a set of alternatively
corner-connected components on .
The composition of  on , denoted by C(), is deﬁned as follows. If k = 1 then C() =
C(1). If k > 1 then let us suppose that (1), . . . ,(k) are indexed such that for each l (l < k)
{(1), . . . ,(k)} is a corner-connected set and one of its elements is corner-connected with
(l+1). (It is easy to see that such an indexing exists.) Then let
C = C() = ((C(1) ∗ C(2)) ∗ · · ·) ∗ C(k).
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1
1
11
0
0
00
00
0 00
00
1 1 1 0
0
1
0
0
0
1
11
11
1
1
1
0
0
Fig. 11. Composition of two alternatively corner-connected components.
It is easy to show that this deﬁnition is independent from the indexing of , because
dom(C) = ∪l(l) \ ∪l,l′((l) ∩ (l′)) and C(i, j) = C(l)(i, j), where l ∈ {1, . . . , k} is
the only index such that (i, j) ∈ (l). Henceforth, we may simply write C() to denote the
composition of the elements of . As an example, see Fig. 11.
Theorem 1. Let  = {C(1), . . . , C(k)} (k1) be a set of alternatively corner-connected
components. Then C() is a composite switching pattern.
Proof. It follows from Lemma 4 directly. 
5. Discussion
Anewkind of discrete tomography problemwas introduced, the reconstruction of discrete
sets from their absorbed projections. A special case of this problem was discussed in this
paper, namely, the uniqueness of 2D binary matrices with respect to their absorbed row and
column sums when the absorption is represented by the constant 0 of (7). It was shown
that the uniqueness in this case could be characterised similarly as in the classical case of
reconstruction without absorption, because similar elementary switchings could be given
by E(0)(i,j) and E
(1)
(i,j).
We have shown that there is a hierarchy of 2D switching patterns in the case of absorption.
The most simple kind of switching patterns are the 0-type and 1-type elementary switching
patterns given by (29). More complicated switching patterns, so-called 0- and 1-type com-
posite switching patterns can be constructed from 0-type and 1-type elementary switching
patterns, respectively, deﬁned on strongly side-connected components of 3 × 3 discrete
squares by composition (Lemma 3). Finally, we get the most complex composite switching
patterns as the composition of alternatively corner-connected components (Lemma 4).
Theorem 1 also means that if a binary matrix contains an alternatively corner-connected
component then it is non-uniquely determined with respect to its absorbed row and column
sums. That is, the existence of an alternatively corner-connected component is sufﬁcient for
the non-uniqueness in the case of problem UNIQUENESS DA2D(0, A). In another paper
[10] we could prove that this condition is also necessary for the non-uniqueness, that is,
since this condition is necessary and sufﬁcient for the non-uniqueness, we have also that the
compositions of alternatively corner-connected components are the most general switching
patterns.
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