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KATZNELSON-TZAFRIRI TYPE THEOREMS FOR INDIVIDUAL
SOLUTIONS OF EVOLUTION EQUATIONS
NGUYEN VAN MINH
Abstract. In this paper we present an extension of the Katznelson-Tzafriri
Theorem to the asymptotic behavior of individual solutions of evolution equa-
tions u′(t) = Au(t) + f(t). The obtained results do not require the uniform
continuity of solutions as well as the well-posedness of the equations. The
method of study is based on a recently developed approach to the spectral
theory of functions that is direct and free of C0-semigroups.
1. Introduction and Statement of Results
This is a companion paper of [10] in which the author developed a new approach
to the spectral theory of functions on the line and on the half line to study the
asymptotic behavior of solutions of evolution equations of the form
(1.1) u˙(t) = Au(t) + f(t),
where t is in J (J is either R+ or R), A is a closed linear operator on a Banach
space X, f ∈ BC(J,X). This spectral theory is simple, free of C0-semigroup theory,
so it can apply to large classes of solutions and equations with general conditions.
In this paper we will discuss further applications of the theory by proving con-
tinuous analogs of the two well known Katznelson - Tzafriri Theorems in [8] to
individual bounded solutions of evolution equations of the form (1.1) on the half
line. Our main results are stated in the two theorems below (Theorems 1.1, 1.2). For
this purpose we introduce classes of function spaces F as subspaces of BC(R+,X)
that satisfy so-called Condition F+ or F++ (see the definition in the next section).
As an example of such function spaces F one may take C0(R+,X).
Theorem 1.1. Let F be a function space that satisfies Condition F+, A be a linear
operator on a Banach space X such that σ(A) ∩ iR ⊂ {0}, and let u ∈ BC(R+,X)
be a classical solution of (1.1) on R+ with f ∈ F such that Au(·) ∈ BC(R+,X).
Then,
(1.2) Au(·) ∈ F .
Recall that a function g ∈ L1(R) is of spectral synthesis with respect to a closed
subset E ⊂ R if there exists a sequence (gn) in L1(R) such that
i) limn→∞‖g − gn‖1 = 0;
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ii) each of the Fourier transforms Fgn vanishes on a neighborhood of E.
Theorem 1.2. Let F be a function space that satisfies Condition F++, u ∈
BC(R+,X) be a mild solution of (1.1) on R+ with f ∈ F , and let φ ∈ L1(R+)
be of spectral synthesis with respect to iσ(A) ∩ R. Then, w ∈ F , where
(1.3) w(t) :=
∫ ∞
0
φ(s)u(t+ s)ds.
The proofs of these theorems will be given in Section 3. Notations and a short
introduction into previous results in [10] will be given in the next section. For
the works related to Theorem 1.1 we refer the reader to [1, 2]. Our Theorem 1.1
is an individual version of the part ”(ii) ⇒ (i)” of [2, Theorem 3.10]. In fact, if
A generates an eventually differentiable bounded C0-semigroups T (t), F is chosen
to be C0(R
+,X) and f = 0, then since T (τ)X ⊂ D(A) for some τ ≥ 0, for each
x ∈ X the function u(t) := T (t)x is a classical solution (with t ≥ τ). Therefore, our
Theorem 1.1 applies. Notice that under the assumptions of Theorem 1.1, a version
of ”(i) ⇒ (ii)” of [2, Theorem 3.10] does not make sense in our context because
there may not be bounded solutions to an ill-posed equation. As for Theorem 1.2,
our result extends the individual version of Katznelson-Tzafriri Theorem given in
[5, Theorem 5.1] that applies to homogeneous equations generating bounded C0-
semigroups. In fact, if A generates a bounded C0-semigroup T (t), F is chosen to
be C0(R
+,X) and f = 0, then for each x ∈ X, and φ ∈ L1(R+)
T (t)
∫ ∞
−∞
φ(ξ)T (ξ)xdξ =
∫ ∞
−∞
φ(ξ)T (t+ ξ)xdξ
=
∫ ∞
−∞
φ(ξ)u(t + ξ)dξ := w(t),
where u(t) := T (t)x. Our result shows in particular that limt→∞ w(t) = 0.
For more complete accounts of related works we refer the reader to the mono-
graphs [1, 12] and their references, as well as the papers [2, 4, 5, 6, 7, 11, 13].
2. Preliminaries
Throughout the paper we denote by R the real line, by R+ the positive half line
[0,∞), by R− the negative half line (−∞, 0], and by X a Banach space over the
complex plane C. If A is a linear operator on a Banach space X, D(A) stands for
its domain; σ(A) stands for its spectrum. L(X) stands for the Banach space of all
bounded linear operators in X with the usual norm ‖ · ‖. If λ ∈ ρ(A), then R(λ,A)
denotes the resolvent (λ−A)−1. In this paper we also use the following notations:
i) BC(J,X) is the space of all X-valued bounded and continuous functions on
J , where J is either R, or R+;
ii) L∞(J,X) and L1(J,X) are the space of all X-valued measurable and essen-
tially bounded functions on J , and the space of all X-valued measurable
and integrable functions on J , respectively;
iii) C0(R
+,X) := {f ∈ BC(R+,X) : limt→∞ f(t) = 0};
iv) If A is a linear operator on X, then the operator of multiplication by A on
BC(J,X), denoted by A, is defined on D(A) := {g ∈ BC(J,X) : g(t) ∈
D(A), for all t ∈ J,Ag(·) ∈ BC(J,X)}, by Ag = Ag(·) for each g ∈ D(A).
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Definition 2.1. An X-valued continuous function u on R+ is said to be a mild
solution of (1.1) on R+ (with f ∈ L∞(R+,X)) if for every t ∈ R+,
∫ t
0 u(s)ds ∈
D(A), and
(2.1) u(t)− u(0) = A
∫ t
0
u(s)ds+
∫ t
0
f(s)ds, for all t ∈ R+.
A continuously differentiable function u on R+ is said to be a classical solution of
(1.1) on R+ (with f ∈ BC(R+,X)) if for every t ∈ R+, u(t) ∈ D(A), and
(2.2) u′(t) = Au(t) + f(t), for all t ∈ R+.
Let us introduce the so-called Conditions F+ and F++ for a function space
F ⊂ BC(R+,X). Let ψ be any function in L∞(R+,X) (or L∞(R−,X), respectively)
throughout the paper we will identify it with its natural extension to ψ ∈ L∞(R,X)
by setting ψ(t) = 0 for all t < 0 (or t > 0, respectively).
Definition 2.2. A function space F ⊂ BC(R+,X) is said to satisfy Condition F+
if
i) It is closed, and contains C0(R
+,X);
ii) If g ∈ F , then the function R+ ∋ t 7→ eiξtg(t) ∈ X is in F for all ξ ∈ R;
iii) For each h ∈ F , Reλ > 0, Reη < 0, the function y(·), z(·), defined as
(2.3) y(t) =
∫ ∞
t
eλ(t−s)h(s)ds, z(t) =
∫ t
0
eη(t−s)h(s)ds, t ∈ R+
are in F ;
iv) For each B ∈ L(X) and f ∈ F , the function Bf(·) is in F .
If in addition to the above conditions, F satisfies the following:
v) For each function ψ ∈ L1(R−), ψ ∗ g ∈ F for each g ∈ F ,
then F is said to satisfy Condition F++.
As an example of a function space that satisfies Conditions F+ and F++, we
can take F = C0(R
+,X). Another function space that satisfies Condition F++ is
AA(R+,X), the space of all restrictions to R+ of the X-valued almost automorphic
functions. Note that AA(R+,X) contains non-uniformly continuous functions, so
it is not a subspace of BUC(R+,X).
Consider the quotient space Y := BC(R+,X)/F whose elements are denoted
by g˜ with g ∈ BC(R+,X). We will use D˜ to denote the operator induced by the
differential operator D on Y which is defined as follows: The domain D(D˜) is the
set of all classes that contains a differentiable function g ∈ BC(R+,X) such that
g′ ∈ BC(R+,X); D˜g˜ := g˜′ for each g˜ ∈ D(D˜).
It is easy to see that for f ∈ BC(R+,X) (see [10, page 13])
R(λ, D˜)f˜(t) =


∫∞
t
eλ(t−s)f˜(s)ds, Reλ > 0, t ∈ R+,
−
∫ t
0
eλ(t−s)f˜(s)ds Reλ < 0, t ∈ R+.
(2.4)
=


∫∞
0 e
−ληf˜(t+ η)dη, Reλ > 0, t ∈ R+,
−
∫ t
0 e
ληf˜(t− η)dη, Reλ < 0, t ∈ R+.
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Under the above notations, the operator D˜ is a closed operator with σ(D˜) ⊂ iR.
Definition 2.3. Let F be a function space that satisfies Condition F++, and let
f ∈ BC(R+,X). Then the reduced spectrum of f with respect to F , denoted by
sp+F(f), is defined to be the set of all reals ξ ∈ R such that R(λ, D˜)f˜ , as a complex
function of λ in C\iR, has no holomorphic extension to any neighborhood of iξ in
the complex plane.
Since sp+F(f) is the same for all elements f in a class g˜, the use of the notation
sp+F(g˜) makes sense. The following theorem was proved in [10]:
Theorem 2.4. Let F be a function space of BC(R+,X) that satisfies Condition
F+, and let f be in BC(R+,X) such that sp+F(f) is countable. Moreover, assume
that
(2.5) lim
α↓0
αR(α + iξ, D˜)f˜ = 0
for all ξ ∈ sp+F(f). Then, f ∈ F .
For each function f ∈ L∞(R,X), ξ ∈ R, Reλ 6= 0, let us recall that
R(λ,D)f(ξ) =


∫∞
0
e−ληf(ξ + η)dη (if Reλ > 0)
−
∫ 0
−∞
e−ληf(ξ + η)dη (if Reλ < 0).
(2.6)
Recall also that the Carleman transform of f ∈ L∞(R,X) is defined as
fˆ(λ) =


∫∞
0
e−ληf(η)dη (if Reλ > 0)
−
∫ 0
−∞
e−ληf(η)dη (if Reλ < 0).
(2.7)
It can be shown in the same manner as in the proof of [9, Proposition 2.3] that the
set of ζ ∈ R such that fˆ(λ) has no holomorphic extension to any neighborhood of
iζ (Carleman spectrum of f) coincides with the set of all ζ ∈ R such that R(λ,D)f
has no holomorphic extension to any neighborhood of iζ. We will denote this set
by sp(f) and call it the spectrum of f . The reader is referred to [1, 9] for more
information on this concept of spectrum.
3. Proof of the Main Results
The main idea of proving Theorems 1.1, and 1.2 is to apply Theorem 2.4. We
will fix F as a function space that satisfies Condition F++. Below we denote
σi(A) := {ξ ∈ R| iξ ∈ σ(A)}.
3.1. Proof of Theorem 1.1. Since u is a mild solution of (1.1), by [10, Lemma
4.7] we have
(3.1) sp+Fu ⊂ σi(A) ⊂ {0}.
Moreover, for Reλ 6= 0,
R(λ, D˜)u˜ = R(λ, A˜)u˜.(3.2)
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Let w = Au. Then, by the assumption, w ∈ BC(R+,X), so by the identity
R(λ, D˜)D˜u˜ = λR(λ, D˜)u˜− u˜, we have
R(λ, D˜)w˜ = R(λ, D˜)A˜u˜
= R(λ, D˜)D˜u˜
= λR(λ, D˜)u˜− u˜.(3.3)
Therefore, by (3.1),
(3.4) sp+Fw ⊂ sp
+
Fu ⊂ {0}.
Moreover, we have
lim
α↓0
‖αR(α, D˜)w˜‖ = lim
α↓0
‖α(αR(α, D˜)u˜− u˜)‖
≤ lim
α↓0
‖α2R(α, D˜)u˜‖+ lim
α↓0
‖αu˜‖
≤ lim
α↓0
α2‖
u˜
α
‖
= 0.(3.5)
Therefore, the assertion of Theorem 1.1 follows from Theorem 2.4.
3.2. Proof of Theorem 1.2. Let ψ be any function in L∞(R+,X) (or L∞(R−,X),
respectively) recall that it can be identified with its extension to ψ ∈ L∞(R,X) by
setting ψ(t) = 0 for all t < 0 (or t > 0, respectively).
Theorem 1.2 follows immediately from Theorem 2.4 and the following lemma
Lemma 3.1. Under the assumption of Theorem 1.2,
(3.6) sp+F(w) = ∅,
where
(3.7) w(t) :=
∫ ∞
0
φ(s)u(t+ s)ds, for all t ∈ R+.
Proof. To prove Lemma 3.1, we need several technical steps. Let ϕ(θ) := φ(−θ) for
all θ ∈ R. We re-write the function w as
w(t) =
∫ ∞
−∞
φ(s)u(t + s)ds
=
∫ ∞
−∞
ϕ(t− s)u(s)ds
= ϕ ∗ u.
First, we assume that the Fourier transform of φ (denoted by Fφ) vanishes in a
neighborhood of iσ(A) ∩ R. As shown below this assumption does not restrict the
generality of the proof. Since the Fourier transform Fϕ of ϕ satisfies Fφ(−ξ) =
Fϕ(ξ) it vanishes in a neighborhood of−(iσ(A)∩R) = R\σi(A), so, as is well known
(see e.g. [1, Chap. 4, and 5]), the Carleman transform ϕ̂(λ) of ϕ is holomorphic in
a neighborhood of R\σi(A). In turn, by the proof of [9, Proposition 2.3], R(λ,D)ϕ
should be holomorphic in a neighborhood of R\σi(A) as well. Next, by a simple
computation, (by considering ϕ and u as functions on R) we can show that
(3.8) R(λ,D)(ϕ ∗ u) = R(λ,D)ϕ ∗ u.
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By Condition F++, for each g ∈ F , ψ ∈ L1(R−), ψ ∗ g ∈ F . Therefore, ψ induces
a map BC(R+,X)/F ∋ g˜ 7→ ψ˜ ∗ g˜ ∈ BC(R+,X)/F . Notice also that if ψn → ψ
in L1(R), then the induced maps ψ˜n → ψ˜. Next, consider the canonical projection
p : BC(R+,X) → BC(R+,X)/F and the restriction r to the half line of elements
of BC(R+,X). Hence, from (3.8),
(3.9) R(λ, D˜)(ϕ˜ ∗ u) = p ◦ r(R(λ,D)(ϕ ∗ u) = p ◦ r(R(λ,D)ϕ ∗ u).
This shows that R(λ, D˜)(ϕ˜ ∗ u)) is holomorphic at any ξ ∈ C whenever so is
R(λ,D)ϕ. Now, by the above remark that R(λ,D)ϕ is holomorphic in a neigh-
borhood of R\σi(A), (3.9) yields in particular that
(3.10) sp+F(ϕ ∗ u) ⊂ R\σi(A).
On the other hand, a simple computation shows that
(3.11) R(λ,D)(ϕ ∗ u) = ϕ ∗R(λ,D)u.
Recall that we consider u as a function on R with u(t) = 0 for all t < 0, so for t ≥ 0
and Reλ < 0,
R(λ,D)(ϕ ∗ u)(t) = −
∫ ∞
−∞
ϕ(t− ξ)
∫ ξ
0
e−λ(ζ−ξ)u(ζ)dζ.
Hence,
(3.12) R(λ, D˜)(ϕ˜ ∗ u) = ϕ˜ ∗R(λ, D˜)u˜.
By [10, Lemma 4.7], sp+F(u) ⊂ σi(A), R(λ, D˜)u˜ is holomorphic in a neighborhood
of σi(A), so is R(λ, D˜)(ϕ˜ ∗ u). In turn, this yields that
(3.13) sp+F(ϕ ∗ u) ⊂ σi(A).
Now (3.10) and (3.13) prove (3.6).
In the general case, if φ is approximated by φn (in L
1(R)) whose Fourier trans-
form Fφn vanishes in a neighborhood of iσ(A) ∩ R we note that (3.8) and (3.12)
allows us to ”pass to the limits”. Therefore, (3.6) is proved, so the proof of Theorem
1.2 is complete. 
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