In recent years, correntropy and its applications in machine learning have been drawing continuous attention owing to its merits in dealing with non-Gaussian noise and outliers. However, theoretical understanding of correntropy, especially in the statistical learning context, is still limited. In this study, within the statistical learning framework, we investigate correntropy based regression in the presence of non-Gaussian noise or outliers. Motivated by the practical way of generating non-Gaussian noise or outliers, we introduce mixture of symmetric stable noise, which include Gaussian noise, Cauchy noise, and their mixture as special cases, to model non-Gaussian noise or outliers. We demonstrate that under the mixture of symmetric stable noise assumption, correntropy based regression can learn the conditional mean function or the conditional median function well without resorting to the finite-variance or even the finite first-order moment condition on the noise. In particular, for the above two cases, we establish asymptotic optimal learning rates for correntropy based regression estimators that are asymptotically of type O(n −1 ). These results justify the effectiveness of the correntropy based regression estimators in dealing with outliers as well as non-Gaussian noise. We believe that the present study completes our understanding towards correntropy based regression from a statistical learning viewpoint, and may also shed some light on robust statistical learning for regression.
Introduction and Motivation
Within the information-theoretic learning framework developed in [44] , correntropy was proposed in [48, 36] and serves as a similarity measure between two random variables. Given two scalar random variables U, V, the correntropy V σ between U and V is defined as V σ (U, V ) = EK σ (U, V ) with K σ a Gaussian kernel given by K σ (u, v) = exp −(u − v) 2 /σ 2 , the scale parameter σ > 0, and (u, v) a realization of (U, V ). It is noticed in [36] that the correntropy V σ (U, V ) can induce a new metric between U and V . It is argued in [36, 44] that this new metric could be a better option in measuring the distance between U and V than the Euclidean metric when the random variable defined by the residual U − V admits a non-Gaussian distribution which is frequently encountered in applications. During the past several years, the merits of correntropy have been verifying by numerous real-world applications across various fields, e.g., signal processing [36, 8, 9, 7, 66] , image processing [24, 26, 25, 22, 59, 60, 65, 61] , time series forecasting [4, 5, 40] , and other machine learning tasks such as regression, classification, and clustering [58, 52, 64] . Noticing that most of the above mentioned problems can be interpreted from a regression viewpoint, recently some understanding towards correntropy based regression in statistical learning has been conducted in [18] and [17] , to which the present study is closely related. We, therefore, first revisit the conclusions on correntropy based regression drawn in [18] and [17] .
Formulating Correntropy based Regression
We start with the following frequently assumed data-generating model in nonparametric regression
where X is the independent variable that takes values in a compact metric space X ⊂ R d , Y the dependent variable that takes value in Y = R, and ε the noise variable. We assume that E(ε|X) = 0 if it exists, otherwise, we assume that median(ε|X) = 0. In regression problems, it is typical that we can only access a set of i.i.d observations z = {(x i , y i )} n i=1 generated by (1) . Our purpose in regression is to infer the unknown truth f ⋆ while only referring to these observations. The idea of correntropy based regression is to select the hypothesis from a hypothesis space that maximizes the empirical correntropy estimator between {y i } n i=1 and {f (x i )} n i=1 for any f : X → R, which we term as the Maximum Correntropy Criterion based Regression (MCCR) [18] . With the correntropy induced regression loss ℓ σ : R × R → [0, +∞) defined as
with σ > 0 the scale parameter, MCCR can be formulated into the following empirical risk minimization scheme
where H is a hypothesis space that is assumed to be a compact subset of C(X ).
MCCR in Statistical Learning
As mentioned above, in the literature, correntropy and its applications in various fields have been investigated. However, in the statistical learning context, theoretical understanding of correntropy based regression estimators is still limited. Unlike commonly employed error metric in regression problems, the error metric induced by correntropy is non-convex and involves a scale parameter σ, which complicate the analysis. Recently, [18] investigated correntropy based regression when the scale parameter σ := σ(n) goes large in correspondence to the sample size n, which was inspired by the studies in [27, 16] on empirical minimum error entropy minimization algorithms. When the scale parameter σ(n) tends to zero, [17] made some efforts in order to understand correntropy in regression problems and assess the performance of the correntropy based regression estimators from a statistical learning viewpoint. The main concerns in [18] and [17] are the learning performance of f z when the sample size n goes to infinity, where different scenarios of the noise variable ε and the choices of the σ values were considered. Briefly, the following conclusions were drawn in the above-mentioned two studies:
• By relating the scale parameter σ to the sample size n (i.e., σ := σ(n)) and assuming that the noise variable ε is zero-mean, with a diverging and properly chosen σ value, f z can approximate the conditional mean function f ⋆ robustly. Convergence rates were established in the absence of light-tailed assumptions, which justifies the robustness of f z . Moreover, the scale parameter σ, in this case, plays a trade-off role between robustness and the approximation ability of the estimator f z .
• By relating the scale parameter σ to the sample size n and assuming a unique zero global mode of the noise ε, with a tending-to-zero and properly chosen σ value, f z approaches the conditional mode function f ⋆ . Note that the unique zero global mode assumption on ε allows asymmetric or heavy-tailed noise, which again explains the robustness of the MCCR estimator f z in this case.
• With a properly chosen scale parameter σ, the correntropy based regression estimator f z is shown to be equivalent to least squares regression estimator in the presence of symmetric and bounded noise. In this case, the equivalence is claimed in the following two senses: first, similar as that of the least squares regression estimator under the same noise condition, the population version of f z is exactly the conditional mean function f ⋆ . Second, the convergence rates of f z to the conditional mean function are comparable to that of least squares regression estimators.
Some merits of MCCR can be observed from the above statements. For example, MCCR can learn f ⋆ well in the absence of light-tailed noise assumptions where least squares regression estimators are not capable. On the other hand, it also perform comparable with least squares regression estimators in the presence of bounded and symmetric noise where the latter one achieves its optimal performance. We refer to Section 6 in [17] for a general picture of existing understanding on correntropy based regression in statistical learning.
Motivation and Contribution
The prominent advantages of MCCR estimator lie in its resistance ability to heavy-tailed noise and outliers. As stated above, the conducted theoretical assessments on MCCR estimators in [18] and [17] justify its superior performance in dealing with heavy-tailed noise. However, several fundamental problems related to MCCR estimators in statistical learning still remain unclear. For instance:
Problem I: Learning performance of MCCR in the presence of Gaussian noise. When Gaussian noise is present, least squares regression estimators are known to achieve their optimal performance and optimal learning rates of type O(n −1 ) have been established in the statistical learning literature, see e.g., [57] and [19] . Under the same noise assumption, asymptotic learning rates of type O(n −2/3 ) can be deduced by following the work in [18] , which are not comparable with that of least squares regression estimators. Notice that the correntropy induced loss ℓ σ is Lipschitz continuous and bounded on R, and the fact that ℓ σ approximates the least squares loss when σ is large enough. It is natural to conjecture that optimal learning rates of MCCR estimators may be also achievable as least squares regression estimators in the presence of Gaussian noise.
Problem II: Learning performance of MCCR with heavy-tailed noise. In the presence of heavy-tailed noise with finite variance, from [18] we know that asymptotic learning rates of type O(n −2/3 ) for MCCR can be established under moment assumptions. If the heavy-tailed noise has infinite variance or even infinite first-order moment condition (such as Cauchy noise), asymptotic learning rates of type O(n −2/5 ) were established in [17] under mild assumptions. However, both of the above two types of learning rates are far from the type O(n −1 ), which are regarded as optimal in statistical learning.
Problem III: Understanding MCCR in the presence of outliers. When outliers are presented, how MCCR estimators learn the unknown truth function f ⋆ still remains unclear, although empirically their superior performance in dealing with outliers has been observed. As mentioned above, this is, in fact, one of the most prominent advantages of MCCR estimators over other regression estimators. The main barrier to understanding MCCR in the presence of outliers lies in the modeling of outliers in analysis. This is because for the time being there exists no general definition of outlier and more frequently, outliers are defined in association with concrete distributions, see e.g., [23, 46, 1] .
The present study aims to address the above three concerns on correntropy based regression, especially the concern of understanding MCCR in the presence of outliers. We start with the following motivating observation: a very frequently employed technique of generating outliers in robust statistics [56, 28, 31, 29, 20] , machine learning [49, 21] , as well as many engineering applications [32, 34] is as follows
where
2 ) are two Gaussian distributions with mean µ 1 , µ 2 and variance σ 2 1 , σ 2 2 , respectively. In (3), N (µ 1 , σ 2 1 ) is usually considered as background noise while N (µ 2 , σ 2 2 ) is regarded as the contaminating noise that generates outliers since σ 2 2 is far larger than σ 2 1 . In some cases, other distributions that have heavier tails than Gaussian (such as Cauchy noise) may be also employed in (3) as contaminating noise. On the other hand, we notice that both Gaussian noise and Cauchy noise belong to the type of symmetric stable noise. These observations remind us to impose the mixture of symmetric stable noise assumption on ε and study the performance of MCCR in this case. In fact, as we shall see later, mixture of symmetric stable distributions have been frequently employed in many engineering applications to model impulsive noise. Another nice property of mixture of symmetric stable noise lies in that it can approximate the distribution of any noise arbitrarily well.
With the introduction of mixture of symmetric stable distributions in modeling heavy-tailed noise or outliers, in this paper, we make a step forward in understanding correntropy based regression in statistical learning. More detailed speaking, concerning the study of correntropy based regression estimators, in this work, we make the following contributions:
• We introduce the mixture of symmetric stable distributions to model the noise ε. The family of mixture of symmetric stable noise includes the Gaussian noise, the mixture Gaussian noise, the Cauchy noise, and many other kinds of mixture noise, and so is capable of modeling heavy-tailed noise and outliers. We notice that within the statistical learning framework, we make some first attempts in modeling outliers via mixture of symmetric stable distributions.
• Under the mixture of symmetric stable noise assumption, we demonstrate that MCCR estimators can learn the unknown truth function f ⋆ in an unbiased way in that the population version of f z is exactly f ⋆ . Recall that f ⋆ is the conditional mean function or the conditional median function, and the mixture of symmetric stable noise consists of a large family of noise from light-tailed to heavy-tailed. This indicates that MCCR could be employed to learn f ⋆ after seeing enough observations without resorting to the sub-Gaussianity of the noise.
• We establish asymptotic learning rates of type O(n −1 ) which are comparable with those of least squares regression estimators under the sub-Gaussianity noise assumption. As stated above, the mixture of symmetric stable noise include Gaussian noise and Cauchy noise as two special cases, and can be used to model outliers. Therefore, the present study provides direct answers to the three problems stated above. In fact, establishing almost sure convergence rates of type O(n −1 ) in learning theory without appealing to finite variance assumption of the noise may be of independent interest.
The rest of this paper is organized as follows. In Section 2, we provide the definitions of symmetric stable distributions and mixture of symmetric stable distributions and introduce some of their applications. Section 3 is concerned with the assessments of correntropy based regression in the presence of mixture of symmetric stable noise. The performance of MCCR, in this case, will be studied in this section, and results on learning rates of MCCR estimators will be presented here. We will also give some comments on the obtained learning rates and the MCCR estimator in this section. The paper is concluded in Section 4.
Mixture of Symmetric Stable Distributions and Its Applications
In this section, we introduce the mixture of symmetric stable distributions and its applications.
To this end, we shall first introduce the symmetric stable distribution.
Definition 1 (Symmetric Stable Distribution [47]). A univariate distribution function is symmetric stable if its characteristic function takes the following form
where −∞ < µ < ∞, γ > 0, 0 < α ≤ 2, and i is the imaginary unit.
More precisely, the symmetric stable distribution defined in Definition 1 is said to be α-stable and symmetric about the location µ. As shown in Definition 1, a symmetric stable distribution has three parameters, namely, the location parameter µ, the scale parameter γ, and the characteristic exponent α. The characteristic exponent α is a shape parameter and measures the thickness of the tails of the density function. Two typical examples of symmetric stable distributions are Gaussian distribution (α = 2) and Cauchy distribution (α = 1). A symmetric stable distribution with 0 < α < 2 only admits absolute moments of order less than α. Therefore, all symmetric stable distributions do not have finite variance except for the Gaussian distribution. For more properties of symmetric stable distributions, we refer to [14, 41, 47] .
When a distribution consists of different components with each of which a symmetric stable distribution and can be expressed as a convex combination of these components, it is called a mixture of symmetric stable distributions [38] . 
In Definition 2, λ 1 , . . . , λ K are called the mixing weights and p 1 , . . . , p K are component densities. It is obvious that when K = 1, a mixture of symmetric stable distributions is reduced to a symmetric stable distribution. In particular, if p 1 , . . . , p K are normal densities, then p is a mixture of Gaussian. A nice property of the mixture of Gaussian density is that it can approximate any density function to arbitrary accuracy with suitable choice of parameters and enough components K [55, 38] .
Symmetric stable distributions have been drawing continuous attention in the statistics literature [14, 15, 12, 41, 10] . The mixture of symmetric stable distributions, which includes the mixture of Gaussian and symmetric stable distributions as special cases, has been extensively applied into many applications. As mentioned above, in robust statistics, it has been employed to mimic perturbed or heavy-tailed distributions, see e.g., [29] . In many engineering applications, especially applications in the field of signal processing, image processing, and wireless communications, it has been frequently applied to model impulsive noise [ 
MCCR with Mixture of Symmetric Stable Noise
The noise is mixture of symmetric stable noise if its distribution is a mixture of symmetric stable distributions. As stated in the above section, it can be employed to model non-Gaussian noise and outliers. In this section, we study MCCR from a statistical learning viewpoint in the presence of mixture of symmetric stable noise ε. We start with the introduction of several notations and assumptions.
Notations and Assumptions
We denote the unknown probability distribution over X × Y as ρ and ρ X as the marginal distribution of ρ over X . For any f ∈ H, the empirical error in (2) is denoted as E σ z (f ), that is,
and its population version E σ (f ) is defined as
The distance between f and f ⋆ in L 2 ρ X is denoted as f − f ⋆ 2 ρ . Besides, for any two quantities a, b, we denote a b if there exists a positive constant c such that a ≤ cb.
Assumption 1 (Mixture of Symmetric Stable Noise).
The distribution of the noise ε is a mixture of symmetric stable distributions with location parameter 0, i.e., the density p ε,x of the noise variable ε for any x ∈ X takes the following form
where K is a positive integer, λ i > 0 for i = 1, . . . , K, K i=1 λ i = 1, and p ε,x,i is the density function of the symmetric stable distribution P ε,x,i that is centered around 0 for i = 1, . . . , K.
The second assumption is on the complexity of H in terms of the ℓ 2 -empirical covering number N 2 (H, η) , see e.g., [63, 51] for the definition.
Assumption 2 (Complexity Assumption). There exist positive constants s and c such that
Throughout this paper, we also assume that there exists a positive constant M such that sup f ∈H f ∞ ≤ M , and f ⋆ ∞ ≤ M .
Unbiasedness of MCCR with Mixture of Symmetric Stable Noise
In the presence of mixture of symmetric stable noise, in this part, we will show that MCCR can learn f ⋆ in an unbiased way. This is stated in the sense of the following theorem, which is established by applying techniques proposed in [16] .
Theorem 1. Suppose that Assumption 1 holds and f ⋆ ∈ H. Then we have
and for any f ∈ H, it holds that
where c σ,γ,α is a positive constant that will be given explicitly in the proof.
Proof. From the definitions of the notions, we know that
where F x : R → R is denoted as
From the Taylor's theorem, we know that
where for any x ∈ X , 0 < ζ x < f (x) − f ⋆ (x). Due to the symmetry assumption of the noise, for any x ∈ X , we have
and
It is obvious that for any x ∈ X , the following inequality
On the other hand, with simple computations, we have
where for any x ∈ X , u x = f (x) − f ⋆ (x). From Assumption 1 on the noise and recalling the linearity property of the Fourier transform, we have
where p ǫ,x is the Fourier transform of p ǫ,x , and ' p ǫ,x,i is the Fourier transform of p ǫ,x,i , i = 1, . . . , K. Moreover, for i = 1, . . . , K, since P ǫ,x,i is a symmetric stable distribution with the location parameter 0, we know that there exist γ i > 0 and 0
Applying the Planchel formula, we obtain
where the second equality is due to the fact that
, from Jordan's inequality, it holds that
As a result, we come to the following conclusion
The positiveness of c σ,γ,α implies that for any f ∈ H, we have
To prove the second assertion, we combine inequalities (4) and (5), and obtain
where c σ,γ,α is a positive constant given in (6) . This completes the proof of Theorem 1.
Theorem 1 states that in the presence of mixture of symmetric stable noise, the population version of the MCCR estimator f z is exactly the underlying unknown truth function f ⋆ as long as f ⋆ belongs to H. Therefore, in this sense, f z can be regarded as an unbiased estimator of f ⋆ . Another implication of Theorem 1 is that under the mixture of symmetric stable noise assumption, the excess risk of MCCR can be upper and lower bounded by the L 2 ρ X -distance between the MCCR estimator f z and the unknown truth f ⋆ . As we shall see later, this leads to fast convergence rates of the MCCR estimator f z to f ⋆ .
Performance of MCCR with Mixture of Symmetric Stable Noise
We are now in a position to evaluate the learning performance of MCCR in the presence of mixture of symmetric stable noise by establishing convergence rates of
Theorem 2. Suppose that Assumption 1 and Complexity Assumption with s > 0 hold. Let f z be produced by (2) and f ⋆ ∈ H. For any 0 < δ < 1, with confidence 1 − δ, it holds that
When functions in H are sufficiently smooth, the index s could be arbitrarily small. Therefore, it is immediate to see that the convergence rates established in Theorem 2 are asymptotically of type O(n −1 ). Recall that in Theorem 2, the noise ε is only assumed to be a mixture of symmetric stable noise which include the mixture Gaussian and the Cauchy noise, and can be applied to model outliers. It is interesting to see that in this case the MCCR estimator f z can learn the conditional mean function or the conditional median function f ⋆ well. This, in fact, explains the merits of MCCR in dealing with heavy-tailed noise or outliers. Moreover, as far as we are aware, within the statistical learning framework, we present some first results on the optimal convergence rates of regression estimator without imposing finite-variance or even finite first-order moment conditions on the noise.
To prove Theorem 2, we need the following lemma established in [63] . 
then there exists a constant α p depending only on p such that for any t > 0, with probability at least 1 − e −t , there holds 
Proof of Theorem 2.
To prove Theorem 2, we apply Lemma 1 to the function set F H defined below By applying the mean value theorem and noticing again the boundedness of h ′ ∞ , we have
Under the Complexity Assumption with 0 < s < 2, the following relation between the ℓ 2 -empirical covering numbers of F H and H holds
Applying Lemma 1 to the function set F H , with simple computations, we come to the conclusion that for any 0 < δ < 1 with confidence 1 − δ, there holds
Therefore, for any 0 < δ < 1 with confidence 1 − δ, it holds that
This completes the proof of Theorem 2. 
Comments on MCCR with Mixture of Symmetric Stable Noise
We now give two remarks on the performance of the MCCR estimator f z in the presence of mixture of symmetric stable noise by comparing with that of the least squares estimator.
The first remark is on the convergence rates of the two regression estimators. As shown in Theorem 2, in the presence of mixture of symmetric stable noise and when f ⋆ ∈ H, f z can learn the unknown truth function f ⋆ well. The established learning rates are of type O(n − 2 2+s ) which are optimal in the sense that they are asymptotically of type O(n −1 ). Moreover, they are comparable with that of least squares estimators [62, 11] .
Our second remark is on the conditions required to established convergence rates for the two regression schemes. Recalling that for least squares regression, to establish learning theory type convergence rates, the response variable (and consequently the noise, under the data-generating model (1)) is frequently assumed to be uniformly bounded [11, 54] , which is usually not the case in practice. In fact, even in the presence of Gaussian noise, to establish learning theory type convergence rates for least squares regression, it is much involved due to the unboundedness of the response variable, in which case many conventional learning theory arguments and tools are not applicable. Recently, some efforts have been made to relax this assumption [57, 19, 39] . As far as we are aware, convergence rates for least squares regression estimators cannot be established without resorting to the finite-variance condition. When moving our attention to correntropy based regression, as shown above, in the presence of mixture of symmetric stable noise, optimal learning rates of MCCR estimator are established. Notice that symmetric stable noise with the characteristic exponent parameter 0 < α < 2 has infinite variance or even firstorder moment. Moreover, as stated above, it can approximate any density function arbitrarily well with properly chosen K and consequently can be applied to model outliers. In this sense, our study presented here explains the capability of MCCR estimators in dealing with outliers.
Conclusion
In this paper, we studied the correntropy based regression within the statistical learning framework by introducing the mixture of symmetric stable noise which subsume Gaussian noise, Cauchy noise, and mixture of Gaussian noise. In this study, it was introduced to model heavytailed noise and outliers, to which the correntropy based regression estimators have been empirically verified to be resistant. In our study, we showed that the empirical risk minimization scheme based on the correntropy induced loss can learn the underlying truth function sufficiently well while allowing the noise to be the mixture of symmetric stable noise. In particular, learning theory analysis was conducted and the learning performance of MCCR with mixture of symmetric stable noise was evaluated. It is interesting to see that, in this case, asymptotically optimal learning rates of type O(n −1 ) can be developed, which are comparable with that of least squares regression under bounded noise assumption. These theoretical findings successfully explain the efficiency and effectiveness of correntropy based regression estimators in the presence of heavy-tailed noise or outliers.
