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Two sets of sets, Co and C,, are said to be visually equivalent if there is a l-l mapping m 
from C,, onto C, such that for every S, TE Co, S n T= $1 if and only if m( S1 n m(T) = pl and 
S c 7’ if and only if m(S) c m(T). We find estimates for V(k), the number of equivalence 
classes of this relation on sets of k sets, for finite and infinite k. Our main results are that for 
finite k, $k’ - k log k <log V(k)<ah’+ fJk +‘log k, where (Y and B are appz:oximately 0.7255 
and 2.5323 respectively, and there is a set N of cardinality jf k* t k) such that there are V(k) 
visually d?stinct sets of k subsets of N. 
We consider the following equivalence relation O’SI sets of sets; Let Co and C, 
be two sets whose members are sets. We permit CO, C1 and their members to be 
infinite. Then CO and C1 are visually equivalent (written CO = C,) if and only if 
there is a l-l mapping from CO onto C1 such that for ail S, 7’ E CO 
SfV’=$9 if and only if m(S)nm(T)=& 
and 
SC_ 7’ if and only if m(S),c m(T). 
This definition is due to S.M. Ulam, who proposed it as a characterization of 
the way in which configurations of sets are often viewed. For instance, if we 
consider a configuration consisting of unlabelled subsets of a space, say the plane, 
we may not be interested; in the individual points in the subsets; we may only want 
to know how the subsets overlap or contain each other. 
There is, of course, a similar equivalence relation 2 we disl; +uish the sets in CO 
and C1, say Ci := (Si, : a E K} for i = 0, 1, where K i: a set. We put CO N C, if and 
only if for every a, b E K, 
SOLL n so:, = $3 if and only if S1, nSlb = fl, 
and 
S&” CI S()b if and only if S1, C_ Sib. 
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Let U(k) and V(k) be the number of equivalence classes of -’ and = 
re!;pectively on sets of k sets,. Our main results pertain to finite k. We show that 
&k2-k)4cg U(k)Qk2-t-@k +log k, 
where (x and p are approximately 0.7255 and 2.5323 respectively and log is 1 og,. 
It follows immediately that 
;k2-klogk40gV(k)<ark2+@k+logk. 
\r/e<, also investigate the number of visually distinct configurations of k sets when 
the sets in question are subsets of an n-element set. Here our results are weaker, 
but w2 show that if k is finite and n > $( k” -t X‘) then ‘here is an n-element set N 
such that each equivalence class of - (and therefore =) on sets of k sets is 
represented by some set of subsets of N, and if n 2 k, then there is an n-element 
set 11: such that more than 2k7’4+3k’2 -310ak classes of - are represented by sets of k 
subsets of N. 
Some of our methods easily extend to infinite k. Vc e show that V(k) s U(k) s 
2’” , or (assuming the axiom of choice) V(k) =I U(k) = 2k. Also, if n 3 2k (or n 3 k 
and we assume thb: axiom of choice) then there is an n-ekment set N such that 
each equivalence class of - 2nd = on sets of k sets i!; represented by some set of 
subsets of N 
Hefore proving our resuits, we give the values of J(k) and V(k) for k < r~: 
-. 
k U(k) V(k) 
.-- _ . 
1 1 1 
2 4 3 
3 43 11 
3 $28 63 
2. Fiit resuits 
In what follows, K will be a set. Let Cc = IKI, the ardinality of K, and 
K2={(a,i;):a,bEK).ForGc_K2anda,bE~.weputG(a,b)if(a,b)EG. W(K) 
is the set of structures (K, G. P) satisfying the following three axioms: 
(2.1) G is a reflexive and symmetric graph, i.e. G c K* and for all a, b E K, 
G(a, a), and G(a, b) CJ G(b, a). 
(2.2) 1’ is a partial order, i .e. P 2 K” and fc 10 all a, b, c E K, P(a, a), P(a, b) and 
P(b, a) - a = b, and .P(a, b) and P(b, c) --$, Y(,rr, c). 
(2.3) For all a, b, c, d of A, G(a, b) and P(a! c) and P(b, d) ---, G(c, d). 
IVe put w(k) for 1 V (K)l And W(k)/ = for the number of isomorphism classes 
of CV(K). Let C(K) be the class of sets of the term (S, : a E K}, where each S, is a 
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set. We shall use the following mapping m from Wt 1)  into C(K): 
m ((K, G, P)) = (S, : a E K), 
where 
S, = *I#, c} s K : P(b, a) or P(c, a), and G(b, 4:)). 
Lemma 2.4. For all a, b E K, 
(i) G(a, b) if and only if S, f7 S, # pI, . 
(ii) P(a, b) if and only if S, E S,, 
(iii) a = b if and only if S, = &,. 
Proof. (i) Assume G(a, 5). Then since P(u, ‘2) and P(b, b) by (2.2), (a, b}E 
s, n s,. 
Assume (c, d) E S, n S, for some c, d E K. Then G(c. d) and one of the follow- 
ing four cases holds: 
(1) P(c, a) and P(c, b), 
(2) P(c, a) and Hd, b), 
(3) PM a) and Pk, b), 
(4) P(d, a) and P(d, b). 
Also, Gfc, c) and G( d, d) by (2.1). Assuming (l), G ‘a, b) follows !rom G(c, c) 
and (2.3). Lksuming (2), G(a, b) follows from Gfc, d‘s and (2.3). The other cases 
are similar. 
(ii) Assume P(a, b:, and take any (c, d}E S,. Then G(c, d), and P(c, a) or 
P(d, a 1, say P(c, a). Since P(a, b), we have P(c, b) by (2.2), and therefore 
(c, n) E Sb7 implying S,, s S,. 
Assume S, E &,. Then since (a)~ & by (2.1) and (2.2), {a} E Sb. Therefore 
P(a, 6). 
(iii) follows from (2.2) and (ii) above. 
CO~&QQ 25 For alevy C E L’(K), there is some I> E W(K) such that m(D) - C. 
pkoof.~ Let C = {S, : Q E K}. Then we take D = (K, G, P) where 
G =((a, b)E K2 : SJ&#Q} and P={(u, b)dC2: Sac&). 
Clearly DE W(K), and m(D) - C by Lemma 2.4. 
Thmrem 2.6. There is a set N of cardinulity ~2~ such that every equivalence class 
of - (and thzrefore =:) on sets of k sets is represented by some set of subsets of N. If 
k is infin;te am? we clssume the axiom of choice, then INI = k. lf k is finite, then 
IlVl = $( k2 + k). 
*oaf. Let N =((a, bS : a, ~EK}. Then m maps each 
of N. The result then follows from Corollary 2.5. 
D E W(K) to a set of subsets 
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Themem 2.7. U(k) = W(k), and V(d) = W(k)/ =. 
Plrosf. By Lemma 2.4, for every DO, D1 E WC K), DO = D1 if and only if m(Da) - 
~(DJ. This, together witlh Corollary 2.5, implies the. theorem. 
Corollary 2.8. For infinite k, V(k) g U(k) s 22k2. Assuming the axicfrn of chcjice, 
V(k) = U(k) = 2k. 
Proof. R’y Theorem 2.7, W( k)/z = V(k)< U(k)= W(k), and W(k)~2~~’ by 
element,a.ry cardiral arithmetic. 
To complete the proof, we need only show hat the axiom of choice implies the 
existence of 2k ncnisomorphic structures in W(K’. This is obvious because tI;.ere 
are 2k nonisomox ghic graphs G which are reFlexike and symmetric, and for each 
such G, (K, G, P,,) E W(K), wl-,ere PO = ((a, a) : a EK}. 
3. .fnequalities 
In this section we prove the inequalities for U( k ) and V(k) for finite k. we 
remark that the l’o!lowing much shorter proof shows 
+(k*- k)4og U(k)< 3kL/4+ k+log k. 
Let M(k)=J(Gr= K2 : G is r-eflexivz ald symmetric)) and N(k)=I(Pc K2 : P is 
a partial order}l. Then, by Theorem 2.7, 
log M( k ) s log U(k) I log M(k) + log N(k). 
Now log M(k) = i( k * - k) if; obvious, bqd log N(k) < k2/4 + f:k/2 + log k by a 
result of Kleitman and Rothsl:hild [2]. The result follows immediately. 
Most of this section is de\ored to improving the upper bound for log U(k) 
slightly. We shall use sets L c K* such that 
5.1) (E) if (a, b)cr e then a# b, 
(ii) if [a, b), (c, d) E L then either (a, b) = (c, d) or {a, b} n{c, d} =: $9. 
If t is such a set. then \LI = kx, where OSX s;. Letting x be any real number 
such that OSX&, let A(K,x) be <hose PEK* such that there is no L,:rP 
s,ltisfying (3.1) above and IL1 ~3 kx. 
Z,elmma 3.2. log /((K, G, P,k W(K) : PEA(K, x)}ldc*p(x)+kq(x), where 
p(x)=-4x2+4x+; a& 4(x)=-2x+$. 
Proof. For a given PE A(K, x), let L be a maximal subset of P satisfying (3. l), 
and let M ={a : there is some b such that (a, b)E L or (5, U)E L). For evt ry 
(a, b) E P such that a # b, either a E M or b E M by the rnaximality of L. 
Now every P E: A (K, x) cali be obtained by choosing a set M c >K such tIeat 
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1 All < 2kx, and then choosing f such that for every (a, b) E P, if a # b then a E A4 
or b E M. Therefore 
logIA(K,x)l<k+k(k-lj-(k-2kx)(k-2kx-1). 
Sitice there are 2(ktk)i2 reflexive, symmetric graphs on K, the lemma follows. 
Lemma 3.3. log I{(K, G, P) E W(K) : P# A(K, x))i < k2r(x) + ks(x) + log k, where 
r(x)=(2+$log6-2iog3)x2+(log3-2)x+2 
and 
s(x)=(l+$log6-2log3)x+ l+log3. 
Proof. By [2] the logarithm of the number of partial orders on K is less than 
k */4 + 3 k/2 + log k. For a given &! A(K, x), let L C_ P satisfy (3.1) and kx s IL\ s 
kx + 1, and let M be as in the prooli of Lemma 3.2. Then K2 is the disjoint union 
of M2, (Mx (K 44) U(K 44) x M) and (K-M)‘, and having. chosen P, the 
number of ways of choosing G is not more than the product of the number of 
ways of choosing subsets of these three sets subject to the constraints of axioms 
(2.1) and (2.3). 
The number of ways of choosing G (7 M2 is not more than 6’kz-c1)kx’2. To see 
this, for each pair of directed edges (a, b), (c, d) E L, there are at most 6 subsets of 
{a, b, c, cl}* that satisfy (2.1) and (2.3). The lines in the diagrams af Fig. 1 
b 
a 
d 
b 
C 
b d 
x 
a C 
Fig. 1. 
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b b 
! ‘ig. 2 
represent .ne configurations of the unc’irected edges that satisfy (2.1) and (2.3), 
given that (c, b), (c, d) E P. Since every element of G nM2 occurs as an undi- 
rected edge in stP)me such {a, b, c, d}, OUT claim follows. 
The number of ways of choosing G 17 (M X (K - M) U (K-M) X M) is not more 
than 3(kx+lMk-2kx) . To see this, let (a, b) E L and c $ M. There are at most 3 subsets 
of {a, b} x {c} U (c} x (u, b} that satisfy (2.1) and (2.3) (see Fig. 2). 
Lastly, there are at most 2(k-2kx’~k-2kx-1)‘2 possibilities for G n (K - M)2. The 
lemma then follows. 
Theorem 3.4. i( k2 - k)slog U(k)<cllk’-il3k +log k, where at and 0 are approxi- 
rmtely 0.725545 186 and 2.53232954 respectiueZy. 
Proof. As noted at the beginning of this section, the lower bound is trivial. To 
prove the upper bound, let p, q, r, and s be as in the previous two lemmas. Then, 
for fixed x such that 0 s x <$, 
3 
u(k) = w(k) < 2k*p(xI+kq(x) + ~kWx)+ks(x)+logk_ 
Letting t(x) = max(p(x), r(x)) and U(X) = max(kq(x), ks(x)+log k), log U(k)< 
k?(x)+ u(x). 
Since p is increasing over 0 s x s i and r is decreasi,tg, the minimum of t occurs 
where p(x) := T(X). Solving this quadratic equation for .r (\:e get x = 0.059984428) 
and letting QL = P(X) and U(X) = C_ik +log, k, the upper bound follows. 
Corollary 35 $k 2 - k log k < log V(k) < (rk2 + @C + lo:g k. 
Proof. The proof is immediate from Theorems 2.7, 3.4, and Stirling’s fo:rmula for 
k!. 
We now return to the questior of how many visually distinct configuratio;ls of k 
sets there are when the sets arc: subsets of an n-element set (see Theorem 2.6 
above). 
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Theorem 3.6‘) Lt)tring v = $k 2 f gk. - 3 log k, there are more than 2” equivalence 
classes of - and 2”lk! equiualerm classes of = represented by subsets of K. 
Proof. Let P be any partial order on K. Let C ={Sa : a E K} where each S, = 
(b E K : Y(b9 a)}. Then for all a, b E K, S, E S, if and only if P(a, b ,. The theorem 
then foliovlrs from [2]. 
4. 
An open problem is to improve the bounds of Theorem 3.4. We expect that the 
upper bound can be lowered signilficantly, perhaps tc k2/2 + o( k2), because axiom 
(2.3) is a strong condition that severely restricts t6e kinds of graphs and partial 
orders that can coexist. This restrictive power of (2.3) was exploited in Theorem 
3.4, but it sei:ms likely that it could be exploited further. 
Some other open problems are: does limk_.Jlog V(k))/k’ exist, is V(k) asymp- 
totic to U(k>lk! (by analogy with [1,3,4]), and can Theorems 2.6 and 3.6 be 
improved, i.e. if the k sets are subsets of an n-element set and n is not very, lazsge 
compared to k, then how many diistinct configurations are there? Also, can c*ne 
study an equivalence relation similar to to = or - on the hierarchy of sets of sets 
of sets and so for?& as was done for isomorphism in [3]? 
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