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It is shown that every strict deterministic language may be given a strict deterministic grammar 
which is also in Greibach normal form. There are LR(0) languages which cannot he given LR(0) 
grammars inGreibach form. Every LR(k) grammar may be given an LR(I) grammar inGreibach 
form. 
1. Introduction and background 
Deterministic ontext free languages have been extensively studied "because of 
their theoretical importance [5, 7, 11, 12, 16], their intimate connect ionwi th  the 
construction of fast compilers [1, 6, 8, 9, 13, 19], and their relation to schemas [2, 3]. 
In particular, the strict deterministic grammars and languages have proven to be 
valuable theoretically [2, 12, 14] and it is possible to construct several types of very 
small parsers for them [6, 13]. It is also possible to study open problems, such as the 
equivalence problem for deterministic languages with this special class of gram- 
mars. One of our goals in the present paper is to show how the form of LR(k )  
grammars can be further restricted. One form of a grammar  which is particularly 
important in programming applications is Greibach normal form [1, 10]. In this 
grammatical form each non null rule is of the form 
A ---* aot, 
where a is a terminal letter and ot is an arbitrary string. Thus a grammar in 
Greibach normal form is never left recursive. 3 Therefore,  a recursive descent parser 
based on such a grammar will never fail to terminate. Also, Greibach normal form 
is used in elimination of null moves in (nondeterministic) pushdown automata. 
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3A context free grammar G =(V,~',P,S) is left-recursive if there is no variable A for which 
A ~ § As for some a ~ V*. This notation is defined in [12i. 
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Moreover, it plays a prominent role in certain questions about LL languages [17, 
20]. 
In the present paper, we shall show that any strict deterministic grammar can be 
given an equivalent strict deterministic grammar in Greibach normal form. The 
result is then extended to the class of LR(k)  grammars where k >~ 1. This theorem 
cannot hold for any of the LR(0) grammars which are not strict deterministic. 
The result that Greibach normal form can be achieved for LR(k)  grammars was 
stated in [18]. We do not claim that the proof in [18] is wrong but a number of 
points are omitted. We shall give a new proof which utilizes the theory of strict 
deterministic languages. 
As for mathematical symbolism, we shall adopt the conventions of [12]. Context 
free grammars are allowed to have null rules. (We will use A to denote the null 
string.) Because of this, we use a slightly different definition of Greibach form than 
is found in [1]. 
Definition 1.1. A context free grammar G = (V, Z, P, S) is said to be in Greibach 
normal form if and only if P C(Nx,~V*)L J{(S,A)},  i.e., if and only if any 
production of G has the form A--~aot  (A  ~ N, a E ~ and a E V*) or the form 
S--> A. 
We do need to recall the definition of strict deterministic grammars  [12]. 
Definition 1.2. Let G = (V,Z, P, S) be a context free grammar and let ~" be a 
partition of the set V of terminal and nonterminal letters of G. Such a partition 7r is 
called strict if and only if 
(!) Z • 7r; and 
(2) for any A,  A ' E N and a, [3, /3' E V* if A --~, a[3, A '---~ a[3' and A ~ A ' 
(mod 7r), then either 
(i) both /3, /3' ~ A and 4 o~[3 - t,[3, (mod 7r), or 
(ii) /3 =/3 '= A and A = A ' .  
Now we can identify the class of grammars of interest. 
Definition 1.3. Any grammar G = (V, 2f, P, S) is called strict deterministic if and 
only if there exists a strict partition zr of V. A language L is called a strict 
deterministic language if and only if L = L(G)  for some strict deterministic 
grammar G. 
The following example may be helpful. 
"For any string a ~ V* and any n t> 0, let c"~a (respectively a <"~) denote the prefix (respectively suffix) 
of a of length min{Ig(a),n}. Thus c'~t is the first character of ~. 
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Example 1.4. Our example is a grammar for a set of simple arithmetic expressions 
enclosed in parentheses. A natural grammar for them might have productions 
(E) 
E- - ->E+T ] T 
T'---> T*F  [ F 
F -oS  la .  
Unfortunately, this grammar has no strict partition. However, we can find an 
equivalent strict deterministic grammar G, 
S-o  (E 
E---~ TIE 






(E* [ a*  
(E)[ a). 
The blocks of a strict partition for Gz are ,~, {S}, {E}, {T~, Tz}, {F~, F2, F3}. This 
particular grammar is not in Greibach form. 
Because a number of our arguments hinge on Lemma 2.2 of [12], we restate that 
result here without proof. 
Lemma 1.5 (Harrison and Havel [12, Lemma 2.2]). Let G = (V,2f, P, S) be a strict 
deterministic grammar with a strict partition r Then for any s A, A '~ N; a, [3, 
[3'~ V* and n >~ 1 i rA  ----~'~>~ ~_ct[3, A'::::]>~a[3' and A =- A '  (rood or), then either 
(i) both [3, [3' ~ A and o~[3 =_ o>[3,, or 
(ii) [3=[3 '=A and A = A' .  
2. Greibach normal form and deterministic grammars 
It is our first goal in this section to prove that any strict deterministic grammar 
has an equivalent grammar in Greibaeh normal form which is still strict determinis- 
tic. Then we shall use this result to extend the theorem from the class of strict 
S Let G = (V ,~,P ,S)  be a context free grammar. Write a ~/3  if there exist a = atAa2,/3 = 
at~a2 and A--~/3t is in P. Furthermore or ~,-q./3 if in addition a tE ,~* .  We write ~.  for 
(~L) ' ,  i.e. ~ _  composed with itself n -  1 times. 
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deterministic grammars to the full class of LR(k) grammars. The proof of the first 
result is novel and is not an adaptation of known constructions [1, 10, 15]. 
Now, we shall deal with the strict deterministic case. 
Theorem 2.1. Any strict deterministic grammar is equivalent to a strict deterministic 
grammar in Greibach normal form. 
Proof. Let G = (V, Z, P, S) be a grammar with strict partition 7r. If L(G)  = {A}, we 
take the grammar with the only production S ~ A and the result is immediate. 
Assume now L(G)~ {A} and using [12, Theorems 2.1 and 215], assume, without 
loss of generality, that G is reduced and A-free. 
We shall fix our attention upon the leftmost derivations in G;  the main idea of 
the proof is based on Lemma 1.5. First we need the following auxiliary result .  
Claim 1. For any A E N there is a unique integer nA I> 1 such that for any 
aE V*, 
A - -~ ~A-~ot implies a E NV*, (1) 
A "--~ 7 ~ a implies a ~ XV*. (2) 
Moreover, fo r  any A, A '  E N, 
A ---A' implies nA = n.,,. (3) 
Proof. Let A E N. By the fact that G is reduced and A-free we can find an integer 
n i> 1 such that A :=:~.a  for some a E ZV*, and with tlle property that for any 
/3 E V*, A ~ i . " -~/3  implies /3 E NV* (it is enough to find a shortest leftmost 
derivation from A producing a string in ZV*). Denote nA = n. We have already 
established (1). To prove (2) assume that A ----~ ~Aa' for some arbitrary a '~ V*. 
By Lemma 1.5 we have immediately t~)a-=~ (note that a , /A )  and hence 
~ XV*. This shows (2). 
Now, let A '  E N, A ' -  A and assume nA, satisfies (1) and (2) for A' .  Assume, 
without loss of generality, that nA,>~nA. Then we have A----~ 7^a and 
O~ It V* .  A" - -~^a' - ' -~ .c t  ", where k = nA,-na and a, a' ,  E By Lemma 1.5, 
~ ~ (t)a' and thus a 'E  ~;V*. Hence nA,~ < nA and we conclude n,, = hA,. We have 
(3). The uniqueness of nA for a given A E N is a consequence of (3) taking A '  = A. 
This completes the proof of Claim 1. 
We define the following finite relation P C_ N x V*, 
P={(A ,a ) :AEN,  c tEV*  and A---~ "^ct}. 
By Claim 1, (A, o~)E i6 implies a E _vV*. 
Let us now define a new grammar G '  as follows: 
G ' = ( V, :~, P, S ). 
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Since P is finite G '  is well defined. Also, by (2), A ---> ct in G'  implies a E ~:V* and 
therefore G'  is in Greibach normal form. 
Claim 2. L (G ' )  = L (G) .  
Proof. We have 6 P C_ ~ *.o C ~*  and therefore ~ b C: ~* .  Thus for any 
w EY.. *, S ----~ ~,w implies S ----~ ~w. Hence L(G ' )CL(G) .  For the converse, 
suppose we have a derivation 
A --'-~* wE2:*  (4) ~. -  L , ( :~  9 9 
We claim that A ~*a ,  w and the argument proceeds by induction on the height 
of the generation tree of (4). The basis, where the height is one, is trivial. 
Inductively assume the result for all trees of height ~< h. Suppose (4) holds with 
height (h + 1). Then we factor the derivation to get 
A " - '~  wla, 
where wl'is a prefix of w, a E NV* .  By construction, 
A -.-> wla is in G'. (5) 
But 
a = Alw3. . .A ,w.+2,  
where Aj E N, w~ E 2:* and the w, are subwords of w. In fact 
As~. .~w~ for l~<i~<n, (6) 
W -~ WI . . .Wn.  
But all the derivations in (6) are of height ~ h so the induction hypothesis gives us 
A,----~ ~.~, w. (7) 
Combining (5) and (7) yields 
A ----~ ,*.~. w 
and the induction has been extended. 
Therefore S - -~  *L.~ w implies S =::~L.o. w and L(G)CL(G ' ) .  
Claim 3. G'  is strict deterministic. 
Proof. We shall'show that the partition 7r which is strict for G is also strict for G'. 
But this is simple since the statement of Lemma 1.5 can be converted to the second 
condition of strictness (in the definition by taking n = nA = hA,) and replacing " -~ 7_ 
by --*~. This proves Claim 3. 
Remark. Note that there is a simple way of replacing terminals inside the 
productions by nonterminals without disturbing the strictness of the grammar. Thus 
".....-~-*.~ ={(A ,a ) :A  ~-~_.oa}. 
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we can prove a somewhat stronger form of the above theorem, where the normal 
form has either the single production S---> A or else P C N x ~N*. 
Corollary 2.2. Every real-time strict deterministic language 7 has a real-time strict 
deterministic grammar in Greibach form. 
Proof. If G = (V, ,~, P, S) is a real-time strict deterministic grammar with partition 
zr, then G is A-free. Construct G'  as in the theorem. G'  will be in Greibach form 
and will have the same strict partition 7r. Thus, it will be realtime since G was. 
Example 2.3. It may be of interest to apply the transformation to grammar G 
which was used in Example 1.4. Since the F-rules and S-rules start with terminals, 
they remain unchanged. Consider the T2-rules. Clearly nr= = 2 and the T2 rules are 
replaced by 
T2"-->(E + T, [ a + T~ [ (E) I a). 
The Greibach form version of G is Gt which is given by 
S~(E  
F,"->(E+ [a+ 
F2--> ( E * [ a* 
F3--, (z)  I a) 
T,- -~(E* I a* [ (E+ T, [ a+ Z, 
T~--->(E) I a) I (E + T21 a + r2 
E---->(E) [ a) l (E + Z2 [ a + T2 I (E*E [ a*E  ] (E + TtE [ a + TtE. 
Now we turn to extending the previous result to the class of LR(k) grammars. 
First we need to have a definition of LR(k) grammar. There are many definitions in 
the literature [1, 5, 13, 15, 16, 17] and now we present ours. 
Definition 2.4. Let k I> 0 and G = (V, X, P, S) be a context free grammar in which 
S "- '~ ~ S is impossible. G is said to be LR(k)  if for each w, w', x E ,~*; % a, a ' ,  fl, 
/~'E V*; A, A 'EN.  
If 
(i) S-'-~ *aAw- -~ Ral3w = 3'w, 
that is, 7w has handle 8(A ~/3,1g (aft)), and 
7Let G = (V, v, p, S) be a strict deterministic grammar with minimal strict partition rr. G is called a 
real-time strict deterministic grammar if G is A-free and the following condition is satisfied for all A, A ', 
B, B '  ~ N and or,/3 ~ V*: If A --~ aB  and A'---~ aB'fl are in P, then A ~ A ' (mod ~r) implies/3 = A. Cf. 
[14] for additional characterizations. 
8A pair (p, i)  where pEP  and i~0 is a handle of 0 if S ~,*c tAw ~-Ra[3w=O where 
A EN;a ,  f lE  V*, wE~*  and p = A--~/3 and i = Ig(a/3). 
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(if) S ~ * a 'A  'x =~ Rct '/3'x = 7w', 
that is, 7w' has handle (A'--~/3',lg(a'/3')), and 
(iii) tk~w =tk~w'; 
then 
(iv) (A ~/3, Ig (aft)) = (A' ~/3' ,  lg (a'/3')). 
This definition was chosen because it gives the largest class of grammars and. 
languages for which "the natural LR(k) parsing algorithm" works. In [5], these 
points are discussed in detail. 
Now we turn to the extension of Theorem 2.1 to LR(k) grammars. 
Theorem 2.5. Every LR(k) language with k >~ 1 may be given an LR(1) grammar 
(and hence LR(k)) in Greibach normal form. 
Proof. Let L _C 27* be an LR(k) language with k/> 1. Since L is deterministic, if 
$ ~ 27 then L$ is a strict deterministic language and a strict deterministic grammar 
GI for L$ may be effectively constructed [12]. If we apply Theorem 2.1 to G~, we 
effectively obtain a strict deterministic grammar G2 for L$ which is in Greibach 
form. Since G2 is not left recursive, all of the hypotheses of [13, Lemma 6.1] are 
satisfied and the construction of that lemma produces a new grammar (33 which is 
LR(1) and L(G3) = L. G3 may not be in Greibach form since it might have rules of 
the form A--~ A where A f  S. One may now apply the transformations of [9, 
Theorem 4.3] to eliminate the A-rules without disturbing the Greibach normal form 
property or the LR(k) property. [There is one slight complication; if A ~ L, the 
transformations will lead to an LR(k) grammar G' = (V, 27, P, S') in Greibach form 
for L -  {A} and we add a new start variable S and the rules 
S~S'IA. 
Since this w~176 the Greibach form property, apply [i5, Lemma 4.2] to the 
production S--~.S' (i.e. substitute for S' all right-hand sides of S') and this will 
complete the transformation because the LR(k) property is not destroyed.] 
Corollary 2.6. Every LR(k) language with k >- 1 may be given an LR(1) grammar 
in Greibach form with P C {(S, A)} U N x 27N*. 
Proof. The argument parallels the proof and uses the remark following Theorem 
2.1 on the grammar G2. The rest of the proof is similar although one must check 
that the constructions preserve the "variable property" as well as the Greibach 
form. 
Now let us consider the case k = 0. If we have an LR(0) grammar, it is also LR(1) 
and Theorem 2.5 will produce an LR(1) grammar in the desired form. Suppose we 
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consider the possibility of an LR(0) grammar in Greibach form. This is noi always 
possible as we shall now see. 
The LR(0) languages are known [13] to properly contain the class of strict 
deterministic languages, A2. I f  a given language is in A2, then it has a Strict 
deterministic grammar (and hence LR(0) grammar by [13]) in Greibach form. Now 
we will show that the desired result cannot hold in the class LR(0)"  A2. 
Theorem 2.7. The languag e L= a + is an LR(0) language which is not strict 
deterministic. No LR(0) grammar in Greibach form can exist for L. 
ProoL L is LR(0) because it has the LR(0) grammar 
S~Sa la .  
L is not prefix-free and hence cannot be strict deterministic because of [12, 
Theorem 2.2]. 
Suppose G = (V, ~, P, S) is an LR(0) grammar in Greibach form for L = a § 
Since G is in Greibach form, 
S -~  Sa 
is impossible for any a E V*. By [5, Theorem 1.4], G must be ALR(0) and hence 
(by [5, Theorem 1.5], L = a + is strict deterministic which is a contradiction. 
It should be pointed out that this situation holds because of our definition of 
LR(k) grammars. It should be mentioned that the definition of LR(k) grammars 
used in [1.8] which was originally proposed in [17] leads to some serious problems. 
Let LLR(k) denote the definition given in [17]. For any k >~ 0, there are grammars 
which are LLR(0) but not LR(k) (cf. [4, Theorem 5.8]). On the othe~" hand, the 
LLR(k) languages are exactly the LR(k) languages and moreover even the LLR(0) 
languages are coextensive with the LR(0) languages. These results are proven in [4]. 
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