Abstract. Providing scalable and efficient routing services in underwater sensor networks (UWSNs) is very challenging due to the unique characteristics of UWSNs. Firstly, UWSNs often employ acoustic channels for communications because radio signals do not work well in water. Compared with radio-frequency channels, acoustic channels feature much lower bandwidths and several orders of magnitudes longer propagation delays. Secondly, UWSNs usually have very dynamic topology as sensors move passively with water currents. Some routing protocols have been proposed to address the challenging problem in UWSNs. However, most of them assume that the full-dimensional location information of all sensor nodes in a network is known in prior through a localization process, which is yet another challenging issue to be solved in UWSNs. In this paper, we propose a depth-based routing (DBR) protocol. DBR does not require full-dimensional location information of sensor nodes. Instead, it needs only local depth information, which can be easily obtained with an inexpensive depth sensor that can be equipped in every underwater sensor node. A key advantage of our protocol is that it can handle network dynamics efficiently without the assistance of a localization service. Moreover, our routing protocol can take advantage of a multiple-sink underwater sensor network architecture without introducing extra cost. We conduct extensive simulations. The results show that DBR can achieve very high packet delivery ratios (at least 95%) for dense networks with only small communication cost.
Introduction
Wireless sensor networks have been used extensively in many land-based applications. Recent several years have also seen a rapidly growing trend towards the application of sensor networks in underwater environments, i.e., building underwater sensor networks (UWSNs) [1] [4] [6] [13] [14] [16] . Among many research issues in this new and promising area, delivering packets from a source node to a destination, namely routing, is one of the fundamental problems that need to be studied for constructing the UWSN protocol stack.
In fact, providing scalable and efficient routing service in UWSNs is very challenging due to the unique characteristics of underwater sensor networks. First of all, radio does not work well in water because of its rapid attenuation. Thus acoustic communications are usually adopted in underwater environments. Acoustic channels often feature low bandwidths and long propagation delays. Thus a routing protocol with long end-to-end delays or high bandwidth requirements is not a good choice. Secondly, most nodes in a UWSN can move passively with water currents (except that some gateway nodes are fixed at the water surface or anchored at the bottom), resulting in highly dynamic network topology. To handle dynamic networks, existing routing protocols for land-based (static) sensor networks need to update routing information periodically, which introduces significant communication overhead. Thirdly, similar to land-based sensor nodes, underwater sensor nodes are usually powered by batteries, which are even harder to recharge or replace in hash underwater environments. Thus, energy efficiency is another important concern for UWSN routing. In short, a routing protocol designed for UWSNs should consider all these factors: long propagation delays, low communication bandwidths, dynamic topology, and energy efficiency.
Recently, there are a couple of proposals for UWSN routing, such as VBF [17] and HHVBF [11] . All of them belong to geographic-based routing protocols and thus require full-dimensional location information of all sensor nodes. This is a tough requirement since localization in UWSNs is another challenging research issue yet to be solved.
In this paper, we propose a novel protocol, called depth-based routing (DBR), for underwater sensor networks. DBR well utilizes the general underwater sensor network architecture: data sinks are usually situated at the water surface. Thus based on the depth information of each sensor, DBR forwards data packets greedily towards the water surface (i.e., the plane of data sinks). In DBR, a data packet has a field that records the depth information of its recent forwarder and is updated at every hop. The basic idea of DBR is as follows. When a node receives a packet, it forwards the packet if its depth is smaller than that embedded in the packet. Otherwise, it discards the packet. Obviously, if there are multiple data sinks deployed at the water surface, as in the multiple-sink underwater sensor architecture [4] [15] , DBR can naturally take advantage of them. Packets reach any of the sinks are treated as successfully delivered to the final destination since these water-surface sinks can communicate with each other efficiently through radio channels, which have much higher bandwidths and much lower propagation delays.
To summarize, the main advantages of DBR are as follows. 1) It does not require fulldimensional location information. 2) It can handle dynamic networks with good energy efficiency.
3) It takes advantage of multiple-sink network architecture without introducing extra cost. We will show the performance of DBR using extensive simulations.
The rest of the paper is organized as follows. Section 2 briefly reviews some related work. Section 3 presents the DBR protocol in detail. Section 4 evaluates the performance of DBR through simulations. Finally, Section 5 concludes the paper and discusses some future work.
Related Work
In this section, we review several existing routing protocols for wireless sensor networks and underwater sensor networks, which are categorized roughly into two classes.
Routing Protocols for Land-based Sensor Networks Many routing protocols [3] [7] [8] [18] [19] have been proposed for land-based sensor networks. However, most of these protocols are proposed for static or low dynamic networks. For example, in Directed Diffusion [8] , routing is initialized by a sink. A sink first floods its interest for data across the network. Upon receiving an interest, a sensor node responds with data along all possible paths. Then an optimal path is enforced from the sensor node to the sink. In SPIN [7] , routing is initialized by sensor nodes. When a node wants to send data, it first broadcasts a description of the data. A neighboring node decides whether to request the data based on its local resource. Clearly, a direct application of these routing protocols proposed for static sensor networks in UWSNs with dynamic topologies requires frequent routing information updates, which lead to significant communiation overhead, low energy efficiency, and high end-to-end delays.
Geographic-based Routing Protocols Geographic-based routing protocols [2] [5] [9] leverage the location information of sensor nodes to forward packets from a source node to a destination node. For example, GPSR [9] , is a typical geographic-based routing protocol for land-based sensor networks. The basic idea is that given the location information of all nodes, a sensor node can forward packets to a proper next hop node. A GPSR protocol has two components: a greedy algorithm, and a recovery algorithm. In the greedy algorithm, a forwarding node tries to forward packets to one of its one-hop neighboring nodes which has the shortest distance to the destination node. It is possible that a forwarding node itself has the shortest distance to the destination, resulting in a "void" zone between the forwarder and the destination in which none of the forwarders' neighbors resides. In such cases, a recovery algorithm is performed to route the packet around the "void" zone until the routing can continue in the greedy mode.
VBF [17] is a geographic-based routing protocol designed for underwater sensor networks. In VBF, the packet delivery is guided by the vector from the source to the destination. Only those sensor nodes that are within a range R of the vector will forward packets, where R is a system parameter that can be tuned. The forwarding process of VBF can be seen as to build a routing pipe between the source node and the destination node so that packets are delivered through the nodes in the pipe. To achieve high energy efficiency, multi-path elimination based on a desirableness factor is considered. Namely, an intermediate node only forwards a packet to one of its neighboring nodes, which is the closest to the vector.
VBF works well for underwater sensor networks. However, it makes the assumption that the location information of each sensor node can be obtained through a localization service, which is another difficult issue in UWSNs.
The main difference between our proposal, DBR, and geographic-based routing protocols is that DBR does not need full-dimensional location information. Instead, only local depth information of each node is required in packet forwarding.
Depth-Based Routing Protocol
In this section, we present our DBR protocol in detail.
Network Architecture
As mentioned earlier, DBR can naturally take advantage of the multiple-sink underwater sensor network architecture [4] [15] . An example of such networks is illustrated in Fig. 1 . In the network, multiple sinks equipped with both radio-frequency (RF) and acoustic modems are deployed at the water surface. Underwater sensor nodes with acoustic modems are distributed in the interested 3-D area, with each likely to be a data source. They can collect data and also help relay data to the sinks. Since all the sinks have RF modems, they can communicate with each other very efficiently via radio channels. Hence, if a data packet arrives at any sink, we assume it can be delivered to other sinks or remote data centers efficiently. This assumption can be easily validated by the fact that sound propagates (at a speed of 1.5 × 10 3 m/s in water) five orders of magnitudes slower than radio (with a propagation speed of 3 × 10 8 m/s in air). To be more focused, we do not consider communications between surface sinks in this paper. Instead, we assume that a packet reaches the destination as long as it is successfully delivered to one of the sinks.
Furthermore, we assume that each underwater node knows its depth information, namely the vertical distance from itself to the water surface. In practice, depth information can be obtained easily with a depth sensor. In comparison, obtaining full-dimensional location information is much more difficult. 
Protocol Overview
DBR is a greedy algorithm that tries to deliver a packet from a source node to sinks. During the course, the depth of forwarding nodes decreases while the packet approaches the destination. If we reduce the depth of the forwarding node in each step, a packet can be delivered to the water surface (if no "void" zone is present). In DBR, a sensor node distributively makes its decision on packet forwarding, based on its own depth and the depth of the previous sender. This is the key idea of DBR.
In DBR, upon receiving a packet, a node first retrieves the depth d p of the packet's previous hop, which is embedded in the packet. The receiving node then compares its own depth d c with d p . If the node is closer to the water surface, i.e., d c < d p , it will consider itself as a qualified candidate to forward the packet. Otherwise, it just simply drops the packet because the packet comes from a (better) node which is closer to the surface. It is not desirable for the receiving node to forward the packet.
It is very likely that multiple neighboring nodes of a forwarding node are qualified candidates to forward a packet at the next hop. If all these qualified nodes try to broadcast the packet, high collision and high energy consumption will result. Therefore, to reduce collision as well as energy consumption, the number of forwarding nodes needs to be controlled. Moreover, due to the inherited multiple-path feature of DBR (in which each sensor node forwards packets in a broadcasting fashion using an omnidirectional acoustic channel), a node may receive the same packet multiple times. Consequently, it may send the packet multiple times. To improve energy efficiency, ideally a node needs to send the same packet only once. We will address the techniques of suppressing redundant packets in the next section.
Protocol Design
Packet Format The packet format in DBR is illustrated in Fig. 2 . The packet header consists of three fields: Sender ID, Packet Sequence Number, and Depth. "Sender ID" is the identifier of the source node. "Packet Sequence Number" is a unique sequence number assigned by the source node to the packet. Together with Sender ID, Packet Sequence Number is used to differentiate packets in later data forwarding. "Depth" is the depth information of the recent forwarder, which is updated hop-by-hop when the packet is forwarded.
Redundant Packet Suppression To save energy as well as reduce collision, redundant packets need to be suppressed. There are two major reasons for redundant packets. One is that multiple paths are naturally used to forward packets. The other is that a node may send a packet many times. Although multiple paths in DBR can not be completely eliminated, we use a priority queue to reduce the number of forwarding nodes, and thus control the number of forwarding paths. To solve the second problem, a packet history buffer is used in DBR to ensures that a node forwards the same packet only once in a certain time interval.
In DBR, each node maintains a priority queue Q1 and a packet history buffer Q2. An item in Q2 is a unique packet ID, which is composed of Sender ID and Packet Sequence Number. When a node successfully sends out a packet, it inserts the unique ID of the packet into Q2. When Q2 is full, the new item will replace the Least Recently Accessed (LRA) item. In other words, Q2 maintains a recent history of the packets the node has sent.
An item in Q1 includes two components: a packet and the scheduled sending time for the packet. The priority of an item in Q1 is represented by the scheduled sending time. More specifically, an item with earlier sending time has a higher priority. When a node receives a packet, instead of sending the packet immediately, it first holds the packet for a certain amount of time, called holding time. The scheduled sending time of a packet is computed based on the time when the packet is received and the holding time for the packet.
At a node, an incoming packet is inserted into Q1 if it has not been sent by the node before (i.e., its unique ID is not in Q2) and it was sent from a lower node (i.e., a node with a larger depth, d p > d c ). If a packet currently in Q1 is received again during the holding time, the packet will be removed from Q1 if the new copy is from a node with a smaller or similar depth (d p ≤ d c ), or its scheduled sending time will be updated if the new copy is from a lower node (d p > d c ). After a node sends out a packet as scheduled, the packet is removed from Q1 and its unique ID inserted into Q2.
Holding Time Calculation As mentioned earlier, a node uses holding time to schedule packet forwarding. At a node, the holding time for a packet is calculated based on d, the difference between the depth of the packet's previous hop and the depth of the current node. Nodes with different depths will have different holding times even for the same packet. In order to reduce the number of hops along the forwarding paths to the water surface, DBR tries to select the neighboring node with the minimal depth to be the first one to forward a packet. It also tries to prevent other neighboring nodes from forwarding the same packet to reduce energy consumption. Fig. 3 shows an example. Node S is the sender, and nodes n 1 , n 2 , and n 3 are all its one-hop neighboring nodes. The solid line circle represents the transmission range of node S. When node S broadcasts a packet, all neighboring nodes will receive this packet. Node n 3 is below S so it discards the packet. Although nodes n 1 and n 2 are both qualified forwarding nodes, node n 1 is preferred to forward the packet. The forwarding of node n 2 is prevented if it receives the packet from n 1 before its own scheduled sending time for the packet.
Based on the above analysis, we can see that the holding time must satisfy two conditions: (1) the holding time should decrease with the increase of d; and (2) the difference between the holding times of two neighboring nodes should be long enough so that the forwarding of the node with the smaller depth can be heard by the other node timely (before the lower node starts its own packet forwarding). Let us still take Fig. 3 as an example to show how we calculate the holding time. We express the holding time using a linear function of d as follows, where d is the depth difference of the current node and the previous one.
Let d 1 and d 2 be the depth difference at nodes n 1 and n 2 , respectively. Let us assume that n 1 receives a packet from S at time t 1 , n 2 receives the packet at time t 2 , and t 12 is the propagation delay between n 1 and n 2 . Then the two conditions can be represented by the following inequalities:
and
Substituting f (d) with our linear expression, we have
Here α is negative. As long as |α| ≥
, both conditions can be met. Considering the worst positions for n 1 and n 2 , we can choose |α| = 2τ d1−d2 , where τ = R/v 0 is the maximal propagation delay of one hop (R is the maximal transmission range of a sensor node and v 0 is the sound propagation speed in water).
The value of α depends on (d 1 − d 2 ), the depth difference of nodes n 1 and n 2 . For a node's one-hop neighbors, α can vary between 0 and R, the maximal transmission range of a sensor node. When (d 1 − d 2 ) approaches 0, α → −∞. It shows that we cannot find a constant α to make condition (2) always satisfied. Instead, we use a global parameter δ to replace (d 1 − d 2 ) for the holding time calculation. Therefore α = − 2τ δ . We guarantee that node n 1 will forward a packet first and prevent the forwarding of node
Let the node with the minimal depth have holding time 0. We can compute β by solving the following equation:
Substituding α and β in the linear function (1), we have the definition of f (d) as follows:
When a small δ is chosen, nodes have longer holding times (if their depth differences with the previous forwarder are not exactly R). This may result in longer end-to-end delays. At the same time, the forwarding at these nodes is more likely to be suppressed by the forwarding from a neighboring node closer to the water surface, which results in lower energy consumption. In Section 4, we will study the impact of δ on DBR's performance through simulations.
Depth Threshold In order to further control the number of nodes involved in packet forwarding, we introduce another global parameter, Depth Threshold d th , in DBR. A node will forward a packet only if the difference between the depth of the packet's previous hop d p and the depth of the current node d c is larger than the threshold d th . d th can be positive, 0, or negative. If d th is set to 0, all the nodes with smaller depths than the current node are qualified forwarding candidates. If d th is set to −R, where R is the maximal transmission range of a sensor node, DBR becomes the flooding protocol.
Clearly, the depth threshold represents the tradeoff between packet delivery ratio and energy consumption. With a larger threshold, less nodes will be involved in packet forwarding, and thus less energy is consumed; but the packet delivery ratio will be lower. On the other hand, with a smaller threshold, more nodes will participate in packet delivery, and thus a higher packet delivery ratio can be achieved; but the energy consumption will be higher.
Summary We summarize the packet forwarding algorithm in Fig. 4 .
Upon receiving a packet, a node first checks if it is a qualified forwarder for the packet based on the depth information and the depth threshold d th . If it is not a qualified forwarder, it searches the packet in Q1 and removes the packet with the same packet ID since another (better) node has already forwarded the packet. If the node is a qualified forwarder, it searches the packet in the packet history buffer Q2. If the packet is found in Q2, it is dropped as it has been forwarded recently. Otherwise, the node calculates the sending time for the packet based on the current system time and the holding time and inserts the packet into the priority queue Q1. Note that if the packet is already in Q1, the sending time is updated to the earlier time. Later, the packets enqueued in Q1 will be sent out according to their scheduled sending times.
Performance Evaluation
In this section, we evaluate the performance of DBR and compare it with the Vector Based Forwarding (VBF) protocol [17] .
Simulation Settings
All simulations are performed using the Network Simulator (ns2) [12] with an underwater sensor network simulation package (called Aqua-Sim) extension. In our simulations, sensor nodes are randomly deployed in a 500m×500m×500m 3-D area. Multiple sinks are randomly deployed at the water surface. While we assume that the sinks are stationary once deployed, the sensor nodes follow the random-walk mobility pattern. Each sensor node randomly selects Fig. 4 . DBR packet forwarding algorithm a direction and moves to the new position with a random speed between the minimal speed and maximal speed, which are 1 m/s and 5 m/s respectively unless specified otherwise. Although the source node can be anywhere in the network, for easy simulations, we place it at a random position at the bottom layer in our experiment. The data generating rate at the source node is one packet per second, with a packet size of 50 bytes. The communication parameters are similar to those on a commercial acoustic modem, LinkQuest UWM1000 [10] : the bit rate is 10k bps; the maximal transmission range is 100 meters (in all directions); and the power consumption in sending, receiving, and idling mode are 2w, 0.1w, and 10mw, respectively. The same broadcast Media Access Control (MAC) protocol as in [17] is used in our simulations. In this MAC protocol, when a node has a packet to send, it first senses the channel. If the channel is free, it continues to broadcast the packet. Otherwise, it backs off. The packet will be dropped if the maximal number of backoffs have been reached.
We use the following metrics to evaluate the performance of routing protocols.
-Packet Delivery Ratio is defined as the ratio of the number of distinct packets received successfully at the sinks to the total number of packets generated at the source node. Although a packet may reach the sinks multiple times, these redundant packets are considered as only one distinct packet. -Average End-to-end Delay represents the average time taken by a packet to travel from the source node to any of the sinks. 
Impact of Design Parameters
Now we examine how the performance of DBR is affected by algorithm parameters and network settings: parameter δ, depth threshold d th , node mobility, and number of sinks.
Parameter δ. The parameter δ decides the holding time of packets at each node. With a larger δ, each node has a shorter holding time and hence the average end-to-end delay will be reduced; but more nodes will forward the same packet, which results in more energy consumption. On the other hand, with a smaller δ, a node will have longer holding time and hence the average end-to-end delay is increased; but less nodes will forward the same packet, as helps to reduce energy consumption. Fig. 5 shows how the energy consumption and average end-to-end delay change with three different values of δ: R/4, R/2, and R, where R is the maximal transmission range. In this set of simulations, the number of sinks is set to 5 and the depth threshold is set to 0. From Fig. 5(a) , we observe that the average end-to-end delay when δ = R 4 is about three times of the delay when δ = R. Fig. 5(b) shows that the energy consumption does increase as δ is lifted, but not significantly (less than 5%). Hence, we choose δ = R in later simulations. Depth Threshold. Fig. 6 shows how the depth threshold, d th , affects the packet delivery ratio and energy consumption. In this set of simulations, the number of sinks is set to 5.
From Fig. 6 , we see that when the depth threshold increases, both the packet delivery ratio and the total energy consumption decrease. This is because increasing the depth threshold has a similar effect to reducing the number of available nodes in the network. Therefore, the number of forwarding nodes will decrease. Consequently, the packet delivery ratio decreases and less energy is consumed.
Node Mobility. To evaluate how node mobility affects the performance of DBR, we simulate DBR with different fixed node speeds at 1 m/s, 5 m/s, and 10 m/s. The depth threshold is set to 0 and the total number of sinks deployed is 5. The simulation results are plotted in Fig. 7 .
From Fig. 7 , we observe that the packet delivery ratio, total energy consumption, and average delay do not change much with node speed. The reason is that all routing decisions in DBR are made locally based on a node's depth information. No topology or route information needs to be exchanged among neighboring nodes. Therefore, DBR can handle dynamic network topologies well. For example, Fig. 7(a) shows that DBR successfully delivers at least 88% of the packets in all cases. When the total number of nodes is larger than 400, almost all packets can be successfully delivered.
From Fig. 7 we can also see how node density affects the performance of DBR. The figure shows that the packet delivery ratio and the energy consumption increase as the number of nodes increases. The average end-to-end delay, however, decreases. This is because when the number of nodes increases, the number of forwarding nodes also increases, which leads to a higher packet delivery ratio and higher energy consumption. At the same time, the probability that a forwarding node has a shorter distance to the sinks increases as more nodes participate in packet forwarding. As a result, the average end-to-end delay decreases.
Number of Sinks. Fig. 8(a) shows how the packet delivery ratio changes with different number of sinks. DBR with multiple sinks has a better packet delivery ratio than DBR with only one sink. Since DBR is a greedy algorithm trying to deliver data packets to the water surface, increasing the number of sinks at the water surface will increase the chance that a packet is received by a sink. This explains the higher delivery ratio when multiple sinks are deployed. The total energy consumption for different number of sinks is shown in Fig. 8(b) . We observe that the energy consumption is almost the same for different number of sinks. The reason is that in DBR, the number of sinks does not affect the forwarding process. Therefore, all different settings have almost the same energy consumption. From Fig. 8(c) , we observe that DBR with multiple sinks has a slightly better average end-to-end delay than DBR with one sink. This is because in the multiple-sink case, a packet is considered successfully delivered whenever it reaches any of the sinks.
Comparison with VBF
Now we compare DBR with VBF [17] . In this set of simulations, we consider two settings for DBR: one sink and multiple sinks. For one-sink DBR, the depth threshold is set to 0. In multiple-sink DBR, 5 sinks are randomly deployed at the water surface and the depth threshold is set to 20 meters. For VBF, we set the routing pipe radius to 100 meters, which is the maximal transmission range. Fig. 9 compares DBR and VBF with respect to the three metrics. Fig. 9(a) shows that for the one-sink setting, DBR achieves a similar packet delivery ratio to VBF. With the multi-sink setting, however, DBR can achieve a much better delivery ratio, especially for sparse networks. For example, in a network with 200 nodes, DBR with five sinks has a packet delivery ratio of around 70%, which is more than four times larger than 15%, the delivery ratio of VBF. Fig. 9(b) shows that DBR has better energy efficiency compared with VBF. In all cases, the total energy consumption of DBR is about half that of VBF. This is mainly due to the the redundant packet suppression techniques adopted by DBR. The two-queue mechanism in DBR has greatly reduced the redundant packet transmissions in the network. It should be noted, however, that this comparison is made based on the basic settings of VBF. VBF may get better energy efficiency when advanced adaptation algorithms are applied and optimal parameters are chosen. Fig. 9(c) shows that the best end-to-end delay is achieved in multiple-sink DBR while VBF has a better end-to-end delay than one-sink DBR. This is because VBF tries to find the shortest path from the source node to the sink along the virtual vector between them. Thus the delay in VBF is shorter than that in one-sink DBR. In multiple-sink DBR, however, packets can be delivered to any sink, instead of a fixed sink as in VBF.
It should be noted that DBR and VBF target different network settings and have quite different network assumptions. For example, VBF is designed for networks with a single sink. Although DBR can work in one-sink networks, it has better performance in multiple-sink settings.
Summary
The simulation results show that DBR protocol works well for dense networks. However, the delivery ratio in sparse networks is relatively low. The reason is that DBR has only a greedy mode. The greedy method alone is not able to achieve high delivery ratios in sparse networks. We will investigate recovery algorithms for DBR in the future. The DBR protocol requires more memory in sensor nodes to maintain two buffers. Since the underwater sensor nodes normally are equipped with more resources than land-based sensor nodes, the memory overhead is not significant in most systems. Moreover, the applications for underwater sensor networks have relatively low data rate so only small buffers need to be maintained. For example, we observed in our simulations that the average number of packets in the sending queue of each node is less than 10. As a result, the cost of extra memory is affordable for underwater sensor nodes.
Conclusions and Future Work
In this paper, we presented Depth Based Routing (DBR), a routing protocol based on the depth information of nodes, for underwater sensor networks. DBR uses a greedy approach to deliver packets to the sinks at the water surface. Different from other geographical-based routing protocols that require full-dimensional location information of nodes, DBR only needs the depth information, which can be easily obtained locally at each sensor node. Further, DBR can naturally takes advantages of the multiple-sink underwater sensor network architecture without introducing extra cost. Our simulation results have shown that DBR can achieve high packet delivery ratios (at least 95%) for dense networks, with reasonable energy consumption.
To achieve better performance for sparse networks, recovery algorithms need to be explored to avoid the "void" areas where the greedy strategy fails. Advanced recovery algorithms should be developed for higher energy efficiency and delivery ratio.
DBR provides a distributed routing protocol based on local information of the sensor nodes. Besides the depth information, other information, such as the residual energy level and estimated distance to neighboring nodes, could also be useful in making routing decisions that can further reduce energy consumption and extend the network's life time.
For multiple-sink network settings, we only consider some simple cases in which the sinks are randomly, uniformly deployed on the water surface. Given the routing protocol and the node deployment model, we may find better deployment locations for the multiple sinks to achieve better performance.
