Hypercube is one of the most important networks to interconnect processors in multiprocessor computer systems. Different kinds of connectivities are important parameters to measure the fault tolerability of networks. Lin et al. [4] introduced the concept of H-structure connectivity κ(Q n ; H) (resp. H-substructure connectivity κ s (Q n ; H)) as the minimum cardinality of F = {H 1 , . . . , H m } such that H i (i = 1, . . . , m) is isomorphic to H (resp. F = {H 1 , . . . , H m } such that H i (i = 1, . . . , m) is isomorphic to connected subgraphs of H) such that Q n − V (F ) is disconnected or trivial. In this paper, we discuss κ(Q n ; H) and κ s (Q n ; H) for hypercubes Q n with n ≥ 3 and H ∈ {P k , C k |3 ≤ k ≤ 2 n−1 }. As a by-product, we solve the problem mentioned in [5] .
Introduction
In the design of multiprocessor computer systems, the analysis of topological properties of interconnection networks is very important. Usually, an efficient interconnection topology can offer higher speed and better quality of information transmission between processors, most importantly, it can also provide high fault tolerability.
Many regular networks have been proposed as the model to interconnect processors, such as hypercube, mesh and twiced cube etc. In the past, people used vertex connectivity to measure the fault tolerability of interconnect networks, their works focuse on the effect of individual processors becoming fault. People soon discovered that there were some shortcomings in the using of vertex connectivity, in order to make up for these shortcomings, Harary defined the conditional connectivity. Later, many people generalized vertex connectivity in various ways and got many benefits, for example, restricted connectivity, g-extra connectivity and R g -connectivity A n-dimensional hypercube Q n is an undirected simple graph with vertex set V (Q n ) = {v =
. . , n − 1} and edge set E(Q n ). Two vertices are adjacent if and only if the n-bit binary strings corresponding to them are differ in exactly one bit position.
Let v be a vertex of Q n , we denote (v) i the neighborhood of v whose n-bit binary string is differ from v's in exactly the i th bit position for i = 0, 1, . . . , n − 1. We notice that Q n has 2 n vertices and n2 n−1 edges, and it can be divided into two n − 1-dimentional hypercubes. We set Q i n the subgraph of Q n with vertex set V (
It is easy to see that Q i n is isomorphic to Q n−1 . In the following, let's introduce some necessary definitions about the structure and substruc-ture connectivity, let H and G be undirected simple graph, H is connected.
subgraphs of G whose elements are isomorphic to H (resp. connected subgraph of H) and G − V (F ) is trivial or disconnected. Now let's have two figures to help understand. [8] ) Given a non-negative integer g, g-extra connectivity of G denote by κ g (G) is the minimum cardinality of sets of vertices in G whose deletion disconnects G and leaves each components with at least g + 1 vertices. Lemma 2.4. Any two vertices in V (Q n ) with a distance of 2 have exactly 2 common neighborhoods.
Proof. According to the symmetry of the hypercube Q n , without loss of generalicity we assume that the two vertices are u = 000 . . . 0 and v = 110 . . . 0, obviously their common neighborhoods are u = 100 . . . 0 and v = 010 . . . 0. 3. κ(Q n ; P k ) and κ s (Q n ; P k ) for n ≥ 3 and 3 ≤ k ≤ 2 n−1
In this section we discuss H-structure connectivity and H-substructure connectivity of Q n with H the path of length k − 1.
if k is even.
Proof. We take the vertex v = 00 . . . 0.
Case 1. k is odd.
We notice that there is a hamiltonian cycle in Q 1 n with φ(((v) n−2 ) n−1 , (v) n−1 ) as one of its edges by Theorem 2.9 and the symmetry of Q 1 n . Denote u i , (i = 1, 2, . . . , 2 n−1 − 2) the i th vertex after ((v) n−2 ) n−1 and (v) n−1 along the hamiltonian
, (v) n−1 , u 1 , . . . , u k−(2n−1) )} is a P k -structure cut of Q n leaves at least two connected components in Q n − V (F ) and {v} is one Case 2. k is even.
The proof is as same as Subcase 1.1.. Then we prove the lemma by induction on k.
by inductive hypothesis.
Case 1. r l+1 = 1 and 2. Notice that in this case r l+1 = r l + 1 and q l+1 = q l , so we have 
Proof. Let F = {P 1 1 , P 2 1 , . . . , P a1 1 , P 1 2 , . . . , P a2 2 , . . . , P 1 k , . . . , P a k k } a set of paths of length less than k − 1. For n ≥ 4,
is disconnected, we denote C one of the smallest components of it, that means the components who have the smallest number of vertices. 
Case 2. k is even. We prove that for |F | ≤ 2n k −1, Q n −V (F ) is connected by contradiction. Suppose Q n − V (F ) is disconnected, we denote C one of the smallest components of it. (1)
(1)
(3) 
By Lemma 3.1 and Lemma 3.3, we have the following Theorem. Proof. κ s (Q n ; C k ) = κ s (Q n ; P k ) = 2n k+1 because there is no odd cycle in Q n .
Lemma 4.2. For n ≥ 3 and even integer 3 ≤ k ≤ 2 n−1 , κ s (Q n ; C k ) ≤ 2n k .
Proof. κ s (Q n ; C k ) ≤ κ s (Q n ; P k ) = 2n k . 
Proof. We proof the lemma by contradiction. Suppose |N Qn ({u, v})∩V (C k )| = k i.e. each vertex Proof. Let F = {P 1 1 , P 2 1 , . . . , P a1 1 , P 1 2 , . . . , P a2 2 , . . . , P 1 k , . . . , P a k k , C 1 k , . . . , C b k } a set of paths of length less than k − 1 and cycles of length k. We prove that if |F | ≤ 2n k − 1 then Q n − V (F ) is connected. For each cycle C ∈ F , |N Qn ({u, v}) ∩ V (C)| ≤ k − 1 by Lemma 4.3. Therefore F must has at least 2n−2 Proof. The lemma is true when q = 1 because u, v are adjacent. When q ≥ 3, there is a cycle
Lemma 4.9. For n ≥ 4 and l even,
l n ≥ 5 and 6 ≤ l ≤ 2 n−2 .
(4.1)
Proof. For l = 4, κ(Q n ; C 4 ) = n − 2 by Theorem 2.6.
For n ≥ 5 and 6 ≤ l ≤ 2 n−2 , Let u = 00 . . . 0.
. Then F is a C l -structure cut of Q n . are belong to V (Q), there is a path P of length l−(2n−1) between (u) 0 n−1 and (u) n−1 in Q by
Then F is a C l -structure cut of Q n . l is odd and 3 ≤ l ≤ 2 n−1 , 2n l l is even and 4 ≤ l ≤ 2 n−1 .
= n − 2 n ≥ 4 and l = 4, = 2n l n ≥ 5, l is even and 6 ≤ l ≤ 2 n−2 , ≥ 2n l n ≥ 4, l is even and 2 n−2 + 2 ≤ l ≤ 2 n−1 . Proof. We have κ(Q n ; C 2 m ) ≥ n 2 m−1 by Lemma 4.5. We also have κ(Q n ; C 2 m ) ≤ n − m by Lemma 2.7. f (3) < 0 when n ≥ 6. Let g(n) = f (n − 2) = 1 − n ln 2 2 n−3 , derivate g(n) with respect to n, g (n) = −2 3−n ln 2(1 − nln2) > 0 when n ≥ 6, therefore g(n) monotonically increasing respect to n and min n≥6 g(n) = g(6) = 1 − 6 ln 2 8 > 0, this implies f (n − 2) = g(n) > 0 and f (m) firstly monotonically decreasing and then monotonically increasing respect to m. Therefore Let h(n) = n 2 n−3 − 1, derivate h(n) with respect to n, h (n) = 2 3−n (1 − nln2) < 0 when n ≥ 6. Therefore h(n) monotonically decreasing respect to n and max (4.6)
