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As any experienced sailor would surely testify, there is a great amount of power
contained in our seas and oceans, which is often most evident in the form of the waves.
Given the ongoing pressures to switch to clean and renewable energy sources, it is of
great importance to understand how best to extract this wave power. Assuming that
we may one day require as much of this energy as possible in order to fuel the ever-
increasing energy demands of humanity, it is also imperative to search for optimal
solutions – i.e. those that would allow the most efficient extraction of a very large
proportion of the available wave energy. Of the many hundreds of concepts that have
been invented so far, many of the more promising designs involve collections of bodies
interconnected with rotational joints. However, the extra complexity introduced by
these joints often limits the scope of the design and testing processes.
In order to avoid the huge costs that would be incurred by carrying out the build-
test-redesign cycle at full scale, it is commonplace to develop new wave energy conver-
sion technologies using a mixture of computer models and small-scale physical models.
The computer models aim to simulate the device as it would behave in a real sea or
ocean, and are usually by far the quickest and cheapest way of exploring many design
possibilities. However, because of the complicated ways in which a jointed device
can move, the computer-based simulations of these devices often end up too slow to
run and/or too expensive to construct. This is especially the case when thousands of
potential designs require testing, in order to find a more optimal solution.
This work aims to solve this problem by first exploring and furthering an existing
computer modelling methodology, motivated by the need for both efficiency (cheap and
fast to run) and accessibility (easy to construct). This methodology is then applied to
two concepts for wave energy extraction that involve rotational joints – the WaveTrain
device, and a spine of Edinburgh Ducks. Both devices are freely-floating, which is
essential for deployment far from shorelines in deep water, so require quite particular
properties so that they do not undesirably sink or topple. Given these constraints,
various geometries and mass distributions of the WaveTrain device are investigated,
placing emphasis on achieving the highest possible energy extraction whilst minimising
the chance of the joints being broken. In the case of the spine of Edinburgh Ducks,
in order to extract as much energy as possible it will likely be necessary to actively
control the device to make it resonate with the waves (just as a child on a swing must
be pushed with the right timing in order to speed them up). With regards to this
type of control of a wave energy device, there exists a mathematical technique can be
used to determine the strategy that results in the highest possible power extraction.
By applying this mathematical technique in various forms, the effects of extracting
maximal power on the behaviour of the spine of ducks is investigated. For both
applications, guidance for future designs is presented.
Abstract
Jointed wave energy converters are often conceived as an extension to a prior de-
sign in order to improve the efficiency of power extraction. However, by moving
towards larger numbers of degrees of freedom, optimising their performance becomes
increasingly constrained by the computational efficiency of the hydrodynamic numer-
ical models. Metaheuristic optimisation methods, such as genetic algorithms, often
provide a very effective search through the design space, but require many executions
of the hydrodynamic analysis. Frequency-domain models based on linear hydrody-
namics are reasonably accurate and fast enough to enable a suitably broad search for
optimal designs. They also require the use of so-called generalised modes to account
for types of body motion beyond the standard six degrees of freedom of a rigid body,
as is the case in a jointed body. However, the scarcity of implementation details and
simplicity of applications in the literature would suggest that there exist barriers to
the widespread use of generalised modes for jointed bodies. Motivated by two distinct
optimisation problems, the difficulties in constructing models using these modes are
exposed in the present work, and a recommended approach is presented in a didactic
manner. This approach is then applied to each of two applications in turn.
The first application is motivated by the fact that a wave energy device whose mo-
tion is confined to a sloped direction can efficiently absorb energy over a wide range
of wave periods. However, sustaining this performance in a deep water environment
would normally require a costly support structure. This problem has been addressed
by a new device concept called the WaveTrain, which comprises a series of sloped
modules, interlinked by struts and rotational joints. This configuration aims to re-
strict the module motion to the inclined plane, by enabling an exchange of restorative
forces amongst neighbouring modules. Whereas the requirement for stable, sloped
motion partly specifies the design, other aspects of the geometry and the mass dis-
tribution are best investigated through an optimisation study. Using bespoke genetic
algorithms, the effects of the geometry and mass distribution on the power extrac-
tion are investigated herein, with additional consideration for the cyclic loadings in a
multi-objective version. Since the objective functions are computed using a numeri-
cal hydrodynamic model (involving generalised modes), and due to the discontinuous
nature of the search space that results from a set of nonlinear constraints, some spe-
cialised modifications are first required to ensure the correct and efficient operation
of the genetic algorithms. Using four variants of the objective functions, a series of
criteria have been found, which inform the design of the WaveTrain device.
The second application is a freely-floating spine of ten Edinburgh duck modules,
whose two-degree-of-freedom spine joints aim to mitigate unwanted loadings, whilst
increasing the efficiency of power extraction from a given area of sea or ocean. Whilst
the shape of the duck is itself a result of careful design for energy absorption effi-
ciency, coordinated control of the moments imparted to the ducks about the joints is
required for optimal performance of the full spine. Again exploiting an efficient model
enabled by the use of generalised modes, several variants of a frequency-domain con-
trol strategy are used to investigate the dynamics and performance under conditions
of optimal power extraction. In particular, the effects of constraining the motions of
the five uncontrolled (not power-extracting) degrees of freedom in addition to the 28
controlled (power-extracting) degrees of freedom is investigated, by way of a theoret-
ical development. The power extraction, motions, control moments and joint shear
forces are analysed in a variety of monochromatic wave periods and heading angles,
to provide a better understanding of the context for the full-scale design. A series of
irregular seas based on a real wave climate are then used to infer how the scaling of
the device affects the performance, along with obtaining further understanding of the
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5.7.2.3 Objective functions P̄ /M & Ḡ/M . . . . . . . . . . . 112
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CCC Complex Conjugate Control
CWR Capture Width Ratio
DoF Degree of Freedom
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MOGA Multi-Objective Genetic Algorithm
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RAO Response Amplitude Operator
SOGA Single-Objective Genetic Algorithm
VFF Vertical Float Face
WEC Wave Energy Converter
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(a, b, c) Hinge location
î, ĵ, k̂ Cartesian unit vectors
x′ = (x′, y′, z′) Displaced coordinates
x = (x, y, z) Cartesian coordinates








C Constant used in extended control theory
g Acceleration due to gravity 9.80665 ms−2
h Water depth












Γ Motion constraint matrix
Ĉ Control matrix
Ô Sea state occurrence
Λ Diagonalised matrix for extended control theory
Ψ Matrix introduced for extended control theory
A Added mass coefficients
A∞ Infinite-frequency added mass coefficients
B Radiation damping coefficients
Bpto PTO damping coefficients
C Stiffness matrix
xiii
c Buoyancy force coefficients
cg Gravitational restoring force coefficients
K Radiation impulse response functions
Kpto PTO stiffness coefficients
M Mass/inertia matrix
V Eigenvector matrix for extended control theory
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f Uncontrolled (‘free’) modes; in context of WaveTrain, property of float
g Centre of gravity
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LB Lower bound
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x ‘Fixed’ generalised modes
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χ Irregular body response (frequency-domain motions)
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Θ Vector introduced for extended control theory
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Ocean waves provide a plentiful but technologically challenging source of energy. Since
the 1970s and originally partly stimulated by UK government funding amidst the oil
crisis, numerous device concepts have been conceived, spanning a variety of oper-
ational principles (e.g. [12]). Despite attempts to facilitate comparisons between
different devices (e.g. Wave Energy Scotland’s ‘stage gate’ process [13], U.S. Depart-
ment of Energy Wave Energy Prize [14], a numerical benchmarking study by Babarit
et al. [11]), there is still no unanimity on a single best device design. Of course,
the truly optimal design at a particular moment in time will depend on deployment
location, technological limitations, and will ultimately be influenced by the overarch-
ing political stance and will. Despite this complexity involved in the decision-making
process, one can surmise that a potential for efficient power extraction ranks highly
on the list of criteria for any candidate wave energy device. Exactly what constitutes
‘efficient’ power extraction is not totally clear but it can often be sufficiently surveyed
during the development process of a device, using a combination of controlled tests,
design refinement and evolution, and expert judgement of the engineering design. Two
promising devices that mark the culmination thus far of expansive development time-
lines are the WaveTrain device, and long spines of Edinburgh ducks. Both of these
entail complex operational principles, and do not easily fall within the conventional
categories (e.g. [15]). To understand how and why such complexity is central to the
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operation of these devices, some analysis is required of their design origins, stretching
back through their developmental histories.
1.1 The WaveTrain device concept
The IPS Buoy is a heaving point absorber consisting of a hollow vertical tube with
a piston inside (Fig. 1.1). The system was designed so that the piston would react
against the inertial water mass inside the tube. The provision of a mass from the
Wave Energy Converter (WEC) itself (or from the surrounding water) to act as a
reaction mechanism for the Power Take-Off (PTO) system eliminates the need for
rigid attachment to the seabed. This then avoids the use of costly support structures
and reduces loading on the mooring system. This in turn is a practical requirement
for the utilisation of the substantial offshore wave energy resource. The IPS Buoy
also has the benefit of requiring no physical end-stops, as the tapered tubing allows
water to rush around the piston as it nears its motion limits. This is a feature also
of great importance for enabling smooth operation along with mimimal maintenance
requirements.
However, for heaving buoys to be well-tuned to the waves in real sea conditions,
either a large mass is required to counteract the hydrostatic forces, or an elaborate
control system is needed to lengthen the natural period. An alternative solution is
provided by tilting the axis of motion towards the horizontal, thus reducing the hydro-
dynamic stiffness, and lengthening the natural period without a significant increase in
the device mass. Combining this operational principle with the aforementioned type
of PTO led to the development of the Sloped IPS Buoy [16].
Early work on that device confirmed that constraining the motion of a WEC to an
inclined axis can result in very high power absorption over a wide range of frequencies
[7]. For deep water deployment, the device must maintain these benefits without the
rigid constraint on the axis of motion. Unfortunately, testing of freely-floating versions
of the device revealed a collapse of that high and broad power absorption profile [17],
as the resulting pitching motion tended to cause dissipation of much of the energy [18].
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Figure 1.1: Schematic of the IPS buoy. Courtesy of [1].
The WaveTrain concept [19],[20] (not to be confused with a research training network
under the name of ’WAVETRAIN’ [21]) provides a potential solution to this problem,
enabling retention of the good power absorption characteristics, whilst avoiding the
need for any kind of rigid connection to the seabed.
The key innovation of the WaveTrain concept is to mechanically interlink multiple
sloped buoy modules, so that free motion along the inclined plane is retained, whilst
restricting the counterproductive pitch motions (Fig. 1.2; of course, to minimise vortex
losses, edges would be rounded in practice). To this end, rotational joints at each end
of the connecting struts enable the exchange of restorative forces between neighbouring
sloped modules, which enforces the desired restrictions on the device motions. Those
forces are best provided when the struts lie perpendicular to the modules. Hence, with
each module orientated at its intended inclination angle, the struts are connected so
as to form right-angles with the module surfaces when the device is floating in its
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equilibrium position.
Figure 1.2: Equilibrium configuration of a three-module WaveTrain device, ‘in-plane’
view. The modules are arranged in an attenuator configuration.
Figure 1.3: 3D transparent view of a single module of the WaveTrain device in its
equilibrium position, showing the internal free surface.
Though only in-plane motions are desired for power extraction, employing all three
rotational degrees of freedom (DoFs) in just the uppermost joints (see the ball joints
in Fig. 1.2) allows some limited out-of-plane motions to alleviate loadings. Each
module incorporates a hollow tubular section, which is open at its bottom end (see
Fig. 1.3), and the motion of the internal free surface is then used to force air through
a pneumatic turbine. These separate PTOs are situated atop each module, and the
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whole device resembles a series of floating oscillating water column devices, albeit with
each wave-activated body acting in unison with its internal water column in order to
provide the power extraction. The internal water columns are primarily a means
by which to react against the inertial mass of the surrounding water. Each module
also utilises a float of lower density material, in order to both provide buoyancy, and
present a vertical face to the incoming waves, so that a sufficient surge component of
motion can result.
The orientation of the device is such that the waves propagate towards the float-
side of the modules. Under linear wave theory, the water motion is cyclic, and so
one may object to the orientation (frontwards or backwards) having any influence on
the dynamics. However, the correct orientation is imperative in achieving the correct
phase separation between the surge and heave forces acting on the modules. These
forces need to be in-phase with one another for a given WaveTrain module, if the device
is to effectively exhibit sloped motion. Reversing the wave direction would alter the
phase of the surge forces so as to shift them out of phase with the heave motions.
In practice also, drift forces may provide a further reason for such orientation of the
device.
Originally developed by Dr. Nicholas Wells, the WaveTrain concept recently un-
derwent physical and numerical model testing as part of Wave Energy Scotland’s
Novel WEC programme [2] (see also Figs. 1.4, 1.5, 1.6). The key recommendation
from that work for driving the concept forward was to optimise the geometric and
mass properties of the device.
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Figure 1.4: Angled view of the WaveTrain device in its static, unsubmerged configu-
ration prior to 1:35 scale model testing in 2016 [2].
Figure 1.5: Side view of the WaveTrain device in its static, unsubmerged configuration
prior to 1:35 scale model testing in 2016 [2].
Figure 1.6: Snapshot of the WaveTrain device during dynamic testing [2].
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1.2 The Edinburgh duck
The Edinburgh duck started life as the culmination of trialling a selection of shapes,
with the goal of maximising the fraction of the incident wave energy that was absorbed.
The duck is shaped in cross-section somewhat like a symmetrical teardrop, but with
the two surfaces curving all the way to the vertex (see the shape in Fig. 6.2). In
practice, this vertex should be rounded off so as to avoid destructive turbulent effects.
This cross-section protrudes along the third axis, in which the incoming wavefronts
would lie. As wave crests pass through its field of influence, the duck is free to rotate
about an axis parallel to the wave fronts. The curved surfaces either side of the
duck ensure that very little of the wave energy can transmit beyond the duck. Early
indications suggested that for the 2D case in a narrow wave tank, at least 90% of the
energy could be absorbed [3] (Fig. 1.7).
Figure 1.7: Model of an early Edinburgh duck being used to prove its high efficiency
in absorbing wave energy. Courtesy of [3].
When first proposed as a concept to extract large amounts of energy from sea or
ocean waves, long spines comprising many tens of ‘duck’ devices were envisioned, in
order to take advantage of the common reference structure [22]. Since then, many
stages of investigation have led to multiple design refinements. With a view to deep-
water deployment, the flexibility afforded by rotational joints is necessary between the
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ducks to avoid significant damage by bending moments [3]. Given the subsequent lack
of rigidity of the spine, effective designs for a power take-off system were required to
be housed inside each duck. These were initially provided with the use of a gyroscopic
reference frame [23], and more recently by purely hydraulic technology, after indi-
cations that gyroscopes without vacuum conditions could struggle to allow sufficient
torque. These designs, crucially, retain the absence of a rigid reference point, and en-
able power conversion that can be continuously controlled. It is also proposed for the
hydraulic technology to allow power extraction through the joints, giving full control
over most of the degrees of freedom associated with a full spine of ducks. It is this
type of integrated, freely-floating system that is required to enable truly significant
levels of wave energy extraction from our seas and oceans. Perhaps more importantly,
this kind of spine-based system is able to maximally exploit the available sea or ocean
space, given the demands of other users. Designated shipping lanes perforating a
well-marked spine of ducks also provide advantages for ship navigation.
Figure 1.8: Artist’s impression of a full spine of Edinburgh ducks. Courtesy of [4].
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In addition to the efficient geometric design, maximal power extraction necessi-
tates active control of the system during operation. Devising and understanding the
implications of such a control strategy is complicated by the large number of degrees
of freedom involved.
In light of the scale and cost of a deployment of long spines of Edinburgh ducks,
potentially spanning an entire sea, solo ducks have also been investigated (e.g. [24],
[8], [25], [26]), with various configurations of the degrees of freedom in which the duck
is allowed to move.
1.3 Numerical modelling of wave energy devices
Since the inception of the fundamental theory for wave energy converters in the 1970s
(e.g. [27]), it became commonplace to use the foundations of linear wave theory to
explore the performance and dynamics of various device concepts. During the mid-
seventies, numerical studies were generally infeasible, as computing hardware with
around 16 Kilobytes of memory and a processor of perhaps a few MegaHertz would
have cost somewhere around three times the annual research associate salary. By the
mid-1990s, the vastly increased levels of available computing resources (by then at
least in the order of Megabytes of RAM, processors providing hundreds of Megahertz,
and costing well below a research associate’s annual salary) made it possible to com-
pute the hydrodynamic behaviour of arbitrary shapes, by way of numerical solvers.
As computer power has increased in the subsequent years up to the present day (de-
tails of the computational resources used in this work are provided in Appendix H),
not only have increasingly complex body shapes and array sizes become amenable to
these techniques, but additional nonlinear techniques have widened the range of mod-
elling approaches. (In addition to more affordable and powerful personal computers,
widespread remote access to supercomputers has greatly contributed to this.) Non-
linear potential flow methods retain the assumption of potential flow, but allow more
complete representations of the free surface and body boundary conditions. Compu-
tational fluid dynamics can also incorporate the effects of viscosity, and opens the
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possibility of rotational flow fields. With the associated increase in computational ex-
pense, many complex phenomena seen in real wave conditions can be simulated, such
as wave-breaking. Whilst these techniques allow more accurate models, particularly
applicable to understanding dynamics in storm conditions or turbulent flows around
sharp edges, typically only a small number of scenarios can be simulated, which places
the majority of optimisation problems out of their reach.
1.4 Optimisation of wave energy devices
The optimisation of a wave energy device can be viewed as having two types of variable
- those that are inherent to the engineering design of the device and are largely fixed
after construction (‘design’ parameters), and those that can be easily changed or
recalibrated during operation (‘control’ parameters). Whilst ideally the two would be
optimised simultaneously, computational limits often prohibit this.
1.4.1 Design configuration
In the design of a system with many variables, a thorough optimisation study based
on numerical models can help to avert the costly processes of trial and improvement
using physical models. Whilst current computing resources still severely limit the ap-
plicability of nonlinear wave energy converter models in this regard, models based on
linear potential flow theory often offer sufficient insight into the physics and dynamics
of certain concepts to be able to explore various design parameters. Time-domain
models allow augmentation with nonlinear terms, either empirically determined or
provided through the reevaluation of the linear hydrodynamic coefficients at each
time step. However, fully linear frequency-domain techniques tend to be far more
efficient, maximising the amount of design space that can be explored with a given
computational resource. It is for this reason that these models are often utilised for
optimisation problems that require a large quantity of simulations. In summary, the
choice of approach is somewhat problem-specific, dependent both on the nature of the
optimisation goals and the modelling requirements of the device. For example, for a
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heaving body with a largely constant waterplane area under changes in free surface
position, a fully linear model may be well justified, leaving ample computational re-
source for optimisation. Even devices with more complex geometry and not clearly
unchanging hydrodynamic behaviour with the body motions may be amenable to a
fully linear frequency-domain model, as long as these factors exert minimal influence
on the results of the optimisation study. Of course, clearly determining the validity of
the model for a particular optimisation study is a difficult task, but given the vastly
lower cost than their practical counterparts, the endeavour is usually a worthwhile
one. Even if the optimisation procedures do not lead conclusively to a single optimal
design, the design process can often be usefully informed and sculpted by the learned
insight into physical behaviour and trends in performance. Whilst it could be risky
to take all of the findings at face value, even a small amount of relevant physical test-
ing results can greatly improve the confidence in the outputs from such optimisation
studies.
1.4.2 Control strategy
Once deployed, an efficient wave energy converter must adapt to its surrounding con-
ditions in order to perform optimally. Whereas this could involve adaptive control
of the device shape, usually the actuator for real-time control is the power take-off
system. A well-designed control system can strategically impart forces on a device in
order to shift the resonance profile of the body, so as to meet a variety of dynamics-
related goals - e.g. to maximise extracted power or to minimise shear forces at a joint.
The challenge to implement such a strategy is complicated by the need for knowledge
of the future wave profile. Complex conjugate control is a strategy originally derived
analytically, by treating a device interacting with regular waves as modelled by a
linear, second order differential equation, and then considering which combination of
external stiffness and damping forces leads to the optimal power absorption. Whilst a
more adaptable strategy, such as one based upon machine learning techniques, may be
able to perform better in real-world unpredictable sea conditions, complex conjugate
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control can still give a good idea of the upper limit on performance. And despite the
lack of nonlinear effects accounted for with this technique (in fact still a limitation
of many other strategies too), it can be better placed to gauge the likely operational
characteristics and performance of a device at an earlier, design stage. A further bene-
fit is realised through the lack of computational requirements, especially when seeking
to control devices of high functional complexity, whose models already demand the
majority of processing power.
1.5 Aims, objectives and chapter summaries
This thesis aims to extend the range of available optimisation techniques, primarily
towards the ultimate goal of better assessing the arguably higher potential of complex,
jointed wave energy converters. With regards to two applications, efficient numeri-
cal hydrodynamic models are first developed, exploiting the concept of ‘generalised
modes’. Aided and largely enabled by their efficiency, those models are then applied
towards optimising aspects of wave energy converter design and performance. Single-
and multi-objective genetic algorithms are specially tailored to investigate aspects of
the geometric and inertial design of the WaveTrain device, with a view to maximising
power and minimising the cyclic loadings on the joints. By imposing various forms
of a motion constraint on an optimal control strategy, the performance and dynamics
of a long spine of Edinburgh ducks under conditions of optimal power extraction are
explored.
The present chapter has already introduced the WaveTrain and Edinburgh duck
spine wave energy devices, along with some background, both on the numerical mod-
elling of WECs and on their optimisation with regards to both the design configuration
and control strategy.
Chapter 2 surveys the literature on a number of key areas related to the work pre-
sented in the subsequent chapters. Firstly covered is the shortage of implementation
details and model complexity involved in published applications of generalised modes
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to jointed bodies, exposing the need for a detailed but also somewhat didactic expla-
nation of the construction of such models. The remaining four subsections then focus
on the approaches used towards optimising various aspects of wave energy converters.
Existing studies involving the optimisation of the geometry and/or mass distribution
are presented, with a focus on the few studies that utilise genetic algorithms. Though
none of these are applied specifically to sloped devices, more primitive approaches
have enabled some conclusions about the required design features for optimal perfor-
mance. Also surveyed in this chapter are the variants of the complex conjugate control
strategy, and studies investigating the effects of different combinations of degrees of
freedom.
With this context set out, Chapter 3 lays the groundwork for Chapters 4 - 6 by
detailing the common aspects of the underpinning theory and methodology. By briefly
setting out the hydrodynamic problem in the context of linear wave theory, the concept
of generalised modes is clearly defined, isolating the troublesome aspects, particularly
with regards to their application to jointed bodies in modelling their motions and
loadings. Whilst frequency-domain models are employed to obtain the majority of the
insight in this thesis, time-domain models are also defined, with regards to their use
as a verification tool.
Building upon the established theory of generalised modes, Chapter 4 then covers
the three potentially troublesome aspects of applying generalised modes to jointed
bodies - defining appropriate shape functions, the computation of the mass/inertial
properties and the computation of the gravitational restoring forces and moments.
This treatment is designed to be somewhat didactic, using appropriate examples to
clarify the key details. And whilst the information is presented in a theoretical manner,
there is some allusion to the commercial software package, WAMIT [28], that is used
for the applications in Chapters 5 and 6, which form the bulk of the thesis. The
benefits of using generalised modes to model jointed bodies are also discussed.
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Chapter 5 is centred around the optimisation of the geometric and mass/inertial
properties of the WaveTrain device. Beginning with a thorough account of the con-
struction of the hydrodynamic models, the development of the bespoke optimisation
routines is then explored in detail, with particular emphasis on handling the complex-
ities introduced by the nature of the search space - balancing the compromise between
computational resources, model accuracy and the breadth of the algorithmic search.
It is also stressed that the primary goal of this study is to provide improvements
in the available knowledge regarding optimal device design, with the performance of
the search algorithm itself of lower priority. Key findings relating to the optimal de-
sign features are then presented using both the single- and multi-objective genetic
algorithm runs.
Chapter 6 provides a second case study of a jointed wave energy device, focussing
on investigating the dynamics and performance of a long spine of Edinburgh ducks,
under conditions of optimal power extraction. Following the development of the hy-
drodynamic model, a form of complex conjugate control in which only the controlled
degrees of freedom are constrained is then applied to the ten-duck spine. The motion
constraint is then extended to encompass a restriction on all degrees of freedom, and
the resulting theory is applied to the duck spine to investigate the impact on the dy-
namics and performance. Since this new theory involves some intricacies, a solo duck
is first used to demonstrate its utility, along with the limitations, and is applied to
investigate optimal combinations of controlled degrees of freedom. Finally, the per-
formance of the duck spine in uni- and multi-directional irregular seas is investigated,
using a realistic wave climate.
The main conclusions from Chapters 5 and 6 are then presented in Chapter 7,
along with suggestions for further work on these topics based on the limitations of the




2.1 Application of generalised modes to jointed bodies
Generalised modes of motion can provide an efficient description of body motions for
any number of degrees of freedom in a single body or in a collection of bodies. The
term, ‘generalised modes’, is used widely within the field of multibody dynamics, but
in the context of wave energy modelling is often also associated with their method of
implementation within a radiation-diffraction code, such as WAMIT [28]. Generalised
modes can be viewed as an extension to the standard six degrees of freedom of a single
rigid body - surge, sway, heave, roll, pitch and yaw. Some examples of applications
are provided in [29] and [28], and Section 3.3 provides more complete description
and definition of generalised modes, but this section solely focuses on the published
literature with regards to generalised modes applied to jointed bodies.
Generalised modes have previously been applied to jointed bodies, including multi-
body WECs, in order to model their interactions with (linear) waves. Examples found
in the literature tend to involve simple geometries and mass distributions, often with
implementation details kept brief, despite the potential complexity involved in con-
structing such models.
After introducing the theory and approach for the general case of deformable bod-
ies disturbed by linear water waves, Newman [29] presents the case of two identical
cuboidal barges, connected by a central, equidistantly located hinge. By also using
a symmetric definition of the rotational motions about the hinge, complexity in the
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inertia and gravitational restoring forces coupling the modes of motion with one an-
other, is minimised. McNatt et al. [5] applied similar, symmetrical definitions of the
hinge motions (Fig. 2.1) to three cylindrical barges with spherical ends, with symme-
try along the length of the body retained, using equidistantly spaced hinge locations.
Mathai [30] does likewise for three hinge-connected cuboidal barges. Newman [31] in-
troduces an alternative choice of generalised modes that can be applied to an ensemble
of hinge-connected floating bodies, to analyse only the vertical motions. Afforded by
symmetry about the plane perpendicular to the length of the ensemble, symmetric and
antisymmetric variants of the generalised modes are presented, enabling a reduction
in runtime. This approach is also applied to a hinged assembly of semi-submersible
structures by Lee and Newman [32], but a uniform distribution of mass and stiffness
is assumed to avoid any further complexity introduced by the geometry. Symmetry
along the axis threading the hinges is also present, as is the case in the four other
aforementioned studies. Following Newman’s approach [31], Li et al. [33] apply gen-
eralised modes to analyse the vertical motions of the two hinges of the SeaWEED
device. That device’s modules are asymmetric in the axial direction, likely the reason
why symmetric and antisymmetric modes are not used, yet whilst the shape used for
the WAMIT mesh is not presented, the device design suggests at still relatively simple
geometry and hinge layout. A generalised mode is also used by Xu et al. [34] to repre-
sent the rotational motion about the hinge connecting two floating bodies. The device
does not possess symmetry either side of the hinge, but the geometry is nonetheless
rather simple, comprising mainly cylindrical body components, and forming simple
rafters either side of the hinge.
Figure 2.1: Depiction of the two symmetric hinge modes used in [5].
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In summary, to the author’s knowledge, the published studies on this topic only
present cases with relatively simple geometries and hinge arrangements, with many
also providing only brief details of the implementation. When applying generalised
modes to jointed bodies with a more complex geometry, the implementation can be far
from straightforward. The various difficulties to this end are treated in a somewhat
didactic fashion in Chapter 4.
2.2 Optimisation of geometry/mass distributions
In two of the studies whose models utilise generalised modes, Xu et al. [34] and Li
et al. [33] both apply their models towards optimising aspects of device geometry,
relying on an initial assessment of a sufficiently sized batch of designs, then used
directly to extract the optimal parameters. However, with larger and/or more com-
plex parameter spaces, more advanced heuristic algorithms, such as those based on
evolutionary principles, are often more appropriate. In particular, genetic algorithms
(GAs) have been combined with frequency-domain WEC models, in order to optimise
device geometry. McCabe et al. [35] use a genetic algorithm to optimise the shape of
a ‘surge-and-pitch’ wave energy absorber. Control points that define the geometry via
a B-spline representation are used to form the set of optimisation variables, and the
resulting geometry is then used to compute linear hydrodynamic coefficients that char-
acterise the device behaviour in regular seas. A later study by McCabe [6] extends the
analysis to an irregular wave climate, optimising the shape of a WEC free to oscillate
only in surge, for a prospective site in the North East Atlantic Ocean. This approach
is further extended by Garcia-Teruel and Forehand [36], analysing the effects that the
unlocked degrees of freedom have on the optimal shape and performance. Babarit
and Clément [37] used a multi-objective genetic algorithm to optimise the parameters
associated with the SEAREV device, whilst maintaining one of three fixed hull shapes.
For each given geometry to be assessed by the GA, an inner optimisation loop based
on a gradient-descent method was used to find the optimal pendulum design, reducing
the number of variables required in the GA. Hard constraints were imposed on the
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candidate designs for this freely-floating device, to ensure static stability in pitch and
roll.
Figure 2.2: Best shape obtained from the optimisation study in [6], using a cost
function of mean annual power extraction divided by volume, a power limit of 2.5MW
and a motion limit of 5m.
2.3 Towards optimal design of sloped motion devices
To the author’s knowledge, there are currently no published studies that use a genetic
algorithm to optimise a WEC whose operational principle requires motion along a
slope. However, a small number of studies have investigated the impact of design
parameters on the performance of sloped motion WECs. Lin [7] used a mechanical
rig (Fig. 2.3) to restrict the motion of a buoy to a fixed, sloped axis. Of the four
inclination angles tested in monochromatic waves, 45◦ was selected for further testing
due to its broad-banded high efficiencies. It is also evident from this data that the
closer to vertical the slope angle lay, the narrower the efficiency peak was as a function
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of wave period. Payne et al. [38] used a numerical model to investigate the effects
of four parameters on the performance of a freely-floating buoy with inclined-plane
power take-off (PTO). A cylindrical float linked through a damper to a point mass
was adopted as a simplified representation of the Sloped IPS Buoy. The point mass
and damper was used in place of the internal piston reacting against the surrounding
water inertia, and the float as a simplified version of the more detailed sloped buoy
shape. This efficient model enabled the performance of 4000 combinations of the
four parameters to be assessed, based on three weighted combinations of two metrics
associated with capture width ratio. By fitting an analytical model to the data, the
mass and vertical position of the point mass, and the inclination angle and damping
coefficient of the PTO were optimised within bounds. It was found that the point
mass should be at least as massive as the buoy mass, and should be located at least
half a cylinder draught below the cylinder centre. The optimal angle in this study
was found to be 40◦ to the horizontal. More recently, López et al. [39] investigated
the impact of five inclination angles (15◦, 30◦, 45◦, 60◦, and 75◦) on the performance
of a nearshore WEC, comprising a floating body whose motion is constrained by a
sloped mechanical rig. Using a model based on linear hydrodynamic coefficients to
simulate the device performance in a range of wave climates along the west coast of
the Iberian Peninsula, it was determined that for most locations, 30◦ yielded the most
power, with second most obtained by the 45◦ configuration.
Whilst the nature of these applications differs somewhat to that of the WaveTrain,
these results are useful to bear in mind with regards to the work presented in Chapter
5.
2.4 Optimal control strategy
A variety of techniques have been explored with regards to controlling WECs (see e.g.
[40]). The first of these was complex conjugate control (see e.g. [41]), which followed
from mathematical considerations of the original fundamental theory of wave energy
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Figure 2.3: The mechanical rig used by C.P. Lin [7] to investigate the performance of
a buoy constrained to motion along a sloped axis.
extraction. Under the assumptions of linear wave theory, this method yields the op-
timal power in terms of the hydrodynamic coefficients. For purposes of achieving the
body motions necessary for optimal power, the required control forces can also be ex-
pressed in terms of the hydrodynamic properties of the absorber (e.g. [42]). However,
for wavelengths large relative to the body, the demanded excursions can greatly exceed
the bounds of validity of the linear theory. In order to maintain results in accordance
with the linearity assumptions, Evans [43] used a method of Lagrange multipliers
to optimise the absorbed power subject to a global constraint (proportional to the
wave amplitude) on the body motions. Pizer [8] then extended that method so that
the global constraint can encompass different weightings for each degree of freedom,
each of which are independent of the wave amplitude. Pizer [44] then extended the
theory further to allow uncontrolled DoFs, though the motion constraint still applied
to only the controlled DoFs. This leaves the possibility of unrealistic motions in the
uncontrolled DoFs that violate the assumptions of the linear theory.
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Figure 2.4: The solo duck configuration to which Pizer [8] applied a constrained form
of complex conjugate control algorithm.
2.5 Optimal combinations of degrees of freedom
With the large potential of reducing overall cost through the structural design, freeing
or fixing (and even conceding control of) certain degrees of freedom may be beneficial
if performance is not diminished significantly. Garcia-Teruel and Forehand [36] inves-
tigated the effects of the allowed degrees of freedom on both the optimal shape of a
single body wave energy converter, and its resulting power capture. Each shape was
optimised for a wave climate in the North East Atlantic Ocean. Complex conjugate
control was used to simulate the body responses under a range of regular wave periods,
which were then superimposed to generate the irregular body responses in each sea
state. Four combinations of the in-plane DoFs were tested: surge, pitch, surge and
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heave, and surge, heave and pitch. As expected, all three degrees of freedom led to the
greatest power, but that was closely followed by surge and heave, which significantly
outperformed the two single degree of freedom configurations. This even held with
the objective function normalised with respect to volume. And between those two
single DoF cases, pitch enabled greater extraction than surge, especially so with the
objective function modified to penalise high volumes.
Pizer [8],[44] used a form of constrained complex conjugate control to investigate
the impact of the degrees of freedom on the performance of a single Edinburgh duck. In
these cases, the duck shape was fixed and the power (or efficiency/capture width ratio)
computed for regular waves. In the earlier of the two studies [8], Pizer investigated
different sets of controlled degrees of freedom, with motions prohibited (DoFs ‘locked’)
in the other directions. Under head-on waves where the system can be simplified to
just three degrees of freedom, locking a degree of freedom was found to cause only
a very small reduction in performance. Also under head-on waves, the later study
[44] looked at the effect of releasing various DoFs to leave a combination of controlled
and uncontrolled modes of motion. It was discovered that from a two degree of
freedom system, releasing the third degree of freedom (changing it from fixed to free
but uncontrolled), results in a loss in power, which is much greater when it is surge
released rather than heave or pitch. It was also evident that with all three DoFs free,
when relinquishing control of surge, the reduction in power is much greater than if
control of heave or pitch is conceded. However, as noted by Pizer, the duck of its
original shape is likely to be most efficient in oblique waves [8], and neither of these
two studies investigated the impact of conceding control of degrees of freedom under
these conditions. Of course, these studies also left open the possibility of unrealistic




In the subsequent chapters, there are several common branches of theory which un-
derpin the development of the frequency-domain models and the optimisation stud-
ies. Broadly, these regard the use of a radiation-diffraction panel code (specifically,
WAMIT), the concept of ‘generalised modes’, and both time- and frequency-domain
models. This section gives an overview of these methodologies, along with the key
technical details that are most relevant to their subsequent use in this thesis.
3.1 Fundamental hydrodynamics theory
Consider an inviscid fluid of constant density. If the fluid flow is irrotational, the fluid
velocity can be expressed in terms of a scalar potential, φ(x, y, z, t) (Eq. 3.1).
u = ∇φ (3.1)
If, additionally, the fluid is incompressible, it follows that the velocity potential
satisfies the Laplace equation (Eq. 3.2).
∇2φ = 0 (3.2)
In the context of a body interacting with waves, any solution for φmust also satisfy
a number of boundary conditions at: 1) The interface between air and water; 2) The
submerged surface of the body; 3) The seabed; 4) The side boundaries of the body of
water, perhaps approximated as being infinite in extent.
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The dynamic boundary condition specifies that pressure must be balanced either
side of the interface between air and water - that is, the fluid pressure must equal the
atmospheric pressure at the free surface, η(x, y, t). The fluid pressure is produced by
both the fluid velocity field and the effect of gravity, whilst air pressure, p, is taken to









+ gz = 0 on z = η(x, y, t) (3.3)







(∇φ)2 + gz = 0 on z = η(x, y, t) (3.4)
The kinematic boundary condition specifies that the water at the surface must

















= 0 on z = η(x, y, t) (3.5)
Applying the boundary conditions just at the free surface equilibrium position,
and combining the linearised forms of Eqs. 3.4 and 3.5, yields a single, linearised free






= 0 on z = 0 (3.6)
Fluid at the boundary with the submerged body surface must track the body’s
movements normal to the surface (Eq. 3.7).
∂φ
∂n
= Ut · n̂ + Ω · (x× n̂) on S(t)b (3.7)
where ∂∂n = n̂ · ∇ and n̂ = (nx, ny, nz) denotes the unit normal to the body surface,
Ut is the three-dimensional vector of the translational body velocity, and Ω is the
three-dimensional vector of the angular velocity of the body.
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= 0 on z = −h (3.8)
Finally, for a unique solution to exist, a further condition must be imposed, to






as r →∞ (3.9)
where r is the radial distance from the body.
Thus equations 3.2, and 3.6-3.9 define the boundary value problem for a floating
body interacting with an incident wave field, with a unique solution for φ.
With sinusoidal incident waves, the body responses will also be of sinusoidal form
(Eq. 3.10), which can be differentiated to obtain the body velocities and accelerations.
Ξj(t) = Re{ξjeiωt} (3.10)
where ξj = ξaeiθ are complex amplitudes of Ξj(t), and j denotes the particular mode
of motion.
In this context, each Response Amplitude Operator (RAO), defined as the body
motions normalised by the wave amplitude, ξj/A, contains the phase (θ) and amplitude
(ξa) information of the sinusoidal body response. ξa may also be referred to as the
RAO magnitude. The velocity potentials can be treated analogously, meaning that
the boundary value problem can be used to instead obtain the complex amplitudes of
the body.
φ(x, y, z, t) = Re{φ̂(x, y, z)eiωt} (3.11)
Exploiting the linearity of the problem, the complex amplitude of the velocity
potential, φ̂ can be decomposed to more readily facilitate a solution (Eq. 3.12).
φ̂ = φR + φ0 + φs (3.12)
The incident potential, φ0, represents the incident wave in the absence of a body.
The scattered potential, φs, is the velocity potential generated by the interaction
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between the incident wave and the stationary body. Often, these two are grouped
together as a diffraction potential, φD = φ0 + φs. The radiation potential, φR, is
the total velocity potential resulting from motions of the body, as if it were initially
in still water. It is useful to decompose this further, to yield a velocity potential
corresponding to a unit amplitude motion of each degree of freedom (Eq. 3.13). In





With the decomposition of the velocity potential, we now have three separate
problems. Solving for the incident wave potential is simplest, since conditions 3.7 and
3.9 are not applicable in the absence of a body. For deep water (where A << λ) and





The scattered and radiation potentials satisfy boundary conditions 3.6, 3.8, and
3.9. Since the scattering potential and the incident potential are independent of the






Returning to the submerged body surface boundary condition, substituting Eq.




= iωnj on S
(t)
b (3.16)
where nj is the component of n̂ in the jth coordinate direction, for j = 1,2,3, and
nj = x × n̂ for the rotations about each coordinate axis, where j = 4,5,6. Together,
these form n - an extended version of the normal vector, n̂.
Whereas the incident wave potential can usually be obtained analytically, the
radiation and scattering potentials are complicated by the presence of a potentially
arbitrarily-shaped body. Analytical solutions are known for only very specific shapes.
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However, the system can often be solved numerically for these potentials using a
radiation-diffraction code, such as WAMIT [28].
3.2 Frequency-domain models
Working with the complex amplitudes of the body motions and velocity potentials
(Eqs. 3.10 and 3.11), for a given frequency of incident wave, the system can be solved
within the frequency domain. However, in order to derive the equations of motion,
the pressure forces first need to be derived in terms of the velocity potentials.
Substituting Eqs. 3.12, 3.13 and 3.11 into Eq. 3.3, discarding nonlinear terms,









In order to yield the total resultant forces/moments in each degree of freedom, the
pressure is used to weight the extended normal vector, n, which is then integrated
over the submerged body surface. n can also be rewritten in the case of the radiation
and diffraction forces/moments, using Eq. 3.16.
















where fij are the coefficients of the radiation forces/moments (Eq. 3.19), and Xi are
the wave excitation force/moment coefficients (Eq. 3.20). Due to their independence
of the coordinate frame, the integrals in both of these terms can be taken over the










ni(φ0 + φs)dS (3.20)
The first term in Eq. 3.18 is the radiation force/moment acting on mode i, due
to a motion in mode j of complex amplitude ξj . The coefficients, fij , are more
conveniently decomposed into the added mass coefficients, Aij and radiation damping
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coefficients, Bij (Eq. 3.21). Added mass represents the increased inertia provided
by the surrounding water, which must also be accelerated with the body. Radiation
damping defines the waves that are generated purely due to the body motions, and
radiate energy away from the body. These coefficients together quantify the strength
of the hydrodynamic coupling between the modes of motion.
fij = ω
2Aij − iωBij (3.21)
The second term in Eq. 3.18 represents the force/moment acting on mode i, due to
an incident, diffracted wave of amplitude, A (and of zero phase angle). The excitation
force is the only hydrodynamic quantity dependent on the incident wave direction.
Whereas the first two terms are both oscillatory, the third term in Eq. 3.18
describes a constant force/moment due to the effect of buoyancy, acting on mode
i. Further, the buoyancy force is dependent on the distinction between the fixed
coordinate system and the displaced coordinate system, meaning the integral must
be taken over the instantaneous submerged body surface, S(t)b . This integral can
alternatively be expressed as an integral over the submerged body volume, then by
approximating the volume between the displaced and static submerged body surfaces
as a thin strip, it can be expressed as a surface integral over the static submerged
body surface (see section 6.16 of [46], and [29]). This last step incorporates a second
index, j, so that the buoyancy force, F bi , can be resolved into components describing
the force or moment imparted on mode i, due to a motion in mode j of complex





















In addition to the forces and moments due to the water pressure acting on the
body, there are also gravitational forces and moments that result from a displacement
about the equilibrium position. In this context, they are conveniently subsumed along
28
with the buoyancy forces in a stiffness matrix, Cij . Finally, a measure of the body’s
inertial properties via matrix, Mij , permits the computation of the body motions, ξj
(Eq. 3.24). (More details are given in Section 3.3 regarding the gravitational restoring
forces and the mass/inertia matrix.)
N∑
j=1
[−ω2(Mij +Aij) + iωBij + Cij ]ξj = Xi (3.24)
Whilst this describes the motions of a body resulting from an incident wave field,
for wave energy applications, external forces or moments are applied by a power take-
off system (PTO), in order to extract some of the energy. These mechanical forces
can be represented by a damping matrix, Bpto, and a stiffness matrix, Kpto.
N∑
j=1
[−ω2(Mij +Aij) + iω(Bij +Bptoij ) + Cij +K
pto
ij ]ξj = Xi (3.25)
As mentioned earlier, the velocities and accelerations of each mode of motion can
be obtained by differentiating Eq. 3.10 with respect to t - the complex amplitude
of the velocity is iωξj , and that of the acceleration is −ω2ξj . Given the sinusoidal
nature of the system’s motions, the mean power extracted over a full wave cycle is
then given by Eq. 3.26. Net power is extracted only through the damper; the energy
exchanged through the mechanical spring is conserved over a full wave period, despite





In order to extend the analysis to irregular waves, the body responses under a
range of incident wave frequencies can be superimposed according to a wave spectrum
to generate an irregular body response. This time series can then be used to compute
the power using Eq. 3.27.
P (t) = ẋT (t)Bptoẋ(t) (3.27)
29
3.3 Generalised modes of motion
Thus far, little mention has been made of the exact nature of the body motions. A
single freely-floating rigid body has six degrees of freedom - 3 translational (surge, sway
and heave) and 3 rotational (roll, pitch and yaw). In the present work, we define surge
motion along the x-axis, sway along the y-axis, and heave along the vertical z-axis.
When relating to the rigid body modes, roll denotes rotation about the x-axis, pitch
denotes rotation about the y-axis, and yaw denotes rotation about the z-axis. To
account for multiple rigid bodies that are hydrodynamically- but not mechanically- or
hydrostatically-interacting (such as in a WEC array), additional radiation potentials
can be defined in the same manner as the original six rigid body modes. This results in
a greater number of linear equations of motion, but only the added mass and radiation
damping matrices incorporate terms coupling the motions of one body to the motions
of another. However, for bodies whose motions are more complex than those of a
single rigid body, another approach is required.
Generalised modes of motion allow the specification of extra types of body motion.
To clarify, when referring to generalised modes in the remainder of this thesis, it is not
only to provide the physical description, but also with the more specific association
to their implementation in WAMIT, for a body undergoing wave loadings. In order
to define the necessary additional radiation potentials that correspond to the new
types of motion, the boundary condition on the body surface (Eq. 3.16) requires a
generalisation so that nj is defined for each mode of motion, j. The same extension
is required for the hydrostatic force (Eq. 3.23). A convenient way to do this is to
express nj in terms of a shape function, Sj(x), which contains the components of the
body motion in each of the three axial directions, for the mode j.
nj = Sj · n̂ = s1nx + s2ny + s3nz (3.28)
For the rigid body modes, with nj defined as previously, the shape functions are
given in Table 3.1. Note the implied distinction between ‘modes (of motion)’ and
‘degrees of freedom’ - whilst these are equivalent in a maximally efficient model, the
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motions that the defined ‘modes’ describe need not necessarily be independent of one
another.
Mode index s1 s2 s3
1 - surge 1 0 0
2 - sway 0 1 0
3 - heave 0 0 1
4 - roll 0 −z y
5 - pitch z 0 −x
6 - yaw −y x 0
Table 3.1: Definitions of the shape functions of the six rigid body modes.
Specifying the shape function for each generalised mode completes the definition
of the radiation problem. Given the solution for the additional radiation potentials,
the radiation coefficients are naturally given by Eqs. 3.19. The wave excitation
coefficients and the hydrostatic (or buoyancy) coefficients are also given naturally
for the generalised modes by way of the appropriate shape functions (Eqs. 3.20 and










Si(3) + z∇ · Si
)
dS (3.30)
The gravitational restoring forces and moments are given by Eq. 3.31. In general,
the body density is a function of the spatial coordinates. The integral is taken over the
instantaneous volume since the quantity itself is dependent on the body displacement,
which means the shape function must be expressed in the displaced coordinate system
in order to compute Fi. (This will be explored further in Chapter 4.) An analogous
version of Eq. 3.22 can then be used in conjunction with Eq. 3.31, to obtain the
coefficients that describe the gravitational force or moment acting on mode i, due to a
unit motion in mode j. These coefficients are then added to those due to the buoyancy






ρb(x)Si · k̂dV (3.31)
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Up to this point, we have considered only the buoyancy and gravitational restoring
forces that are first-order in the body motions. Both have zeroth-order contributions,
but these cancel for a body oscillating about its equilibrium position, where its centre
of gravity lies on the same vertical line as its centre of buoyancy and its mass is equal
to the mass of displaced water.
The mass matrix is defined in Eq. 3.32, and quantifies the inertial coupling




ρb(x)Si · SjdV (3.32)
Note that the shape functions of the generalised modes may be non-zero only on a
subset of the total body surface or volume. In order to avoid this type of discontinuity
from being introduced to the shape functions, the integral limits can instead be altered.
With this approach, Eqs. 3.19 and 3.29 involve integrals over the submerged body
surface associated with mode i; the integration surface of Eq. 3.30 is the intersection
of the two submerged body surfaces associated with modes i and j; the integration
volume of Eq. 3.31 is the total body volume associated with mode i; and finally,
the integration volume of Eq. 3.32 is the intersection of the two total body volumes
associated with modes i and j.
Since these last two integrals (Eqs. 3.31 and 3.32) are dependent upon the mass dis-
tribution and the unsubmerged portion of the body, commercial radiation-diffraction
codes, such as WAMIT, tend not to be able to compute them. Hence, they must be
provided by the user. For complex body shapes and with many generalised modes,
this is not necessarily straightforward. This subject is again encountered in Chapter
4. For the reason that the user must provide the shape functions for the generalised
modes, which could take a variety of forms, the second of the two terms in Eq. 3.30
also tends to require manual input.
The body motions for all of the modes, including any generalised modes can then
be computed using Eq. 3.24, or Eq. 3.25, given appropriate extension of the Bpto and
Kpto matrices, using a standard matrix inversion technique.
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Since the only restriction on the shape functions is that they are a piecewise
differentiable function of the body coordinates, with the divergence term in Eq. 3.30
well-defined, there are numerous applications (see e.g. [29], [28]). Even internal water
columns, which are traditionally not considered part of the body, can be modelled
using generalised modes [47].
3.4 Modelling forces/moments using generalised modes
Under incoming monochromatic waves, the body will be subject to loadings due to the
hydrodynamic, hydrostatic and inertial forces and moments. It is possible to specify
additional ‘fixed’ generalised modes in order to compute these forces/moments. The
shape function should describe the direction or manner in which the forces/moments
act. From another perspective, they should describe the components of the body
motion that would result, were the body free to move in the manner specified by
the shape function. In exactly the same way as before, the radiation potentials are
then solved for these extra, fixed modes, enabling the computation of the associated
hydrodynamic coefficients. The stiffness (buoyancy and gravitational restoring) and
mass/inertia matrices can also be computed in the same way. Eq. 3.24 or Eq. 3.25
can then be used exactly as before to obtain the body motions; the ‘fixed’ generalised
modes are used to model forces so are excluded from this set of equations. The total
forces/moments acting on the body in the manner specified by each ‘fixed’ generalised
mode, i, can then be obtained by summing the inertial, hydrodynamic, hydrostatic
and gravitational restoring forces/moments (Eq. 3.33). Since these resulting complex
amplitudes describe the force response due to the incident wave, they could equally
be labelled a ‘response amplitude operator’, when normalised by the wave amplitude.
However, to avoid confusion with RAOs describing the response in terms of body
motions, the complex amplitudes describing the total forces will be referred to as







2(Mij +Aij)− iωBij + Cij ]ξj (3.33)
where J denotes the set of indices corresponding to the ‘free’ generalised modes of
motion.
Note that the forces/moments, ξ̃i, are only a function of the matrix entries that
correspond to a force/moment acting on fixed mode i, due to a body motion in mode
j. This means that the elements coupling fixed modes to fixed modes are not required.
A further point to note is that Eq. 3.33 is not directly a function of the PTO damping
and stiffness matrices, because these are only populated with non-zero entries where




Eq. 3.25 can also be solved in the time-domain, using the same hydrodynamic outputs
based upon the linear wave theory. For a single frequency, the transformation of




(Mij +Aij))ẍj(t) + (Bij +B
pto
ij )ẋj(t) + (Cij +K
pto
ij )xj(t) = Xi (3.34)
In order to simulate the exposure of the body to irregular waves, a superposition
of many monochromatic waves provides an incident wave elevation, from which the
excitation force can be obtained. Since the body must now respond to the superposi-
tion of these different wave frequency components, the hydrodynamic coefficients are
frequency-dependent, and necessitate a convolution integral. A convolution integral
can also be used to represent the wave excitation force. Eq. 3.35 gives a typical form
of the equations, that can then be solved by a numerical ordinary differential equation
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where A∞ij is the infinite-frequency added mass, Kij(t) is the radiation impulse re-
sponse function, Gj(t) is the force impulse response function, and η(t) is the surface
elevation. More information on these coefficients and time-domain modelling in gen-
eral is given in [48]. For completeness, the time-dependent power is given by Eq.
3.27.
Besides allowing easy incorporation of nonlinearities, the equations of motion are
often formulated in the time domain in order to be more readily compatible with
multibody codes (e.g. WEC-Sim [49], Edinburgh Wave Systems Simulation Toolbox
[50]).
3.6 Modelling jointed devices
Wave energy devices involving rotational joints are often modelled in the time-domain,
where a multibody code can be exploited to handle the joints. The quantities defined
by Eqs. 3.19, 3.29, 3.30, 3.31 and 3.32 are computed for each of the bodies as if they
were mechanically independent, but with hydrodynamic interactions. Those quanti-
ties are then transformed into the time domain, where additional equations are defined
to impose the spatial constraints provided by the joints. Multibody codes often reduce
the difficulty in defining the joints - the SimScape Multibody package [51] contains a
series of pre-defined joints, which can easily be assembled in a graphical form within
Simulink. Whereas this method allows nonlinear behaviour of the joints, the full
model still has the restriction of the linear wave theory that the hydrodynamic be-
haviour is based upon. With a small wave amplitude, the system is fully linear, and
may be modelled at much lower computational expense using generalised modes to
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approach the problem in the frequency domain. In addition to the increased com-
putational effort in solving differential equations (time domain) instead of algebraic
equations (frequency domain), the time-domain model also requires the solution of
more radiation potentials than there are degrees of freedom in the system.
Jointed devices can be linearly modelled in the frequency domain using gener-
alised modes by defining appropriate shape functions (see Chapter 4 for more detail),
such that the entire range of body motions can be represented by a combination
of the modes of motion. However, since the computation of the inertial and grav-
itational properties is not straightforward for complex body configurations, a time-
domain model may be useful in verifying the frequency-domain approach that uses
generalised modes. The time-domain model can be solved for the body motions, us-
ing small incident wave amplitudes to ensure dynamics are within the linear regime.
Given enough settling time to reach a steady state, the Response Amplitude Operators




Modelling Jointed Bodies using
Generalised Modes
Despite generalised modes providing an efficient modelling approach for jointed bodies,
the implementation is often not straightforward. To first recap the problem, gener-
alised modes can be used to specify extra types of motion, in addition to the standard
six rigid body modes (surge, sway, heave, roll, pitch and yaw). An additional radiation
potential is introduced for each generalised mode, given definitions of the correspond-
ing velocity components that are normal to the body surfaces, provided via the shape
functions. Solving for the diffraction potential and all of the radiation potentials then
enables computation of the hydrodynamic (radiation and excitation) coefficients (Aij ,
Bij , Xi) using the geometry of the submerged body surface, in the same manner as
for the rigid body modes. In order to solve the N equations of motion (Eq. 3.24 if
no power is extracted, otherwise Eq. 3.25), corresponding to both the rigid body and
generalised modes, the inertial and gravitational restoring properties (Mij and c
g
ij)
are first required. Since the elements in these two matrices are dependent upon the
overall mass distribution and the geometry of the unsubmerged portion of the body,
commercial radiation-diffraction codes (such as WAMIT) typically lack the inputs re-
quired to compute them. Given their dependence in part on the gradient of the shape
functions (Eq. 3.30), the buoyancy forces (cij) also require computation, but as will
be revealed by the shape functions associated with joints, these do not require any
special treatment. Thus, there are three quantities that can pose some difficulties in
37
modelling joints, especially for bodies with a high level of geometric or configurational
complexity:
1. Shape functions, Si(x)
2. Mass/inertia matrix elements, Mij
3. Gravitational restoring force/moment coefficients, cgij
Each of these are treated in turn in the following three sections, outlining a recom-
mended approach whilst emphasising the key conceptual details. Whilst the treatment
is, in general, not specific to any particular radiation-diffraction software, this chap-
ter also includes remarks relating specifically to WAMIT, which is the software used
throughout this thesis.
The shape functions enabling the modelling of shear forces at the joints are also
considered, in addition to a short summary of the advantages this modelling approach
brings. A further selection of related miscellaneous points of a ‘troubleshooting’ nature
are documented in Appendix B, some of which relate specifically to the implementation
of the generalised modes within WAMIT.
4.1 Shape functions
The choice of shape function must simply allow for representation of the desired type
of body motions. More specifically, all desired configurations of the body elements
must be representable as a superposition of the rigid body and generalised modes.
Hence, the choice of generalised modes is not unique, and as well as differences in
efficiency, some configurations may be better suited towards certain applications than
others. For instance, defining only the vertical component of the shape function to
more conveniently allow analysis of the vertical motions of a hinged body, as in [31]
(this study is also mentioned in Section 2.1). In the case of the jointed wave energy
converters studied in Chapters 5 and 6, both the horizontal and vertical motions at
and about the joints are required to capture the device behaviour correctly. In the
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case of the duck spine system, power is also extracted through the joint motions.
With these considerations, a natural choice of generalised mode is one that models
a conventional angular rotation around the joint. For the body segment connected
to each joint arm, this is similar to a rigid body rotation. In order to derive the
appropriate shape functions, we first consider the motions of a single, rigid body.
(This part is also relevant to the construction of cgij later in this chapter.)
Assuming both small body motions and retaining only first order terms, Eq. 4.1
relates a body coordinate, xrb = [x, y, z]T expressed in a fixed coordinate system to
the same body coordinate x′ = [x′, y′, z′]T expressed in a displaced coordinate system
([46], p.290).
xrb =






We now consider dividing the body into two components and connecting them by
a hinge joint, located at [a, b, c]T , about which the body is free to rotate in the x-z
plane. We will refer to the body component connected to one hinge arm as the ‘left
part’, and to the other component as the ‘right part’. For ease of visualisation, the
body shape may be such that the ‘left part’ is situated mainly or entirely leftward of
the hinge, and that the ‘right part’ is mainly or entirely rightward of the hinge. The
analysis still holds for the general body shape, however. To operate as a hinge, the
angle between the two parts of the body must change from their equilibrium angle -
it may be that the ‘left part’ moves clockwise about the hinge, whilst the ‘right part’
rotates in an anticlockwise direction (as viewed from the same side of the body). Now
focus on a point on the ‘left part’ where clockwise rotation is positive, as it is for pitch
rotation of the entire body. In order to express its displaced coordinate in the fixed
coordinate system, accounting for this extra type of rotation, we must first shift to
the hinge location, then apply the rotation about the y-axis, before shifting back to
the origin of the fixed coordinate system (Eqs. 4.2, 4.3). Again, the rotation matrix
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is defined for small motions and only linear terms are retained.
x =










x′ + ξ1 − ξ6y′ + ξ5z′ + ξ7(z′ − c)y′ + ξ2 − ξ4z′ + ξ6x′
z′ + ξ3 + ξ4y
′ − ξ5x′ − ξ7(x′ − a)
 (4.3)
An appropriate shape function for this type of motion about the hinge is given
by the components of x proportional to ξ7. Defining the rotation oppositely would
just result in opposite signs of the ξ7 terms, and additional hinges would simply
yield additional analogous terms due to the linearity of the transformation. At this
stage, a further decision must be made regarding the form of the shape function; all
desired body positions must be achievable using a superposition of the rigid body and
generalised modes. To reiterate an earlier point, this is not a unique decision. Here, a
symmetric form is opted for, where the rotation of the ‘right part’ is defined oppositely
to that of the ‘left part’ (Eq. 4.4). Note that ±, ∓ and ≶ are used as shorthand to
denote two separate equations - one taking the upper symbols, the other taking the
lower symbols. Appendix A verifies the appropriateness of this definition. Note also
that x < a and x > a are used as shorthand to denote the ‘left part’ and ‘right part’
of the body, respectively. Often these are equivalent, but this is not true in general,
as the mass connected to one hinge arm may surround the hinge (i.e. including x




 for x ≶ a (4.4)
Similarly, if ξ8 denotes symmetric rotation about the x-axis, substituting the ap-
propriate rotation matrix into Eq. 4.2 yields the shape function defined in Eq. 4.5.
Srr(x) =
 0∓(z − c)
±(y − b)
 for x ≶ a (4.5)
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In the same manner, the shape function given by Eq. 4.6 defines symmetric rota-
tion about the z-axis, denoted by ξ9.
Sy(x) =
∓(y − b)±(x− a)
0
 for x ≶ a (4.6)
Implicit in the wording used so far in this section, the ‘rigid body’ modes have been
applied to the assembly of two connected bodies, as if they were a single, rigid body.
The generalised mode has then been defined relative to this ‘rigid body’, in order
to permit the relative motion about the hinge. This is the default convention for
modelling generalised modes in WAMIT, and is particularly convenient if an external
torque were to be applied at the hinges by some ‘on-board’ mechanism (e.g. by a
power take-off system), since the ‘equal-and-opposite’ reaction torque would naturally
be applied to the rest of the body (see Appendix E for more details). However,
one could alternatively define the six rigid body modes over just the first body, yet
preserve the correct dynamics by way of altered coefficients in Eq. 3.25. In WAMIT,
this can be achieved by ‘locking’ the rigid body modes, in order to supplant them
with the appropriate generalised modes. In the standard case with a hinge, this has
no obvious benefit, but this is a useful insight when considering other types of wave
energy converter, particularly where power extraction is translational (see Section
5.2.6), or where an internal mechanism is used to extract power as if the body were
seabed-fixed (see Section 6.2.3).
4.2 Mass and inertial properties
The mass and inertia couplings between each pair of modes are computed using Eq.
3.32, where the integration volume is the total body volume (in the fixed coordinate
system, that defines the body equilibrium position) in the case of using the joint modes
as defined in this Chapter. For a simple geometry (e.g. a series of uniform density,
cuboidal barges), evaluating these integrals for the terms involving joint modes reduces
to a series of easily computable moments. However, for complex body geometries and
mass distributions, and where many generalised modes are involved, these integrals
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can require substantial computational resources, and can also require significant work
on the part of the user to define. More details are given with respect to the two
applications of the WaveTrain device and a spine of Edinburgh ducks in Sections 5.2.5
and 6.2.3.
4.3 Gravitational restoring forces and moments
The gravitational forces/moments acting on each mode, due to a motion of each
other mode, are found by Eq. 3.31. The integral is taken over the instantaneous
volume, V (t)b , since the quantity itself is dependent on the distinction between the
fixed and displaced coordinate systems. This means that the shape functions, Si,
ordinarily (and for the purposes of WAMIT) defined in the fixed coordinate system,
must be reexpressed in the displaced coordinate system if the integration is to be more
conveniently performed over the equilibrium volume, Vb. This is done by substituting
the appropriate version of the coordinate transformation (in a form similar to Eq. 4.3)
into Eq. 3.31 with the appropriate shape functions (such as those given by Eqs. 4.4,
4.5 or 4.6). Combining this with the version of Eq. 3.22 that involves gravitational
restoring forces allows determination of the coefficients, cgij , that are first-order in the
body motions. Some simplification can also be provided by expressing the centre of
gravity as a volume integral over the body (Eq. 4.7). The zeroth-order forces are not
considered as these are cancelled by the buoyancy forces for a body freely floating






Returning to the earlier example involving the six rigid body modes and a single
hinge, Eqs. 4.8 - 4.10 illustrate an example case for cg57, the gravitational restoring
moment acting on the rigid body pitch mode, due to a unit motion of the symmetric
hinge mode. In the displaced coordinate frame, V (t)b = Vb. The discontinuity of the
shape function leads to two force terms, one due to the body either side of the hinge.
In physical terms, the coupling force is zero if there are equal moments about either
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side of the hinge, which is as expected, since a pitching of the body requires an uneven





















F57 = (mlgzg,l −mrgzg,r)ξ7 (4.9)
cg57 = mrgzg,r −mlgzg,l (4.10)
where mr denotes the mass to the right of the hinge (in this example, where x > a),
and zg,r denotes the z-coordinate of the centre of gravity of the mass to the right
hand side of the hinge, expressed relative to the hinge location. Vb is the equilibrium
volume, and Vb,l denotes the component of Vb residing to the left of the hinge (where
x < a).
4.4 Shear forces
One of the key concerns with a jointed wave energy converter, or indeed any jointed
body, involves the forces and moments that act at the joints in directions in which
motions are not permitted. For a ball joint with three rotational degrees of freedom,
the shear forces are crucial in estimating the likelihood of failure of a joint. In order
to compute these using Eq. 3.33, suitable shape functions are required. In the same
manner adopted by Mathai [30] to model cross-structural loads, the shape functions
for the shear forces along the x, y and z axial directions are given by Eq. 4.11.
Si1 = ±̂i for x ≷ a ; Si2 = ±ĵ for x ≷ a ; Si3 = ±k̂ for x ≷ a (4.11)
Remember that only the Mij and c
g
ij terms with ‘fixed’ (shear force) modes, i,
and ‘free’ modes, j, are required to obtain the total shear forces. And due to the
43
shape functions for the shear forces being independent of the body coordinates, x, the
relevant components of cgij are all zero.
Again, the divergence of these shape functions is zero, and so the required buoyancy
force coefficients, cij , are computed automatically by WAMIT.
4.5 Advantages of this approach
Despite the implementation difficulties, a jointed body with many degrees of freedom
is much more efficiently modelled in the frequency-domain, for two reasons. Firstly,
resources are not used by redundant modes of motion; the number of modes of mo-
tion is equal to the number of degrees of freedom. Whilst this is also possible in a
time-domain model, it is more common that the hydrodynamic coefficients are com-
puted for the collection of bodies as if they were mechanically independent, followed
by imposing the mechanical constraint afterwards. In this way, the hydrodynamic
coefficients are computed for more modes of motion than the final, jointed system
has degrees of freedom. Secondly, the solution of frequency-domain equations is far
more computationally efficient than solving their time-domain equivalents is. Whilst
a frequency-domain model does not easily allow for the incorporation of nonlineari-
ties, often the fully linear model is sufficient for gaining insight into the underlying
physics and dynamics of a device, and for heuristic optimisation studies, where only
the relative ordering of performance amongst different designs matters (not the abso-
lute accuracy of each result). An additional benefit of formulating the model entirely
within the linear boundary value problem is that complex conjugate control (see Ch.





As part of Wave Energy Scotland’s Novel Wave Energy Converter programme, the
WaveTrain device underwent a range of physical and numerical model testing during
the calendar year of 2016 [2]. The programme began with an optimisation study, using
a linear model of a single module, restricted to a single degree of freedom along the
inclined plane, in order to investigate the effect of the inclination angle on power pro-
duction. Based on the preferred angle, the mass of entrained water was tuned using the
length and depth of the water column, and the effect of the linear damping coefficient
was analysed. Consideration of optimal power-producing behaviour occurring when
the modules are separated by half a wavelength was also utilised to select an appropri-
ate module spacing for the three-module WaveTrain device - another driver for setting
the length of the entrained water column. This was followed by the development of a
time-domain numerical model of the full WaveTrain device, which enabled simulation
of the device extracting power from irregular waves. Two phases of physical model
testing were then carried out, firstly using models with ramp-constrained motions in
the University of Edinburgh’s Curved Tank [53], followed by more extensive testing of
a freely-floating WaveTrain device in FloWave Test Tank [54]. In the latter phase of
testing the freely-floating model, amongst the multitude of physical tests, some test
data was used in order to calibrate the numerical model, by tuning a quadratic drag
coefficient.
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Whilst the early optimisation study gave some insight into the effects of a few
parameters, these insights were based on a simplified, linear model of just a single
module interacting with monochromatic waves, with each variable investigated in
turn. In the case of the physical, freely-floating model, additional design constraints
are imposed by the underlying physics. For example, the device must reside at a
suitable height in the water, and each module at the correct inclination angle when
the device is in its equilibrium position. Especially when compounded by practical
engineering constraints (available materials, etc.), the restrictions on the design can be
significant. In order to prevent perceived underachievement of the WaveTrain concept,
an appropriate optimisation study must better incorporate these constraints. A few
results from the testing programme of 2016 illustrate the potential for improvement
that such an optimisation study could aim to exploit.
Firstly, further testing of an updated design in polychromatic waves suggested a
better power capture would result from a module spacing larger than that originally
concluded from the early optimisation work. Secondly, early studies investigating
the effect of module inclination angle were not conclusive. Some suggested use of a
value 5◦ to 10◦ below the chosen inclination angle of 40◦ to the horizontal. Further
regular wave tests using the Mean Capture Width Period as a metric, to select more
favourably for designs that performed better in more energetic longer waves, concluded
that 35◦ leads to a better performance than 40◦. However, only four inclination angles
were tested, and no tests were conducted in irregular waves. Thirdly, early WaveTrain
models adopted a rectangular water column cross-section (as opposed to the row of
adjoined cylindrical columns used later), with which much better results were found
in a comparison using both designs with the tuned full numerical model in irregular
seas. This finding was also later reproduced in further tank tests. It was suspected
that perhaps some part of this difference in performance could be attributed to the
differing ratios of the WaveTrain module mass to the water column mass, as this
parameter also differed between the two cases.
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Consequently, a key recommendation to progress the development of the Wave-
Train device was to carry out a full optimisation study, focussing on the mass/inertial
and geometric parameters, with particular emphasis on the inclination angle and the
ratio of the module mass to the entrained water mass. The calibrated time-domain
model was originally proposed for use in such a study. However, an heuristic tool
is necessitated by the lack of available information on the gradient of the objective
function with respect to the optimisation variables. Heuristic (or often ‘metaheuris-
tic’) tools can require a large number of design evaluations, and could cause excessive
runtimes using the time-domain model.
Fortunately, frequency-domain models provide a much faster alternative for such
optimisation schemes, though they cannot readily incorporate nonlinear behaviour.
However, on the basis of only small differences in terms of power captures (in a
range of irregular seas) between two variants of the numerical model (with and with-
out quadratic drag terms) and the physical model, it was noted that a fully linear,
frequency-domain model could be sufficient for an optimisation study [20] (the full
paper is reproduced in Appendix I). To add further weight to this, the nonlinear drag
term was proportional to the square of the velocity for each mode of motion, so will
be greater under conditions in which a larger power capture would be expected. Add
to that the success of this single nonlinear term in enabling calibration of the model
to the physical tests, and it follows that the relative ranking of devices in terms of
power capture should be maintained when using a fully linear model. On this basis
of these arguments, all of the device dynamics can be more efficiently accounted for
in the frequency-domain, permitting a faster and broader search for optimal design
candidates.
Note that a spectral-domain model (see Ch. 4 of [48]) could allow the incorporation
of nonlinear mechanisms (e.g. quadratic drag forces) at little runtime expense for an
optimisation study. However, the specification of the empirical coefficients required
for these models (just as with the equivalent nonlinearities that may be incorporated
into a time-domain model), would warrant additional attention, since these may need
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to be adjusted for different candidate designs within the optimisation scheme. For this
reason, along with the reduced awareness of the author to this modelling technique,
spectral domain models were not considered for use in this work.
5.2 Development of an efficient hydrodynamic model
The WaveTrain can be efficiently modelled in the frequency-domain using generalised
modes, by viewing the collection of three modules as a single, rigid body, augmented by
extra rotations about the joints, and by relative motions of the internal water columns.
In this section, the development of this hydrodynamic model and its implementation
within WAMIT are detailed. See [55] or [28] for more detail on the methods related
to WAMIT that are described herein.
5.2.1 Modelling assumptions
Each device considered during this study comprises three modules, as this provides the
simplest case that is representative of the complete system dynamics (i.e. it includes
a module with neighbours on either side). It is assumed that the interconnecting
mechanical struts will have negligible hydrodynamic effect compared to the modules
themselves. Thus in determining the device motions, the model needs to account
for the connections, but the hydrodynamic interactions need only involve the three
modules (including their internal water columns). It is also assumed that these struts
will not significantly impact the dynamics through their mass and inertia, so this is
also disregarded. Nevertheless, each strut is to be connected from the base of one
module, to a position coinciding with the waterline on the underside of the module
in front (Fig. 1.2). Since the device is intended for deep-water deployment, it is
assumed that its slack-mooring will have a negligible effect on the dynamics relevant
for power absorption. As observed in previous wave tank tests, the chain of WaveTrain
modules tends to align itself perpendicular to the incoming wavefronts. Consequently,
the model only needs to capture the in-plane dynamics, which means only a single
degree of freedom is required to model each joint. Considering also that each module
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contains an internal body of water, this leads to a 10 DoF model - the 3 in-plane
rigid body DoFs (surge, heave and pitch), 4 DoFs due to the four hinges, and 3
DoFs corresponding to the sloped translational motions of the three internal water
columns. (In practice, the compressibility of the internal air chambers may affect the
power extraction, which could be modelled using additional DoFs, but this is assumed
insignificant for the current application and not considered further in this work. See
Section 5.2.6 for further justification of this.)
As the power take-off system is expected to be small compared to each module,
its effect on the device dynamics through its own mass and inertia is not considered.
Indeed, the only contribution of each PTO is via a linear damping coefficient, to
account for the effects of removing energy from the system.
The complexity of this WEC concept necessitates that some base assumptions are
also made about the physical structure of each module. Each comprises a trapezium-
shaped float of uniform density, the base of which is attached to the top of a hollowed-
out cuboid, which is open to the surrounding water at the bottom, and whose walls
are also of uniform density (Fig. 5.1). These two components are supplemented by a
‘point mass’, situated at the leftmost edge of the module (see also Fig. 5.1), whose
role is to enable the desired mass distribution with maximal simplicity (primarily to
allow satisfaction of Eq. 5.1 for a wide range of designs). (See Appendix C for further
justification of this approach.) All of the surfaces are to be flat, and each of the three
modules identical in form. Whilst the sharp edges resulting from these flat surfaces
would lead to losses through vortex shedding in practice, the models considered in this
thesis do not account for viscous effects, and differences in the linear hydrodynamic













Figure 5.1: Schematic of a single WaveTrain module, with the defining parameters
labelled. θ is the angle between the horizontal plane and the length, L.
5.2.2 Physical constraints
There are a number of constraints that need to hold to ensure physical feasibility.
Firstly, the centre of buoyancy of a given module must lie on the same vertical line as
the centre of gravity, for the desired inclination angle to be achieved at equilibrium
(Eq. 5.1).
xb = xg (5.1)
It is also imperative that the device as a whole does not capsize when displaced,
and instead returns to its equilibrium position - i.e. static stability is observed. Ad-
ditionally, each individual module must be statically stable, to maintain the intended
device configuration. The stability of the entire chain of modules is implied by each
individual module being statically stable, and just considering in-plane motions, each
module must be statically stable in pitch. This is equivalent to requiring positive
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metacentric heights (Eq. 5.2).
(S11/∀) + zb − zg > 0 (5.2)
S11 denotes a waterplane moment associated with pitch rotation (see [46], p.292),
∀ denotes the displaced water volume. In order for the vertical float face to correctly
influence the device dynamics, the equilibrium water level should be no lower than the
bottom of this vertical surface. The fact that the device should not be fully submerged
enforces an upper constraint on the waterline. In fact, in order for all designs explored
to remain robust when tested in real seas, it seems sensible to enforce this limit at the
uppermost edge of the base of the tubes (Fig. 5.2). This also affords greater simplicity
in the model. Since the height at which the module rests in equilibrium is dependent
on its mass distribution, these waterline limits correspond to upper and lower limits
of the module mass (Eq. 5.3).
Figure 5.2: Side view of a single WaveTrain module. Red dotted line denotes the
maximum waterline height.
MLB ≤M ≤MUB (5.3)
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To constrain the model complexity, a further limit is imposed on the vertical float
face. The top of this face must be at a vertical position below the uppermost edge of
the module base (see the red dots in Fig. 5.3). This can be expressed in terms of the
float dimensions, tube width and angle of inclination (Eq. 5.4).
Lfsin(θ)cos(θ)−Wf −Wcos2(θ) > 0 (5.4)
Figure 5.3: Side view of a single WaveTrain module. Red dots denote the constraint
given by Eq. 5.4; the vertical position of dot 1 must be below that of dot 2.
Two further physical constraints are imposed by the float configuration (Eq. 5.5).
Firstly, the float must be shorter than the tubes. Secondly, due to the lower and upper
side surfaces of the float being vertical and horizontal, respectively, the float width
must be less than than its value in the extreme case where the top of the trapezium
has zero length (i.e. where the float is triangular in shape).
Lf < L and Wf < Lfsin(θ)cos(θ) (5.5)
This forms a set of seven constraints, which any feasible design must satisfy.
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5.2.3 General approach and geometry representation
As described in detail in Chapter 3, the problem involves solving a boundary value
problem describing the wave-body interaction, which is governed by linear potential
flow theory. In order to obtain the velocity potentials that correspond to the system
behaviour, a series of integral equations are to be solved numerically, using WAMIT
[28]. The form of those equations depends on the representation of the velocity poten-
tials. The preferred approach in this study is to use WAMIT’s ‘higher-order method’,
which uses B-splines to represent the variation of the velocity potentials on the body.
This method is known to usually give a more efficient and accurate solution than the
case in which a piecewise constant description of the velocity potentials is used (i.e.
WAMIT’s ‘low-order method’) [55].
5.2.4 Thin tube walls
Each WaveTrain module comprises thin tube walls, which can lead to large runtimes
if the mesh is constructed with their true thickness. An alternative approach involves
their approximation as walls of zero thickness. WAMIT facilitates this by using a
modified form of the integral equations, to represent the velocity potentials by a
distribution of dipoles over the double-sided surfaces. The mesh is then defined with
‘dipole patches’ in place of the walls. The suitability of this approximation must be
ensured for all designs considered; if the walls are thin enough, the change in the
hydrodynamic and hydrostatic properties relating to the infinitely thin representation
of the tube walls will be small. Note that the inertial and gravitational restoring
properties remain associated with the walls of their true, finite thickness.
The RAOs corresponding to each water column of a model scale test device have
been compared for the finite-thickness and zero-thickness cases, over a range of wall
thicknesses (see Appendix D). It can be observed that for wall thicknesses above
5mm, the approximation begins to significantly break down. Considering that the
dominant cause of the discrepancies is the difference between the true water column
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cross-sectional area and that represented by the dipole-walled model, this figure can





With t = 0.005, W = 0.15 and D = 0.8, this gives a limit of 114 , which defines a





The shape functions for the four in-plane hinge joints are those specifying rotation
about the y-axis (which runs parallel to the wavefronts), of the form given by Eq.
4.4, with hinge locations (ai, bi, ci)T for i = 1,2,3,4. The presence of four joints leads
to a coordinate transformation between the fixed and displaced reference frames that
contains four discontinuities. This complicates the construction of the cg matrix as
the integrals must be performed over the entire body volume. But, as an example, for
volume elements lying to the right of the hinges indexed 7 and 8 (x > a1 and x > a2)
and to the left of the hinges indexed 9 and 10 (x < a3 and x < a4), the coordinate
transformation is given as in Eq. 5.8.
x =
 x′ + ξ1 − ξ6y′ + ξ5z′ − ξ7(z′ − c1)− ξ8(z′ − c2) + ξ9(z′ − c3) + ξ10(z′ − c4)y′ + ξ2 − ξ4z′ + ξ6x′
z′ + ξ3 + ξ4y
′ − ξ5x′ + ξ7(x′ − a1) + ξ8(x′ − a2)− ξ9(x′ − a3)− ξ10(x′ − a4)

(5.8)
Over the complete body, care must be taken to preserve the correct signs with the
correct set of volume elements, when computing the cg matrix. However, considering
each element, cgij , in turn, yields at most a dependence on two discontinuities, giving at
most three separate integrals requiring evaluation. For example, consider two hinges, p
and q, with hinge p located at (ap, bp, cp)T and hinge q further rightwards (aq > ap) at
(aq, bq, cq)
T . Using Eq. 3.31 with the coordinate transformation (shown here for just
the rigid body modes and these two hinges) yields three separate terms that comprise
the moment on mode p due to motion in mode q (Eqs. 5.9 - 5.11). The total moment
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is the difference between the moment around hinge q due to the mass in between the
two hinges, and the moment around hinge q due to the mass outside the two hinges.











































where mm denotes the mass in between the two hinges, and z
q
g,m denotes the z-
coordinate of the centre of gravity of the mass in between the two hinges, expressed
relative to the position of hinge q.
The inertial terms, Mij , require that the body is broken down into regions with
continuous boundaries. The cross-section of each WaveTrain module is broken down
into eleven regions, two on the float and nine on the tube walls. Along with the point
mass, this allows expression of eachMij element as a summation of these twelve volume
integrals, for each module. These terms comprise at most two discontinuities due to
the hinges, as with the cgij terms. These integrals were expressed analytically in terms
of the nine fundamental parameters (see Fig. 5.1) in the interests of computational
efficiency.
5.2.6 Internal water columns
The WaveTrain device extracts power through the relative motion between each solid
module and its internal water column, and so a linear damping force needs to be
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applied between these two reference frames. In reality, the compressibility of the air
between the internal free surface and the point of power extraction may introduce
an added stiffness, and hence a phase difference between the water column motion
and the power extraction. One way to model these effects would be to include an
additional degree of freedom for each air volume, most importantly with an associated
stiffness (e.g. see [56], [57]). However, since the volumes of entrained air are likely
to be relatively small in the case of the WaveTrain, it is henceforth assumed that the
effects on power capture would be marginal. In fact, for designs with particularly
large internal water columns, their natural period may be greater than the periods
of the majority of the incoming waves, which could actually increase power capture
in practice [57]. Additionally, the small phase shift which may be introduced by
air compressibility could in practice be mitigated by exploiting a design parameter
that is related to natural frequency - e.g. the module inclination angle could be
slightly reduced to counteract the reduction in natural period caused by the additional
stiffness. In any case, the effects of air compressibility are not considered further in
this work.
By adding an extra patch to the mesh of each WaveTrain module on the internal
free surface, generalised modes can then be used to define various types of motion of
this surface (see [47] for more details, [28] also contains an example of this method used
to model a body with a moonpool). By treating each of these patches as a massless
‘lid’, damping can then easily be applied to the relative motion of the water column.
Since the water column width is small compared to the wavelength of incoming waves
for the designs considered in this study, just a single, translational ‘piston’ mode
defined over each lid is sufficient (Eq. 5.12). Even if there were small distortions
of the internal free surface that cannot be accounted for by the piston mode, it is
expected that the power would not be greatly affected since it is dependent on the




 for x ∈ Slidi (5.12)
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where Slidi denotes the shape function of lid i, defined over its surface, S
lid
i .
Because of their massless nature, these generalised modes make no contribution to
the inertial or gravitational restoring matrices.
As alluded to in Section 4.1, particularly when translational motions are involved,
it can be useful to consider whether the system is more conveniently modelled with
the rigid body modes within WAMIT ‘locked’ or ‘free’. The WaveTrain extracts power
through the relative motion of the internal water column with respect to the module
body, by way of an ‘on-board’ PTO system (a pneumatic turbine such as a Wells
turbine). Thus, maintaining ‘free’ rigid body modes defined over the entire device
allows provision of just a single damping coefficient associated with the generalised
‘lid’ mode. In this way, the relative motion is damped, by imparting equal and opposite
forces on the water column surface and the surrounding module. However, if the rigid
body modes were redefined over just the solid body panels (in WAMIT, by locking the
rigid body modes and defining new generalised modes), damping the relative water
column motion would require additional damping coefficients. Nonetheless, other
types of device, whose power is extracted via a seabed-mounted PTO system, may
benefit from this model formulation (see Appendix E for more details).
5.2.7 Irregular frequency removal
Spurious irregular frequency effects can be removed by extending the set of integral
equations to include the interior free surface [58]. This option is employed in WAMIT
and necessitates adding extra patches on the interior free surface of each float, whose
surface normal orientation must be defined oppositely to that of the massless ’lid’
patches used in modelling each internal water column. An example of the complete
form of the mesh, comprising all patches, is given in Fig. 5.4. Note that the symmetry
of the device is also exploited to reduce runtime, thus only half the device is shown.
57
Figure 5.4: Example mesh used for input to WAMIT.
5.2.8 Verification of modelling approach
The computation of the inertial and gravitational properties in particular are not
straightforward for complex body configurations such as the WaveTrain. Since a
time-domain model is more easily constructed (see Section 3.6), it is useful in verify-
ing the frequency-domain approach that uses generalised modes for the joints. The
time-domain model can be solved for the body motions, using small incident wave
amplitudes to ensure dynamics are within the linear regime. Given enough settling
time to reach a steady state, the Response Amplitude Operators (RAOs) can then be
extracted from the time series, to facilitate comparison between the two methods.
Figure 5.5 shows a good match between the magnitudes of the undamped Re-
sponse Amplitude Operators (RAOs) derived from both modelling approaches, for
the three lids and four hinges of a prototype WaveTrain design. Note that the RAOs
are particularly unrealistic for the massless water column lids when undamped.
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Figure 5.5: Verification of the modelling approach (upper plot: lids; lower plot:
hinges). Solid lines with circles: time-domain approach. Solid lines: frequency-domain
approach using generalised modes. Lids and hinges are numbered left to right from
the perspective of Fig. 1.2. The RAO magnitudes of the lower plot are measured in
radians per metre of incident wave amplitude.
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5.3 Development of single-objective optimisation routines
A genetic algorithm is used to optimise the power extraction of the WaveTrain with
respect to 6 geometric variables (θ, W , D, Lf , Wf , L) and 2 densities (ρt, ρf ) (Fig.
5.1), in addition to the linear PTO parameters. The tube wall thickness, t, is held
constant. The objective function is based on the hydrodynamic model introduced
in Section 5.2, and is used to compute the yearly mean power extraction in a West
Shetland Shelf wave climate (see Appendix G). In order to reduce the number of
optimisation variables involved in the outer loop of the GA, an inner optimisation loop
is used to compute the optimal PTO parameters for each candidate design specified
by the other eight variables.
5.3.1 Ensuring physically feasible designs
If supplemented with bounds on the optimisation parameters, the seven physical con-
straints applying to a single WaveTrain module (see Section 5.2.2) form a closed
section of parameter space from which candidate designs must be selected, during the
optimisation process. The equality (Eq. 5.1) warrants the most attention and should
be solved for directly to ensure the equilibrium inclination angle of any physical incar-
nation would be as intended. (The inequalities are more flexible, and are dealt with
using a trial-and-error method of replacement - see Section 5.3.3.) The point mass
can be used to this effect by adjusting the locations of the centre of gravity and centre
of buoyancy.
The centre of gravity is the combined centre of mass of the float, tube and point
mass. Quantifying the dependence of the centre of buoyancy on the point mass also
requires knowledge of the volume distribution of the module, which is discontinuous
as a function of height. Also bearing in mind the restrictions on waterline position, it
is therefore useful to split the module cross-section into two zones, in each of which
this volume function is continuous. This will yield a separate version of equation 5.1
for each zone. Zone 1 spans the waterline locations that intersect the vertical float
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face. Zone 2 spans the regions between the top of zone 1 and below the maximum
waterline height (Fig. 5.2).
In determining how xb depends on the mass of the point mass, mpm, it is useful
to notice that xb depends on the waterline height, h (defined from the lowest part of
the module), which in turn depends on mpm. Equating the displaced water mass with
the total module mass (Archimedes’ principle), h can be determined as a function of
mpm for each zone, i (Eqs. 5.14, 5.16). By substituting the upper and lower limits of
h into these relations, the bounds for each zone can be reexpressed in terms of mpm
(Eq. 5.13).




This then allows equation 5.1 to be expressed (for each zone) as a function of a
single variable, and solved for mpm.
For zone 1, this gives a fifth order polynomial equation in h, and a second order
equation relating mpm to h (Eqs. 5.14, 5.15). Equation 5.15 can then be solved
numerically, and its solution substituted into Eq. 5.14 to obtain the mpm that solves
the constraint expressed by Eq. 5.1, should one exist. Only solutions that also fall
within one of the pairs of zone boundaries (Eq. 5.13) are taken to represent physical








2 +B5h+B6 = 0 (5.15)
The corresponding two equations for zone 2 are of lower order (Eqs. 5.16, 5.17),
due to the differing module cross-section shapes in each region - zone 1 includes a
triangular element, zone 2 does not. These can be solved in a similar manner to
equations 5.14 and 5.15.
mpm = C1h+ C2 (5.16)
D1h
3 +D2h
2 +D3h+D4 = 0 (5.17)
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The constant coefficients of these polynomial equations are functions of the nine
fundamental geometric and density parameters that are known for a given device (see
Fig. 5.1).
5.3.2 Inner optimisation loop
It is assumed that only damping, and not stiffness, provision is feasible by each pneu-
matic PTO, and only the three diagonal damping matrix elements are considered (i.e.
there is no cross-coupling control between the three PTOs). Similar to the approach
used by McCabe [6], the damping coefficients are optimised for power extraction at the
energy period, ωe, of each sea state, giving 14 sets of 3 coefficients. (This is because
the energy period is virtually independent of the significant wave height, and each sea
state corresponds to 1 of 14 mean wave periods.)
Optimising the damping coefficients in an inner loop serves at least three purposes.
Firstly, because the dependence of the power on these variables is likely to be convex
(at least for single-frequency power), vast computational expense can be saved by
reducing the number of variables involved in the main loop of the genetic algorithm.
Secondly, the performance of each design is maximised with respect to these variables
(with the caveat of being optimised for regular waves of period equal to the energy
period of each sea state). This enables a fair comparison between encountered designs,
regardless of which generation they were encountered in. Thirdly, the effect of the eight
geometric and mass-related variables can be more clearly separated, in the context of
the GA performance.
Since it is assumed that the PTO systems cannot provide stiffness, complex con-
jugate control is not applicable. However, it is an interesting problem as to whether
the optimal damping coefficients can be obtained analytically, in terms of the fun-
damental system characteristics (the elements Xi, Mij , Aij , Bij , cij and c
g
ij). It is
relatively simple to find the optimal damping coefficient for a bottom-fixed Oscillat-
ing Water Column (OWC) device with just a single degree of freedom ([59], p.192),
but the problem is complicated by the presence of other degrees of freedom, and by
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additional PTO systems. Even without cross-coupling (off-diagonal) PTO damping
coefficients, the problem is still complicated by the hydrodynamic, hydrostatic and
mechanical coupling between the degrees of freedom of the device. A further analysis
of this problem is given in Appendix F, but the key finding is that it is only possible
to solve for the optimal damping coefficient if power is extracted only via one mode of
motion. For systems with greater numbers of PTO systems, such as the WaveTrain,
attempting analytical optimisation results in polynomial equations of high degree,
which may in theory be numerically soluble with acceptable computational effort, but
would likely require extensive work to derive the coefficients. Therefore, in order to
find the water column surface damping coefficients that provide the optimal power, a
gradient-based numerical solver is used.
Whilst allowing different values within each trio of damping coefficients can result
in higher powers at the energy period, lower powers often result at nearby wave periods,
as the device becomes too specifically tuned. Since each trio of damping coefficients
is used to generate the body response in all 98 wave periods in order to compute the
annual mean power, the three coefficients are instead set to always be of the same
value as one another.
5.3.3 Outer optimisation loop
A genetic algorithm (GA) is a metaheuristic optimisation technique, especially suited
to problems involving analytically-intractable relationships between the optimisation
variables and the objective function(s). Initially, a generation of randomly chosen in-
dividuals is tested (i.e. their objective functions are evaluated), but subsequent stages
of learning about the better- and worse-performing regions of the parameter space help
to then direct the search more strategically through the later generations. Based on
evolutionary principles from the natural world, a GA must comprise two key compo-
nents: heritable genetic variation and differential reproductive success. More explicitly,
the implications of these two terms are as follows. The identity of a given individual
must be completely encoded within its ‘genetic code’, a list of the defining values of
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the optimisation variables. As in the natural world, where the phenotypic expression
(observable characteristics) of the genetic code is also dependent on environmental
interactions, the objective function defines how the genetic code translates into ‘per-
formance’ of the given individual. It is this ‘performance’ (in the natural world, anal-
ogous to the aspects of the phenotypic expression relating to sexual selection) that
governs that individual’s chances of successfully ‘reproducing’. ‘Higher-performing’
individuals more successfully reproduce than their ‘lower-performing’ counterparts.
The act of ‘reproduction’ then enables the inheritance of ‘phenotypic characteristics’
by members of the subsequent generation, through their ‘genetic code’. In the context
of a genetic algorithm, this could occur as a random selection of variables from each
of two ‘parent’ individuals, in order to create the ‘offspring’. Finally, the entire evo-
lutionary process must maintain variety amongst the individuals of each population,
commonly implemented by randomly ‘mutating’ individuals as part of the process of
reproduction (i.e. transferring from one generation to the next). In the context of the
WaveTrain device, an ‘individual’ is defined by a particular set of the design variables,
and the ‘phenotypic expression’, by which the level of ‘reproductive success’ is deter-
mined, corresponds to the objective function(s) - in the current section of this chapter,
just the annual mean power extraction in the West Shetland Shelf wave climate.
For an accessible introduction to genetic algorithms and their range of application,
see [60].
A single-objective GA developed at the University of Sheffield [61], augmented
with extra adaptations to handle the constraints, forms the basic structure of the
outer optimisation loop. Since all feasible individuals must satisfy Eqs. 5.1 - 5.5,
the majority of which are nonlinear functions of the optimisation variables, a trial-
and-error approach is taken to impose these as hard boundaries on the search space.
The implementation of this is simpler with the initial population than for subsequent
generations.
Initially, a population is generated at random and each individual is screened to
check for violation of the physical constraints. Those that pass are retained, and those
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that fail are discarded. The process is then repeated, each time attempting to generate
feasible individuals in place of the discarded ones, until all are feasible. Evaluation of
the objective functions for this initial population then follows in the usual manner.
In setting up each subsequent generation, a breeding stage takes place, consist-
ing of three processes - selection, crossover and mutation. On the first run-through,
the three processes are carried out as usual, first selecting the parents fit enough to
reproduce, then crossing over pairs of these chromosomes to create new individuals,
to whom random mutations are then applied. Some combination of repeated stages
of selection, crossover and mutation is then required to replace the infeasible indi-
viduals with feasible ones. In order to allow efficient rectification of individuals close
to the boundary of the feasible design space, up to five further mutations are first
applied. Individuals that are then still infeasible are likely to lie further from the
feasible space, so in those cases, the crossover process is repeated, followed by the
same repeated mutation procedure. Since each parent is feasible by definition of the
previous generation, this is a much more efficient approach for individuals resistant to
the repeated mutation procedure. Because the same parents are used for the repeated
applications of the crossover process, the method is still based on the same selection
procedure of the original algorithm.
Figure 5.6 gives an overview of the full optimisation process.
5.3.4 Objective function - power-based
Superpositions of the motion responses for each of the internal water column lids are
used to estimate the power extraction in each sea state, based on the method used by
McCabe [6], which calculated the mean annual power production of WEC shapes in
the West Shetland Shelf wave climate, subject to motion and power constraints.
5.3.4.1 Wave climate
The wave climate is for the same West Shetland Shelf site used by McCabe [6], and
is located around 40km west of the Shetland Islands. Each (unidirectional) sea state
within the climate is described by a spectral density function, S(ωk), defined by the
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Figure 5.6: Outline of the structure of the full optimisation process. N is the genera-
tion number.
mid-point values of the significant wave heights and mean zero-crossing periods within
the occurrence matrix (see Appendix G). The spectral density function is based on a














The wave amplitudes of the frequency components within the spectrum are given
by Eq. 5.19.
α(ωk)
2 = 2S(ωk)∆ωk (5.19)
In order to construct the irregular wave profiles, a random phase, ψk, is assigned
to each frequency component, ωk, for each of the 173 sea states. Ten sets of these
random phases enable the construction of ten incident wave and body response time
series, over which the power can later be averaged. The incident irregular wave profile
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of a given sea state, for one of the ten sets of random phases, q, is given by the






The response of the body, xj,q(t), in a particular degree of freedom, j, with a set
of random phases denoted by q, is related to the irregular incident wave profile by
the response amplitude operators (Eqs. 5.22, 5.23). These are obtained from the
equations of motion for each frequency (Eq. 5.21). (Note, Cij includes both buoyancy
and gravitational restoring contributions.)
N∑
j=1
[−ω2k(Mij +Aij) + iωk(Bij +B
pto
ij ) + Cij ]ξj = Xi (5.21)




|χj(ωk)|cos(ωkt+ ψk,q + ∠χj(ωk)) (5.23)
5.3.4.3 Motion cap
A motion cap is used to truncate the time series, based on practical considerations
of the internal free surface for a given design candidate. The shorter of the distances
from the surface to either end of the tube (in the equilibrium configuration) is used
as the upper limit on the relative water column position (Fig. 5.7 and Eqs. 5.24, 5.25
and 5.26).
X1 = h/sin(θ)−W/tan(θ) (5.24)
X2 = L− h/sin(θ) (5.25)
Xcap = min(X1, X2) (5.26)
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Figure 5.7: Definition of the motion cap.
5.3.4.4 Mean annual power extraction
Given the absence of cross-coupling components within the PTO damping matrix and
that the three non-zero elements are equal to one another, the instantaneous power






)2 for |xj,q(t)| ≤ Xcap
0 otherwise
(5.27)
Since the optimisation variables allow a range of device sizes and shapes in this
study, any cap on instantaneous power capture must fairly represent the complex
decision making process that would lead to the determination of rated power for each
design’s PTO system. Given also that different modes (or types) of resonance may
govern different design candidates - i.e. it is not necessarily just a case of scaling the
rated power with the scale of the device - this study uses no power cap so as to avoid
introducing additional bias.
For each time series of the instantaneous power, the average power is obtained by
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integrating over the total duration of 314s (Eq. 5.28).






Averaging over the ten sets of random phases and summing the power extracted
by each of the three water column ‘lids’, gives the mean power extracted by the
WaveTrain device in a given sea state (Eq. 5.29).







P̄ (Hm0, Tz, j, q) (5.29)
Weighting the power in each sea state by its annual occurrence gives the mean








Ô(Hm0, Tz)P̄ (Hm0, Tz) (5.30)
The mean annual power, P̄ , is the objective function used in the single-objective
genetic algorithm.
5.3.4.5 Computational notes
The genetic algorithm relies upon the numerical solution of the hydrodynamic problem
concerning the interaction between the waves and the wave energy converter, for
each candidate design. In order to most thoroughly search the parameter space with
minimal compromise, the efficiency in all aspects of the model should be maximised.
Since the solution for the radiation potentials and the integration of the power time
series dominate the computational resources, all drivers of complexity in these areas
should be heavily scrutinised.
The smallest timestep is required in the sea states with smallest Tz, since they
contain the most significant contributions of the smallest wavelength components.
Plotting a sample time series of the motions associated with a water column surface
in the sea state of lowest Tz reveals that an integration timestep as large as 1s is
sufficient (Fig. 5.8). In fact, a 1s timestep may even be conservative, given both the
infrequent occurrence of these sea states, and the fact that the majority of devices
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assessed by the GA will be tuned towards sea states in which much larger wavelengths
dominate. Hence, sea states containing the very shortest wavelengths likely do not
make a significant contribution to the extracted power for most designs anyway.























Figure 5.8: Sample time series of the water column response in a sea state with
Tz = 4.5s, generated using the spectrum defined by Eq. 5.18, for various sizes of
timestep, ∆T , measured in seconds.
The radiation and diffraction potentials should only be solved at wave periods that
contribute significantly to the power generation. In particular, ensuring that the higher
end of the frequency range makes significant contributions to the power is essential,
as the shortest wavelengths necessitate the smallest patch subdivisions and increase
the required computational effort. By plotting the spectral density functions for the
highest and lowest Tz values encountered in the West Shetland Shelf wave climate,
it becomes evident that angular frequencies above 2.12rads−1 and below 0.18rads−1
contribute minimally to the irregular wave profiles (Fig. 5.9). In order to determine
these bounds, an arbitrary cut-off of Sω = 0.005 has been used, but this is still thought
to be conservative. For the same reasons given above for the integration timestep, this
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could likely be further narrowed without any degradation of accuracy in the power
calculation.




















Figure 5.9: Wave spectrum defined by Eq. 5.18, for Tz = 17.5s (top) and Tz = 4.5s
(bottom).
However, the integration timestep of 1s and angular frequency range of 0.18 −
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2.12rads−1 (in increments of 0.02rads−1) results in a manageable runtime for this
application.
5.3.5 Variable bounds
The bounds on the optimisation variables (Table 5.1) are chosen to encompass a wide
range of possible designs, whilst only allowing values that can lead to physically feasible
designs. The tube wall thickness is set to 0.075m. Whilst the structural integrity of
the longest modules with this thickness is perhaps questionable, it is believed that this
value is at least in the correct ballpark. As with the other variables used in this study,
it is accepted that adaptations would be required for a practical implementation, but
that the optimisation study results can act strongly as a guide. Additionally, the
tube wall density can always be reinterpreted as the product of the tube wall density
and the wall thickness, so that the tube mass is preserved. Regardless of the exact
thickness required for structural soundness in practice, it is almost certain that the
tube walls will be thin enough for the hydrodynamic properties of their thickness to
be dwarfed by those of their length.
Variable Lower bound Upper bound Units
θ 20 60 ◦
W 3.5 25 m
D 3.5 30 m
L 50 150 m
Lf 13 90 m
Wf 1.75 35 m
ρt 1000 6500 kgm−3
ρf 50 900 kgm−3
Table 5.1: Variable ranges used for the single-objective genetic algorithm runs.
The bounds on L and θ allow for a wide range of module spacings. Since the
majority of the tube length L will be submerged, the position of the hinge on the
underside of the tube will be situated perhaps around three-quarters of the way along
towards the upper end of the tube. With this in mind, and considering that resonant
behaviour will occur at least near to the case where the modules are separated by
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half a wavelength (i.e. in anti-phase with one another), the linear dispersion relation
for deep water (λ = gT 2/2π) can be used to conclude that the bounds are suitable.
Under these assumptions, L = 150m and θ = 60◦ give a resonant period of 17s, and
L = 50m and θ = 20◦ a period of 7.1s. Given the climate’s occurrence matrix and
the fact that the other variables may be able to extend this range, these ranges are
deemed to permit a wide enough range of designs.
The lower bounds onW and D are informed by the tube thickness limits, discussed
in Section 5.2.4. The tube density lower bound deliberately lies significantly below
what is thought to be currently manufacturable at reasonable cost, in order to allow
for the possibility of novel materials that may be developed in the coming years. The
upper limit ofW remains small enough that no significant distortion of the free surface
within the tubes is expected. Finally, variable ranges that only allow for a negligible
quantity of feasible designs should be avoided. Justification of the parameter bounds
selected on that basis is given in Section 5.6.
5.4 Development of multi-objective optimisation routines
In practice, the power extraction is also dependent on the availability of the device,
which itself has many drivers, including weather conditions, structural health, network
connectivity, amongst others. In particular, the connecting joints provide a potential
vulnerability, which may somewhat offset the benefits provided through the increased
power-extracting capability. If the joints are too prone to failure, less power would
be extracted. This section aims to address this concern by extending the analysis to
include an extra objective function, based on the cyclic loadings at the joints during
operation.
5.4.1 Multi-objective genetic algorithms
5.4.1.1 Managing conflicting objectives
The most straightforward way to handle multiple objectives is to combine them into a
single objective function, to which an algorithm akin to the one introduced in Section
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5.3.3 can then be applied. However, this relies on knowledge of the relative impor-
tance of the two objectives, or on the two objectives aligning with one another so that
optimising one automatically optimises the other. In cases with conflicting objective
functions, even if the conflict is well-understood, choosing the relative weightings at-
tached to each objective function can lead to a solution that is too specific. In order
to defer the decision of the relative importance of the two objectives, the Pareto front
can be sought - a continuum of the optimal solutions for all possible sets of weight-
ings. Whilst this could be investigated with multiple runs of a single-objective genetic
algorithm (SOGA), a well-configured multi-objective genetic algorithm (MOGA) has
the potential to more efficiently obtain an accurate approximation of the Pareto front.
5.4.1.2 Exploring the Pareto front
The main differences between single-objective GAs and multi-objective GAs are the
fitness functions, and the need to maintain diversity in a MOGA. In a SOGA, the
solutions can easily be ranked by their objective function values. This is not ap-
plicable to a MOGA, but analogous ranking-based procedures can be formulated to
similar effect. For example, non-domination sorting involves assigning a rank to each
individual, based on how many other individuals it is outperformed by on all objec-
tive functions. This results in groups of individuals with different ranks (the current
approximation to the Pareto front is defined by the individuals of rank 1), but ex-
tensions to this approach may also assign different ranks within each non-dominated
front, linking with the concept of maintaining diversity. There are many alternative
approaches, including weighted sum approaches or even changing objective functions
(for more information, see [63]).
In a MOGA, since multiple optimal solutions are sought, the algorithm requires
some additional incentive to maintain evenly and widely spaced individuals in the
Pareto subset. Without this, the population tends to cluster around a small number
of points. Again, many possible approaches exist (see [63]). For example, fitness shar-
ing can enforce penalisation of individuals in densely populated regions (of the Pareto
74
front or the parameter space), reducing the likelihood that any one of those individ-
uals will be selected to reproduce, therefore balancing the likelihood of reproducing
between densely and sparsely populated regions. This concept could also link with
the choice of fitness function and ranking procedure. As another example, crowding
distance approaches attach to each individual a measure of the distance of the nearest
neighbours within the best-known Pareto front. This ‘crowding parameter’ is then
used to influence the selection or reproduction processes in a diversity-maintaining
fashion. For example, the algorithm NSGA-II [64] uses this measure of crowding as a
tie-breaker in its selection technique, essentially providing a way to bias the selection
process more in favour of individuals with a lower surrounding population density.
As with SOGAs, there are many more options to configure within a MOGA, such
as elitism, crossover algorithms, selection algorithms, etc., and finding the optimal op-
timisation routine set-up for particular problems constitutes an entire field of research
in itself. Konak et al. [63] give a more widely accessible overview of the approaches
used within multi-objective genetic algorithms.
NSGA-II [64] is an algorithm with a fast non-dominated sorting approach, and is
widely regarded as an efficient and versatile multi-objective optimisation algorithm.
In this light, NSGA-II constitutes the basis of a bespoke MOGA, used for optimising
the WaveTrain concept.
5.4.1.3 Application to the WaveTrain
As with the single-objective algorithm, the same trial-and-error method from Section
5.3.3 is required to enforce the physical constraints, replacing the constraint handling
facilities of NSGA-II. This necessitates the separation of the crossover and mutation
stages, from the default configuration of NSGA-II. Additionally, the crossover function
used by NSGA-II (Simulated Binary Crossover) uses two parents to produce two
offspring [65]. Due to the nature of the trial-and-error method used to find feasible
WaveTrain individuals (see Section 5.3.3), an even number of parents cannot always be
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assured. Hence the MOGA used in the present work is adapted to allow any number
of parents - if odd, the final parent is simply cloned to create the final child.
5.4.2 Objective function - force-based
5.4.2.1 Establishing a method
Focusing on just physical mechanisms, a wave energy device could fail through re-
peated cyclic loading on the structure, or through a single extreme event causing
failure through a lack of mechanical strength. Of course in the latter case, the specific
survival strategy employed will also affect the likelihood of failure, and in some cases
may reduce the chances so that the dominant failure mode is by far the repeated cyclic
loading under normal operational conditions. Since WECs are designed to resonate
under commonly occurring wave conditions, fatigue loading can be particularly per-
tinent when considering structural design, etc. Wave Energy Scotland suggests that
both modes of failure are important for consideration for generic hinged barge-type
devices (p. 65, [66]). Although the WaveTrain does not fit completely in this category,
it is expected that similar loadings will affect the structure, and particularly through
the cyclic loading on the rotational joints. Assuming that a suitable survival strategy
can be devised to reduce the loading in extreme sea conditions (perhaps utilising in-
ternal chambers to reduce the buoyancy and submerge the device), operational cyclic
loads may be the dominant cause of failures. Given that the weak points on the device
are likely to be the rotational joints, the shear forces acting at these locations should
be analysed.
In practice, the fatigue life of a structure can depend on the frequency of its cyclic
loading. However, under conditions where neither high temperatures nor high levels
of corrosion are encountered, stress cycling can be taken as frequency-independent (p.
294, [67]). Assuming the WEC is relatively resistant to corrosion, this holds true for
a wave energy converter, given the surrounding body of water and the low frequencies
of oscillation.
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Rainflow counting is an established method with which to find the number of
stress cycles of each stress magnitude from a given irregular time series, enabling use
of the Palmgren-Miner relation (Eq. 5.31) to assess the fatigue life. However, in
order to absolutely quantify the expected lifetime, either the total number of cycles
to failure, Ni, must be known for each frequency component, or the intercept of the
corresponding S-N curve must be known. (An S-N curve gives the number of cycles
required for failure, at each stress value) Both of these quantities require empirical
determination. To the author’s knowledge, no formal guidance is currently available













Wave Energy Scotland [66] performs a fatigue analysis on a two-body heaving
point absorber to highlight the difficulty in performing a fatigue analysis without any
specific practical data. In this case, the fatigue life is predicted using empirical factors
that assume the connection between the mooring line and spar to be analogous to a
category W3 welded joint, that carries the load perpendicularly to the weld line (pp.
99-100, [66]). Of course, this is a crude approximation but it allows a representation
of the fatigue life in absolute terms. Cases with and without cathodic protection are
analysed, and lead to wildly different estimates of the fatigue life - 149 and 1200 years.
In the absence of empirical stress cycling data specific to the WaveTrain device,
a measure of the total damage across a range of encountered frequencies can still
be obtained, using the time-series of the loadings and the exponent representing the
slope of the S-N curve, m (Eq. 5.32). Whilst the empirical factors would be required
to obtain an absolute measure of the damage in terms of the device’s lifetime, this
method still allows a determination of the ranking order of different designs in terms
of the accumulated fatigue damage. It is assumed that for all devices tested during
the optimisation process, the same joints are employed. This means that the stresses,
σi, can be replaced by forces, Fi (Eq. 5.32). In practice, more robust joints may be
used for designs that would be likely to incur higher amounts of fatigue damage, so
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this measure can be alternatively viewed as the costliness resulting from the cyclic





The exponent, m, is advised to be very similar for a range of design cases [68]. For
all types of listed weld joint undergoing cyclic loading in seawater, with some form of
cathodic protection, and a high number of cycles (> 106), the exponent is given as
m = 5 (p.19, [68]). A constant wave period of 10s would result in 6.3 x 107 cycles over
the course of 20 years, meaning a wave energy device almost certainly falls under the
category of ‘high cycle’. It seem also a reasonable assumption that the loading on a
rigid, welded joint is likely to be similar to the loading in the degrees of freedom not
allowed by the WaveTrain joints.
Given m = 5, Fi and ni can be obtained from the time series, whose construction
is detailed next, along with the computation of the objective function.
5.4.2.2 Implementation
The method involving generalised modes described in Section 3.4 is used to obtain
the forces acting at the hinges for each of the 98 wave periods. There are four hinges
in the WaveTrain device, yet because the struts are modelled as massless and not
hydrodynamically interacting, each pair at either end of a strut experience the same
loadings. Hence the shear forces are only analysed at one hinge of each strut. Since
only in-plane dynamics are modelled, only the vertical and in-plane horizontal shear
forces are analysed, using the first and third shape functions of those defined in Eq.
4.11. Following the method described in Sections 3.4 and 4.4, the complex amplitudes
of the shear forces are computed (for each frequency) using Eq. 3.33.
The time-series of each of the four types of shear force are generated in much
the same way as with the body motions, using the force RAOs with the frequency
component wave amplitudes to synthesise the force responses in an irregular sea,
expressed as a superposition of regular wave responses (Eqs. 5.33 and 5.34). Again,
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ten time series are generated in each of the 173 sea states, using different sets of
random phases.




|χ̃j(ωk)|cos(ωkt+ ψk,q + ∠χ̃j(ωk)) (5.34)
A rainflow counting algorithm [69] is used to convert each time series to a set of
stress cycles of particular stress magnitudes. The measure of ‘damage’ (relating to
the predicted lifespan of the device, or how costly repairs or structural reinforcement
would be) of each generalised force mode, j̃, can then be computed using Eq. 5.32,
for each 314s time series. For each sea state, the damage can then be averaged over






G(Hm0, Tz, j̃, q) (5.35)
Weighting the measure of damage in each sea state by its annual occurrence gives
an indication of the mean amount of damage incurred in a 314s time period, based on
a yearly description of the wave climate (Eq. 5.36). This could easily be scaled to a
measure of damage endured through a time period of one year, but that is irrelevant








Ô(Hm0, Tz)Ḡ(Hm0, Tz) (5.36)
Averaging over the four ‘fixed’ generalised modes gives the second objective func-
tion - a total measure of the damage endured by a single WaveTrain design over a
fixed period of time (Eq. 5.37). (Strictly, a summation would be more appropriate









5.5 Model accuracy and testing philosophy
Of much greater concern than the comprehensiveness of the GA search is the accuracy
of the hydrodynamic models, which are used to compute the performance of each
design candidate. Whilst the numerical method can enable an efficient assessment of
many design candidates, there are other associated problems which must be mitigated
by the optimisation algorithm in order to obtain sufficiently accurate outputs. These
are manifested in two ways.
Firstly, the numerical solvers employed by WAMIT may be deemed to have failed
to converge. The complex geometry of the WaveTrain device and the accompanying in-
teraction between the closely spaced modules make this phenomenon more likely than
with simpler WEC designs. Whilst WAMIT’s direct solver is the most robust option
offered [28], use of the block-iterative solver provides easily accessible information on
the level of convergence. Experience dictates that three blocks is most appropriate
for this application. If the maximum number of iterations (of 35) is reached for more
than 10 of the 98 frequencies, then the power is set to zero for that individual. Below
this limit of 10, the power is set to zero at just at the unconverged frequencies. [It
is known that smaller panels are needed to achieve accuracy at lower wave periods,
and experience suggests these poorer convergence properties at low periods extend to
the solver convergence.] In order to save on computational expenses and to ensure
fewer ‘zero-power’ individuals in each GA generation, a preliminary check for solver
convergence is carried out for each individual, at a range of frequencies biased towards
lower wave periods (3, 4.5, 6, 9, 12 and 30s). If the maximum number of iterations is
reached for more than one of these frequencies, the individual is removed and replaced
by another, before computing the full objective function.
The second way in which numerical problems can arise is through a lack of accuracy
resulting from insufficient patch subdivisions (or ‘panels’) and/or orders of the B-
splines. In applications focussing on a single WEC design, this is often handled by
performing tests of the convergence of the hydrodynamic outputs with increasing
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numbers of panels (e.g. [1]). In an optimisation study where thousands of designs
may be analysed, it is inefficient and impractical to adopt that approach. The rest of
this section details the tools used to mitigate this difficulty, taking into account the
objectives of the GA.
5.5.1 Maximising the utility of the GA
The purpose of this GA is to explore the features that lead to more optimal configura-
tions of the WaveTrain device. Since only the best-performing designs are of interest,
it is not essential that all devices tested have sufficiently accurate hydrodynamic re-
sults, just that those with inaccuracies do not skew the search enough to prevent the
discovery of the optimal designs. If multiple GA runs are to be used to infer trends,
then it is also not necessary that each GA run converges on a specific design, just that
enough GA runs get close enough to the best designs (of which there may be many)
to elucidate useful trends. In fact, if perfect knowledge of the search space were to be
available, it may subsequently be discovered that these trends do not hold globally,
but only for a subset of the design space. A partial and potentially incomplete so-
lution to the optimisation problem may sound treacherous, but from an engineering
standpoint, design improvement marks a success, especially given the difficulties (the
treatment of which is described in this chapter) that arise due to the hydrodynamic
model. Just as any candidates for improved performance should later be physically
tested, so too should a further stage of optimisation be carried out, but with more
emphasis on the performance of the GA, and less on the accuracy of the hydrodynamic
models and size of the available search space. With this in mind, the aim of such an
optimisation scheme is to strike a compromise between computational demands and
the thoroughness of the search, whilst maintaining both enough accuracy of the hydro-
dynamic outputs used to compute the objective functions, and enough convergence of
each GA run. Thus, any tools that aim to improve the model accuracy of the designs
encountered through the GA searches should be computationally efficient, and should
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not exclude so much of the search space that too little of it remains for a thorough
investigation.
5.5.2 Tools for achieving maximal GA utility
When using the higher order method, the level of accuracy is dependent on both
the number of panels and the order of the B-splines used to represent the velocity
potentials. Whilst increasing the spline order from constant to linear results in greater
accuracy, it is not always the case that all subsequent increases in the order will
increase accuracy [70]. In fact, it is advised that quadratic B-splines are usually
appropriate for relatively complex geometries [28], and so these are employed for the
genetic algorithms. The panel size is set here to 0.2L, where the proportionality to
the length of the device ensures that panels are sized independently of scale.
The presence of very thin patches can worsen the accuracy of the hydrodynamic
model. These arise when the waterline is just above the lower limit of either zone (see
the second paragraph of Section 5.3.1 for their definitions), and can be rectified by
adapting the mesh design (Fig. 5.10).
Figure 5.10: The geometry modifications applied to meshes that initially comprise
a float patch deemed too thin to enable an accurate hydrodynamic analysis. Left:
original meshes selected by the algorithm. Right: modified meshes.
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As with the panel size, it is logical to set the threshold for thin patches propor-
tional to L. Based on empirical observations, should the uppermost float patch have
a dimension less than L/75, the alteration is made to the mesh. Because of the
small patch dimension required to trigger this procedure, no significant impact on the
hydrodynamic behaviour specified by the mesh is expected.
A spurious peak can also sometimes occur in the Response Amplitude Operators
(RAOs) at high wave frequencies, due to a small wavelength to panel size ratio. Often
the accuracy can be sufficient in the rest of the frequency range and so it would be
wasteful to discard these designs based on this symptom. If the RAO magnitude of any
of the three water column lids takes a value greater than unity for a wave frequency
above 1.24rads−1, this RAO magnitude is set to zero.
Whereas the previous two tools modify an existing model to remove sources of
inaccuracy, a direct check is also required as a final safeguard against the proliferation
of inaccurate models. Theoretically, the added mass and radiation damping matri-
ces are symmetric, but this does not hold if an insufficient number of panels (or an
inappropriate spline order) is used. Hence, by using just a single discretisation (the
number of panels and the spline order), a measure of the amount of symmetry in these
matrices can act as a proxy for the model accuracy. Such a metric does not need to
correspond perfectly with the level of accuracy of the hydrodynamic model, but must
correlate enough to ensure that a high enough fraction of sufficiently accurate models
are encountered by the GA search. In this study, we consider only the added mass
coefficients coupling the lid mode at the rear of the device (denoted by index 10) to:
the lid mode at the front of the device, each of the four hinge modes, and the surge,
heave and pitch rigid body modes (denoted by indices i = 1 − 8). From experience,
these were some of the coefficients most likely to differ significantly from their sym-
metric counterparts. As with testing for solver convergence, a preliminary test over
the same six test wave periods (mentioned in the first part of Section 5.5) is carried
out in order to catch inaccurate designs early and at reduced computational expense
(Eq. 5.38). For one of the mode pairs, at each wave period, the absolute difference
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between the pair of symmetrically located (within the matrix) added mass compo-
nents is divided by the maximum of the two values, to yield a percentage difference.
If the two coefficients have different signs, the absolute difference is instead divided
by the largest added mass value over all six wave periods. This aims to prevent very
large percentages developing, that are not reflective of a large difference in the device
dynamics. These percentages are then summed over the six wave periods, then over
all eight mode pairs. If the resulting number exceeds a threshold (see Eq. 5.38), the

















A[i,k],j is the added mass coefficient of mode i due to mode k, at wave period j. N2 is
the number of sample wave periods (six), N1 is the number of modes analysed (eight).
H(·) denotes the Heaviside function.
Setting the threshold is an empirical task and is also dependent on the nature of
the objective function, since this will skew the search towards certain kinds of design
more than others. In this study, a threshold value of 0.17 was found to give a good
compromise between the accuracy of the hydrodynamic models and the size of the
available search space. Bearing in mind the discussion in Section 5.5.1, there should
still be areas of the search space in which model accuracy is less than perfect. These
can be addressed with more thorough convergence studies on a subset of the best
performing designs (see Section 5.7). This test of added mass matrix symmetry is also
applied as a further safeguard over the full range of wave periods before performing
the power calculation.
5.6 Parameter space exploration
It is not straightforward to visualise the eight-dimensional search space with its feasible
regions enclosed by the set of physical constraints (Eq. 5.1 - 5.5), variable bounds
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(Table 5.1) and the ‘computational’ constraints due to the numerical solver limitations
(see Section 5.5). However, the success of the genetic algorithms in searching for
optimal WaveTrain designs ultimately depends on being able to traverse this search
space.
In order to obtain some insight into the search space, 2000 feasible individuals were
sought using the same procedure used to randomly generate the initial generation of a
GA run, whilst keeping track of the further 5762 individuals that passed the physical
constraints but failed the computational constraints. Since only six of these failed due
to a lack of numerical solver convergence, we can draw information about the impact
of the added mass symmetry check, Ψ̃ (Eq. 5.38), from the total of 7762 individuals,
by assessing the features of the group of 5762 relative to the group of 2000.
Each variable range is broken down into 10 sub-ranges (Table 5.2), displaying
the number of designs that occupy each variable range. Whilst this does not allow
direct insight into the effects of the interdependencies between the variables, indirect
knowledge of the search space can be extracted, along with direct information about
the potential biases that the GA should circumvent when attempting to draw trends
about the optimal designs.
Variable Lower limit Upper limit Increment
θ (◦) 20 65 4.5
W (m) 3.5 25 2.15
D (m) 3.5 30 2.65
L (m) 50 150 10
Lf (m) 13 90 7.7
Wf (m) 1.75 35 3.325
ρt (kgm−3) 1000 6500 550
ρf (kgm−3) 50 900 85
Table 5.2: Definitions of the parameter sub-ranges used to present the distribution of
the set of 7762 randomly-selected designs.
From the 7762 designs satisfying only the physical constraints (Fig. 5.11), only for
the lowest Lf values were a very small number of devices discovered. This is likely
because too small a float increases the likelihood that the device will sink. Thus,
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besides the lowest Lf subranges, the variable bounds are such that computational
expense is not misdirected in the process of generating new individuals. As may be
expected from their increased likelihood of sinking or having inappropriately high
water levels, fewer designs satisfy the physical constraints with higher ρt or ρf values.
The highest Wf values are only achievable in the presence of high Lf and relatively
low ρf values, as evidenced by the declining number of devices towards the upper limit
on Wf . Devices with the lowest θ values also appear slightly less likely to satisfy the
physical constraints.
Considering only the 2000 designs that satisfy both the physical and computa-
tional constraints, it becomes evident that there are biases against potentially the
best-performing devices. Whilst there are not drastic changes imposed by the com-
putational constraints (compare Fig. 5.12 with Fig. 5.11), far fewer devices of high L
and very low θ (within the lowest two sub-ranges) pass the computational constraints.
And from geometrical considerations, as θ decreases, greater L values are required to
achieve a given separation. Therefore, in order to match the module separation to half
the predominant wavelength (an assumed beneficial characteristic), devices of low θ
require high L, the discovery of which is biased against by the constraints. This is
more clearly visualised in Fig. 5.13, where data points above the dotted line repre-
sent the cases where, given a random device (that satisfies the physical constraints)
within a certain variable range, there is a greater chance it will not satisfy the com-
putational constraints than would be expected based on the average across the full
variable ranges (i.e. the likelihood is greater than 5762/7762). Designs with very low
W or D values also tend to fail the computational constraints, likely because of the
thin patches introduced to the mesh. Unexpectedly, designs with D close to its upper
limit also exhibit a lower likelihood of satisfying the computational constraints.
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Figure 5.11: Parameter sets satisfying only the physical constraints.
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Figure 5.12: Parameter sets satisfying the physical and computational constraints.
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Figure 5.13: The ratio of the number of discarded (infeasible) designs to the number
of retained (feasible) designs, normalised by the ratio of the total numbers of each.
Since the inclination angle is a variable of particular interest (see Section 5.1), it
is imperative that the bias against the discovery of designs of low θ is counteracted,
either, most easily by running the GA over multiple angle ranges, or by increasing the
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population sizes.
A further deduction from these studies is that the parameter space is quite sparse,
consisting of closely separated regions of feasibility. Overall, the parameter space
is well-populated with feasible designs, yet also reliably interspersed with infeasible
regions too. Additionally, it takes many more attempts to randomly populate the
initial generation than subsequent ones; once in a feasible region, designs created
through the breeding process are likely to remain feasible. This suggests a parameter
space consisting of medium-sized continuous feasible regions, interspersed by infeasible
regions of a similar nature. For variable sub-ranges with whom designs are less likely
to satisfy the constraints - for example, θ for the lowest sub-ranges - the infeasible
regions are likely much larger than the feasible ones.
5.7 Results and discussion
5.7.1 Single-objective GA
The series of GA runs performed in this section is motivated by the nature of the search
space and its impact on the performance of the GA. The WaveTrain concept is subject
to physical constraints (Eqs. 5.1 - 5.5), overlaid with constraints due to the difficulties
in finding sufficiently accurate numerical solutions to the hydrodynamic equations (i.e.
the ‘computational constraints’ discussed in Section 5.5). A key consequence of this
is that designs of lower inclination angle, θ, are not as readily discovered and assessed
as designs of greater θ (Section 5.6). It is also unclear whether there will be just
one optimal design. Especially given the discontinuous nature of the search space,
the GA may well be predisposed to find multiple candidates for optimal performance.
For these reasons, the GA is run multiple times within specific angle ranges. This
allows the bias against lower angle devices to be overcome, and for multiple design
candidates for optimal performance to be discovered. Each GA run uses 31 generations
(including the initial population) of 16 individuals (twice the number of variables).
24 GA runs were made, three for each five degree range between 20 and 60◦. To
confirm the accuracy of the final results, the hydrodynamic model for each of the final
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generation individuals (most of which are near-optimal solutions) is compared for two
discretisations: quadratic splines with a panel size of 20% of L, and cubic splines
with a panel size of 10% of L. If the power differs by less than 5% between these
two cases, the model is deemed to be suitably converged. Whilst power was used as
the objective function, the computational constraints can sometimes restrict the GA’s
ability to increase the dimension, D, of a given design (see Fig. 5.13), which tends to
increase power capture. Hence, Capture Width Ratio (CWR) can be better placed to
elucidate the pertinent design trends.
Amongst the total of 11904 individuals assessed by the GA, several design trends
become apparent. Firstly, it appears important that the mass of entrained water
within each module is sufficiently large relative to the module mass. In this context,
the ratio of these two masses is a necessary but not sufficient condition for high power
extraction (Fig. 5.14). In order to maintain a broad power absorption bandwidth, the
resonant response of the entrained water columns and the modules must be sufficiently
spaced in wave period. There is an upper limit on module mass (relative to the module
size) due to the physical constraints (in particular, the device must not sink), whereas
the mass of entrained water can be increased more freely. This provides an explanation
as to why the mass ratio is a necessary condition. However, it is not seen as a sufficient
condition in this context, partly because the search space permits a range of device
sizes; simply scaling down a device will reduce its power capture. More conclusively
though, since the mass ratio does not completely embody the other design features
presented hereafter, it cannot be a completely sufficient condition for high power
capture, even with some form of module size restriction. The data set comprising
green squares in Fig. 5.14 shows the optimal mass ratio to be around 10. On top of
the dependency on the constraints imposed by the problem definition (e.g. module
shape, joint locations, parameter bounds, etc.), the results shown in this figure are
also dependent on the wave climate. Climates encompassing a wider range of wave
periods are likely to require higher values of the mass ratio, in order to achieve a
broader profile of resonant response.
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Figure 5.14: The mass ratio is defined as the mass of entrained water, divided by
the mass of the module. Each data point represents one set of design parameters
encountered by the GA. Green squares - original design; blue circles - after design
change (introduced later in this section).
Another parameter on which power capture (or CWR) depends strongly is the
module inclination angle, θ. Fig. 5.15 shows that the highest performance can be
attained with devices whose inclination angles are around 36◦, but that relatively
high performance can also be sustained with inclination angles as low as 30◦ and as
high as 50◦. By highlighting the individuals (orange data set in Fig. 5.15) for which
convergence has been more rigorously tested and verified, the trend is further justified,
confirming that it is not simply an artefact. Again, this condition is necessary for
optimal performance, but not sufficient, due to the dependency on other parameters
such as the mass ratio.
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Figure 5.15: The dependence of capture width ratio on the module inclination angle.
Green squares represent every parameter set encountered by the GA. Orange stars
represent only parameter sets from the final generations, whose hydrodynamic models
have been deemed suitably converged (< 5% difference in power between the two
model discretisations).
However, the aforementioned requirement on the mass ratio brings the optimality
of the results presented thus far into doubt. In order to achieve high mass ratios,
the physical constraints dictate that the water column mass must be high, which is
most readily achieved by increasing the dimensions of the tube cross-section, W and
D. However, Eq. 5.4 imposes a restriction on W , relative to the float width (Wf )
and length (Lf ). It is known that a sufficient length of vertical float face (VFF)
is required to produce the desired sloped motion, and this correlates with the float
width. Thus to achieve optimal performance, both sufficiently high W and Wf values
are required, whereas Eq. 5.4 ensures that this can only be achieved if Lf is increased -
i.e. if the float is lengthened, pushing the VFF further beneath the water surface than
is desired. Too long a float is also likely to negatively affect the mass distribution.
Hence, a suitable measure of the severity of this restriction is proportional to W
and Wf (since these should both attain high values), and inversely proportional to
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Lf (since a corresponding increase in Lf should be avoided). This restriction also
tightens for decreasing inclination angle. Removing the influence of this constraint is
most easily done by extending the top of the tubes so that they lie horizontally, in line
with the top of the float. Repeating the 24 GA runs with this alteration leads to the
exploration of a much expanded parameter space, with the effects most pronounced
on W , and Wf relative to Lf (Fig. 5.16).














Figure 5.16: The effect of removing the constraint given by Eq. 5.4 on the severity of
the restriction of W , and Wf relative to Lf . Green squares represent parameter sets
explored by the GA with the constraint active. Blue circles represent parameter sets
explored after removal of the constraint.
It is also evident that this expansion of the feasible parameter space brings sig-
nificant increases in power extraction and CWR (Fig. 5.17). Significant increases in
CWR are seen for inclination angles below around 45◦, but the peak performance still
occurs around 36◦. Indeed, whilst the best performing devices in this region with
the original geometry had float lengths (Lf ) around half the body length (L), with
the updated geometry, the top performers have float lengths of less than a third of
the body length. This reduced float length leads to further increased mass ratios for
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some of the devices with greatest CWRs. Designs with predicted CWRs above 2 are
characterised by mass ratios ranging between 9 and 40 (Fig. 5.15). A new region of
perhaps more physically realisable designs has also opened up with mass ratios around
5. The greatest improvements in CWR have been made for the lowest θ values. Due
to the nature of the search space and the operation of the GA, there are certain angle
ranges in which high performing devices have not been discovered. The GA was rerun
between angles of 25 and 32◦ to confirm that the trend of CWR with angle was sim-
ply perforated by the bias against the discovery of low angled devices (see the orange
data set of Fig. 5.17). Given this evidence, θ values between 27 and 37◦ lead to the
highest CWRs. However, it is possible that the shape of the float is constraining the
performance below 27◦ somewhat. This is supported by the uppermost values in Fig.
5.16 falling significantly towards the lowest angles. This is a reflection of the upper
limit on float width falling with reducing inclination angle - floats can only be as wide
as is needed for a triangular float shape. Also from geometrical considerations, for
lower angles, greater float widths are required in order to yield a given length of VFF.
In any case, since very low angled devices likely inhabit isolated regions of feasibility
(just considering the physical constraints), practical difficulties could result in aiming
to maintain feasibility of the physical device.
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Figure 5.17: The dependence of capture width ratio on the module inclination angle,
given the removal of the constraint given by Eq. 5.4 - see Fig. 5.15 for comparison.
Blue circles represent all parameter sets encountered by the GA. Magenta stars repre-
sent only parameter sets from the final generations, whose hydrodynamic models are
deemed suitably converged (< 5% difference in power between the two model discreti-
sations). Orange stars represent designs found through repeated GA runs, specifically
targeting low angles.
It was largely expected that the dimensions of the tube (L, D,W ) would approach
their upper bounds to maximise performance, based on simply achieving an increase
in the scale of the device. However, this is not necessarily the only driver of L. At least
in regular seas, or irregular conditions in which one wavelength is relatively dominant,
it is beneficial for the horizontal spacing between successive modules to be around half
a wavelength. This encourages adjacent pairs of modules to move in anti-phase with
one another, providing maximal restoring forces to prevent unwanted pitching. From
geometrical considerations, the lower the value of θ, the greater the required L value
in order to achieve a given separation between the CoGs of adjacent modules. This
means that increasing L will not always be beneficial for performance, though L values
close to the upper bound of 150m lead to best performance in this study. Similarly,
greater W and D values also do not necessarily lead to increased performance, if they
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were to increase the resonant response of the device beyond the range of wave periods
present in the encountered wave climate.
There is more variability of the other variables amongst the best performing de-
signs, but some ranges are evident in which performance is better. Considering just
devices with power extraction in excess of 3.5MW: Lf lies between 30 and 65m, rang-
ing from 0.22 to 0.45 of the module length; Wf ranges from 10 to 28m; ρt ranges
between the lower bound of 1000kgm−3, up to values approaching 4000kgm−3; ρf
values remain towards the lower end of the allowed range, somewhere between 90
and 300kgm−3. The spread of these variables increases further if lower power cap-
tures are considered. From this evidence, there are likely to be many near optimal
designs, which could allow extra flexibility in construction without compromising on
performance.
Despite the spread in many of the variables seen amongst the optimal devices,
various combinations of them are required to fulfil other criteria necessary for high
power capture. Firstly, the waterlines intersect the highest power extracting (> around
3.5MW) designs below the top of the VFF (Fig. 5.18). The waterlines intersect the
very highest power designs halfway down the VFF. Again, this is not a sufficient
condition, because variation of the other parameters can reduce power extraction but
retain the waterline position.
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Figure 5.18: The relationship between the waterline position and the power capture.
Blue circles represent all parameter sets encountered by the GA. Magenta circles
represent parameter sets from the final generation, whose hydrodynamic models are
deemed suitably converged. Red circles (very closely spaced) denote two final genera-
tion devices for which the hydrodynamic model accuracy is too low to be considered.
A waterline position of zero corresponds to the top of the vertical float face, and a
positive or negative value denotes the waterline position above or below this point, as
a fraction of the total height of the vertical float face.
A similar criterion exists for the thickness of the float (Wf ) employed in the group
of high power extracting designs (again, > around 3.5MW), whereWf is not less than
half the maximum allowed value (Fig. 5.19). In fact, the very highest power extracting
designs have Wf much closer to the maximum value (defined by the second relation
of Eq. 5.5), which would correspond to a triangular float shape. This bears great
similarity to the trends observed for the waterline position, and is no coincidence, as
shown by the relation between the two (Fig. 5.20).
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Figure 5.19: The relationship between the float width relative to the upper bound,
and the power capture. Blue circles represent all parameter sets encountered by the
GA. Magenta circles represent parameter sets from the final generation, whose hy-
drodynamic models are deemed suitably converged. Red circles (very closely spaced)
denote two final generation devices for which the hydrodynamic model accuracy is too
low to be considered.
Enforced by the physical constraints, all data points lie within a band that expands
in thickness as it approaches thinner floats and higher relative waterline positions, but
becomes sparser. The density of encountered parameter sets towards thicker floats and
lower relative waterline positions reflects the convergence of the GA runs towards the
higher performing individuals. It makes physical sense that for floats at the triangular
limit, waterlines cannot lie above the VFF, since this would correspond to the device
being fully submerged. Whilst there are no limits imposed through this linear model
on how close to full submergence the device can be, there are signs that being close
to this region is actually detrimental to the performance. In other words, not having
enough mass above the water level, in general results in lower power capture, even
when neglecting the changes in waterline that would occur in the physical system.
This is reflected in the set of suitably converged (< 5% difference in power between
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the two test discretisations) individuals from the final generations of the GA runs
(Fig. 5.20). These individuals are some of the highest power extractors, and always
allow a significant amount of the body to lie above the water surface. Though not
the strongest correlation, designs with thicker floats tend to benefit from a lower
relative waterline position, which retains a significant amount of the device above
water. Conversely, amongst these higher power designs, a higher relative waterline
position is only beneficial if the float is thinner. One may also expect a larger Lf
value to exacerbate this effect, perhaps one reason why correlation with Wf is weaker.











































Figure 5.20: The relationship between the waterline position and the float width
relative to the upper bound. Blue circles represent all parameter sets encountered by
the GA. Magenta circles represent parameter sets from the final generation, whose
hydrodynamic models are deemed suitably converged. A waterline position of zero
corresponds to the top of the vertical float face, and a positive or negative value
denotes the waterline position above or below this point, as a fraction of the total
height of the vertical float face.
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5.7.2 Multi-objective GA
This section presents the results regarding optimal WaveTrain designs, obtained using
the multi-objective genetic algorithm with three variations of the objective functions
- the standalone power and force-based objective functions, those normalised by the
characteristic device width, D, and those normalised by the module mass, M . Nor-
malising by D gives objective functions not dissimilar to capture width ratio, and was
seen to clarify some of the physical trends seen in the previous section. Normalising by
M has the aim of also minimising the material cost, with the idea that longer modules
will no longer simply be favoured by their increased size with which to interact with
the waves. Other normalisation factors could provide useful insights: for example, the
device surface area is often instead used to reflect the structural costs, and a more
complete monetary cost model could even be used to better estimate this. However,
in the current scope of work, only the three above mentioned cases are investigated.
The power-based objective function is negated by convention, so that both objec-
tive functions are to be minimised. Since the joint force objective function involves a
large exponent (m = 5), very steep Pareto fronts can result, meaning the results are
viewed more clearly with this objective function given a logarithmic scale. Continuing
from the slight design change implemented along with the removal of the constraint
defined by Eq. 5.4, all results in this section use the updated geometry (see Section
5.7.1 for details).
5.7.2.1 Objective functions P̄ & Ḡ
Though the damage measure cannot take absolute values, it is useful in this section
to take the mth root of the quantity so that the resulting measure is proportional
to stress. Thus purely in this subsection, Eq. 5.32 is to be replaced with Eq. 5.39.
This allows the results in this subsection to be more easily interpreted with relation







Within the variable bounds specified by Table 5.3, the genetic algorithm was run
for 61 generations of 100 individuals - deemed to give a high enough level of conver-
gence of the Pareto front. In order to verify sufficient accuracy of the designs on the
resulting Pareto front, two discretisations were used as in the previous subsection:
quadratic splines with a panel size of 0.2L and cubic splines with a panel size of 0.1L.
Figure 5.21 shows that only a small level of distortion is introduced to the Pareto front
under the switch to a finer discretisation, which indicates a high level of accuracy. For
80% of the designs, the difference in P̄ is less than 10%, and the difference in Ḡ is less
than 10% for 87% of the designs.
The Pareto front can be viewed as several continuous regions, separated by dis-
continuous jumps. These discontinuities can be attributed to both the inability of
the GA to locate some sections of the front, and the innate nature of the problem,
which embodies the underlying physics and the constraints (physical and computa-
tional). In the results presented here, most often the groups of designs either side
of a discontinuous region are seen to be of distinct types, whilst designs within each
continuous band are more similar to one another. This suggests that the underlying
physics of the problem (including the nonlinear set of physical constraints) is the dom-
inant factor, and that the discontinuous regions are indeed features of the true Pareto
front. (Computational constraints have not been observed to significantly impact the
feasible search space - see Section 5.6.) A purely vertical or horizontal discontinuous
jump can occur if there exist regions in which the two objectives are not in conflict
with each other - i.e. where one objective function can be altered independently of the
other. The non-existence of feasible designs with certain pairings of the two objective
function values can also result in discontinuous jumps. This is more likely to explain
jumps through which both objective functions change in value; by smoothly changing
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a particular combination of variables, it may in principle be possible to move contin-
uously along the Pareto front, until a bound or constraint is hit, at which point there
must be a step change in the design to transition to the next continuous region of the
front.
Variable Lower bound Upper bound Units
θ 20 65 ◦
W 3.5 25 m
D 3.5 30 m
L 50 150 m
Lf 13 90 m
Wf 1.75 35 m
ρt 1000 6500 kgm−3
ρf 50 900 kgm−3
Table 5.3: Variable ranges used for the multi-objective genetic algorithm runs that
use P̄ and Ḡ, and P̄ /D and Ḡ/D as the objective functions.
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Figure 5.21: The Pareto front with P̄ and Ḡ as objective functions. Black stars - spline
order = 3, maximum panel size = 0.2L; blue circles - spline order = 4, maximum panel
size = 0.1L.
Some degree of wider context is necessary to select from the optimal design candi-
dates along the Pareto front. However, without knowing the real-world implications
103
(for example, in terms of monetary cost) of the various designs, two aspects of the
shape of the front can be used to narrow the selection to a few candidates. This rests
on the tacit assumption that the force-based objective function is proportional to the
overall cost (monetary or otherwise) of energy extraction. Firstly, the discontinuous
regions can be exploited: at a vertical jump, the lower of the two designs should be
chosen, where the same power can be obtained at lower expense, whilst for analogous
reasons, the leftmost of the two designs at a horizontal jump should be chosen. Sec-
ondly, continuous regions in which the gradient of the Pareto front appears to be close
to zero often provide an easy selection: again, the leftmost design should be selected
since it provides more power with minimal increases in likely structural damage. Fig-
ure 5.22 displays the Pareto front with both axes logarithmically scaled, along with a
few of the best designs based on these selection principles (see also Table 5.4).
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Figure 5.22: The Pareto front from Fig. 5.21, with a selection of the most favourable






















































































































































































































































































































































































































































































































































































































































































































As is hinted at by the six selected designs (see Table 5.4), the Pareto front indi-
viduals also exhibit some trends. In general, as one traverses the front from high to
low powers, θ increases from 35◦ through to around 54◦, and L decreases from the
maximum of 150m down to around 62m. W and D also vary from their maximum
values with the highest power individuals, through to W around 13m and D of just
above 4m for the lowest power designs. Whilst Lf broadly appears to increase towards
the higher power regions of the front, the ratio of Lf to L decreases, with a division
into two clumps of data points: for designs with power extraction lower than 1.6 x
106W, 0.5 < Lf/L < 0.62, and for powers above 1.6 x 106W, 0.3 < Lf/L < 0.44. Wf
increases (with some spread) from 12m up to 27m from low to high power extracting
designs. However, the extracted power exhibits little correlation with the ratio of Wf
to Lf , though that ratio is found to lie between 0.32 and 0.5 for all devices on the
Pareto front. For designs with P̄ > 3.5 x 106W, the mass ratio lies between 10 and
15. ρt is found to take values spanning almost the full range allowed by the bounds,
yet as higher powers are approached along the front, ρt values decrease towards the
lower bound. There is also some indication that lower ρt values are required for the
lowest power regions too, whilst it is free to adopt higher values in between. ρf values
tend to be somewhat independent of ρt, yet the two cannot both take large values si-
multaneously, since the device must float. ρf is split into two distinct clumps of data
points, with designs extracting powers below 2MW taking values ranging between 50
and 125kgm−3, and designs with powers above 2MW taking value between 200 and
380kgm−3. Thus, at one extreme, the designs with greatest power have low ρt with
relatively high ρf , whilst at the other extreme, the designs optimised most heavily for
low damage due to stress cycling have low ρt and low ρf . The trend in ρt is somewhat
mirrored by the trend in waterline height (Fig. 5.23), which is perhaps of little surprise
since the waterline height is in part dependent on ρt. As for the devices optimised
solely for high power (see Section 5.7.1), the highest power designs require a waterline
position extending to around halfway down the vertical float face. However, with the
extra force-related objective function, the lowest power designs (also those subject to
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lowest damage) also require a lowering waterline height, towards a similar limit of half
the vertical float face length. This is most clearly illustrated by using capture width
ratio in place of power (Fig. 5.23). In contrast to the highest P̄ designs, which are also
accompanied by a maximal float width, it is just sufficient that the float width of the
lowest Ḡ designs is greater than around two-thirds of its maximal value. In between
the two ends of the Pareto front, the waterline heights generally do not exceed the
top of the vertical float face - almost all optimal design candidates have a waterline
intersecting the upper half of the vertical float face.
-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1


















Figure 5.23: Capture width ratio with waterline position. Blue circles represent all
parameter sets in the Pareto front shown in Fig. 5.22, magenta stars just those sets
whose hydrodynamic models are deemed suitably converged. A waterline position of
zero corresponds to the top of the vertical float face, and a positive or negative value
denotes the waterline position above or below this point, as a fraction of the total
height of the vertical float face.
Since high power devices exist with angles either side of the peak with θ around
35◦ (see Fig. 5.17), the implication from the results in this section is that higher
forces must result on designs with angles much lower than 35◦, otherwise the Pareto
front would include designs from that range. A rerun of the multi-objective genetic
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algorithm with a 35◦ upper limit on θ confirms this, with the Pareto front designs
undergoing greater forces for a given power (Fig. 5.24), with one exception. As
expected, no results achieved greater power than in the original run, but one new
kind of device has been found that does improve upon the original front, and it is
amongst the highest power designs (Table 5.7). As discussed previously (Section 5.6),
with lower angles, in general there are fewer feasible regions as the search itself is more
severely restricted by the physical and computational constraints. When larger angles
are permitted, this biases the search against the discovery of designs with very low
θ values. Figure 5.25 again shows that the hydrodynamic modelling outputs for the
Pareto front individuals are sufficiently accurate.
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Figure 5.24: The Pareto fronts of the GA runs with the full θ range (black) and with
the restricted θ range (red).
θ W D Lf Wf
28.84 24.60 25.14 57.97 12.10
ρt ρf L P̄ Ḡ
3087.68 95.92 136.30 3.71 x 106 1.40 x 1036
Table 5.7: The defining parameters and objective function values of the new type of
design encountered by the GA run restricted to low θ. P̄ is measured in Watts.
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Figure 5.25: The Pareto front with P̄ and Ḡ as objective functions, and the upper
bound of θ reduced to 35◦. Red stars - spline order = 3, maximum panel size = 0.2L;
blue circles - spline order = 4, maximum panel size = 0.1L.
5.7.2.2 Objective functions P̄ /D & Ḡ/D
Within the variable bounds specified by Table 5.3, the genetic algorithm was run for
121 generations of 100 individuals - twice as many generations as were required in Sec-
tion 5.7.2.1, due to the altered nature of the search (this is discussed again in a later
paragraph). Whilst the level of accuracy of the hydrodynamic models of the Pareto
front designs is not as strong as in Section 5.7.2.1, a similar kind of clustering is seen
amongst the designs. Figure 5.26 shows that even when only considering designs for
which the power difference is less than 20% between the two discretisations, the Pareto
front remains well-represented. Additionally, in some cases, the difference in predicted
power stems from the zeroing of power for frequencies at which the solver fails to con-
verge, and since this tends to occur more often with the finer of the two discretisations,
the difference in power is sometimes not actually representative of insufficient accu-
racy. In any case, omitting from consideration those designs for which accuracy is
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disputed, five of the specific designs that strike the best compromise between the two
objectives are presented in Table 5.5.
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Figure 5.26: The Pareto front (black stars), with designs for whom the difference in
power is less than 20% overlaid (green circles, filled in yellow). A selection of the most
favourable design candidates are circled in red.
Noticeably, the trend of increasing θ with reducing power-based objective function
value is retained, spanning a similar range of angles from 32◦ to 54◦. The correlation
is far stronger in this case (Fig. 5.27) than with the unnormalised objective functions.
Similarly, at the top left of the Pareto front, L pushes up against the upper bound of
150m, and decreases down to about 70m in the bottom right. W also shares a similar
trend, ranging from the upper limit of 25m down to 14m as the front is traversed
from left to right. As before, the lower values of D taken by the designs in the
bottom right of the front is the same as before, lying around 4m. This is enforced
by the computational constraints. However, the individuals with highest P̄ /D have a
maximum D of around 9m, indicating that the designs may be exploiting some sort of
beneficial diffraction of the waves around the front module, in order to attain a higher
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capture width ratio. Further, the requirement for a greater number of generations in
order for the GA to reach a sufficient level of convergence is largely due to this feature
of the Pareto front individuals; small D values can lead to worsened hydrodynamic
model accuracy with a given panel size, and worsened solver convergence properties.
Despite the absolute value of Lf not showing any obvious correlation with the
objective functions, its ratio to L is again, broadly divided into two regions - 0.25 <
Lf/L < 0.36 for P̄ /D values greater than 1.6 x 105Wm−1, and 0.54 < Lf/L < 0.72
for P̄ /D values less than 1.5 x 105Wm−1. These ranges stretch to both higher and
lower extreme values of Lf/L than with the unnormalised objective functions. Again,
there is little correlation between the objective functions andWf/Lf , though this ratio
has been found to lie between 0.25 and 0.5. As before, the designs furthest leftward
on the Pareto front display a tendency towards lower ρt values, but the lowest P̄ /D
designs actually have the highest ρt values - around 3000kgm−3. ρf values show no
clear correlation with P̄ /D but are clustered in four groups, which span from around
150kgm−3 to 400kgm−3. The mass ratio lies between 15 and 20 for all designs with
P̄ /D > 1.6 x 105Wm−1.
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Figure 5.27: Correlation of the power-based objective function with the module incli-
nation angle.
5.7.2.3 Objective functions P̄ /M & Ḡ/M
When normalising both objective functions by the module mass, there is a tendency
of the GA search to veer towards values of Wf small enough to cause accuracy issues,
with the enforced spline order and panel size. Thus the lower limit ofWf was raised to
5m. These objective functions also encourage minimisation of the densities involved,
but practically, it may be difficult to achieve ρt < 1700kgm−3 or ρf < 80kgm−3,
so these were enforced as lower limits. L was found to always lie towards the lower
end of the range, so the upper limit was adjusted accordingly (Table 5.8), to save
computational effort. The genetic algorithm was again run with 121 generations of
100 individuals.
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Variable Lower bound Upper bound Units
θ 20 65 ◦
W 3.5 25 m
D 3.5 30 m
L 50 75 m
Lf 13 90 m
Wf 5 35 m
ρt 1700 6500 kgm−3
ρf 80 900 kgm−3
Table 5.8: Variable ranges used for the multi-objective GA run that uses P̄ /M and
Ḡ/M as the objective functions.
Computing the objective functions a second time for each Pareto front individual,
using a finer discretisation and increased spline order, does not result in an identical
front. However, as the 45 individuals are split broadly into two types of design, the
29% of these with differences in P̄ /M < 10% is enough to justify the performance of
those two design types. The best performing of these designs are highlighted on the
Pareto front (Fig. 5.28) and are defined in Table 5.6. Both have inclination angles
above 45◦. W is almost equal to D, giving a square cross-section of the internal water
column in both cases. Peak P̄ /M is achieved with a value of Lf/L around 0.3, and
the mass ratio increases from 5 to 7.3 traversing leftwards along the lowest section of
the front, and then from 11 up to 14 along the second, upper branch of the front.
Whilst the P̄ /M value of device 1 (Table 5.6) is a quarter higher than that of
device 2, Ḡ/M increases by two orders of magnitude. Most interestingly, with the
small variation present amongst the 45 Pareto front designs, there is a clear trend
relating to the waterline position (Fig. 5.29). There is direct proportionality between
the degree to which a float is triangular in cross-section, and the waterline position
relative to the vertical float face. The design with the float closest in cross-sectional
shape to a triangle has a waterline intersecting the module just less than a third of the
way down the vertical float face. As the float shape further departs from this upper
(and triangular) limit, the waterline shifts closer to the edge at the top of the vertical
float face. This could perhaps be interpreted in terms of a retention of the amount of
mass/inertia above water.
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Figure 5.28: The Pareto front with two discretisations: spline order = 3, max. panel
size = 0.2L - black stars; spline order = 4, max. panel size = 0.1L - blue circles. A
selection of the most favourable design candidates are circled in red.

































Figure 5.29: Correlation of the waterline position with the float width as a function
of its upper limit. Contrast with Fig. 5.20.
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5.7.3 Comparison with other devices and WaveTrain verdict
With a vast number of wave energy converter designs, and in the absence of conclu-
sive cost figures for each, it is difficult to make clear and fair comparisons between
devices. And despite the variety of metrics that have been used to try and facilitate
such comparisons, a sense of comparative performance can often be insightful, even
considering the caveats that apply. With particular relevance to the WaveTrain device,
a numerical benchmarking study [11] assessed eight types of wave energy device, com-
paring their performance across four metrics, including Capture Width Ratio (CWR).
Though that study used time-domain models, the accuracy of a fully linear model in
modelling the WaveTrain (see the penultimate paragraph of Section 5.1) may mean a
comparison is quite reasonable. Taking the characteristic width for the WaveTrain to
be three times the dimension, D, of a single module, the best performing design (see
Fig. 5.17) has a CWR of 0.77. Table 5.9 presents a comparison of this WaveTrain
design with the eight device types from [11], as assessed in the EMEC wave climate,
as this is most similar to the West Shetland Shelf climate used with the WaveTrain
in the present work.
Device type Capture Width Ratio (%)
Small bottom-referenced heaving buoy 4.2
Bottom-referenced submerged heave buoy 13
Floating two-body heaving converter 29
Bottom-fixed heave-buoy array 16
Floating heave-buoy array 11
Bottom-fixed oscillating flap 68
Floating three-body oscillating flap device 20
Floating oscillating water column 50
WaveTrain device 77
Table 5.9: Capture width ratio of the WaveTrain, and each of eight device types from
[11] at the EMEC site.
Clearly, the WaveTrain performs well on this metric, aided by its high power
absorption sustained over a wide range of frequencies. A further study comparing the
capture width ratios for a much larger set of 156 devices [9] provides a further point of
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comparison. Whilst that study used CWR values derived from numerical modelling
results for some devices, and CWR values derived from physical testing results for
others, the presentation of the multitude of CWRs was conveniently broken down into
categories, forming a nice basis for comparison (Fig. 5.30).
Figure 5.30: Capture width ratio as a function of the WEC characteristic dimension
and the WEC category. Reproduced here courtesy of [9].
Again with the caveat of the linear model used, the indication is that the Wave-
Train compares very favourably with the range of other existing device concepts. This
is especially so when looking at the floating OWC category. However, the WaveTrain
is thought to derive its performance from its sloped characteristics and so it may be
more appropriate to categorise it as a mixture of a heaving device and a surging de-
vice (like the fixed Oscillating Wave Surge Converters, OWSCs, forming the category
generally highest in CWR in Fig. 5.30).
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However, whereas a single metric allows for some quantitative comparison, a range
of factors undoubtedly contribute to the technical or market feasibility of a device.
Whereas OWSC devices tend to experience large forces as a result of the large material
surface presented to the waves, the WaveTrain is likely to achieve its CWR with much
less forceful impact from the water, due to its sloped motion and slender modules.
Additionally, the more highly-scoring (on CWR), fixed-bottom OWSC devices require
a rigid seabed connection, which could hugely restrict their long term, large scale
deployment, as it would likely be costly to install them in deep water environments,
where the majority of wave energy is found. Floating OWSCs tend to score much
more lowly on CWR (Fig. 5.30).
As proposed for an early full-scale rendition of the WaveTrain under the novel
WEC programme of Wave Energy Scotland [2], concrete could provide a substantial
proportion of the structure, vastly reducing the manufacturing cost. Therefore, the
WaveTrain can score particularly well on any metrics that include a structural cost
component.
Of course, the integrity of the joint-connected mechanical struts in between each
pair of modules remains difficult to quantify, especially in survival conditions. But
the existence of feasible devices across a range of the power- and force-based objective
functions (see the well-represented Pareto fronts from Section 5.7.2) allows for some
degree of control over this during the design phase. With prudent choices of further
development (such as survival tests, and fatigue tests of the joints, at suitable scales),
it should be possible to sustain the majority of the WaveTrain’s high performance in
real sea conditions. The benefits of carrying the high power extracting capability of
sloped motion into a deep-water environment are likely to outweigh the complications





It is well known that the shape of the Edinburgh duck allows very efficient absorption
of wave energy (see Chapter 1), but as part of a full spine, some coordination amongst
the various degrees of freedom is required for maximal power extraction. This problem
of how best to actively control a spine of ducks was first approached by Young and
Pollock [10], using a pitch-heave-surge rig in a narrow wave tank (Fig. 6.1) to mimic
the behaviour of a single member of a full spine of ducks. An automated machine
learning technique was used to tune seven control force coefficients for maximal power
extraction in a selection of irregular sea states. Power could be extracted through all
three degrees of freedom, akin to the manner in which power would be extracted by
a member of a full spine via the flexure of the joints and the pitching of the ducks.
A key finding was that the optimisation process often led to increased proportions
of the total power deriving from the heave and surge motions, especially in longer
period waves. This suggests that significant power extraction from the joints of a
full spine can be expected. Related work by Salter [71] on long spines of cylindrical
modules, not optimised for power extraction, found that oblique wave directions led to
much larger bending moments at the down-wave end of the spine. It was believed that
flexural waves travelling along the spine were a precursor to this phenomenon, and only
occurred with specific heading angles of the waves. It was also suggested that these
features could perhaps be exploited by the control moments to yield increased power
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extraction, such as was subsequently achieved with Pelamis [72]. The complexities
encountered in these two studies shed some light on the expected behaviour, but it
is not clear how these phenomena would manifest in a full spine of ducks optimised
for power extraction. Bridging the gap between the two aforementioned studies is
the primary focus of this chapter, using efficient numerical models and a frequency-
domain control technique to investigate the dynamics, loadings and power production
of an operational long spine of Edinburgh ducks, with both regular and irregular wave
conditions.
Figure 6.1: A solo duck model connected to the pitch-heave-surge rig. Courtesy of
[10].
Whilst benefits only arise from numerical models by extending their range of appli-
cability into the unknown, validation of some base cases can at least help to increase
the confidence in the model outcomes. Pizer [44] compared his linear, frequency-
domain numerical model of a solo duck with the experimental results of Skyner [24].
Whilst there was a good level of agreement for the hydrodynamic and hydrostatic
impedance and particularly the excitation forces, Skyner’s experimental results were
119
intentionally restricted to conditions of linearity. Wu [26] similarly found good agree-
ment between a linear numerical model and experimental results for a solo duck in
monochromatic waves, but also found that the nonlinear regimes encountered experi-
mentally do not significantly deviate from the linear regimes, at least for wave periods
and heights towards those commonly encountered in real wave climates. The exten-
sion of a solo duck to a full spine of ducks does not obviously add any nonlinear
behaviour; under the influence of a freak wave, the flexure angle of a physical model
of a long spine peaked at only 4◦, and under normal conditions was found to be much
lower [71]. Considering also that suitable motion constraints imposed through the
control strategy (e.g. [8]) can also to some extent prevent unrealistic results, these
findings build confidence in the ability of a linear frequency-domain model to explore
the dynamics and performance of a full spine of Edinburgh ducks under conditions of
optimal power extraction.
6.2 Development of an efficient hydrodynamic model
Using a single geometry and mass distribution for each duck, the full spine can be
modelled efficiently in the frequency-domain using generalised modes of motion. As
with the corresponding section of the previous chapter, the reader should consult [55]
or [28] for further detail regarding the theory or implementation of the hydrodynamic
modelling methods described in this section.
6.2.1 Duck design
The duck design used in this study is based on the cross-sectional shape of the D0018
Medium Beak Duck from Jeffrey et al. [73], which was designed to be similar to a
member of a full spine. The six ballast tubes from that design are augmented here
by a seventh, located much lower in the duck body to help achieve the desired mass
distribution (Fig. 6.2).
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Figure 6.2: Cross-section of a single member of the full spine of ducks, with the seven
ballast tubes displayed. Sway is defined into the page, with the axes centred halfway
along the spine length.
The ballast tubes are each of constant density and are 1.27m in diameter. Their
masses must be selected such that a suitable waterline height and an appropriate centre
of gravity location are achieved, whilst satisfying the constraint that the centre of
gravity and centre of buoyancy both lie on the same vertical line (Eq. 5.1). The masses
used (Table 6.1) result in a waterline height of 4.12m above the centre of rotation, and
a centre of gravity 1.65m radially outwards from the centre of rotation, at an angle
of 4◦ anticlockwise from the centreline. This angle is much smaller than that used by
Skyner [24], but is closer to the value of around 10◦ recommended for good capsize
recovery [74]. The ballasts are fully defined in Table 6.1, with the radial positions
defined from the centre of rotation, and the angular positions defined clockwise from
the part of the centreline joining the centre of rotation and the beak tip (the pointed
edge of the duck).
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Ballast Mass Radial Angular
index (kg) position (m) position (◦)
1 0 10 0
2 456000 5.5 45
3 312000 4.75 65
4 134000 6 0
5 0 4.75 -65
6 56000 5.5 -45
7 752500 4 -120
Table 6.1: Ballast tube masses and positions.
In its equilibrium position, the centreline is orientated at 36◦ to the horizontal (as
used by Skyner [24] for a solo duck), and the distance from the centre of rotation to the
beak tip along the centreline is 11.8m. A width of 29.5m is used for each duck, with a
10.5m spacing between each pair of adjacent ducks, similar to early models [71],[74].
The individual duck used here is statically stable in both pitch and roll (Eqs. 5.2,
6.1), ensuring that the whole device is statically stable.
(S22/∀) + zb − zg > 0 (6.1)
6.2.2 Full spine and geometry definition
The full spine investigated herein consists of ten ducks, which is deemed the minimum
number to achieve adequate stability by spanning multiple wave crests [3]. In practice
however, provided that there is space to adjust the axial spacings between ducks as
desired, the spine should extend as far as shipping lanes allow in order to maximise
the absorbed energy. To visualise the device studied herein, first consider a rigid spine
with 5 degrees of freedom - surge, sway, heave, roll and yaw, but not pitch. Adding
to this spine 10 ducks, each of which can undergo pitch rotation, and 9 joints, each of
which enables rotation in the roll and yaw directions, results in a 33 degree of freedom
system (5 + 10 + (9 x 2)). In practice it may be beneficial to allow axial motions
between each pair of adjacent ducks in order to maintain the correct separation even
under bending of the spine, but this is not relevant to the linear problem investigated
in this work. Information on how this system can be modelled using generalised modes
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is given in the following section. Figure 6.3 shows the front and plan views of the ten-
duck spine, along with the numbering conventions for the ducks and joints, and the
definitions of the axes and wave direction.
Figure 6.3: Front and plan views of the ten-duck spine, including its two degree of
freedom joints. The numbering convention is indicated for the ducks and joints.
The hydrodynamic and inertial properties of the connections between ducks are
neglected, and so the discretised mesh (Fig. 6.4) for the whole spine only needs to
take into account the shape of the ducks and the spacings between them. WAMIT’s
‘low-order’ method is used for this.
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Figure 6.4: A section of the discretised mesh used to compute the hydrodynamic forces
that act on the submerged part of the ten duck spine.
6.2.3 Defining the device motions
Given the internally-housed power take-off systems, each of the ten ducks can be
modelled as if able to react against a rigid reference frame in the pitch direction, using
the assumption that the internal mechanism can always provide the desired torques.
Hence it is most convenient to define a generalised mode describing a pitch rotation
about the centre of rotation for each duck, whilst locking (‘fixing’) the rigid body pitch
mode (which is associated with the entire assembly of ducks). This ensures that pitch
motions of each duck are defined relative to a stationary reference frame, so that any
damping or stiffness forces are applied as they would be by an internal power take-off.
(See Appendix E for more information regarding this type of decision on the mode
definitions.)
Conversely, any forces applied about a spine joint must involve equal and opposite
reaction forces applied to the ducks either side. The most convenient way to do this
is to define the generalised modes relative to the rigid body yaw and roll modes,
which define the motions of the entire freely-floating assembly as if it were rigid.
The couplings (inertial, gravitational, hydrodynamic and hydrostatic) amongst all 33
modes of motion govern the effects of all the PTO moments on the spine.
Since all nine joints lie in line with the centre of rotation, the location of each
is defined by just its y-coordinate, bi, as are the modes associated with the pitching
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of each duck. Reserving the first five modes (1 ≤ i ≤ 5) for the rigid body motions
(surge, sway, heave, roll and yaw), defined over the entire spine as if it were rigid, the




 for y ∈ Vi and 6 ≤ i ≤ 15 (6.2)
where Vi denotes the volume associated with duck i.
The shape functions for the joint rotations about the x-axis (akin to roll) are given









 for y ≶ bi and i ∈ Iy := [17, 19, 21, 23, 25, 27, 29, 31, 33] (6.4)
As for the WaveTrain application from the previous chapter, some complexity
lies within the inertial and gravitational restoring terms, especially given the shape
for the duck taken from Jeffrey et al. [73], which requires conversion from the non-
orthogonal coordinate system into parametric coordinates for the integrals to be eval-
uated. Nonetheless, the calculations proceed in the same manner as for the WaveTrain
application (see Section 5.2.5), using the methods described in Chapter 4. The co-
ordinate transformation for the duck spine between the fixed and displaced reference
frames is required for computation of the cgij entries. For example, given a coordinate
on the duck furthest upstream (duck 1), the transformation is given by Eq. 6.5. Note
that i = 5 denotes the rigid body yaw mode in this example, followed by i = 6 for the
generalised mode describing pitching of duck 1.
x =











z′ + ξ3 + ξ4y





Whilst the transformation comprises ten piecewise continuous descriptions along
the spine due to the nine joints, each cgij and Mij element is dependent on only two
discontinuities at most.
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6.2.4 Shear forces at the joints
Whilst the spine can flex freely in the rotational degrees of freedom along its sections,
translational motions are forbidden in this model, other than those corresponding
to movement of the entire spine as a whole. (In a real nonlinear system, it may
be practically beneficial to allow some surge translation at the joints, primarily to
maintain the horizontal module spacings.) By setting up three additional, ‘fixed’
generalised modes for each joint (defined by the shape functions in Eq. 4.11), the
shear forces can be analysed. (See Sections 3.4 and 4.4 for more details.)
This gives 60 modes in total, for which the radiation potentials (and diffraction
potential) are solved. Table 6.2 gives a summary of these modes.
Mode type, Quantity Mode type, Quantity
free fixed
Rigid body 5 Joint shear 9
forces, surge
Duck pitch 10 Joint shear 9
forces, sway
Joint flexure 18 Joint shear 9
(in roll & yaw forces, heave
directions)
Total: 33 Total: 27
Table 6.2: Summary of the modes (rigid body and generalised) used in the duck spine
hydrodynamic model.
6.2.5 Verification of modelling approach
Again, due to the complexity in computing the inertial and gravitational properties
of the full duck spine, further verification has been carried out using the alternative
approach in the time domain (see Section 3.6). To shorten the runtime of the time-
domain model, a spine of only three ducks has been considered. As the computation
of the cgij and Mij coefficients is scripted in a general manner, allowing the selection
of any number of ducks, this still strongly verifies the implementation of the more
efficient method. Figure 6.5 shows a comparison between the magnitudes of the RAOs
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(normalised by wave amplitude) obtained from both methods, for an undamped spine
of three ducks, with an incident wave heading of 30◦.

















































Figure 6.5: Verification of the modelling approach. Solid lines with circles: time-
domain approach. Solid lines: frequency-domain approach using generalised modes.
The RAO magnitudes are measured in radians per metre of incident wave amplitude.
127
A lack of runtime of the time-domain model explains the discrepancy for higher
wave periods. In the case of the joint RAOs, the discrepancy at lower wave peri-
ods could be explained by the numerical differences in modelling the two systems,
especially given the lower absolute values.
6.3 Complex conjugate control - using motion constraints
Fundamentally, complex conjugate control (CCC) is the process of optimising the
absorbed power by tuning the applied PTO forces and/or moments in the frequency-
domain. A component 90◦ out of phase with the body velocity (often provided as
stiffness forces, proportional to the body displacement) enables a cancelling of the
phase difference between the wave forces and the body velocity. A second, in-phase
component of the forces/moments damps the body velocity so as to tune the magni-
tude of the body velocity. Both force components together enable the optimal power
absorption, and can analytically be derived for the case of monochromatic incident
waves, in terms of the hydrodynamic, inertial, gravitational and hydrostatic proper-
ties.
Since the time-averaged power is only dependent on the damping coefficients and
the body velocities, it is convenient to express the equations of motion in terms of those
velocities (Eq. 6.6, 6.7). Eq. 6.6 also defines the control matrix, Ĉ, proportional to
the velocity, so that its real part corresponds to the PTO damping and the imaginary
part to a PTO stiffness (or alteration of the mass or added mass).
Fc = ZU−AX = −ĈU (6.6)
Z = iω(A + M) + B− i
ω
C (6.7)
The absorbed power is given by the product of the instantaneous control force and
the instantaneous velocity, for each degree of freedom. With both the control forces
and velocities of sinusoidal form, this can be separated into a constant component, and
an oscillatory component with twice the wave frequency. Over periods of time much
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greater than the wave period, the mean power is given by just the first component





By substituting the control forces, Fc, from Eq. 6.6 into Eq. 6.8, algebraic ma-











The first term represents the power in the incident, diffracted waves, whilst the
second term of opposite sign represents the power radiated away by the body. The
optimal power absorption is given when this second term vanishes. The velocities (of





By substituting these optimal velocities back into Eq. 6.6, the control matrix
is determined to be the complex conjugate of Z - hence the name of this control
technique.
Ĉ = Z∗ (6.11)
This control technique is underpinned by the assumptions of linear wave theory,
and by the very nature of maximising the absorbed power under these conditions,
unrealistically large body motions can result, especially for longer wave periods. In
order to retain the use of complex conjugate control, without admitting unrealistic
motions, a constraint must be enforced. Eq. 6.12 [8] defines the constraint relative to
the velocities, with the diagonal matrix, Γ, comprising the weightings, γi, associated
with each degree of freedom i. As it is the combination of the body motions over
which the restriction applies, this is perhaps best described as a ‘linearity constraint’.
U†Γ−2U ≤ 1 (6.12)
Using the method of Lagrange multipliers, maximising the absorbed power subject
to the motion constraint is equivalent to solving Eq. 6.13, given the auxiliary function
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Q (Eq. 6.14). The partial derivative with respect to the complex vector, U, is defined






Q(U, µ) = P(U)− 1
2
µ(U†Γ−2U− 1) (6.14)
Evaluating the top row of Eq. 6.13 and rearranging for U, gives the optimal








(B + µΓ−2)−1X (6.16)
Substituting these optimal velocities into the second row of Eq. 6.13 yields a scalar
equation, from which µ can be obtained (Eq. 6.17). See [8] for more details regarding
the solution of this equation.




Similarly to unconstrained CCC, substituting the optimal velocities into Eq. 6.6
yields the control matrix (Eq. 6.18).
Ĉ = Z∗ + 2µΓ−2 (6.18)
Note that this comprises extra positive damping terms, in order to maintain body
motions within the confines of the motion constraint. This over-damped case would
not necessarily be the optimal strategy in the corresponding real, nonlinear system,
but it at least gives a less inaccurate analysis by excluding control cases that depend
on unrealistic motions.
Throughout this section so far, in both the unconstrained and constrained cases,
it has been assumed that power can be extracted via all degrees of freedom. This may
not always be the case; some degrees of freedom (DoFs) may be uncontrolled. In those
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systems, the equations of motion can be written explicitly in terms of the controlled


















where A is the wave amplitude, subscripts c and f are used to denote components
relating to the controlled and uncontrolled modes, respectively, X denotes excitation
forces, F the control forces, and Z is the intrinsic impedance defined relative to the
velocities, U.
It is necessary to use the control forces to optimise the controlled velocities, Uc,
in order to maximise power extraction. However, coupling between the controlled and
free DoFs encapsulates a dependence of the motions of the controlled modes on the
motions of the free modes. The equations of motion of the free modes can be used to




Zmcc = Zcc − ZcfZ−1ff Zfc (6.21)
Xmc = Xc − ZcfZ−1ff Xf (6.22)
As stated in [44], Eq. 6.20 can then be subjected to the same method presented
in [8], provided that the motion constraint applies only to the controlled modes of
motion. The power is of the same form as for the case with no uncontrolled degrees






















From Eq. 6.19, the uncontrolled velocities, Uf , are dependent on the controlled
velocities, Uc (Eq. 6.24). Since the controlled velocities are optimised without consid-
eration for the uncontrolled velocities, unrealistically large motions could still result
in those ‘free’ modes.
Uf = Z
−1
ff (AXf − ZfcUc) (6.24)
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For completeness, the optimal velocities (of the controlled modes) in this case are








Ĉ = Zm∗cc + 2µΓ
−2
c (6.26)
Under certain wave conditions, the constraint may not be active (for instance,
when the wave amplitude is very small), in which case the multiplier vanishes. The







Ĉ = Zm∗cc (6.28)
Whilst it may be useful in practice to diagonalise the control matrix (for purposes
of not requiring communication between spatially separated degrees of freedom, as in
a WEC array), the control matrix is, in general, fully populated. However, it may be
possible to diagonalise the control matrix in specific applications, but that is beyond
the scope of the present work.
6.4 Duck spine dynamics under optimal power generation
(Note that the work in this subsection forms a substantial part of a recent paper that
was presented at the European Wave and Tidal Energy Conference, held in Naples
[75].) Constrained complex conjugate control is applied to only the 28 controlled
degrees of freedom, using either Eq. 6.26 or Eq. 6.28 to define the control matrices,
depending on whether the wave amplitude, period and heading angle combine to cause
excess of the motion constraint in the unconstrained case.
For further verification that the control method is implemented correctly, the power
was computed for a solo duck in waves of 1m amplitude and a 40◦ heading, and com-
pared to the equivalent result from [8] (Fig. 6.6). The plots are very similar, despite
a slightly broader plot for the duck used in the present study. Maximal performance
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Figure 6.6: Efficiency of single duck in 40◦ oblique waves, 1m wave amplitude, with
motion constraints. Dotted line: Result from [8]. Solid line: Result from the present
study. Data is only available from both sources for the variable ranges indicated on
the axes.
differs a little due to the different geometries and mass distributions, but is deemed
similar enough to substantiate the use of the duck design introduced in this study.
The full spine of ducks was analysed in monochromatic waves over a range of
wave periods (4 to 15s in 0.1s increments) and incident wave angles (0 to 90◦ in
10◦ increments). 0◦ corresponds to the case where the incident wave direction is
perpendicular to the spine, and at 90◦ the wave direction is parallel to the spine.
Though the range of wave periods likely to be encountered in a real sea may go
beyond the upper limit of 15s, this is deemed large enough to gain useful insight into
the behaviour of a full duck spine in this study. The weighted global constraint was set
following the example given by Pizer [8]. Motion constraint weightings of βi = 0.5rad
for the pitch angle of each duck and βi = 0.2rad for each joint degree of freedom are
set. These are related to the velocity constraint weightings (the elements of Γ) by
the wave frequency: γi = ωβi. These provide a particularly conservative case in this
application, given that a larger number of degrees of freedom increases the severity of
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the constraint, when using the same constraint weightings. The wave amplitude was
set to 1m for all wave conditions.
Devising a fair measure of performance for a device based on multiple operating
principles (i.e. extracting power through different types of degrees of freedom) is not
trivial. Capture Width Ratio (CWR) provides insight into the efficiency of a device,
but the spine of ducks can extract power through acting both as a terminator (ducks
pitching) and as an attenuator (joints flexing). Both these modes of operation can
readily occur simultaneously, especially in oblique waves. Considering its operation
as a terminator device, when the primary power generation will be due to the ducks
pitching, it is also not clear what to set as the characteristic length for the CWR. The
duck spine is somewhat like a tightly-packed, one-unit-deep array of devices, albeit
with jointed connections to stabilise their locations relative to one another. The
question remains whether it is fairer to use the entire spine length or just the width
spanned by the ducks themselves. It is also unclear as to whether CWR can fairly be
used to compare the inherent value of the duck pitch motions with that of the joint
flex motions. Despite these doubts, CWR can give a useful indication of performance.
The total length of the spine is adopted here as a conservative characteristic length, for
all modes of power generation, but it should be borne in mind that in general it is not
appropriate to compare the CWR used in this thesis to CWRs of other devices. The
metric is simply used to give a better indicator of performance in sea states of different
energies, than power alone would. Fig. 6.7 shows good performance over a wide range
of wave periods and angles. The highest efficiencies can be maintained for a wide range
of wave periods, especially if the orientation of the spine can adapt sufficiently as the
predominant wave period changes. The results here suggest that a duck spine may
yield optimal performance when angled away from the incoming wave direction by
somewhere between 10◦ and 30◦, and perhaps even more for wave periods longer than
10s. However, enlarging the ducks could mitigate any further required increase in the
orientation angle of the spine. A zigzag spine configuration may also be able to achieve
the higher performance, whilst avoiding the need to skew the overall orientation of the
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spine. Additionally, the motion constraints impact the power extraction most heavily
for the lowest wave angles, particularly 0◦ and 10◦. Since these are the regions in which
more power comes from the duck pitch motions, it is clear that the overly restrictive
constraints bias against the duck pitch power extraction. Whilst it was not in the
scope of the present study to assess the full power generating potential of the duck
spine, future work should investigate the appropriateness of the motion constraints,
and indeed duck shape and design.
Figure 6.7: Total capture width ratio of the duck spine system under constrained
optimal power generation.
This performance profile is provided by the complementary power extraction through
the three types of rotation (duck pitch, and roll and yaw about each joint). In general,
the ducks provide more power than the joints at lower wave periods, even for the most
oblique of wave angles (Fig. 6.8). Beyond a wave period of around 8s, the ducks pro-
duce a much diminished amount of power, even for 0◦ waves (Fig. 6.9). This suggests
that the scale of the ducks chosen here would be too small for many sea states, in
which more energy is contained in wave components of period greater than 8s. One
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must also bear in mind the previously noted point on the stringency of the motion
constraints.
Figure 6.8: Difference in capture width ratio contributions from duck pitching and
joint flexing. In yellow regions, more power is extracted through pitching of the ducks
than by the flexing of the joints. The red line shows the boundary along which capture
width contribution of duck pitching and joint flexing is equal.
Whilst the peak in power extracted through the ducks pitching is achieved with
0◦ incident waves (Fig. 6.9), the joints tend to require obliquity of the incoming
waves for significant power extraction (Figs. 6.10, 6.11). Through the yawing of the
modules about the joints, the most significant amounts of extracted power occur for
longer wave periods and heading angles around 45◦ (Fig. 6.11). As the wave period
becomes much longer and as the heading angle approaches 90◦, the amount of power
extracted through the roll motions about the joints increases (Fig. 6.10). In the
upper right corner of Fig. 6.10, very large amounts of power are generated, with the
duck spine more optimally configured to operate as an attenuator device, e.g. Pelamis
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[72]. However, the efficiency is lower in these higher wave periods (Fig. 6.7), and so
the device is better operated in a region where the ducks are designed to pitch more
significantly.
Figure 6.9: Power extraction through duck pitch motions, measured in Watts. Duck
dimensions are those given in Section 6.2.1.
Under the current control strategy, net power is often input to various degrees
of freedom, in order to increase the net power extraction through other degrees of
freedom. This can even be seen over groups of degrees of freedom. At a wave angle
of 10◦ and wave periods below 6s, the power extracted by the joint flexure in roll is
particularly high (Fig. 6.10). Those three peaks in power extraction are mirrored by
peaks of net power input (i.e. negative power extraction) through the duck pitch and
joint yaw degrees of freedom. In other words, the high amount of power extracted at
low wave periods through the joint roll modes must be accompanied by large power
input into the joint yaw and duck pitch modes.
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Figure 6.10: Power extraction through joint roll motions, measured in Watts. Duck
dimensions are those given in Section 6.2.1.
Figure 6.11: Power extraction through joint yaw motions, measured in Watts. Duck
dimensions are those given in Section 6.2.1.
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Hence, one cannot make any inferences about the relative importance of the various
degrees of freedom on the basis of the breakdown of the power extraction alone; higher
powers extracted through one type of degree of freedom may only be possible in the
presence of strong coupling with other degrees of freedom. Nonetheless, it is evident
that significant amounts of power can be derived from the spine joints, even when
considering just small incident wave angles, which may be expected in the directional
spread of a full sea state.
As a result of the control strategy, some interesting trends emerge regarding the
relative amount of power extraction via different degrees of freedom. The power
extraction of joints closer to the centre of the spine is often more dominant in different
types of sea state to the power extraction by joints toward the ends of the spine (Fig.
6.12 shows an example of this). A positive difference in power corresponds to more
power being extracted through the end joints than central ones. A series of bands
are present in the example of Fig. 6.12, corresponding to complementary behaviour
of the outermost and innermost spine joints. In other words, there are regions in
which power is injected into the outermost joints, for the benefit of increased power
extraction via the central joints, and there are regions in which the opposite is true
(the inner joints act as power injectors for increased extraction through the end joints).
These two regimes alternate as the period-angle space is traversed. With a 3D view,
this is seen as a series of waves in the period-angle coordinate space. This behaviour
is accompanied by much higher peak power extraction through the innermost joint
roll modes, demonstrated by the blue and green regions of Fig. 6.12 (also note the
difference in scale for the extremes in colour). As shown by the complementary orange
and yellow regions, however, the power extracted via the outermost joint roll modes
is much lower, but more consistent across all sea states. The high difference in these
regions is thus mainly caused by greater power input to the innermost joint roll modes,
for the benefit of greater power extraction elsewhere.
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Figure 6.12: Difference in power extraction through roll degrees of freedom of joint
9 (aft joint) and joint 5 (central joint); Power (joint 9 roll) – Power (joint 5 roll).
Measured in Watts. Note the difference in the sizes of the positive and negative
extreme values.
Trends along the spine in the power extraction from duck pitch modes are more
elusive, with the behaviour appearing to contain more complexity. Peak power ex-
traction by ducks closer to the downstream end of the spine occurs at an angle of
0◦, whilst for ducks at the upstream end, this occurs at 10◦ (e.g. Fig. 6.13). For
most ducks, there are sea states in which they are net power extractors, and others in
which they are net power injectors. Often, this sink-source type of behaviour occurs
in closely separated regions of the period-angle space (e.g. Fig. 6.13).
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Figure 6.13: Power extraction via pitching of duck 1 (upstream end of spine), measured
in Watts.
Also of interest are the shear forces and control moments involved in the power-
extracting duck spine. For joint roll degrees of freedom and small wave angles (0◦ to
20◦), the moments required by the control strategy tend to be greater towards the
centre of the spine (Fig. 6.14). Similar trends hold for the control moments imparted
at the joints in yaw.
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Figure 6.14: The moments demanded by the control strategy for the joint roll degrees
of freedom, with a wave heading of 10◦. Joints are numbered from fore to aft (see
legend).
At lower wave periods, more complex behaviour emerges, and for greater wave
angles, the demanded moments significantly increase at these low wave periods. This
raises questions over the practical feasibility of maintaining high efficiencies for low
wave periods and higher wave angles. Shear forces at the joints in sway (along the
spine) are at least an order of magnitude lower than those in the surge and heave
directions. For almost all wave angles and periods, the shear forces at the joints in
the heave and surge directions are greatest at the outermost joints. Only for lower
wave angles is this accompanied by lower control moments in the joints. Perhaps in
these cases, the greater control forces have some causal relation with the reduction in
the shear forces at the nearby joints. However, this argument does not hold for higher
wave angles, where the control forces do not differ significantly along the length of
the spine, yet shear forces do. Between periods of around 5 to 7s and angles of 10 to
60◦, the heave shear forces are greater at the most downstream joint than at the most
upstream one (e.g. Fig. 6.15). This trend reverses for wave periods above about 7s.
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Figure 6.15: Shear forces in the heave direction at each of the nine spine joints, with
a wave heading of 40◦. Joints are numbered from fore to aft (see legend).
This asymmetry in the shear forces on the joints in either half of the spine is most
pronounced in wave headings of 80◦ and 90◦, where the heave shear forces are by far
the greatest at the one or two most downstream joints (e.g. Fig. 6.16).
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Figure 6.16: Shear forces in the heave direction at each of the nine spine joints, with
a wave heading of 80◦. Joints are numbered from fore to aft (see legend).
These trends bear resemblance to findings from [71]. Despite the conservative
motion constraints employed here, there is also evidence of motions akin to those
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produced by the proposed phenomenon of a “flexural wave”. The motions of the joint
flexure in roll are greatest at the outermost joints for periods between 7 and 10s and
angles between 10 and 50◦ (Fig. 6.17 shows the effect at the central point of this
range). Furthermore, the motions of the most downstream joint are greater than
those of the most upstream joint.






















Figure 6.17: Amplitudes of the motion of each of the nine joints in roll, relative to the
incoming wave motion (measured in radians). Wave period: 8.5s, wave angle: 30◦.
Many of the results presented in this section offer hints of phenomena similar to
those encountered in the early spine tests documented in [71], but given the complexity
of the dynamics of the power-extracting spine of ducks modelled in this work, much
further work is needed to clarify the exact nature of these phenomena.
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Provided there exists strong enough coupling between the controlled and uncontrolled
modes of motion, control forces applied through the controlled DoFs could be used
to some extent to effect the motions of the uncontrolled DoFs, Uf . This motivates
an extension of the weighted global velocity constraint to include contributions from
the uncontrolled DoFs (Eq. 6.29). Of course, Uf can be expressed in terms of Uc,
meaning that the additional term actually increases the restriction on Uc, which are
effected directly via the control forces, Fc.
Uc
†Γ−2c Uc + Uf
†Γ−2f Uf ≤ 1 (6.29)
If the inequality given by Eq. 6.29 is not satisfied by the velocities demanded by
unconstrained complex conjugate control, then P(Uc) (Eq. 6.23) should be maximised
subject to Uc†Γ−2c Uc + Uf †Γ
−2
f Uf = 1. Using the method of Lagrange multipliers
(akin to the method used by Evans [43]), this is equivalent to solving Eq. 6.30, given
the Lagrangian expression in Eq. 6.31. The partial derivative with respect to the
complex vector, Uc, is defined as the partial derivatives with respect to both the real

















Evaluating the top row of Eq. 6.30 and rearranging for Uc, yields the optimal




































Substituting Eq. 6.33 into the second row of Eq. 6.30, yields a scalar equation for
µ (Eq. 6.34). The power is thus determined by Eqs. 6.33 and 6.34, along with Eq.









































Whereas the optimal velocities and power within the constrained systems considered
by Pizer [8] depend only on the radiation damping coefficients, B, and the excitation
forces, X, the systems under consideration in this paper are dependent additionally
on hydrostatic and inertial properties, due to the interaction of the controlled motions
with the uncontrolled motions (Eqs. 6.19 - 6.22). Whilst the inertial properties derive
from the mass distribution of the body (or collection of bodies) under consideration,
the hydrodynamic and hydrostatic properties may be obtained from physical experi-
ments, or as is now increasingly common, numerically by use of a radiation/diffraction
code, such as WAMIT [28], which is used in the present work. Generalised modes al-
low this technique to be applied to a collection of mechanically interlinked bodies,
or a collection of purely hydrodynamically-interacting bodies, such as a wave energy
converter array.
As with the analysis given by Pizer [8], it is useful to diagonalise the symmetric
matrix ΨBccΨ, using its matrix of eigenvectors, V (Eq. 6.37), which results in Eq.
6.38. Since Bcc and Ψ are symmetric, positive definite matrices, the elements of Λ,
λi > 0 for all i. Therefore, the poles of Eq. 6.38 all occur at negative µ values, which
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means there exist at most 2N real roots, of which one at most is real and positive.
Λ = V†ΨBccΨV (6.37)
g(µ) ≡ 1
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When µ = 0, Eq. 6.33 reverts to the optimal velocities for the unconstrained case.




the constraint only becomes active when A > Ac. In this case, of the 2N complex
roots of Eq. 6.38, still one at most can be real and positive, corresponding to a





ff Xf ≡ C, and if C > 1,
Uc
†Γ−2c Uc + Uf
†Γ−2f Uf > 1 for all µ > 0, signifying that the constraint (6.29)
cannot be satisfied. In physical terms, this corresponds to an insufficient strength of
coupling between the controlled and uncontrolled modes of motion; the motions of
the uncontrolled modes will always lead to violation of the constraint, regardless of
the forces applied through the controlled modes of motion. Therefore, it is imperative
that the nature of the application is considered in choosing the weightings, Γf , before
applying constraint (6.29). It is interesting to note that the presence of a solution
is directly dependent only on properties of the uncontrolled modes, and the wave
amplitude. However, the equations of motion (Eq. 6.19) link these properties of the
free modes to the coupling between the controlled and free modes. Whilst Eq. 6.38 is a
scalar equation, for systems with large N it is most practical to solve for µ numerically.
6.5.2 Application to a solo duck
To recap, the solo duck is a single body wave energy device, derived from the originally
proposed spine-based system [22]. Whilst originally designed to extract power through
its pitch rotations, allowing power extraction via multiple degrees of freedom can
benefit the total power, whilst reducing the cost of rigidly fixing degrees of freedom in
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a harsh sea environment. Furthermore, it may reduce costs further to concede control
of certain degrees of freedom, especially if there were no significant negative impact
on the power extraction. In this section, the methods introduced in the previous
section are applied to the solo duck in order to highlight the pertinent details of its
implementation. The method is then applied towards optimising the set of controlled
degrees of freedom.




















Figure 6.18: The impact of extending the motion constraint to uncontrolled degrees
of freedom on the capture width ratio for a solo duck. Surge and heave motions
controlled, 1m wave amplitude. Dotted line: Constraint applied only to controlled
modes. Solid line: Constraint applied to all modes.
As before, βi is set to 0.5rad for the pitch angle of each duck and 0.2rad for each
joint degree of freedom. Under head-on waves, the symmetry of the device is reduced
to a three degree of freedom system. Studying a similar solo duck system, Pizer
[44] noted that releasing control of the surge degree of freedom resulted in a larger
reduction in power than by releasing heave or pitch, for whom the reduction was
small. Consequently, a solo duck with control over just surge and heave motions may
provide comparable performance to a system with pitch also controlled. We adopt
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this example to highlight the potential importance of using the extended constraint
introduced in Section 6.5.1.1. Surge and heave are controlled, whilst the pitch degree
of freedom is uncontrolled. Wavefronts are parallel to the axis of pitch rotation, and
1m and 2m wave amplitudes are considered.




















Figure 6.19: The impact of extending the motion constraint to uncontrolled degrees
of freedom on the capture width ratio for a solo duck. Surge and heave motions
controlled, 2m wave amplitude. Dotted line: Constraint applied only to controlled
modes. Solid line: Constraint applied to all modes.
Especially around the peak in capture width ratio, whether or not the motion
constraint is enforced on all degrees of freedom, or just those of surge and heave, makes
a significant difference. Under 1m incident waves, a small difference in capture width
ratio is present between 8 and 11s wave periods (Fig. 6.18). For 2m wave amplitudes,
which are not unlikely to be encountered in a real wave climate, the difference extends
to a much wider range of wave periods, and is more significant (Fig. 6.19). Capture
width ratio is reduced from a peak value of around 1.5 to a peak value around 1.2. In
the case following the constrained method from Section 6.3, the unconstrained pitch
motions reach unrealistically high values (around 2rad for a wave period of 9.6s),
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which violates the assumption of linearity (Fig. 6.20). Extending the constraint to
also restrict the pitch motions unsurprisingly results in reduced pitch motions for wave
periods above 7s, with surge excursions reduced similarly. Interestingly, heave motions
actually increase slightly for wave periods above 8.5s.




















Figure 6.20: The impact of extending the motion constraint to uncontrolled degrees
of freedom on motions on the surge, heave and pitch body motions. Surge and heave
motions controlled, 2m wave amplitude. Dotted lines: Constraint applied only to
controlled modes. Solid lines: Constraint applied to all modes. Blue: Surge; Yellow:
Heave; Green: Pitch.
In general, the extended constraint (6.29) can only be satisfied if the controlled
modes have enough influence on the uncontrolled modes via the hydrodynamic, hy-
drostatic and inertial coupling, to restrict the motions sufficiently. In the case of the
solo duck under head-on waves considered above, the constraints on the out-of-plane
motions (in sway, roll and yaw) are trivially satisfied since they are not excited by
the waves. The constraints on the in-plane motions can be satisfied because coupling
between the pitch degree of freedom and the surge and heave degrees of freedom is
sufficiently strong. However, oblique waves excite the out-of-plane motions, sometimes
to the extent that no amount of force imparted through the surge and heave motions
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is sufficient to restrict the out-of-plane motions in accordance with the weighted con-
straint. Fig. 6.21 shows that between 7 and 8s wave periods, and for wave angles
greater than 10◦, a solution satisfying the extended constraint does not exist when
only surge, heave and pitch are controlled. In this case, the constraint violation is
due to resonant response in sway and roll, which are not coupled strongly enough to
surge, heave and pitch.



























Figure 6.21: Capture width ratio of a solo duck with uncontrolled sway, roll and yaw
modes. Legend defines the data lines for each wave heading, in degrees.
Bolstering this strategy with control over the sway motions increases the degree of
control (direct or indirect) over the sway and roll motions. Solutions are now found for
all wave periods, with heading angles up to and including 60◦, but there still remain
regions in which no solution exists for greater wave angles (Fig. 6.22).
The greater range of solutions is largely due to the hydrodynamic coupling between
the sway and roll modes, enabling control forces applied through sway to restrict
the motion in roll. However, this strategy results in larger sway excursions, which
ultimately cause constraint violation for wave angles above 60◦. Fig. 6.23 shows the
limiting case with 60◦ waves, in which control forces are just about able to sufficiently
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Figure 6.22: Capture width ratio of a solo duck with uncontrolled roll and yaw modes.
Legend defines the data lines for each wave heading, in degrees.
restrict the roll motions at the expense of increased sway excursions, without violating
constraint (6.29). Fig. 6.24 shows the motion amplitudes of the undamped and
unstiffened system with a 60◦ wave heading. In particular, the roll amplitude exceeds
its individual weighting (β) between 7 and 8s wave periods, indicating constraint
violation, whilst the sway excursion is considerably below its corresponding weighting.
Fig. 6.22 also highlights that the power tends towards a large negative value either side
of the region containing no solutions to the Lagrange problem. As this region is neared
from lower or higher wave periods, the approaching resonance of the roll motions
increasingly necessitates counteractive force provision in order to satisfy the weighted
global constraint. This comes at the expense of power generation, but prevents the
constraint being violated. In turn, this causes increased sway excursions, and further
reduces power generation until eventually, there are no solutions to the constraint,
regardless of the decrease in power that is tolerated.
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Figure 6.23: Motions of the solo duck in 60◦ oblique waves, optimised for power under
the extended global motion constraint. Controlled modes: surge, sway, heave, pitch.
Blue line: surge; red: sway; yellow: heave; purple: roll; green: pitch; light blue: yaw.




















Figure 6.24: Motions of the undamped and unstiffened solo duck in 60◦ oblique waves.
Controlled modes: surge, sway, heave, pitch. Blue line: surge; red: sway; yellow:
heave; purple: roll; green: pitch; light blue: yaw.
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Of the 62 combinations of controlled modes of the solo duck (excluding the cases
where all are controlled or all are uncontrolled), the non-existence of solutions has
been found at most to involve a narrow range of wave periods and less than the full
range of wave angles. In those cases, the peaks in capture width ratio generally lie
outside the period-angle combinations of the non-existence regions.
Under head-on waves where the simplified system has three degrees of freedom,
locking a degree of freedom does not necessarily cause a significant reduction in perfor-
mance [8]. From a two degree of freedom system, releasing (i.e. changing it from fixed,
to free but uncontrolled) the third degree of freedom results in a loss in power, which
is much greater when surge is released rather than heave or pitch [44]. Of course,
that study [44] left open the possibility of large motions in the uncontrolled degree of
freedom. However, a similar trend is found in the six degree of freedom system studied
here under the impact of the extended motion constraint. Under head-on waves (a
wave heading of 0◦), conceding control of surge results in a greater loss of power than
conceding control of heave or pitch (Fig. 6.25). The peak capture width ratio value of
1.97 reduces only to 1.79 in conceding control of heave. Despite some additional loss
of bandwidth, this may still provide an advantage if the systems required to control
the heave (or pitch) degree of freedom are costly.
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Figure 6.25: Capture width ratio of the solo duck in head-on waves, with control of
each in-plane degree of freedom conceded in turn. Wave angle: 0◦. Dotted line: all 6
degrees of freedom controlled. Solid lines: blue - surge uncontrolled, yellow - heave,
green - pitch.
Whilst out-of-plane degrees of freedom (sway, roll and yaw) do not affect the power
capture with a 0◦ wave heading due to the plane of symmetry of the duck, it is not the
case that the in-plane degrees of freedom do not affect the power capture with a 90◦
wave heading. In transitioning between 0◦ and 90◦ wave headings, the roles of surge
and sway broadly interchange. In head-on waves, conceding control of surge results
in a significant power reduction across a wide range of wave periods, whilst conceding
control of sway has no effect. Conversely, in 90◦ waves, conceding control of sway
reduces power significantly, whereas little effect is had by conceding control of surge
(Fig. 6.27). Conceding control of heave or pitch diminishes the power across the full
range of wave angles, especially in longer wave periods, but the power reduction is
relatively insignificant. Conceding control of yaw or roll does not have any significant
impact on power in wave angles close to either end of the range (Figs. 6.25, 6.27), and
causes only modest reductions in power for intermediate wave angles, the majority of
which occurs at lower wave periods. In fact, conceding control of roll actually increases
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power for wave periods between 7.3 and 8.5s, and intermediate angles, compared to the
case in which all degrees of freedom are controlled. Considering that a real deployment
location may only experience a small range of incident wave angles, the device is likely
to be set at an angle of around 30◦ since this enables a very wide bandwidth, without
sacrificing much in peak power (Figs. 6.25, 6.26, see also [8]). In this light, conceding
control of heave, pitch or roll would be least detrimental to performance.
















Figure 6.26: Capture width ratio of the solo duck in 30◦ incident waves, with control
of each degree of freedom conceded in turn. Dotted line: all 6 degrees of freedom
controlled. Solid lines: blue - surge uncontrolled, red - sway, yellow - heave, purple -
roll, green - pitch, light blue - yaw.
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Figure 6.27: Capture width ratio of the solo duck in 90◦ incident waves, with control
of each degree of freedom conceded in turn. Dotted line: all 6 degrees of freedom
controlled. Solid lines: blue - surge uncontrolled, red - sway, yellow - heave, purple -
roll, green - pitch, light blue - yaw.
Furthermore, conceding control of two degrees of freedom can even retain the
majority of the power capture across a slightly narrowed band of wave periods (Fig.
6.28). Sacrificing control of heave and pitch together results in a much reduced capture
width ratio, inferring that when just heave or pitch is uncontrolled, control of the
other is necessary to compensate. Should it be desired that three degrees of freedom
are uncontrolled, it is best to retain control over the translational degrees of freedom.
This case compares favourably to the one in which all degrees of freedom are controlled
(Fig. 6.28). Conversely, conceding control of the translational degrees of freedom, but
retaining control of the rotational degrees of freedom, results in a large loss of power
across a wide range of wave periods.
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Figure 6.28: Capture width ratio of the solo duck in 30◦ incident waves, with a selection
of better performing combinations of uncontrolled modes. Dotted line: all 6 degrees
of freedom controlled. Solid lines: blue - heave and pitch uncontrolled, red - heave
and roll, green - roll and pitch, purple - roll, pitch and yaw.
6.5.3 Application to a spine of ducks
The impact of the uncontrolled rigid body motions on the findings presented in Section
6.4 can now be assessed using this extended version of the motion constraint. As
before, the constraint weightings are set using displacements of 0.5rad for the pitching
of the ducks, 0.2rad for the body rotations about each joint and for the rigid body
roll and yaw motions, and 2.5m for the heave, surge and sway rigid body motions.
Of the five uncontrolled, rigid body modes of motion, clearly unrealistic motions
are only present in the surge and heave modes (see Appendix J for more details). The
highest RAOs, exceeding 20, are attained with a 40◦ wave heading for both surge and
heave. Under the extended constraint, the (significantly reduced) motions are largest
in surge and heave for low heading angles between 6 and 7s periods, and for the lowest
periods with wave angles towards 90◦.
However, despite the large difference in the surge and heave motions of the entire
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spine between the two control cases, the power absorption is not greatly affected. At
greatest, the difference in CWR is around 0.06 - much less than the greatest CWRs
attained (see Fig. 6.7). This figure holds even less significance when it is considered
that for wave angles below 60◦ across the full range of wave periods, where the highest
CWRs are achieved, the relative difference does not greatly exceed 10%, and is much
lower than 10% in general.
The level of indifference of the power absorption to the severity of the constraint
applied to the uncontrolled modes is perhaps not surprising; in contrast to the solo
duck (see Section 6.5.2), the full spine is long enough to span multiple wave crests,
giving greater control of and greater ability to detune the spine translational motions
by way of the joint and duck properties. From another perspective, by spanning
multiple wave crests, very precise tuning of the joint and duck properties is required
for the manifestation of large translational motions of the entire spine. Hence, one
would expect the requirement of only small changes in the joint and duck properties
in order to prevent this type of resonance, without necessarily diminishing the power-
generating capability. This is indeed reflected in the control moments provided, which
are very similar between the two cases. The upper plot of Fig. 6.29 displays the
control moments applied at the joints in the roll direction for the case of the extended
motion constraint, which are almost identical to those for the less severe constraint
(see Fig. 6.14).
Whilst the shear forces acting at the joints in the sway direction are almost identical
with each of the two control cases, enforcing the motion constraint on the surge and
heave spine motions significantly affects the joint shear forces in those directions. The
net effect of extending the constraint is to lower the surge and heave joint shear forces,
but the effect is more pronounced at the lower wave angles (peaking at about a factor
of four difference for certain wave periods at 0◦), reducing to around a factor of two
at 60◦ headings. This reduction in surge and heave but not sway bears direct relation
to the fact that the body motions are only significantly reduced by the extended
constraint in the surge and heave (but not sway) directions. For wave angles at which
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Figure 6.29: Control forces of joint roll motions with a 10◦ heading (upper), joint shear
forces in the heave direction with a 40◦ heading (central), and with an 80◦ heading
(lower). All motions are constrained - see Figs. 6.14 - 6.16 for comparison. Joints are
numbered from fore to aft (see legend).
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the extension of the motion constraint has a significant effect on the surge and heave
motions, an extra oscillatory component of the shear forces (with respect to wave
period) is introduced, particularly for the joints at either end of the spine (see the
central and lower plots of Fig. 6.29 compared to Figs. 6.15 and 6.16), reflecting the
peaks and troughs (or ‘bands’) present in the surge and heave motions (see Appendix
J for more information). Evidently, larger variations in the shear force result from the
tightened constraint on the surge and heave spine motions. However, the effect is still
a net reduction in the magnitudes of the shear forces. Also note that the lowest shear
forces are now experienced by joints 3 and 7, which lie halfway between the central and
end joints of the spine. This is in contrast to the case with the uncontrolled degrees
of freedom unconstrained, where these joints experienced greater forces on average
(across all wave periods) than the more centrally located joints.
Whilst motions akin to the ‘flexural wave’ phenomenon were seen in Section 6.4
to occur at certain wave periods and angles in the roll directions, the dynamics of the
full spine are complex. Just as the extended version of the constraint affects the rigid
body surge and heave motions, so too does it affect the motions in the other degrees
of freedom. For example, the previously seen occurrence of the ‘flexural wave’ is no
longer present (see Appendix J for more details).
This section, along with Section 6.4, has merely touched upon some of the clearest
features, somewhat with respect to investigating the impact of extending the motion
constraint. There remains a multitude of complexities in the behaviour of the duck
spine that could be analysed using the hydrodynamic and control model employed in
these sections. These are discussed further in Section 7.3.2.
To summarise, the extension of the motion constraint that is applied to the full
duck spine has little effect on the power absorption or control moments, despite sig-
nificant changes in the device motions (particularly the surging and heaving of the
entire spine) and the shear forces acting at the joints.
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6.6 Power extraction of duck spine in uni- and multi-
directional irregular waves
Whilst the monochromatic analysis in the preceding sections allows useful insight
into the behaviour of the optimised duck spine, an extension to irregular seas allows
for a more realistic assessment of the performance and dynamics. Still based on
linear hydrodynamics from the frequency-domain model, superpositions of the body
responses weighted by representative wave spectra enable prediction of the power
extraction in a real sea climate. Though similar to the method used in Section 5.3.4,
the use of complex conjugate control requires some further deliberation, and in order to
analyse the duck spine performance in multi-directional wave conditions, the method
must be extended.
6.6.1 Method
Whilst truly optimal performance would require real-time control within each sea state
(perhaps deriving the specific strategy from some form of machine learning algorithm),
optimising the control strategy in monochromatic waves of the energy period (and
predominant wave heading) of each sea state can give an indication of performance.
Further, computational advantages are derived from the efficiency of both the entirely
frequency-domain hydrodynamic models and the analytical control method. Contrary
to the case in Chapter 5, where only diagonal damping coefficients were controlled,
complex conjugate control is predisposed to often demand large motions. Therefore,
some restrictions must be imposed on the body motions. This is achieved using a
combination of a clipping of the time series (following McCabe’s approach [6]), and
the use of a constrained form of the complex conjugate control algorithm.
Using the same West Shetland Shelf wave climate (see Appendix G), the method
from Section 5.3.4 requires just minor adaptations in order to simulate the ten-duck
spine extracting power from these unidirectional waves. The body response time
series can be computed from the wave spectrum and frequency-domain hydrodynamic
behaviour as before, using Eqs. 5.18 - 5.23. For the body response in each sea
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state, the power must then be computed using the fully-populated damping matrix
given by the complex conjugate control algorithm. This, along with the fact that an
appropriate motion cap must also be applied, alters the required form of Eq. 5.27. Eqs.
5.28 - 5.30 can then be used as before to compute the annual mean power, but over
the 28 power-extracting DoFs instead of the WaveTrain’s three. Since the extension
to a multidirectional wave climate is more complicated but builds upon these same
adaptations, that context will be used to formally define these required changes.
It is commonly assumed that the directional component of a wave spectrum is inde-
pendent of the wave frequency, allowing the multidirectional spectrum to be expressed
as S(ωk, θl) = S(ωk)D(θl), where S(ωk) can be given by a unidirectional spectrum (in
this case by Eq. 5.18), and D(θl) is a directional spectrum, whose definite integral
over the full angle range is equal to unity. In this section, the directional spectrum is
given by Eq. 6.39 (p.35, [76]), where Γ is the Gamma function, θP is the predominant
wave direction, n = 4, and |θl − θP | ≤ 90◦.
D(θl) =




cos4(θl − θP ) (6.39)
The amplitudes of the component waves within the spectrum are then given by
Eq. 6.40.
α(ωk, θl)
2 = 2S(ωk)D(θl)∆ωk∆θl (6.40)
Using random phases generated for each of the frequency and angular components,






α(ωk, θl)cos(ωkt+ ψk,l,q) (6.41)
The frequency-domain RAOs are then required for each degree of freedom in or-
der to construct the irregular, body response time series. The excitation forces are
dependent on the wave heading angle, and so the body motions now are too. Eq. 5.21
is used to compute the RAOs of each degree of freedom, j, at each wave frequency,
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ωk, and wave direction, θl. These RAOs are then used with Eqs. 6.42 and 6.43 to
compute the body response time series.






|χj(ωk, θl)|cos(ωkt+ ψk,l,q + ∠χj(ωk, θl)) (6.43)
The motion limits used to clip the time series of motion for each degree of freedom
are inspired by the values used in Section 6.4 for the motion constraint. Note that
‘motion limits’ or ‘limiting’ relate to the clipping of the time series of the body motions,
whilst ‘motion constraints’ or ‘constraining’ relate to the complex conjugate control
strategy used to obtain the RAOs. The motion limits, X limj , are set to 0.2rad for joint
flexure modes of motion, and 0.5rad for the duck pitch modes of motion.
For each degree of freedom, j, and the random phase index, q, (each index cor-
responds to a set of random phases) the power is dependent upon the motions of
every DoF via the damping coefficients that couple DoF j to each other DoF, and is







ji ẋi,q for |xj,q(t)| ≤ X
lim
j and |xi,q(t)| ≤ X limi
0 otherwise
(6.44)
The mean power extracted from each sea state is obtained by Eq. 5.28. Averaging
over the 10 random phase sets, then summing over the 28 degrees of freedom gives the
total mean power in each sea state (Eq. 6.45). Weighting by the annual occurrence
of each sea state then gives the annual mean extracted power (Eq. 5.30).







P̄ (Hm0, Tz, j, q) (6.45)
6.6.2 Results and discussion
The complex conjugate control algorithm is implemented at each of the 14 energy peri-
ods for each predominant wave angle, giving a PTO damping and PTO stiffness matrix
for each sea state. First, three variations of the control strategy have been analysed,
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for two sizes of duck spine, and for cases with both 0◦ and 20◦ unidirectional waves
(Figs. 6.30 & 6.31). The motion constraints are 0.5rad for duck pitch rotations, 0.2rad
for joint flexure and rigid body roll and yaw angles, and 2.5m for translational degrees
of freedom. Note that in this section, ‘performance’ relates to capture width ratio, as
this allows a distinction between designs of different spine lengths but congruent duck
cross-sections, and also comparison of differently sized spines. The Capture Width
Ratio (CWR) is obtained by dividing the annual mean extracted power by the annual
mean power in waves that span a full spine length (see Table 6.3). Further discussion
of the limitations of this metric in facilitating comparison to other types of WEC is
given in Section 6.4.
Scale multiplier Annual mean power (W)
1 2.55 x 107
1.4 3.57 x 107
2 5.10 x 107
Table 6.3: Power in the incoming waves across the total length of the spine.
Of the three forms of constraint, unconstrained control produces the least amount
of power. This is because the lack of any motion constraint allows a control strategy
which is often reliant on large motions. In comparison with a case where motions are
constrained, smaller damping forces are expected in general, to compensate for the
larger motions. However, the motion limits then imposed on the time series of the
power negate any advantage this strategy may have had; the time series of the power
is heavily clipped as a result of the inappropriately large motions.
Applying the motion constraint to the controlled modes of motion yields an in-
crease in power, as in general, higher damping forces are selected, which reduce the
impact of the motion limits in clipping the time series of the power.
Additionally, constraining the five rigid body modes (the uncontrolled modes) can
result in a small increase in power (Fig. 6.30), but can also have the converse effect
(Fig. 6.31). This method is also more computationally intensive. As such, the motion
constraint is only applied to the controlled degrees of freedom for the rest of this study.
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Figure 6.30: Unidirectional seas, 0◦ wave heading. Annual mean capture width ratio
for the three control cases. Legend indicates the scale multiplier.
As previously noted in Section 6.4, the scale of the duck spine is critical in max-
imising performance in a given sea climate. For low wave angles, the yellow regions in
Figure 6.34 are situated below the most prevalent and energy intensive wave periods
of the West Shetland Shelf wave climate (see Appendix G). Increasing the device size
increases the CWR for multi- and uni-directional waves, particularly for smaller wave
angles (Figs. 6.32 & 6.33), and with the exception of unidirectional waves incident at
an 80◦ angle. The proportional increase is greatest for head-on waves - a 4.3x increase
of CWR in unidirectional waves with a doubling of scale. The increase is much less
significant for more oblique wave headings - barely a 10% increase in CWR with a
doubling of scale, for unidirectional waves of a 60◦ heading. This trend can be ex-
plained by consideration of the distinct types of motion involved with different wave
angles. Performance in 90◦ waves is most dependent on the longitudinal properties
of the spine, whilst performance in head-on waves is dependent solely on the scale
of the duck cross-section - this is further evidenced by the indifference of the CWR
to a change in spine length (see the equivalent height of the red and yellow bars for
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Figure 6.31: Unidirectional seas, 20◦ wave heading. Annual mean capture width ratio
for the three control cases. Legend indicates the scale multiplier.
head-on waves in Figure 6.32). The fact that the peak CWR for wave angles between
60◦ and 90◦ occurs at a wave period of around 16s suggests that the spine of the
original-scale (‘x1’) device is long enough for the more oblique wave directions. Given
the increases in CWR achieved with an increase in the scale of the entire device, it is
(at least to a large extent) the duck cross-section that is too small to tune effectively
to the prevalent wave periods, which is the reason for the limited CWRs in irregular
seas of small heading angles (Fig. 6.32). The increase in CWR with scale is even
more pronounced in multidirectional seas with a 0◦ predominant wave angle, as the
directional spread is taken into account (Fig. 6.33).
As a result of the undersized duck cross-section, the smallest duck spine considered
(with a scale multiplier of 1) produces increasing amounts of power as the (predom-
inant) wave angle increases towards a maximum value of 90◦ (see the blue bars of
Figures 6.32 & 6.33). Again, this is explained by noticing that as the wave angle
increases, the peak in CWR shifts towards periods more likely to be encountered in





















Figure 6.32: Unidirectional, irregular seas, constrained complex conjugate control.
Annual mean capture width ratio of various scales and with various heading angles.
Legend indicates the scale multiplier, note that the yellow bars involve a duck cross-
section scale of 1.4, with a scale of 1 along the axis of the spine.
peak CWR is shifted and stretched towards higher wave periods (Fig. 6.35), reducing
the angle at which peak CWR occurs in the irregular seas. (That band also extends
over a wider range of wave periods than before.) In unidirectional waves, the great-
est CWR of the double-scale device is achieved with a 40◦ heading angle, whereas in
multidirectional waves, the peak lies at a predominant heading of around 60◦. This
is likely because of the steeper decrease in CWR below the band of peak CWR than
above it (Fig. 6.35). The dwarfing of the unidirectional CWR achieved in head-on
waves (0.077) by the CWR achieved with even a small increase in angle (0.355 at 20◦),
indicates that the ducks are still undersized (in terms of their cross-sectional area) for
this particular wave climate - with a 0◦ wave angle, peak CWR of around 0.6 is only
achieved at wave periods between 6s and 10s.
However, even if the duck cross-sections were enlarged whilst preserving the duck
widths and spacings, performance may be degraded if peak CWR were to occur at




















Figure 6.33: Multidirectional, irregular seas, constrained complex conjugate control.
Annual mean capture width ratio of various scales and with various predominant
heading angles. Legend indicates the scale multiplier, note that the yellow bars involve
a duck cross-section scale of 1.4, with a scale of 1 along the axis of the spine.
peak CWR that is afforded by adjustment of the spine orientation as the predominant
wave period changes. In any case, a small amount of directional spreading may be
enough to eliminate the necessity of a much larger (and potentially less stable) duck -
contrast the purple bars of both Figure 6.32 and Figure 6.33: as a function of the (pre-
dominant) wave angle, the CWR is much more narrow-banded in unidirectional seas.
In multidirectional seas the double-scale duck spine enables an almost constant CWR
across the full range of wave angles, a feature which could be beneficially exploited
(using the device sizing) in more variable wave climates. Of course, the peak value of
the CWR (with respect to predominant wave angle) would be lower in a wave climate
with more spreading, but with the benefit of mitigating either the need for larger duck
cross-sections, or for greater demands placed on the control system in order to avoid
head-on waves.
It is important to bear in mind that though the ducks may be too small (in terms
of cross-section) to extract power most efficiently in the absence of connecting joints
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(or in head-on waves), it is the joints and ducks in unison that enable the higher
CWR values. Whilst it is the addition of the connecting joints that allows the spine
to achieve such high CWR values in slightly oblique sea states, it does not follow
that the removal of the duck pitching (leaving a hinged-rafter type of device) would
necessarily retain such performance. Further discussion regarding the inferences that
can be made about different degrees of freedom on the basis of the breakdown of power
extraction is given in Section 6.4.
Figure 6.34: Capture width ratio of the original-scale (‘x1’) duck spine in regular
waves.
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Figure 6.35: Capture width ratio of the double-scale (‘x2’) duck spine in regular waves.
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Chapter 7
Conclusions and Further Work
Whilst the results of the optimisation studies are presented and discussed in Sections
5.7, 6.4, 6.5.3 and 6.6.2, this section collates the main findings specific to each device,
and discusses some recommended areas for further work, motivated by the limitations
of the current work. Conclusions from the illustrative example of the extended complex
conjugate control method featuring the solo duck (Section 6.5.2) are also presented
for completeness.
7.1 The WaveTrain device
7.1.1 Conclusions
With maximal power extraction as the only objective (see Section 5.7.1), it was dis-
covered that there does not exist any single design that significantly outperforms all
others. Despite this, five key design criteria have been found, all of which appear as
necessary but not sufficient conditions.
The ratio of the mass of the internal water column to the mass of the surrounding
module must be sufficiently large, in order to space the resonant response of those
two elements appropriately in wave frequency. The exact value of the ratio required
is somewhat dependent on the geometric and mass parameters chosen, but a value of
at least five is recommended. Should stronger low density materials become available
in the near future, even greater mass ratios would be better advised. It must also
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be borne in mind that a wave climate experiencing a narrower range of frequency
components would likely require lower mass ratios than those recommended here.
The optimal inclination angle of each WaveTrain module lies around 36◦, but
significant powers and CWRs can still be obtained between 27 and 37◦.
The final three criteria are more evidently dependent on one another. The thickest
floats (Wf closest to the upper limit enforced by Lf ) tend to be required to produce
the best performance, whilst the waterline in those designs must be low enough that
it leaves a sufficient amount of bulk above the water surface. In these designs, the
best waterline position is around halfway down the Vertical Float Face (VFF). In
summary, the optimal configurations involve an almost maximal vertical float face
length (provided by maximal Wf ), with a waterline intersecting very close to halfway
down the VFF. However, provided that a sufficient amount of bulk is retained above
the water surface, slightly less-than-optimal designs exist with float widths as narrow
as half the maximum allowed value, and with waterlines intersecting positions all the
way up to the top of the VFF. Significant power reductions can be expected with
floats any narrower than this, and with waterlines intersecting any higher than the
VFF.
To summarise, the five key criteria, with their optimal values found by optimising
power extraction where appropriate, are as follows:
1. Module inclination angle (36◦)
2. Ratio of the entrained water mass to the module mass (> 5)
3. Waterline height relative to the vertical float face (halfway up)
4. Float width relative to float length (the maximum possible - so that float is
triangular in cross-section)
5. Amount of ‘bulk’ above water (allows for minimal drop in performance with
sub-optimal combinations of 3. and 4.)
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Figure 7.1: A graphical representation of the five key design criteria. Left: module
inclination angle; centre: mass ratio; right: waterline height, relative float width, and
amount of ‘bulk’ above water.
These five criteria (mass ratio, θ, waterline height, relative float width, and the
amount of ‘bulk’ above water) vastly narrow the remaining area of design space. How-
ever, there remains flexibility in the choice of the remaining parameters (Table 7.1),
providing some scope for practical considerations relating to the available materials
and construction techniques. Whilst for the highest power-extracting designs, the up-
per bounds of W , D, and L were pushed up against, the remaining four parameters
were not so tightly constrained: Lf ranged between 30 and 65m (between 0.22 and
0.45 of the module length, L), Wf ranged from 10 to 28m, ρt ranged from the lower
bound of 1000kgm−3 up to values approaching 4000kgm−3, and ρf ranged somewhere











Table 7.1: The recommended parameter values based on the single-objective optimi-
sation of power extraction.
The inclusion of the second, force-based objective function (see Section 5.7.2)
results in Pareto fronts that are inherently of a discontinuous nature, due to the
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physical constraints. These discontinuities can be exploited, along with the curvature
of particular sections of the Pareto fronts, to elect certain designs as more favourable,
despite the inability to quantify the trade-off between the two objectives. From the
Pareto fronts and the more favourable designs within them, some key trends emerge
from the use of the three variants of the objective functions.
As when tending towards the designs of highest P̄ , as those with lowest Ḡ are
approached, the waterline height decreases towards a limit around halfway down the
vertical float face. In contrast to the highest P̄ designs, which are also accompanied
by a maximal float width, it is just sufficient that the float width of the lowest Ḡ
designs is greater than around two-thirds of its maximal value. In between the two
ends of the Pareto front, the waterline heights generally do not exceed the top of the
vertical float face - almost all optimal design candidates have a waterline intersecting
the upper half of the vertical float face.
Whilst high P̄ values can be achieved to either side (particularly to the lower
side) of the optimal inclination angle (36◦), generally higher Ḡ values result as the
inclination angle dips below, rather than above, 36◦. A small number of designs may
provide an exception to this rule, offering minor benefits in terms of the objective
functions. However, any improvements may be outweighed by the difficulty in retain-
ing feasibility as the design is practically engineered, since the physical constraints are
increasingly severe at lower inclination angles.
For the Pareto front designs, the correlation of the power-based objective function
with θ, is much stronger with the normalised objective functions (P̄ /D and Ḡ/D)
rather than the unnormalised objective functions (P̄ and Ḡ). Whilst still not a suffi-
cient condition for high P̄ /D, the Pareto front cannot be traversed without altering
θ.
Maximising P̄ /D requires an increase of D to around 9m. In contrast to the
case with unnormalised objective functions, this is far below the upper bound, which
suggests that perhaps this width of design is able to benefit most from some kind of
beneficial diffraction effect.
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As a result of the reduced values of D explored by the genetic algorithm with
these objective functions, the panel size required for accurate results is reduced, in
addition to the worsened solver convergence properties. This increases the compu-
tational requirements (or decreases the accuracy of the results), by decreasing the
rate of convergence of the genetic algorithm, and by increasing the number of panels
required for the meshes of the hydrodynamic models. These effects are seen in transi-
tioning from objective functions P̄ and Ḡ to P̄ /D and Ḡ/D, but they are particularly
prominent with objective functions P̄ /M and Ḡ/M , at least partly because of the
tendency for low values of D, W and Wf to prevail. Though an increased number
of generations partly alleviates the problem, computational limits have restricted the
level of certainty in the conclusions relating to these objective functions. Thus, they
are presented with a lower level of confidence, more as insights that could prompt
further investigation.
A square tube cross-section may be beneficial for objective functions normalised
by the module mass. Whilst there is no clear trend in the waterline locations or
float thicknesses, the two are very strongly correlated, indicating a much stricter
dependence on the amount of bulk above water than with the other variants of the
objective functions.
To summarise the main design trends discovered from the multi-objective optimi-
sations, in the form of design recommendations:
(Objective functions P̄ and Ḡ)
• A waterline intersecting halfway up the vertical float face is required for the
optimal designs at either end of the Pareto front.
• For the lowest Ḡ designs, Wf only needs to be greater than two-thirds of its
maximal value.
• Regardless of the subjective level of importance of the two objectives, the wa-
terline should always intersect the upper half of the vertical float face.
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• Inclination angles (θ) below 36◦ should not be considered unless they are accom-
panied by major cost savings, since the joints will always incur more damage
(with no benefits to power extraction) than the designs with θ above 36◦. Man-
ufacturing complexity is also likely to increase with θ values much below 30◦.
(Objective functions P̄ /D and Ḡ/D)
• The inclination angle, θ, must be changed in order to traverse the Pareto front
- i.e. in order to achieve optimal designs with different levels of importance
ascribed to power extraction and to the force acting at the joints.
• Capture width ratio appears to be optimised with D around 9m.
(Objective functions P̄ /M and Ḡ/M)
• If high device mass is a concern, it may be beneficial to employ a square tube
cross-section (i.e. W = D).
The Pareto sets for the three multi-objective cases are also characterised by certain
parameter ranges. The designs optimised for P̄ /M and Ḡ/M tend to have short
modules (50m < L < 65m) and relatively high inclination angles (47◦ < θ < 56◦),
whereas the designs optimised for P̄ and Ḡ and for P̄ /D and Ḡ/D span wider ranges
of module lengths and inclination angles - from just over 30◦ up to 54◦, and from
around 65m up to the upper bound of 150m. In all cases, the designs with the highest
values of the power-based objective functions are characterised by low θ and high L,
with some level of correlation along the Pareto fronts towards the designs with the
lowest force-based objective function values, which tend to have high θ and low L
values.
For designs optimised for P̄ and Ḡ and for P̄ /D and Ḡ/D, W is never lower than
13m, and the upper bound (25m) is pushed up against for the designs with highest P̄
and P̄ /D. In both cases, the ratio of the float length to the tube length, Lf/L, is split
into two regions - for the highest P̄ or P̄ /D designs, the float length is somewhat less
than half the tube length, whilst it is somewhat greater than half the tube length for
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the designs at the opposite end of the Pareto front. The float width (Wf ) is always
greater than 12m, and lies somewhere between a quarter and half of the float length
(Lf ).
The trends for the two densities differ somewhat between these two pairs of ob-
jective functions. Designs optimised for P̄ and Ḡ are split into two groups in terms
of float density, ρf . When P̄ <2MW, 50kgm−3 < ρf < 125kgm−3, and for P̄ >2MW,
200kgm−3 < ρf < 380kgm−3. The full range of tube densities is spanned by the
Pareto front individuals, but a high ρt is always complemented by a particularly low
ρf value. Likewise, the higher ρf values must be accompanied by lower ρt. To a large
extent mirroring the trend in waterline height, both the highest and lowest P̄ designs
have ρt values approaching the lower bound of 1000kgm−3. To accompany this, the
designs placing more importance on high P̄ have relatively high ρf values, and the
designs placing greater importance on limiting Ḡ have lower ρf values. By contrast,
the designs optimised for P̄ /D and Ḡ/D exhibit little correlation with ρf , but it spans
150 - 400kgm−3 for all designs. There is little constraint on the pairings of tube and
float densities. The designs with highest P̄ /D have ρt values towards the lower bound,
as before, but the designs with lowest P̄ /D have higher ρt values, around 3000kgm−3.
All three objective function pairings share the conclusion that a mass ratio in
excess of 10 is generally required for the designs with highest values of the power-
based objective function. Conversely, this mass ratio should be much lower if more
emphasis is placed on obtaining low values of the force-based objective function.
Whilst the optimal designs vary quite widely across the choice of objective func-
tions, and within each Pareto front, a number of more general recommendations can
be made on the basis of the findings from the previous four paragraphs:
• If high power extraction is given most importance, the device should be char-
acterised by low theta and high L values; if low joint forces are prioritised, the
device should have higher θ, with lower L.
• The tube width, W , should not be smaller than 13m.
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• Higher prioritisation of power extraction should be accompanied by shorter floats
(lower Lf ) relative to the tube length (L).
• In general, the entrained water mass should be at least 10 times larger than the
module mass.
7.1.2 Limitations and further work
Despite the efficient hydrodynamic model, various avenues of investigation were ren-
dered inaccessible by their high computational requirements. As such, the study has
been partly sculpted by these limitations. As available computer power continues to
rise in the subsequent years (see Appendix H), it may be possible to extend the current
work to build greater breadth and certainty of the conclusions, perhaps strengthening
the endeavour by intertwining the numerical work with further physical testing. A
number of specific areas for further work follow directly from the conclusions in the
previous section, whilst others are more directly related to the methodology.
Whilst Section 5.6 enabled some insight into the effect of the constraints on the
parameter space, the complexity could be further explored in order to better distin-
guish between the influences of the physical and computational constraints. Making
the optimisation runs with different panel (patch subdivision) sizes could help clarify
if the results are in any way dependent on the discretisations. This would lower the
dependency on the added mass matrix symmetry metric as a filter for inaccuracy, but
the sensitivity of the results to various thresholds of this metric could also be quanti-
fied. Whilst certain constraints on the physical design are absolutely necessary to the
WaveTrain concept (e.g. freely-floating, static stability), others could be changed in
an attempt to unlock further areas of parameter space. For instance, trialling various
float shapes (see the absence of points in the top left corner of Fig. 5.16), modifying
the joint attachment points, changing the number of modules, etc. Relating to the
trends in Section 5.6, for instance, the bias against designs with low θ may be allevi-
ated by a change in the float shape and a relaxation of the constraint on float thickness
(Eq. 5.5). Where possible, these investigations should be motivated by consideration
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of the underlying physics. Thirdly, the genetic algorithm parameters that govern the
search routine could be tuned towards the goal of reducing the required computational
resources. It should also be checked to what extent the genetic algorithm search itself
shapes the obtained trends, and whether there are still better performing designs that
a tuned GA could aim to find. Fourthly, zeroing the power at frequencies for which
the solver fails to converge can result in indications of poorer hydrodynamic model
accuracy than is really the case; with cubic spline order (as opposed to quadratic),
the solver can be particularly prone to failure, despite a very close comparison of the
response amplitude operators at frequencies where the solver succeeds.
It was noted in section 5.1 that spectral domain models could offer an efficient
way of incorporating nonlinear behaviour into the numerical models for use in an
optimisation scheme. Given that the objective functions used in this optimisation
study were only dependent on quantities averaged over each sea state, the lack of time
series information provided by a spectral model poses no issues. It would be interesting
to approach the challenge of determining suitable coefficients for the nonlinear forces
in this kind of model, particularly with respect to an optimisation study. Because of
the variation in designs, it may be most reasonable to have these coefficients dependent
on the geometric parameters. However, it would be interesting to contrast the results
of a study in which a constant viscous drag coefficient (e.g. taken from previous
WaveTrain work [2], [20]) were employed within a spectral domain model, with the
results in the present work.
Similarly to in a spectral domain model, the motion limits could have alternatively
been enforced by assuming that the wave components within an irregular spectrum
obey a Gaussian distribution, and so simply removing a certain fraction of the total
power, based on the motion limit. This would have been simpler than the alterations
of the time series used in this work, but would not have removed the need to integrate
over the time series. To do this, a spectral domain approach would be required.
The approaches mentioned so far can also be applied to investigate questions more
specifically relating to the obtained results. For instance, the validity of the trends
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obtained for objective functions P̄ /M and Ḡ/M should be investigated, along with the
underlying causes of, for example, the benefits of a square tube cross-section (if these
conclusions hold true). Relating to the relative effects of the physical and computa-
tional constraints, the amount to which they are responsible for the discontinuities
in the Pareto fronts could be investigated. The beneficial diffraction effect hypothe-
sised from the use of objective functions normalised by the characteristic device width,
D, should be investigated. A physical explanation for this may enable a conclusive
determination of this parameter, regardless of the rest of the design configuration.
How the simplified module design (including the point mass) can be translated
into appropriate engineering designs, whilst retaining the key criteria for performance,
should also be investigated. Based on the limitations that may be imposed by the man-
ufacturing and construction processes, design tolerances could be introduced in order
to quantify the level of uncertainty in the performance of the optimal design candi-
dates when they are realised physically. Depending on the robustness (with regards to
performance) of the optimal design features discovered in this work, robustness could
be included in the optimisation scheme as an additional objective function. Given suf-
ficient computing resources, this could be achieved by assessing a small set of designs
around each design candidate in order to extract a distribution of the sensitivity of
the power or fatigue damage, whose standard deviation could then be minimised.
In the configuration of the optimisation routines, some consideration was given
to allowing a range of designs with the spacing between modules equal to half a
wavelength. Despite the use of irregular seas comprising not just a single wavelength,
the module spacings of the candidates for optimal design should be investigated, in
order to understand the range of conditions over which this hypothesis holds true.
Finally, physical testing of some of the optimal configurations in a tank may help to
somewhat validate the outputs of the optimisation routines (i.e. the design trends and
best-performing configurations), and could be used to obtain physical understanding
that could be used, in turn, to inform the design of the optimisation algorithms.
Some empirical measurements of the stress cycling at the joints could also enable the
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expression of the force-based objective function absolutely, in terms of the lifetime.
Comparable economic data could even extend this to a monetary cost, enabling the
two objective functions to be combined into a single objective function.
7.2 The solo duck
Conceding control of some degrees of freedom may provide cost savings that outweigh
the loss in power. In head-on waves, conceding control of heave reduces the peak value
of capture width ratio from 1.97 only to 1.79. A similarly mild reduction in perfor-
mance is achieved by conceding control of pitch, but significantly worse performance
results if surge becomes uncontrolled. Conceding control of roll can actually result in
increases in capture width ratio for certain wave period ranges and intermediate head-
ing angles, over the case where all degrees of freedom are controlled. In 30◦ oblique
waves, there are several key combinations of control concessions, which result in only
small performance reductions: conceding control of heave, roll or pitch (5 controlled
modes), conceding control of heave and roll or pitch and roll (4 controlled modes),
conceding control of roll, pitch and yaw (3 controlled modes). Control of only one
of the heave and pitch modes at most should be sacrificed; conceding control of both
results in significantly lowered capture width ratio.
7.3 The duck spine device
7.3.1 Conclusions
From the frequency-domain analysis of the ten-duck spine in various wave periods
and angles (see Section 6.4), there are some key conclusions regarding the design and
behaviour, that are independent of the control strategy:
• A significant contribution to the total power extraction should be expected from
the joints, except perhaps when the wavefronts are parallel to the spine.
• Optimal power extraction will likely require a small angle of orientation between
the spine and the incoming wavefronts.
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• Optimal power extraction may require significant amounts of power being in-
jected into certain degrees of freedom, in order to increase the extraction through
others.
• The dynamics of the duck spine under the constrained optimal power take-off
conditions are complex.
• Outer and inner spine joints can benefit the entire spine through their comple-
mentary dynamics and power extractions.
• Similarly, upstream ducks should have different power extraction profiles to
downstream ducks.
• Shear forces acting on the joints in the sway direction (along the spine) are sig-
nificantly lower than shear forces on the joints in the heave and surge directions
(perpendicular to the spine).
• Surge and heave shear forces can be expected to be greater on joints at either
end of the spine.
• The moments on the joints, input as part of the control strategy (in yaw and
roll directions), generally correlate inversely with the joint shear forces (in heave
and surge directions), but only for conditions with small wave heading angles.
Whether or not the motion constraint for the complex conjugate control strategy is
applied to the uncontrolled degrees of freedom does not heavily impact the predicted
power extraction or the demanded control moments (see Section 6.5.3). This is perhaps
physically due to the spine spanning multiple wave crests. However, the shear forces
and motions are somewhat different between the two cases:
• Whilst the shear forces in the sway direction are largely unchanged, the surge
and heave shear forces at the joints are in general reduced, with the reduction
more significant at lower wave angles.
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• Less asymmetry (with respect to the spine) in the shear forces is present under
the extended motion constraint, but the joints at either end of the spine tend to
always undergo the largest shear forces.
• As well as the overall reduction in heave and surge shear forces, the extended
constraint also introduces an oscillatory component of the shear force amplitudes
with respect to wave period, so that the proportional reduction is much greater
at certain wave periods than others.
• With the extended motion constraint, the shear forces (at least in heave and
surge) are lowest at joints 3 and 7, halfway between the middle of the spine and
the joint at each end.
• The motions of the spine are complex, and seem largely dependent on both the
type of constraint and the weightings. Despite this, hints of ‘flexural wave’ type
behaviour can be observed for certain degrees of freedom at certain wave periods
and angles - i.e. where motions of the spine are larger towards the downstream
end (at least for certain degrees of freedom).
Finally, the simulation of the ten-duck spine in irregular waves (see Section 6.6.2)
provides additional insights. Of the three complex conjugate control variants, applying
the motion constraint to only the controlled degrees of freedom has been found to be
most appropriate for the time-series analysis. The size of the duck spine can be critical
to performance, with respect to which the wave direction must be considered, because
of its determination of the relative importance of the spine length and the duck cross-
sectional size. Based on the typical dimensions used to achieve a stable design (as in
this work), undersized duck cross-sections are perhaps more likely than too short a
spine.
If there exist significant limitations on the mechanism used to tune the spine
orientation in each sea state, the presence of directional spreading may be beneficial,
by reducing the dependence of the CWR on the orientation angle; despite its lineal
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design, the duck spine may perform favourably in sea climates with spreading and
where the predominant wave direction changes significantly. The spreading may also
reduce the need for further and potentially destabilising enlargement of the duck cross-
sections. If there exists an asymmetry in the rate of decline of the monochromatic
CWR above and below the peak CWR band, the directional spreading is also likely
to change the required orientation angle with respect to the predominant direction of
the incoming waves.
7.3.2 Limitations and further work
Despite the breadth of conclusions drawn about the behaviour of the duck spine under
likely operational conditions, the modelling analysis used in this thesis has provided a
vast quantity of data, from which many more observations could be made. There are
also further dependencies that should be investigated. It was noted that the motion
constraint weightings were taken from prior studies and may be overly-conservative,
particularly in the context of the larger numbers of degrees of freedom. The impact of
increasing the lenience of the weightings should be investigated, especially regarding
the fact that the motion constraints most heavily affect the power extraction at the
smallest wave heading angles. In this work, the motions of each degree of freedom
have been constrained through the use of modes of motion amongst which there is
significant coupling. In this light, the absolute body motions should be analysed for
additional trends in the body dynamics, and to verify the limits of the suitability
of applying the motion constraints in this way. In the frequency-domain analysis,
wave amplitude should be added to period and angle as a third variable, in order to
expand the understanding of the dynamics and performance to conditions expected
in a real sea climate. In order to maximise the potential of the spine, the dependence
of the optimal spine sizing on the wave climate should be investigated, with a view
to quantifying the relationship. The hints of ‘flexural waves’ should be investigated
further, in order to understand whether any detrimental effects on the loadings should
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be expected for the real system, and whether the control strategy could be modified
accordingly.
A zigzag arrangement of duck modules along the spine would allow the provision
of the necessary orientation angle of each duck with respect to the incoming waves,
without the need to angle the entire spine. By reformulating the shape functions
for the motions about each joint, this type of configuration should be modelled to
investigate the consequences for the power absorption and the device dynamics.
A further challenge is the choice of control strategy for a real, time-domain sys-
tem. A sensitivity study focused on the control moment coefficients could aim to
find optimal values constrained by upper limits on the moment provision. The model
could also be used to analyse the amount of power exchanged in and out of each de-
gree of freedom that does not contribute to the average power. For a given control
strategy, this would give a measure of how any power take-off system inefficiencies
are likely to be amplified [44], and hence the level of robustness. With regards to
facilitating a fair comparison between the duck spine (or other jointed devices) and
other candidates for large amounts of wave power extraction, a suitable alternative
metric to capture width ratio should be devised. Finally, physical testing of sections
of a power-extracting spine may prove useful in validating the models and assessing
the contribution of nonlinear behaviour under certain conditions.
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Appendix A
Verification that all body motions
are achievable with a given set of
generalised modes
To verify that all possible configurations of a jointed body are achievable using a
superposition of the modes of motion, we begin with an example case of two hinge-
connected bodies. This system can be modelled using six rigid body modes, plus
one generalised mode allowing for symmetric motion about the hinge. Firstly, it is
trivial to see that any position of the entire body can be achieved by the rigid body
motions. Now consider the absolute rotation angles of bodies 1 and 2 to be Φ1 and
Φ2, respectively. From the mode definitions, and given that the hinge mode is defined
relative to the rigid body pitch mode, these are given by superpositions of the pitch













The linear independence of the premultiplying matrix implies that all possible
configurations of both bodies about the hinge are achievable with this set of modes of
motion. This can easily be extended inductively to n hinges connecting n+ 1 bodies,






This section gives a selection of remarks concerning miscellaneous difficulties in the
implementation of generalised modes for joints.
1) WAMIT provides two methods of implementing generalised modes, charac-
terised by their use of different pre-processing files in which the properties of the
generalised modes can specified. Without venturing deeply into the functions of each,
the first method uses a self-contained Fortran file, labelled ‘DEFMOD’. However, in
order to use the ‘higher-order’ method for specifying the distributions of the velocity
potentials over the body surfaces, the second method must be used. This involves com-
piling the appropriate Fortran code into a Dynamic Link Library (DLL) file, labelled
‘NEWMODES’.
The mesh of the submerged body portion is defined about its centre of gravity for
convenience of definition of its mass properties. This means that the body then needs
to be shifted down to its correct location (such that z = 0 at the free surface) before the
velocity potentials are solved for. Coordinates for this translation are defined in the
.POT file. However, it has been discovered that there exists a difference between the
two methods in the coordinate frames in which the shape functions must be defined.
It seems that there is no information regarding this in the WAMIT manual ([28]), and
so this provides a potential source of difficulty in setting up the generalised modes.
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When using DEFMOD, the shape functions should be defined in WAMIT’s ‘global
coordinate frame’, where z = 0 at the free surface. This requires a shift of any
occurrence of the z-coordinate downwards by the difference between the free surface
position and the centre of gravity location (the mesh file is defined about the centre of
gravity). However, when using NEWMODES, the shape function needs to be defined
with respect to the ‘body coordinate frame’, in which the mesh file is defined. Hence
no coordinate shift is required in that case.
2) Computing the gravitational restoring force/moment coefficients can prove ar-
duous and be prone to programming errors. Given the absence of any direct feedback
from WAMIT on the presence of these errors, a good indicator of errors in the coeffi-
cients is provided in the Response Amplitude Operators (RAOs) - specifically, RAO
magnitudes tending towards a non-zero value as the frequency tends to zero.
3) Particular care should be taken with the specification of the generalised modes
when panels/patches lie particularly close to the joint location. In addition to ensuring
that patches do not span the discontinuity, it must be ensured that the panels or
patches are associated with the correct mode definition. Vertical panels or patches
can be particularly prone to errors in this sense.
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Appendix C
The use of a point mass
With only two mass components (float and tube), and the float extending downwards
from the top of each module, a third mass component is necessary to enable a wide
range of solutions to satisfy the equality (5.1). Physically, the point mass approxi-
mates what may be achieved with a more complicated mass distribution in practice.
By placing it at the bottom of the upper face of the tube (see Fig. 5.1), the centre of
gravity can easily be shifted to the left, whilst the centre of buoyancy will shift right-
wards (in the module’s reference frame), as more of the module becomes submerged.
This is important in solving equality (5.1) because without the point mass, the centre
of gravity will usually be further right than the centre of buoyancy.
Typically, the masses required are insignificant compared to the float and tube




The test device used is described by the parameters given in Table D.1. A small range
of densities is required to maintain feasibility of the device for the full range of wall
thicknesses.
Parameter Value
Module length, L 1
Inclination angle, θ 40
Float length, Lf 0.5
Float width, Wf 0.15
Tube depth, D 0.8
Tube width, W 0.15
Float density, ρf 200 - 350
Tube density, ρt 1350 - 1500
Tube wall thickness, t variable
Table D.1: Test device parameters for dipole wall approximation study.
Five wall thicknesses have been used to test the validity of the dipole wall panels -
1, 2.1, 5, 7.5 and 10mm. A small amount of damping is applied to each water column
(5Nm−1s). The lid RAOs begin to deviate significantly around 5mm (Figs. D.1,
D.2). Whilst the dipole-walled meshes are identical for each case, the mass/inertial
properties of the device still vary with thickness, hence the reason that the RAOs
differ.
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Figure D.1: RAO magnitudes of central lid, wall thicknesses of 0.001m (upper),
0.0021m (central) and 0.005m (lower). Red - thick-walled mesh; blue - dipole-walled
mesh.
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Figure D.2: RAO magnitudes of central lid, wall thicknesses of 0.0075m (upper) and
0.01m (lower). Red - thick-walled mesh; blue - dipole-walled mesh.
As expected, convergence is achieved with fewer patch subdivisions with the dipole
wall representation (Fig. D.3).
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Figure D.3: RAO magnitudes of central lid, with the dipole-walled mesh (upper) and
with the thick-walled mesh (lower). Legend indicates panel size as fraction of module
length, L.
The use of dipole walls increase computational efficiency by both reducing the




Guidance on choosing form of
(generalised) mode definitions
In modelling a wave energy converter, the portions over which the modes of motion are
defined can influence the level of convenience involved in defining the power take-off
forces/moments. Take the simple example of a two-body wave energy converter, with
both bodies moving in heave, and power extracted from the relative motion of the two
by an on-board PTO system. By defining the system by a heave mode of the entire
assembly as if it were rigid, and a heave mode of the second body, the power take-off
forces require application to only the second mode of motion. Denote this method as
using ‘relative’ mode definitions. If each of the modes were instead defined over each
individual body, both modes of motion would require damping in order to represent
the forces applied by an on-board PTO system. Characterise this method by the
presence of only ‘absolute’ mode definitions, for modes involving power extraction.
Alternatively, if the power were extracted by the absolute motion of the second
body (e.g. by a seabed-mounted PTO system), defining the modes separately over
each body enables the requirement of only a single damping coefficient. In practice,
this could be a heaving device operating in the presence of a nearby floating body,
or a heaving buoy whose monopile support alleviates some of the loadings by also
allowing motion in pitch. Table E.1 summarises the form of the damping matrix for
these cases, forming some guidance on which type of mode definitions to adopt for
each kind of power extraction; if power is extracted from relative motion, use relative
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mode definitions, if power extracted from the absolute motion of a particular degree
of freedom, use absolute mode definitions.


















Table E.1: The required form of the PTO damping matrix for a two degree of freedom
device when using each modelling approach and each form of power take-off system.
This guidance is extensible to devices with any amounts of degrees of freedom
or PTO systems, applying to just the degrees of freedom involving power extraction.
It should also be noted that whilst the form of the PTO damping matrix is easy
to express in the example case of two heaving bodies, regardless of the approach, for
larger more complex systems with various degrees of freedom, this is not necessarily so
when power extracting modes are defined in the ‘absolute’ manner. In fact, providing
the appropriate reaction forces on the rest of the bodies using this approach may
require several force components acting on other modes of motion, depending on how
the modes are defined.
In the case with only a single PTO system with no stiffness provision, the ‘relative’
mode definitions also permit the damping coefficient to be found analytically (see
Section 5.3.2 and Appendix F).
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Appendix F
Analytical optimisation of damping
coefficients
Optimising the damping coefficient for a wave energy converter with just a single
degree of freedom, for whom stiffness provision is infeasible (such as a bottom-fixed
Oscillating Water Column (OWC)), is straightforward ([59], p.192). Increasing the
amount of degrees of freedom, whilst maintaining power extraction through just one,
increases the complexity but still permits an analytical solution. The next two sections
investigate these cases, before the subsequent two sections investigate the system of
polynomial equations as the number of PTOs is increased.
F.1 1 PTO, 1 other mode of motion
This case mirrors a floating OWC, with a vertical water column, and its encasing body
only free to move in heave. Beginning with the frequency-domain equations of motion
(F.1, F.2), using N = 2, the water column motion can be rearranged for and used in
the expression for the average power extracted (F.3).
N∑
j=1
D̃ijξi = Xi (F.1)






This yields an expression for the power in the form of (F.4), where a, b, c and d
are coefficients in terms of the elements of matrices A, B, C, M, and the vector X.
Pa =
dBpto
aB2pto + bBpto + c
(F.4)
Differentiating with respect to Bpto, and setting equal to zero, results in a quadratic
equation, whose solution is given by (F.5) and (F.6). Interestingly, the optimal Bpto








{[−ω2(M11 +A11) + C11][−ω2A22 + C22]
− ω2B11B22 + ω2B12B21
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+ ω2{B11(−ω2A22 + C22)




ω4B211 + (−ω2(M11 +A11) + C11)2
(F.6)
A similar procedure was used by Stappenbelt and Cooper [56] in their derivation of
the optimal PTO damping for a floating OWC modelled using three modes of motion.
F.2 1 PTO, N other modes of motion
In this case still only one body motion is involved in the power production. However
there are now N entries in each row of the matrix, D̃, reflecting the extra couplings
between the PTO mode and each other mode. This means that the form of the
solution will still be that of (F.5), but with coefficients a, b, c, and d now depending
on additional terms due to the other modes. By noticing how they are formed, a more
general form of (F.6) can be derived. The inverse of D̃ is required to solve for the
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body motions. This inverse is equal to its adjugate matrix divided by its determinant.
Hence the numerator coefficient, d, is formed by multiplying row i of matrix D̃ by the








D = adj(D̃) (F.8)
Denominator coefficients, a, b and c are derived from the square of the determinant
of D̃. c is the part of |det(D̃)|2 that is not a function of Bpto, and so can be expressed
in terms of a modified determinant (F.9, F.10). C̃ is given in (F.10) for the case where
the power extraction is associated with the last mode index.
c = |det(D̃− C̃)|2 (F.9)
C̃ =






0 . . . 0 0
0 . . . 0 iωBpto
 (F.10)
In a similar fashion, a is the component of |det(D̃)|2 that is a function of B2pto (F.11,
F.12). In this case, the coefficient must locate only the terms in the determinant of
D̃ comprising Bpto, that when squared, yield all terms proportional to B2pto.










0 . . . 0 0
0 . . . 0 (Dii − iωBpto)
 (F.12)
Mii denotes the minor matrix of elementDii, where i is the mode index of the PTO.
In other words, remove row i and column i from matrix D, and take the determinant
of that resulting matrix.
Equations (F.5, F.9, F.10, F.11, F.12) now embody the solution for this case,
with an arbitrary amount of other modes of motion. Thus the system can be solved
analytically when power is extracted through only a single mode of motion.
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F.3 2 PTOs, N other modes of motion
This yields the power (F.13) expressed by the summation of two terms, each of which
is in a similar form to the case with one PTO mode. In this case though, ai, bi, ci
and di for i = 1, 2 are each a quadratic function of the other Bptoi. For example,
d1 = e1B
2
pto2 + e2Bpto2 + e3, where e1, e2 and e3 are constants in terms of the mass,
damping and stiffness matrices, and the excitation forces.
Pa =
d1Bpto1
a1B2pto1 + b1Bpto1 + c1
+
d2Bpto2
a2B2pto2 + b2Bpto2 + c2
(F.13)
F.3.1 Case 1: Restricted damping coefficient values
For the case where all Bptoi values are equal (Bpto1 = Bpto2), differentiating with
respect to Bpto and setting the resultant expression equal to zero yields a 14th order
polynomial equation. To prove this (F.14), we first notice that the power (F.13), with
x = Bpto1 = Bpto2, is a pair of terms whose numerators are third order in x, and whose
denominators are fourth order in x. Differentiating each term using the quotient rule
results in an increase in the order of the numerators and denominators. Since the
coefficients involved in each of the two terms are different, to combine them into a



























F.3.2 Case 2: Unrestricted damping coefficient values
For the case where each of the xi := Bptoi values is free to vary, we obtain a similar
expression by differentiating with respect to x2, but from here we need to differentiate
again with respect to x1. This gives a polynomial equation, which is 15th order in
























2 ) = 0
(F.15)
In both cases here, the resulting equations are far beyond analytical solution meth-
ods, and in fact the second case is a function of two variables anyway, so does not
necessarily have a unique solution.
F.4 M PTOs, N other modes of motion
Extending this analysis to the general case of M PTOs, it quickly becomes clear that
the complexity of the equations increases hugely with increasing values of M . To
summarise these results, for case 1, with all Bptoi equal, the polynomial to be solved
is of order (4M2−2). For case 2, with all Bptoi free to vary, the polynomial is of order
P = (2M3 − 2M2 + 4M − 1) in each of the variables, and total order (P + 1)/M .
For three PTO modes in the case of the WaveTrain, case 1 results in a 34th order
polynomial equation, and case 2 results in a 140th order polynomial equation. As
an optimistic estimate for case 1, the computational expense involved in generating
the coefficients of the 34th order equation terms may well be minimal given that they
would mainly involve algebraic manipulations. Additionally, numerical solvers may
well be able to provide accurate solutions in a reasonable amount of time. The major
downside to this method lies in the difficulty required to program a routine to derive
the coefficients of the 34th order polynomial equation, in terms of the entries in the
matrices shown in equations (F.1, F.2).
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Appendix G
West Shetland Shelf wave climate
The scatter table for a West Shetland Shelf wave climate, around 40km west of the
Shetland Islands, is given in Table G.1 [6].
With reference to practical measurements of waves, it is important to note that
energy period and root-mean-square wave height are more appropriate indicators; the
zero-crossing periods and significant wave heights measured are by their definitions


































































































































































































































































































































































































































The hardware used in this work for the numerical computations comprised an Intel
Core i7-6700 quad-core 3.4GHz processor, with 32 Gigabytes of RAM, and was pur-
chased for only a few hundred pounds towards the beginning of 2017. Particularly
with a view to any future work, either looking to expand on the results in this thesis
or to develop similar optimisation studies, it is useful to document the approximate
runtimes relating to parts of the numerical work carried out in this thesis.
The 24 runs of the single-objective genetic algorithm (as documented in Section
5.7.1) took approximately 7 days of computing time. A run of the multi-objective
genetic algorithm (as documented in Section 5.7.2) with 121 generations, each of 100
individuals, took around 5 days of computing time. The two most major constituents
of this were the solution of each individual’s hydrodynamic model using WAMIT and
the objective function evaluations, which contributed to the total runtime in similar
proportions. Both of these were heavily optimised for the hardware - the WAMIT
runs maximally used the system’s cores and RAM, the number of frequencies were
kept to a minimum (see Section 5.3.4.5), the plane of symmetry was exploited, in
addition to using the ’higher order’ panelling method and dipole wall panels; parallel
processing and the vectorisation of ’for loops’ enabled a degree of optimality for the
given computing architecture in computing the objective functions. Note that the
computation of the elements in the mass matrices and in the gravitational restoring
force matrices did not contribute substantially to the total runtime - this was a result
204
of manually performing the integrations, so that the coded expressions for these matrix
entries could be expressed as a set of purely algebraic operations. In any future work,
the effort required on the part of the modeller to do this must be considered.
In the work on the duck spines (Chapter 6), the greater numbers of degrees of
freedom and the use of the ’lower order’ panelling method led to greater runtimes
for each hydrodynamic model - taking around 30 minutes for 100 frequencies. If
geometric optimisation were desired with current computing resources (see above),
the ’higher order’ method would certainly be required. Within Chapter 6, by far
the most computationally intensive were the results of Section 6.6.2. Each entry in
Tables 6.32 and 6.33 took around 3 hours of computational time, giving a total of
around 84 hours for both tables. This included around an hour for each WAMIT run,
8 minutes for each power calculation, and 40 minutes to compute the mass matrix
and gravitational restoring matrix entries using symbolic algebra. There also existed
further opportunity for runtime reductions in the storing and accessing of the arrays
used for both the hydrodynamic models and the objective function computations.
Applied to the 10 duck spine with its 33 degrees of freedom, a great difference
in runtime was seen between the two forms of constrained complex conjugate control
(see Sections 6.3 and 6.5). When the constraint was applied only to the controlled
degrees of freedom, solving for the Lagrange multipliers over 61 frequencies and 10
angles (610 Lagrange multipliers in total) took around 20 minutes, whilst applying
the extended constraint to the same problem took around 20 hours. These differences
should be considered with a view to applications of high complexity and where many
sea conditions are to be analysed.
Assuming a doubling of computing power every two years in accordance with
Moore’s law, significant extensions to the results presented in this thesis may be
possible within the next 5-10 years. Regarding this, see also Sections 7.1.2 and 7.3.2.
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Appendix I
3rd International Conference for
Offshore Renewable Energy
publication
The following paper, which was presented in 2018 by the lead author at the Inter-
national Conference for Offshore Renewable Energy in Glasgow, is reproduced here
in full. Of particular importance to this thesis is section 3.3 of the paper, where the
physical model test results are used to assess the validity of the numerical models with
and without quadratic damping forces applied.
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NUMERICAL AND PHYSICAL MODELLING OF A NOVEL, SLOPED 
MODULE, MULTIBODY WAVE ENERGY CONVERTER 
 
A. Cotten, J. van ’t Hoff & D. Forehand, University of Edinburgh, UK 




Building upon the previously demonstrated promise of sloped buoy concepts, the WaveTrain device 
concept is introduced and its main design features and operational principles explained. The construction 
of a bespoke time-domain model of the system is presented, in particular giving details on the inclusion of 
the oscillating water column contained within each power module. A couple of stages in the verification 
process of this model are presented. A thorough description of the set-up of a physical WaveTrain, 1:35 
scale model is provided, which is then used with a selection of irregular seas to calibrate quadratic 
coefficients that aim to represent the effects of viscous drag. The resulting nonlinear numerical, linear 
numerical and physical models are then used to assess the suitability of such numerical methods, leading 
to an indication that full system optimisation may be possible with a purely linear model. Finally, some 
key development stages towards an efficient frequency-domain model of the WaveTrain device are 




Aij  Added mass matrix 
Aij
∞  Infinite frequency added mass matrix 
Bij Radiation damping matrix 
Bi
E Quadratic viscous drag coefficients 
Cij  Hydrostatic stiffness matrix 
𝐶𝑖𝑗
𝐸  External stiffness matrix 
Dij  Power take-off damping matrix 
Fi  Wave excitation forces 
Gi  Elevation to force impulse response 
function 
Kij(𝑡) Radiation impulse response function 
Mij  Mass matrix 
N Number of modes of motion 
xj  Positions 
ẋj  Velocities 
ẍj  Accelerations 
t Time 
η  Surface elevation 
𝜉𝑖 Frequency-domain motions 




The WaveTrain Wave Energy Converter (WEC) is 
an evolution of the IPS Buoy concept [1]. The IPS 
Buoy was a heaving point absorber consisting of a 
hollow tube with a piston inside. The system was 
designed for the piston to react against the inertial 
water mass inside the tube. Provision of a mass 
from the WEC itself (or from the surrounding 
water) to act as a reaction mechanism for the Power 
Take-Off eliminates the need for rigid attachment 
to the seabed, avoiding use of costly support 
structures and increased loading on the mooring 
system. This is a practical requirement for the 
utilisation of the substantial offshore wave energy 
resource. The IPS Buoy also had the benefit of 
requiring no physical end-stops, the tapered tubing 
allowing water to rush around the piston as it nears 
its motion limits. Combining this form of PTO with 
a buoy operating with sloped motion led to the 
development of the Sloped IPS Buoy [2]. 
For heaving buoys to be well-tuned to the waves in 
real sea conditions, either a large mass is required 
to counteract the hydrostatic forces, or an elaborate 
control system is needed to lengthen the natural 
period. An alternative solution is provided by tilting 
the axis of motion towards the horizontal, thus 
reducing the hydrodynamic stiffness, and 
lengthening the natural period without a significant 
increase in the device mass. 
As part of the development of the Sloped IPS Buoy, 
it was found that constraining the motion of a WEC 
to an inclined axis can result in a very high and 
broad power absorption bandwidth [3]. 
Unfortunately, testing of freely-floating versions 
unveiled a collapse of this feature [4], as pitching 
motion tended to cause dissipation of much of the 
energy [5]. The WaveTrain concept presented 
herein provides a potential solution to this problem, 
enabling retention of the good power absorption 
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characteristics, whilst avoiding the need for any 
kind of rigid connection to the seabed. 
 
2. THE WAVETRAIN CONCEPT 
 
Originally conceived of by Dr. Nicholas Wells [6], 
this concept comprises multiple sloped modules, 
connected in series with mechanical struts and 
rotational joints [Fig. 1]. The design of each module 
is partially inherited from the Sloped IPS Buoy, 
though not identical. Although the device is still in 




Figure 1: Stationary configuration of the three module 
WaveTrain device. 
 
2.1 INTERCONNECTION OF MULTIPLE 
MODULES 
 
The interconnection of multiple modules aims to 
prevent excessive amounts of pitching, whilst still 
allowing free motion of each module along the 
inclined axis. Restorative forces from neighbouring 
modules, provided through the struts, ensure that 
only a small amount of pitching is possible.  
In still water, each module resides at its intended 
inclination angle, with the top of each module 
piercing out of the water surface. In this stationary 
reference frame, the rigid struts are connected from 
the bottom of one module to the underside of the 
top of the next module. Struts are connected at 
right-angles to the inclined plane, to ensure that the 
maximum restorative forces are provided. 
The struts are connected to the modules using 
rotational joints - for purposes of energy extraction, 
to permit rotations in the plane of symmetry of the 
device. These joints could also allow some limited 
out-of-plane motions to alleviate loadings. 
Note that no optimal number of modules has been 
determined, but three modules are used for initial 
models, since it provides the simplest case that is 
representative of the system dynamics (i.e. it 
includes a module with neighbours either side). 
 
2.2 POWER TAKE-OFF SYSTEM 
 
As with the IPS Buoy, it is desired that the PTO 
mechanism reacts against the inertial mass of the 
surrounding water. Hence, each module has a base 
consisting of a hollow tube, which is open-ended at 
the bottom to the surrounding water. Unlike the IPS 
buoy though, the WaveTrain proposes to use a 
pneumatic turbine atop each module to facilitate 
power extraction. Consequently, each module is 
essentially a floating oscillating water column 
device, with each interior body of water pushing or 
drawing air through a turbine. 
 
2.3 FLOAT SHAPE 
 
In order to achieve motion along the inclined axis, 
a vertical face is provided to the incoming waves. 
As long as a sufficiently large amount of this float 
face is submerged, the module should exhibit the 
correct motions, given a suitable mass distribution. 
The float is also used for buoyancy, and is 
anticipated to be constructed from a lighter material 
than the tube walls. Thus the float should be shaped 
so as to incorporate both of these features 
adequately. 
 
3. NUMERICAL AND PHYSICAL 
MODELLING 
 
3.1 TIME-DOMAIN MODEL 
CONSTRUCTION 
 
The numerical model described in this section 
involves setting up and solving a series of ordinary 
differential equations that encapsulate the device 
dynamics. Linear hydrodynamic behaviour is 
obtained using a boundary element method 
(WAMIT [7]) to compute frequency-domain 
coefficients, which can then be transformed into the 
time-domain. The SimScape Multibody package 
[8] within Simulink is used to model the 
mechanical behaviour of the multibody system, 
including the rotational joints. 
 
It is assumed that the hydrodynamic interactions of 
the connecting struts are negligible compared to 
those of the modules. Due to the two-dimensional 
nature of the design, motions of the bodies outwith 
the plane of symmetry are assumed to be 
insignificant to the overall behaviour of the device. 
As a result, motions in sway, roll and yaw can be 
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neglected. Since the hinges are incorporated as a 
form of post-processing in Simulink, the 
hydrodynamic coefficients must be computed for 
the case of three separate, unconnected modules, 
each free to move in surge, heave and pitch. The 
three modules are modelled together to capture the 
hydrodynamic interactions between them. A 
discretised surface mesh must be defined for 
solution by the boundary element method [Fig. 2]. 
The presence of the water columns inside each 
module tube means defining this is not as 




Figure 2: Discretised mesh for input to the boundary element 
method software. 
 
Since the tube walls are thin, a large number 
of normal surface panels may be required to ensure 
accurate results [7]. Alternatively, dipole panels 
can be used, approximating the tube walls as 
infinitely thin. This increases computational 
efficiency, but requires that walls are suitably thin. 
 In order to conveniently facilitate 
calculation of power extraction from the water 
columns, additional panels are required on the free 
surface of each water column, effectively adding a 
‘massless lid’ to the water surface. In order to 
permit this ‘lid’ to accurately track the water 
surface, suitable generalised modes need to be 
defined [9]. The water columns of the WaveTrain 
modules are thin compared to the wavelength of 
any incoming waves, which means that sloshing of 
the internal water surface can be assumed to be 
minimal. Therefore, just a single translating, ‘piston’ 
mode is sufficient to capture the motion of this 
surface. In order to model the effect of power 
extraction on the body motions, damping can then 
later be applied directly to the ‘lid’. These 
additional modes of motion are defined relative to 
the corresponding module, but enable 
hydrodynamic coefficients to be found in the same 
manner as the rigid body modes.  
 
The boundary element method solves for the 
hydrodynamic and hydrostatic coefficients in 
equation (1), for all i and j. N is the total number of 
modes, twelve, which includes the generalised ‘lid’ 
modes, representing the motion of the water 
column surfaces. The hydrodynamic coefficients 
reflect the interaction between all of these modes. 
 
∑[(Mij + Aij(ω))ẍj(ω) + Bij(ω)ẋj(ω)
N
j=1
+ Cijxj(ω)] = Fi(ω)  
(1) 
 
With a quadratic drag term and PTO damping 
included, the full set of time-domain equations for 







+ ∫ Kij(t − τ)ẋj(τ)dτ
t
0
+ Cijxj(t) + Dijẋj(t)]
+ Bi
Eẋi(t)|ẋi(t)|






The radiation convolution term contains the 
radiation impulse response function, 𝐾𝑖𝑗(𝑡),  and 
each convolution integral is calculated using direct 
numerical integration. The damping matrix, Dij, 
represents the forces exerted by the PTO system on 
the body motions. The quadratic terms are used to 
incorporate empirical corrections to the system 
dynamics, emulating the effects of viscous drag 
(calibration of these is discussed in the next section). 
The excitation forces driving the device motions are 
dependent on the waves encountered, and have 
been formulated as a convolution of the surface 
elevation and the force impulse response function, 
𝐺𝑖(𝑡), which is derived from the frequency-domain 
excitation forces. The mass properties of the device 
must also be provided to the solver, though with the 
hydrodynamic analysis performed with respect to 
the centre of gravity of each module, this only 




In (2), the first four equations (i = 1 – 4; surge, 
heave, pitch, lid translation along the column) 
correspond to the first, leftmost module, the second 
four (i = 5 - 8) to the central module, and the final 
four (i = 9 - 12) to the rightmost module. The hinge 
interactions are incorporated within the Simulink 
environment by using the SimScape package’s pre-
built ‘blocks’ to apply the appropriate constraint 
equations between modules. Since only in-plane 
motions are to be considered, each joint is given 
just a single, rotational degree of freedom. Though 
a full scale model will not have any rigid tethering, 
a fixed hinge is connected to the top of the strut at 
the front of the device to mimic the effect of a buoy 
keeping the device in position. At the time of 
construction, WEC-Sim [10] had no capability to 
deal with the oscillating water columns, hence the 
use of Simscape Multibody instead. In this 
environment, only the three rigid body motions of 
each module are connected to the hinges, and 
coupled directly to the joint constraints. Since each 
water column is coupled directly only to its 
encasing sloped module, the hydrodynamic force 
acts directly on the column mass. However, 
because its motion is modelled using a massless 
element, the ‘self-added mass’, A44, A88, or A12 12, 
is removed from the main hydrodynamics solver 
and used in place of the zero value in the mass 
matrix, in order for the hydrodynamic force to 
induce an acceleration. 
 
3.2 VERIFICATION OF NUMERICAL 
MODEL 
 
In the course of development of the model, various 
tests were performed to verify the modelling 
procedures. As such, the complete model was built 
up in stages, beginning with a single, untethered 
module, simply solving the equations of motion 
given in (2), for just four modes of motion. By 
deriving the Response Amplitude Operators 
(RAOs) from this time-domain analysis, 
comparison with the corresponding frequency-
domain model, (1), verified correct operation.  
A further key step was the reformulation of 
this single WaveTrain module model using the 
Simscape Multibody software. This includes the 
use of the self-added mass of the lid mode for 
computing the acceleration of the water surface at 
each time step. A good match was achieved 
between the frequency-domain model and the 
Simscape Multibody time-domain model. Figure 3 
shows this comparison for the case of the amplitude 




Figure 3: Response amplitude operators for the motion of the 
water column free surface, for a single, freely floating 
WaveTrain module. 
 
A second key stage in the modelling process was 
the extension of the model from just a single 
module, to the full, interconnected, three module 
device. One test that can be applied to the model 
involves analysing the physical behaviour of the 
device under certain sea conditions. When the 
spacing between adjacent modules is equal to half 
the wavelength of the incoming waves, adjacent 
modules should exhibit motions in antiphase with 
one another. This will also lead to strong reaction 
forces between modules, therefore maintaining 
movement of each module along its inclined plane. 
This is clearly seen in the motions of the device in 
unidirectional sea states with a peak period that 
corresponds to this half-wavelength separation 
criterion. Figure 4 shows the heave displacements 
of the first and second modules under these sea 
conditions. The negative linear correlation 
represents antiphase motions. This correlation is 
not perfect due to the nature of the irregular sea, 
with the presence of some waves shorter or longer 




Figure 4: Heave displacements of the first and second 
modules in near-resonant conditions. 
 
Adding further confidence in the model, in a sea 
state with a much longer predominant wavelengths, 
no such correlation is observed [Fig. 5]. 
 
 
Figure 5: Heave displacements of the first and second 
modules in far-from-resonant conditions. 
 
3.3 CALIBRATION USING PHYSICAL 
MODEL 
 
The physical model was designed to be tested in the 
FloWave Test Tank at The University of Edinburgh, 
in 2m water depth, and at 1:35 scale. Since the 
device needs to float at the correct height for the 
float to be partially submerged, and for each 
module to reside at the desired angle of inclination 
(40º to the horizontal in this model), the mass 
distribution has to be precise. When balanced 
against the needs of structural integrity and 
manufacturability, this results in a set of quite 
specific design criteria.  
In the interests of manufacturability and 
structural properties, the internal water column of 
each module has been divided amongst five 
separate PVC tubes, which are sandwiched between 
two polycarbonate sheets. Fine sand mortar fills the 
interstitial space between the tubes, helping to keep 
a low centre of gravity relative to the centre of 
buoyancy, which is crucial for stability of the 
device. Holes were drilled such that the air flow 
from each of the tubes can enter an air chamber at 
the top of the module, where it is then passed 
through a valve constriction to simulate the effects 
of a PTO system. 
The float consists of shaped blocks of 
closed cell polyurethane structural foam, whose 
submerged portions are rounded off to minimise 
any viscous eddy generation, which is particularly 
significant at model scale. This assembly is then 
sealed with sheets of polycarbonate.  
Two tubular struts are connected between 
adjacent modules in a triangular arrangement, with 
the two meeting at the top of the underside of one 
module with a ball joint, and connected to either 
side of the polycarbonate sheet atop the row of PVC 
tubes with hinge joints. This configuration ensures 
appropriate module spacing restraint, whilst 
allowing some out-of-plane rotation to prevent the 
build-up of significant lateral loads on the device. 
The ball joint at the top of the front two struts is 
attached to a mooring buoy, itself connected to the 
base of the tank via catenary mooring chains. 
Internal wave probes sit inside two of the 
tubes, and a sensor is positioned atop each module 
for pressure measurement inside the air chamber, 
and subsequent computation of the absorbed power. 
A Qualisys capture system was used for measuring 
the motions of the device, with the markers placed 
on stalks mounted on top of each module. 
 The base unit comprising the tubes 
measured 1.185m x 0.34m, with an individual tube 
outer diameter of 68mm. The float is 0.6m long, 
with a height of 0.165m, and 0.278m wide, 
including the rounded edges. The struts have a total 
length of 0.92m, and the total mass per module 
(including two connecting struts) is 17.1kg. Figure 
6 shows the full construction assembled prior to 




Figure 6: WaveTrain model prior to testing in the FloWave 
Test Tank. 
 
One of the aims of this physical model was to 
enable calibration of the quadratic drag coefficients 
for the numerical model, and of course assess the 
suitability of such an empirical correction. With the 
design emphasis placed on power absorption, 
perhaps the most appropriate method is to tune the 
coefficients in order to try and match the predicted 
power absorption of the numerical and physical 
models. This procedure was carried out in a range 
of irregular sea states based on a JONSWAP 
spectrum (with γ = 1), representative of a generic 
potential deployment location [Table 1]. 
 
Table 1: The twelve unidirectional, irregular sea 
states used for testing the physical model. 
Sea state no. Full scale Tp / 
s 
Full scale Hs / 
m 
1 7.7 1.5 
2 10.5 1.5 
3 13.3 1.5 
4 14.7 1.5 
5 12.6 2.0 
6 7.7 2.5 
7 9.9 2.5 
8 9.1 3.5 
9 10.5 4.5 
10 11.9 4.5 
11 13.3 3.5 
12 10.5 3.5 
 
The absorbed power values for each sea were 
obtained using the pressure measurements and 
water column velocities relative to the 
corresponding body. They were averaged over the 
sea run time of 512s. The PTO damping values for 
the numerical model were taken from 
measurements of those used in the physical model. 
These values were sought to maximise power 
production, and were based on a set of tests of the 
physical model in each sea state. 
 Table 2 shows the power absorption in each 
sea state, based on three model cases, two 
numerical and one physical. 
 
Table 2: Comparison of the mean absorbed 
powers (model scale, measured in Watts) in the 
twelve irregular sea states, given by the 
numerical model with no viscous drag (VD), the 










1 0.27 0.25 0.27 
2 0.21 0.19 0.23 
3 0.12 0.11 0.13 
4 0.09 0.08 0.10 
5 0.25 0.22 0.26 
6 0.96 0.66 0.67 
7 0.66 0.55 0.61 
8 3.09 1.21 1.22 
9 5.05 2.41 1.58 
10 3.89 1.46 1.24 
11 0.66 0.55 0.65 
12 1.35 0.95 1.04 
 
The fully linear numerical model (with no viscous 
drag) makes good predictions of the power in sea 
states 1-5,7 and 11 – the differences are well below 
10% in many of these cases. The addition of 
viscous drag worsens the predictions slightly for 
these sea states, but makes significant 
improvements in the predictions in sea states 6, 8, 
10, and 12. There is still a relatively large difference 
in the power values for sea state 9. These trends 
display rough alignment with the level of wave 
steepness expected to be found in those sea states. 
The linear model performs well in the least steep of 
the seas, whilst the addition of the quadratic drag 
terms enables the model to quite accurately predict 
the power absorption in all but one of the steeper 
seas too.  
Though the wave steepness is observed only 
as an indicator of modelling requirements here, it is 
clearly not a perfect predictor of nonlinear 
behaviour. The interactions between the body and 
the waves are ultimately responsible for any 
viscous effects, not simply the nature of the waves. 
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This perhaps explains why the model is accurate for 
seas 6 and 8, but not for sea 9. A further caveat is 
that the steepness of waves in a given sea state is 
not trivial to quantify absolutely. Despite this, these 
results suggest that a linear model with additional 
viscous drag terms is likely to be adequate to 
predict the device performance in the majority of 
relevant sea states. The results also give an 
indication that a fully linear numerical model is 
likely to give reasonable performance predictions 
in a not insignificant proportion of sea states in a 
typical wave climate. This suggests a fully linear 
model may well be adequate for optimising the 
WaveTrain concept. 
 
4. TOWARDS FULL DESIGN 
OPTIMISATION WITH AN EFFICIENT 
FREQUENCY-DOMAIN MODEL 
 
The physical model presented in section 3 was 
designed around the test tank capabilities and other 
practical considerations relating to the construction 
of the device. When added to the need for a specific 
level of submersion, the need for each module to 
reside at its intended angle of inclination, and 
stability requirements, this results in a very 
restricted set of design criteria. To this end, the 
design of the physical model was only able to 
include a limited degree of tailoring towards 
optimal performance in specific sea conditions. 
 A thorough optimisation study could unveil 
improved designs, with increased understanding of 
the device dynamics in a range of sea conditions. 
As a consequence of the lack of available 
information about the gradient (with respect to the 
parameter space) of the objective function to be 
optimised, this would require a large number of 
device evaluations. If the parameter space is quite 
large and not well understood beforehand, this 
could entail the assessment of thousands of 
candidate designs. In this setting, time-domain 
models are quite intensive, computationally, and a 
frequency-domain model may be the only option. 
With this line of reasoning, and the understanding 
that fully linear results can still provide useful 
results, a frequency-domain model should be 
sought for the WaveTrain device. 
 In order to model the device completely 
within the frequency domain, the hinge motions 
cannot rely on the time-domain solvers as used for 
the models presented in the previous section. The 
most efficient method relies upon the use of 
‘generalised modes’, since it only requires a 
number of modes of motion equal to the number of 
degrees of freedom of the system.  
 Although hinged systems have been 
modelled in this manner before, published studies 
on this topic have only presented cases with simple 
geometries (e.g. [11], [12], [13], [14]), and 
relatively few implementation details are 
documented therein. Hence the full WaveTrain 
system should be developed in stages, validating 
each intermediate model against an equivalent 
time-domain model, for whom the modelling of 
hinges is much better established. In this section, a 
couple of the intermediate modelling cases are used 
to highlight some potential difficulties arising in 
modelling hinges using generalised modes 
(WAMIT is the boundary element method used 
here), and to pave the way towards a full frequency-
domain model of the WaveTrain device. 
 
4.1 SETTING UP THE MODEL WITH 
GENERALISED MODES 
 
A frequency-domain model involves solving the 
equations of motion for all of the rigid body 
motions, plus the generalised modes of motion (3). 
 




= 𝐹𝑖   
(3) 
 
For all N defined modes of motion, 𝜉𝑖, the added 
mass coefficients, 𝐴𝑖𝑗 ,  radiation damping 
coefficients, 𝐵𝑖𝑗, the excitation forces, 𝐹𝑖 , and the 
buoyancy components of 𝐶𝑖𝑗, the hydrostatic forces, 
are naturally computed by WAMIT. For the rigid 
body modes, this is also the case for the 
gravitational components of 𝐶𝑖𝑗,  but the 
gravitational coefficients involving generalised 
modes must be computed manually, and input via 
the separate external stiffness matrix, 𝐶𝑖𝑗
𝐸 . The mass 
matrix terms, 𝑀𝑖𝑗 , for all modes, must also be 
entered manually. It is in computing these two 
additional sets of terms that additional levels of 
complexity can enter the modelling process. 
 Generalised modes are defined by a three 
dimensional vector, specifying the distribution of 
the velocity normal to the body surface. Judicious 
choice of this ‘shape function’ makes for a 
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streamlined analysis of the model outputs, not to 
mention reduced effort in computing the extra 
terms that must be input. The most natural hinge 
mode shape in this case is that obtained by 
extending the rigid body coordinate system to allow 
extra, symmetric rotation about the hinge. The 
resulting velocity distribution is therefore 
discontinuous at the hinge location. 
Due to the linear nature of the problem, 
multiple hinges simply yields a series of additive 
terms, arising analogously to those for a single 
hinge. [Note that the mode shape chosen must allow 
for the desired range of possible full device motions, 
using linear combinations of the complete set of 
rigid body and generalised modes.] 
 
4.2 INTERMEDIATE MODELLING CASE 1 
 
The model considered here uses hinge locations 
similar to that in the full WaveTrain device, yet 
with uniform, cuboidal barges of half the density of 
water [Fig. 7]. The assumption is again that 
connecting struts between each pair of hinges 




Figure 7: Schematic of intermediate modelling case 1. Black 
spots denote hinge locations, red line marks the mean water 
level. 
 
One intricacy encountered here involves the hinge 
locations. Though a hinge location may be desired 
to be in line with the edge of a barge, an empirical 
result uncovers that WAMIT treats a panel with 
exactly the same x-coordinate as the mode 
definition discontinuity location, as being part of 
the body to the ‘positive-coordinate’ side of the 
hinge. One must be wary of this when defining the 
generalised modes if panel centroids are likely to be 
very close to the hinge locations. 
 The Response Amplitude Operators 
(RAOs) for this case, from both the time-domain 
and frequency-domain models, agree well in terms 
of peak location and height [Fig. 8]. A lack of 
resolution and runtime in the time-domain model 
explains the remaining discrepancy. Such a large 
runtime is required in the time-domain model for 
this particular configuration, most likely because of 




Figure 8: Comparison of RAOs of time-domain and 
frequency-domain models of the configuration depicted in Fig. 
7. 
 
4.3 INTERMEDIATE MODELLING CASE 2 
 
Moving further towards the WaveTrain concept, a 
series of solid, sloped modules is modelled. The 
three modules are connected using four hinges and 
two struts, in locations analogous to those in the 
physical model in section 3.3, albeit without a front 
strut and a connected mooring system. From the 
model in section 4.2, this introduces geometry 
asymmetry in the direction of wave propagation, 
with more complex geometry and thus computation 
of the 𝑀𝑖𝑗 and 𝐶𝑖𝑗
𝐸  terms. 
 
 
Figure 9: Schematic of intermediate modelling case 2. Black 
spots denote hinge locations, green numbers label each hinge, 
red line marks the mean water level. 
 
In order to simplify the calculations required for the 
mass matrix coefficients and gravitational restoring 
forces, each sloped module is treated as two 
connected parallelograms, termed the ‘float’ 
(density, ρ1) and ‘body’ (ρ2), each of uniform 
density. In order to ensure both that the centre of 
gravity lies on the same vertical line as the centre 
of buoyancy (xG = xB), and that the device is 
statically stable ( [15], p. 294), a set of variables 
was found, somewhat by trial and error, leaving the 
required float density to be solved for directly. To 
simplify the submerged portion of the body (for 
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ease of panelling within WAMIT), the variables 
were chosen such that the ‘float’ is completely 
above water, and so in this case is only helping to 
achieve the correct mass distribution. 
 Following the determination of a suitable 
set of geometric parameters fully describing the 
complete body and its mass distribution, the 𝑀𝑖𝑗 
and 𝐶𝑖𝑗
𝐸  terms can then be calculated for the 
generalised modes. Since this includes a large 
number of integral evaluations, care must be taken, 
especially as there is limited feedback from 
WAMIT to indicate the location of any errors. One 
useful marker that an error lies in the gravitational 
restoring terms is an RAO plot tending towards a 
non-zero value as the frequency tends to zero. 
 Slight misalignment of the outputs from the 
time- and frequency-domain models [Fig. 10] can 
be explained by numerical inaccuracies, 
particularly in calculating the extra coefficients, in 
addition to limited runtime of the time-domain 
model. In any case, a range of wave periods 
encompassing only the leftmost peak is likely to be 
used for analysis of absorbed power in a 
representative sea state, and the alignment is best at 
these lower periods. 
 
 
Figure 10: Comparison of RAOs of the leftmost hinge, for the 
time-domain and frequency-domain models of the series of 
sloped modules depicted in Fig. 9. 
 
4.4 FUTURE WORK 
 
Using massless lids to model the water columns 
means that these additional generalised modes of 
motion contribute no further non-zero mass matrix 
or hydrostatic terms. However, the more 
complicated geometry resulting from a hollow 
module means the process of ensuring the intended 
inclination angle, static stability, and a suitable 
water level height is not a trivial extension from the 
case in section 4.3. Despite this, a full, frequency-
domain model of the WaveTrain device would 
enable the development of optimisation routines, in 





A new concept for wave energy extraction has been 
introduced, describing its development from 
previously tested, promising sloped buoy devices. 
Its key features, including an interconnection of 
multiple sloped modules, internal oscillating water 
columns facilitating power take-off, and a specific 
float shape, have been described, along with the 
main operating principles.  
Performed as part of the Wave Energy Scotland 
Novel WEC Stage 1 project, the development of a 
time-domain numerical model is presented, along 
with the construction of a physical model for testing 
in the FloWave Test Tank at The University of 
Edinburgh, at 1:35 scale. The numerical model 
utilises the generalised modes feature in the 
boundary element method, WAMIT, to model the 
hydrodynamic behaviour of the internal water 
columns. In order to integrate these frequency-
domain hydrodynamic outputs into the time-
domain model with the hinged connections, the 
model must be constructed such that the 
hydrodynamic force on each water column ‘lid’ 
acts on its added mass. Expected physical 
behaviour of adjacent models in irregular sea states, 
both tuned and not tuned to the module spacing, is 
seen in the numerical model, adding confidence in 
its correct operation. 
 Using a representative set of irregular sea 
states, the physical model has been used to calibrate 
quadratic viscous drag coefficients, based on the 
power absorption. Under the majority of sea 
conditions, the combination of quadratic drag terms 
with an otherwise linear model is shown to be 
accurate in predicting power absorption. In fact, a 
fully linear model does well at predicting power 
absorption in a range of sea conditions, and 
therefore could be suitable for use in an 
optimisation study. The comparison of the power 
absorption of these three models (linear, nonlinear 
and physical) in the twelve sea states gives an 
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indication that wave steepness could be used as a 
predictor of model adequacy. 
 Finally, as part of a journey towards a 
maximally efficient frequency-domain model of 
the WaveTrain, two intermediate modelling cases 
are presented and used to highlight some of the 
difficulties and considerations in using generalised 
modes to model hinges within WAMIT. Given 
constraints on water level height, module 
inclination angle, and static stability, time-domain 
motions of a series of solid, sloped modules are 
shown to compare well with those from the 
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Appendix J
The effect on duck spine behaviour
of extending the motion constraint
This section provides extra detail concerning the application of the extended motion
constraint to the full spine of Edinburgh ducks. Additional justification of many of
the findings stated in Section 6.5.3 is also provided.
Relating to the heave and surge motions of the whole spine (Figs. J.1), bands of
large motions are interspersed by bands of small motions, forming a pattern similar
to that of Fig. 6.12. In some areas of the period-angle space, these bands are clearly
oscillatory themselves, forming a series of peaks (where motions are very large) and
troughs (where the motions are very small). Applying the constraint to all degrees
of freedom appears to broadly retain this pattern (Fig. J.2), yet with drastically
diminished variation of the RAO magnitudes over the range of periods and angles.
217
Figure J.1: RAO magnitudes of the surge (upper) and heave (lower) rigid body mo-
tions, when the motion constraint applies to only the controlled modes of motion.
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Figure J.2: RAO magnitudes of the surge (upper) and heave (lower) rigid body mo-
tions, when the motion constraint applies to all modes of motion.
The absolute and relative differences in capture width ratio between the cases of the
original and the extended motion constraints are shown in Figs. J.3 and J.4. The high
densities of contour lines around 8.5s periods are due to numerical issues in computing
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the power using Eq. 6.23. It is important to recognise that the complexity of the
terms in the equations that describe the extended constraint system (see Section 6.5),
necessitates an increasing amount of numerical operations as the number of degrees
of freedom is increased. This has been found to occasionally result in spurious results,
such as those seen here. It may be possible to express some of the equations differently,
so as to minimise this type of occurrences, but fortunately, in this example, the results
are still unobscured by the numerical difficulty.
The bands of large and small motions seen in Fig. J.1 are reflected in Figs. J.3
and J.4.
Figure J.3: Absolute difference in capture width ratio between the two control cases
that use different versions of the motion constraint.
The RAOs also exhibit different patterns and trends under the extended motion
constraint. The RAO magnitudes now vary in an oscillatory manner with wave pe-
riod, as with the aforementioned shear forces. Another notable change is seen in the
duck pitching motions - at wave headings around 50◦ and periods above 6.6s, the
second most downstream duck exhibits much greater motions than its counterparts,
particularly at wave periods of 7s and 8.4s (Fig. J.6). Finally, in the yaw directions,
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Figure J.4: Fractional difference in capture width ratio between the control cases that
use different versions of the motion constraint.
the motions of the joints at either end of the spine (joints 1 and 9) are diminished
compared to their neighbours, under the influence of the extended constraint (Fig.
J.7). In addition to the pervasion of the oscillatory form of the RAO magnitudes with
wave period, the second and perhaps third most downstream joints (joints 7 and 8)
exhibit greater motions than the most downstream joint at the higher end of the wave
period range.
Clearly, the dynamics of the duck spine are complex - the motions in particular.
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1 2 3 4 5 6 7 8 9
Figure J.5: RAO magnitudes of the joint flexure at each joint in the roll direction,
measured in radians per metre of incident wave amplitude. Wave heading: 40◦. Upper
plot - only controlled modes constrained, lower plot - all modes constrained. Joints
are numbered from fore to aft (see legend).
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1 2 3 4 5 6 7 8 9 10
Figure J.6: RAO magnitudes of the duck pitching rotations, measured in radians per
metre of incident wave amplitude. Wave heading: 50◦. Upper plot - only controlled
modes constrained, lower plot - all modes constrained. Ducks are numbered from fore
to aft (see legend).
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1 2 3 4 5 6 7 8 9
Figure J.7: RAO magnitudes of the joint flexure at each joint in the yaw direction,
measured in radians per metre of incident wave amplitude. Wave heading: 40◦. Upper
plot - only controlled modes constrained, lower plot - all modes constrained. Joints
are numbered from fore to aft (see legend).
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