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INTISARI 
Uang merupakan komponen penting dalam perekonomian yang digunakan sebagai alat pembayaran dalam 
melakukan transaksi jual dan beli. Banyaknya uang yang beredar di masyarakat berpengaruh pada kondisi 
perekonomian suatu negara. Dalam kewenangan untuk mengatur transaksi arus keluar/masuk uang kartal, 
diperlukan Rencana Kebutuhan Uang (RKU). Banyak aspek yang menjadi dasar pembuatan RKU, salah 
satunya data historis aliran uang masuk (inflow) dan aliran uang keluar (outflow). Agar perencanaan 
tersebut tepat maka peramalan outflow sangat diperlukan. Data outflow pada umumnya memuat pola 
musiman dan trend sehingga dapat dimodelkan dengan analisis deret waktu. Metode SSA merupakan metode 
yang menggunakan pendekatan nonparametrik. Artinya dalam pengaplikasiannya, metode ini tidak 
membutuhkan uji asumsi-asumsi parametrik. Metode SSA menguraikan data deret waktu ke dalam 
komponen-komponen, yaitu trend, musiman, siklis dan noise. Pada penelitian ini metode SSA yang 
digunakan adalah metode recurrent (R-forecasting). Penelitian ini dilakukan dengan mengelompokkan data 
sebanyak 3 kelompok yang menggambarkan fluktuasi data untuk 9 periode peramalan. Tingkat akurasi 
peramalan diukur menggunakan kriteria Mean Absolute Percentage Error (MAPE) dan Tracking Signal. 
MAPE dan Tracking Signal   pada   peramalan SSA terhadap data aktual sebesar 18,63% dan 0,6377. Hal 
ini mengakibatkan metode SSA dapat dikatakan baik dan valid untuk meramalkan outflow uang kartal di 
Kalimantan Barat periode November 2018 sampai Juli 2019. 
Kata Kunci: singular spectrum analysis, R-forecasting, MAPE, tracking signal  
 
PENDAHULUAN 
Uang merupakan komponen penting dalam perekonomian yang digunakan sebagai alat pembayaran 
dalam melakukan transaksi jual beli, baik dalam pertukaran barang ataupun jasa. Banyaknya uang 
yang beredar di masyarakat akan berpengaruh pada kondisi perekonomian suatu negara [1]. 
Bank Indonesia (BI) merupakan satu-satunya lembaga yang berwenang mengeluarkan, 
mengedarkan, mencabut, menarik dan memusnahkan uang Rupiah [2]. Sebagai bank sentral, BI 
memiliki wewenang untuk mengeluarkan dan mengedarkan uang kartal yang terdiri dari uang kertas 
dan uang logam [3]. Keberadaan uang kartal ini sangatlah penting bagi masyarakat, karena uang kartal 
inilah yang secara fungsi dipakai sebagai alat pembayaran yang sah menggantikan sistem barter, 
sebagai alat penyimpan nilai dan satuan penghitung [4]. Dalam kewenangan BI untuk mengatur 
transaksi arus keluar atau masuk uang kartal, BI membuat Rencana Kebutuhan Uang (RKU). Banyak 
aspek yang menjadi dasar pembuatan RKU, salah satunya data historis aliran uang masuk (inflow) dan 
aliran uang keluar (outflow).     
Peramalan inflow dan outflow ini menjadi penting karena berhubungan dengan likuiditas perbankan 
yang berdampak pada kebijakan-kebijakan moneter yang harus dijalankan. Jika nilai aspek tersebut 
tinggi maka likuiditas bank akan naik, sedangkan jika terlalu rendah maka likuiditas bank akan turun 
dan terjadi inflasi. Selain itu peramalan inflow dan outflow menjadi penting karena berhubungan 
dengan ekonomi suatu daerah. Jika pada suatu daerah terjadi kekurangan uang maka dikhawatirkan 
perekonomian daerah tersebut akan kolaps atau jatuh. Sebaliknya jika jumlah uang di suatu daerah 
berlebih maka dikhawatirkan nilai uang tersebut akan berkurang dan terjadi inflasi [4]. 
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Salah satu hal penting yang harus diramalkan dalam uraian tersebut adalah outflow. Pada umumnya 
data outflow memuat pola musiman dan trend sehingga dapat dimodelkan dengan analisis deret waktu. 
Metode SSA merupakan metode yang menggunakan pendekatan nonparametrik. Artinya dalam 
pengaplikasiannya, metode ini tidak membutuhkan uji asumsi-asumsi parametrik. SSA 
mendekomposisi data deret waktu asli menjadi suatu penjumlahan dari sejumlah kecil komponen 
independen seperti komponen trend, musiman, dan noise [5]. Hal ini mengakibatkan pada penelitian 
ini digunakan metode SSA. 
SSA merupakan sebuah teknik analisis deret waktu dan peramalan. SSA mengkombinasikan 
elemen klasik analisis deret waktu, statistika multivariat, geometri multivariat, sistem dinamik dan 
pemrosesan sinyal. SSA memiliki tujuan untuk mendekomposisi sebuah rangkaian data menjadi 
jumlahan komponen-komponen kecil yang dapat diinterpretasikan [6]. Metode SSA yang digunakan 
dalam penelitian ini adalah metode recurrent (R-forecasting). 
Penelitian ini diawali dengan identifikasi pola data, untuk melihat apakah pola datanya terdapat 
musiman atau tidak. Selanjutnya terdapat dua tahapan yang saling melengkapi dalam algoritma SSA 
yaitu tahap dekomposisi dan tahap rekonstruksi. Pada tahap dekomposisi, dua langkah utama yang 
harus dilakukan untuk memperoleh eigentriple, yaitu embedding dan singular value decomposition. 
Pada tahap rekonstruksi, dua langkah yang harus dilakukan untuk memperoleh deret yang 
direkonstruksi, yaitu pengelompokan dan diagonal averaging. 
Selanjutnya dilakukan pembentukan model SSA berdasarkan nilai koefisien recurrent. Setelah 




Pada dekomposisi terdapat dua tahap yaitu Embedding dan Singular Value Decomposition 
(SVD). Parameter yang memiliki peran penting dalam dekomposisi adalah Window Length (L). 
Embedding adalah tahapan di mana data deret waktu awal diubah menjadi matriks trajectory, 
maksudnya mengubah data awal yang berupa data satu dimensi menjadi data berbentuk multidimensi. 
Matriks trajectory memiliki dimensi L x K, di mana L merupakan window length, sedangkan K= N-
L+1. Rentang pemilihan nilai L adalah     
 
 
, dengan asumsi bahwa data deret waktu   
sepanjang periode N tidak memuat data hilang, dengan   {  }          [5]. 
Matriks trajectory (  ) yang terbentuk merupakan matriks Hankel. Matriks Hankel adalah matriks 
yang semua elemen di sepanjang diagonal     konstan artinya setiap kemiringan diagonal dari kiri ke 
kanan adalah konstan. Matriks trajectory dapat ditulis sebagai berikut. 
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Tahapan selanjutnya dalam dekomposisi adalah Singular Value Decomposition (SVD) yang 
bertujuan untuk memperoleh pemisahan komponen dalam dekomposisi dari data deret waktu. SVD 
pada penerapannya memiliki kesamaan dengan analisis komponen utama (principal component 
analysis) yaitu bersifat untuk mereduksi komponen dari data awal serta mengurangi dimensi. 
Hasil dari langkah SVD adalah singular value, eigenvector, dan principal component dari matriks 
lintasan. Matriks ini dalam setiap barisannya mengandung singular value yang merupakan akar dari 
eigenvalue, eigenvector, dan principal component. SVD dimulai dengan menentukan nilai eigenvalue 
(          ) dari matriks S. 
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di mana           , serta eigenvector (          ) dari matriks S tersebut. Sedangkan 
principal component dinotasikan dengan  
   = 
  
   
√  
,       (3) 
dengan            
SVD dari matriks lintasan dituliskan sebagai                  , dimana     
√      
 . Matriks     mempunyai rank 1, karena merupakan matriks elementer. Kumpulan dari 
(√        
   disebut eigentriple ke   dari SVD [5]. SVD dari matriks lintasan dapat ditulis dengan 
persamaan berikut. 
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GROUPING 
Grouping adalah tahapan pemisahan komponen-komponen aditif seperti trend, musiman, dan noise 
yang terdapat pada data deret waktu. Proses grouping dilakukan dengan cara mengelompokkan set-set 
indeks {       } menjadi m subset yang dapat dilambangkan dengan               yang 
selanjutnya membentuk matriks yang didasarkan pada Singular Value Decomposition untuk matriks 
trajectory sebagai berikut. 
                 . 
Tahapan untuk memilih set               disebut dengan eigentriple grouping. 
 
DIAGONAL AVERAGING 
Diagonal averaging merupakan tahapan kedua pada rekonstruksi data. Tahapan diagonal 
averaging ini adalah tahapan merekonstruksi masing-masing matriks yang terdapat pada matriks     
menjadi data deret waktu yang baru dengan panjang N. 
Misalkan matriks      ;                  Matriks   diubah menjadi deret waktu 
        melalui diagonal averaging yaitu: 
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 , dan seterusnya. 
 




Peramalan R-forecasting berkaitan dengan penaksiran Linier Recurrent Formula (LRF). Apabila 
dimisalkan                    
 ,                  
  dan    adalah komponen terakhir dari 
eigenvectors U atau dapat ditulis        maka koefisien LRF dapat dihitung menggunakan 
Persamaan (5). 
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dimana    ∑   
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Data deret waktu yang digunakan pada R-forecasting merupakan hasil rekonstruksi yang diperoleh 
dari diagonal averaging. Langkah selanjutnya yaitu menentukan M buah titik baru untuk diramalkan. 
Sehingga deret hasil peramalan dapat ditulis dengan persamaan berikut. 
              ,      , 
Hasil peramalan diperoleh berdasarkan 
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∑       
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MATRIKS W-CORRELATION 
Besarnya korelasi ditunjukkan oleh gradasi warna dari warna terang hingga gelap dari matriks W-
correlation. Semakin tua warnanya semakin tinggi korelasinya [7]. Contoh dari matrix w-correlation 
dapat dilihat pada Gambar 3.1. 
 
 
Gambar 3.1 (a) contoh matriks w-correlation lemah, (b) contoh matriks w-correlation kuat 
 
UKURAN AKURASI TRACKING SIGNAL 
Salah satu alat pengukuran akurasi peramalan lainnya untuk data deret waktu adalah nilai tracking 
signal. Tracking signal adalah ukuran toleransi yang dapat digunakan untuk menentukan kemungkinan 
apakah hasil dari peramalan dapat digunakan. Batas toleransi dari nilai tracking signal yang dapat 
diterima yaitu     tracking signal   [8]. Dengan perhitungan sebagai berikut. 
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STUDI KASUS 
Penentuan pola data ini digunakan untuk menentukan apakah data outflow ini mengandung 
musiman atau tidak. Data yang digunakan pada penelitian ini merupakan data sekunder. Data yang 
digunakan berupa data deret waktu dengan selang waktu dari Januari 2015 sampai Oktober 2018 
dalam bentuk bulanan. Data outflow tersebut dibagi menjadi data in sample dan data out sample. Data 
in sample yang digunakan sebesar 36 data (pada           ) dan 10 data (pada             ) 
(a) 
(b) 




digunakan sebagai data out sample. Data in sample outflow uang kartal ini dibentuk menjadi sebuah 
grafik yang disajikan pada Gambar 1.  
 
Gambar 1 Grafik outflow uang kartal di Kalimantan Barat 
  
 Gambar 1 menunjukkan bahwa terdapat fluktuasi pada data outflow di Kalimantan Barat, sehingga 
data mengandung pola musiman. Data outflow tersebut juga menunjukkan bahwa perubahannya masih 
terbilang stabil. 
Langkah awal yang harus dilakukan sebelum memasuki langkah-langkah dalam tahap dekomposisi 
adalah menentukan window length. Nilai window length berada pada rentang       . Window 
length dihitung dengan membandingkan hasil forecasting in sample dengan data out sample. 
Penentuan window length (L) ini dilakukan dengan tanpa grouping menggunakan aplikasi RStudio. 
Hasil penghitungan trial and error terhadap data outflow uang kartal di Kalimantan Barat diperoleh 
nilai   yang optimum pada       
Setelah menentukan window length langkah selanjutnya adalah dekomposisi. Langkah dekomposisi 
diawali dengan embedding yang menghasilkan matriks lintasan      Data yang digunakan dalam 
langkah ini adalah data in sample, untuk nilai    , maka            . Sehingga diperoleh 
matriks lintasannya adalah berukuran     , berdasarkan Persamaan (1) menghasilkan matriks 
berikut. 









                
                
                
         
           
         
                
                
        
         
        
         
        




        
        
        
           









Sebelum mencari nilai Singular Value Decomposition (SVD) tahap yang harus dilakukan adalah 
membentuk matriks baru S sesuai Persamaan (2) menggunakan matriks    yang sudah diperoleh. 
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Tahap selanjutnya dalam dekomposisi ini adalah SVD yang menghasilkan eigentriple yaitu 
eigenvalue, eigenvector, dan matriks W-correlation yang ditampilkan bersama bentuk grafiknya. Nilai 
eigentriple ini digunakan untuk memisahkan komponen, sehingga komponen ini dapat dikelompokan. 
Grafik-grafik berikut akan menjadi dasar dalam grouping pada tahapan rekonstruksi data. 
Tahapan SVD ini dimulai dengan menentukan singular value (    . Singular value merupakan 
akar dari eigenvalue. Matriks yang digunakan untuk memperoleh eigenvalue adalah matriks trajectory 
 . Hasil dari singular value dapat dilihat pada Tabel 2. 
   Tabel 2 Eigenvalues dan singular values 
No. Eigenvalues Singular Values 
1 151992676,6200 12328,5310 
2 17812518,9600 4220,4880 
3 15560350,4000 3944,6610 
4 11076435,9800 3328,1280 
5 10971530,0300 3312,3300 
6 10654916,7700 3264,1870 
7 3271052,0500 1808,6050 
8 1889816,5900 1374,7060 
 
Langkah selanjutnya adalah untuk mendapatkan eigenvector. Nilai dari eigenvector ini digunakan 
untuk mempermudah dalam menentukan karakteristik data dari matriks trajectory. Hasil eigenvector 











                    
                     
                    
                                 
                                
                                 
                   
                   
       
       
       
      
      
       
       
       
      
                               
                                  
      
       
      
       
      
       
      
       
      
      
      
       
      
      










Tahap berikutnya adalah principal component. Tahap ini menggunakan nilai singular value dan 
eigenvectors yang telah diperoleh dari matriks trajectory  . Berdasarkan perhitungan pada Persamaan 
(3) hasil princival component yang didapat adalah sebagai berikut. 
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Lebih jelasnya pola dari SVD dapat dilihat pada Gambar 2. 
 
 



























Gambar 2 (a) grafik singular value (b) grafik eigenvector (c) matriks W-Correlations 
 
Berdasarkan Gambar 2 (a) grafik eigenvalue menunjukkan banyaknya grouping yang terbentuk 
yaitu 3 kelompok berdasarkan patahan yang terbentuk. Gambar 2 (b) menunjukkan bahwa eigenvector 
1 mempengaruhi data sebesar 68,09%, eigenvector 2 mempengaruhi data sebesar 7,98%, eigenvector 3 
mempengaruhi data sebesar 6,97%, eigenvector 4 mempengaruhi data sebesar 4,96%, eigenvector 5 
mempengaruhi data sebesar 4,91%, eigenvector 6 mempengaruhi data sebesar 4,77%, eigenvector 7 
mempengaruhi data sebesar 1,47%, dan eigenvector 8 dengan pengaruh paling kecil terhadap data 
yaitu sebesar 0,85%. Grafik eigenvector juga menunjukkan masing-masing anggota dari masing-
masing kelompok yang dilihat dari kemiripan pola. Gambar 2 (c) menunjukkan korelasi antar data 
yang lemah. 
Tahapan rekonstruksi data merupakan tahapan yang sangat penting dalam SSA. Pada tahap ini, 
berdasarkan pada Gambar 2 jumlah kelompok yang ditetapkan dalam tahap grouping adalah sebanyak 
3 kelompok. Kelompok 1 diberi nama trend , kelompok 2 diberi nama season 1, dan kelompok 3 
diberi nama season 2 sesuai dengan pola dari masing-masing kelompok tersebut. Berdasarkan 
kemiripan pola pada grafik eigenvector dan besarnya pengaruh eigenvector tersebut terhadap data. 
Kelompok trend terdiri dari eigentriple 1, season 1 terdiri dari eigentriple 2,3 dan season 2 terdiri dari 
eigentriple 4,5,6,7. Eigentriple 8 tidak dimasukkan ke dalam kelompok karena pengaruh eigenvector 8 
terhadap data paling kecil yaitu sebesar 0,85%. 
Setelah mendapatkan kelompok dan anggota dari masing-masing kelompok, tahapan selanjutnya 
adalah diagonal averaging. Diagonal averaging diperoleh dengan menjumlahkan hasil rekonstruksi 
untuk tiap kelompok dengan menggunakan Persamaan (4). Hasil rekonstruksi outflow uang kartal 
dapat dilihat pada Tabel 3. 
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Tabel 3 Hasil rekonstruksi outflow uang kartal  
No. Data 
Hasil Rekontruksi Diagonal 
Average Trend Season 1 Season 2 
1 141,3884 573,2276 324,4223 -643,9164 253,7335 
2 422,2595 629,9356 -123,3105 39,6147 546,2398 
3 403,6973 632,8666 -289,3260 54,7714 398,3120 
4 544,7802 642,0664 -128,09427 8,2683 522,2405 
            
35 1.173,7804 1148,0651 215,1209 -148,5560 1214,6299 
36 2.138,6446 1306,4183 844,6935 95,7465 2246,8584 
 










Gambar 3 (a) hasil rekonstruksi tahap grouping, (b) matriks W-Correlation 
setelah rekonstruksi 
Dari Gambar 3 (a) hasil rekonstruksi data hampir mendekati data aslinya. Gambar 3 (b) dapat 
dilihat adanya strong separability saat masing-masing kelompok tidak lagi berkorelasi. Hal ini 
mengakibatkan bahwa rekonstruksi menggunakan SSA dengan window length (L) = 8 dan grouping = 
3 kelompok dapat dikatakan baik.  
Langkah selanjutnya adalah peramalan menggunakan metode R-forecasting. Algoritma pada 
peramalan R-forecasting berkaitan dengan penaksiran koefisien Linear Recurrent Formula (LRF) atau 
   yang dihitung berdasarkan eigenvector pada tahap SVD dengan menggunakan aplikasi RStudio. 
Data yang digunakan pada tahap R-forecasting adalah data hasil rekonstruksi pada tahap diagonal 
averaging. Berdasarkan Persamaan (5) koefisien dari LRF dapat dilihat pada Tabel 4. 
Tabel 4 Koefisien Linear Recurrent Formula (   ) 
No.    
1 0,4952538 







Tabel 4 memperlihatkan bahwa terdapat 7 koefisien dari LRF, dimana ada 1 koefisien yang bernilai 

































Langkah selanjutnya adalah menentukan model persamaan SSA untuk meramalkan outflow uang 
kartal di Kalimantan Barat. Model ini dibentuk berdasarkan koefisien LRF yang telah diperoleh. 
Berdasarkan Persamaan (6), adapun model persamaan untuk meramalkan outflow uang kartal adalah 
sebagai berikut: 
                                                                  
Model peramalan yang diperoleh kemudian divalidasi menggunakan sejumlah indikator. Akurasi 
peramalan pada penelitian ini menggunakan indikator Mean Absolute Percentage Error (MAPE) dan 
Tracking Signal.  
Perhitungan akurasi peramalan dilakukan dengan membandingkan hasil ramalan in sample dengan 
data out sample. Perbandingan ini dilakukan untuk melihat apakah model tersebut layak atau tidak 
untuk meramalkan outflow uang kartal di Kalimantan Barat. Berdasarkan perhitungan menggunakan 
persamaan SSA yang telah diperoleh maka didapat hasil perbandingan data out sample dan hasil 
peramalan untuk outflow uang kartal di Provinsi Kalimantan Barat yang disajikan pada Tabel 5. 
Tabel 5 Perbandingan data out sample dan hasil peramalan 
Periode 
Data 
Out Sample         
(Milyar Rupiah) 
Hasil Ramalan          
(Milyar Rupiah) 
Januari 2018 133,5 157,1695 
Februari 2018 758,6 864,2044 
Maret 2018 685,9 711,8246 
April 2018 617,4 709,2159 
















Tabel 4.5 menunjukkan bahwa data ramalan yang diperoleh hampir mendekati data aktual (out 
sample). Kedekatan tersebut diperoleh dari MAPE dan tracking signal yaitu sebesar 18,63% dan 
0,6377. Berdasarkan nilai MAPE dan tracking signal tersebut metode SSA dapat dikatakan layak 
untuk meramalkan outflow uang kartal di Kalimantan Barat. 
 
PENUTUP 
Berdasarkan hasil analisis dan pembahasan yang telah dilakukan, maka dapat diperoleh beberapa 
kesimpulan, yaitu sebagai berikut: 
1. Model persamaan SSA yang terbaik untuk meramalkan outflow uang di Kalimantan barat adalah 
                                                                       
2.  Akurasi hasil ramalan dihitung menggunakan MAPE dan tracking signal. MAPE dan tracking 
signal dari ramalan untuk metode SSA adalah 18,63% dan 0,6377 dengan window length (L) 
sebesar 8. Berdasarkan nilai MAPE dan tracking signal tersebut, maka dapat dikatakan metode 
SSA cocok digunakan pada peramalan selanjutnya karena MAPE dan tracking signal masih 
berada di batas toleransi. 
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