An End-To-End Model of an Electrothermal Chemical Gun. by Porwitzky, Andrew James





A dissertation submitted in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy
(Aerospace Science)
in The University of Michigan
2008
Doctoral Committee:
Professor Iain D. Boyd, Co-Chairperson
Professor Michael Keidar, Co-Chairperson
Professor Brian E. Gilchrist
Richard A. Beyer, U.S. Army Research Laboratory
You’re gonna be nowhere,
the loneliest kind of lonely.
It may be rough going,
just to do your thing’s the hardest thing to do.
But you’ve gotta make your own kind of music,
sing your own special song,
make your own kind of music,
even if nobody else sings along.
Make Your Own Kind of Music by Mama Cass Elliot
© Andrew James Porwitzky
All Rights Reserved
2008
To my beautiful wife, Liz.
Without her, none of this would have been possible.
ii
ACKNOWLEDGEMENTS
First and foremost, I must thank my doctoral committee for their time and
assistance in the pursuit of my studies. I thank Professor Brian Gilchrist for taking
the time to serve as my cognate member. Dr. Richard Beyer traveled from the U.S.
Army Research Laboratory to participate in my defense, and has served as one of
the primary collaborators for my research. Professors Iain Boyd and Michael Keidar
have been my advisors during my time at the University of Michigan, and I could not
have hoped for better. Professor Keidar has been supportive and had full confidence
in me from the first day we met. His never-ending confidence and support has helped
me to conduct my research, and for that I thank him immensely.
There are several people at the U.S. Army Research Laboratory in Aberdeen
Maryland that have helped me with my work by providing valuable comments, rec-
ommendations and data. Without the following people my job would have been
considerably harder: Dr. Michael Nusca, Dr. Anthony Williams, and Dr. Rose Pesce-
Rodriguez.
I have many friends and colleagues here at the University of Michigan that have
made my time here enjoyable. Some I have known but a few months, some have
since moved on to continue their lives outside the University, but I thank them all
for their friendship. They are Dave Berger, Jeremy Boerner, Tim Deschenes, Ethan
Eagle, Tim Holman, Tyler Huismann, Leo Scalabrin, Tom Schwartzentruber, Tony
Tan, Anton VanderWyst, and John Yim.
iii
I have been truly blessed in my life to have wonderful friends that have stood by
me over the years. I am truly proud to call these people my friends, and I think of
them all as family: Charlie Brooks, Kyla LaRock, Alexandre Martin, Kim Mobley,
and Emily Schelley.
My family have helped to make me the person I am today. My Mom and Dad
raised me to be independent and to stand up for myself and my beliefs, no matter
how unpopular that may make me. Bill and Nancy Rowell welcomed me into their
home and their family with open arms, and have shown me nothing but love in the
years I have known them.
A very special thanks must go to my best friend, and “best chick”, Talia Karchem.
Talia has helped me through some tough times in the years that we have known each
other. No matter what mood I am in, I can call her up and have a laugh. I can’t
imagine not having her as my best friend, and I love her like a sister.
As is customary with acknowledgements, the most important person comes last.
None of my achievements over the last eight years, and, indeed, for the rest of my
life, would be possible without my beautiful wife, Elizabeth Rowell. If I filled this
entire book with discussion of how I feel about Liz, it would still be insufficient to
communicate what she means to me. She has always loved me for who I am. This
thesis is dedicated entirely to her, because without her, I would not have had the
opportunity to do any of the research contained within. So Liz, my biologist wife,
I know you will probably never read a page past this one, so you can stop with the
next sentence. I love you very much.
iv
TABLE OF CONTENTS
DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . iii
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii
LIST OF NOMENCLATURE . . . . . . . . . . . . . . . . . . . . . . . . xiv
LIST OF APPENDICES . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv
CHAPTER
I. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Electrothermal Chemical Guns . . . . . . . . . . . . . . . . . 2
1.2 Available Experimental Results . . . . . . . . . . . . . . . . . 7
1.2.1 Plasma Jet and Plasma-Air Chemistry . . . . . . . 8
1.2.2 The Plasma-Propellant Interaction . . . . . . . . . . 10
1.2.3 Plasma Radiation Effects . . . . . . . . . . . . . . . 11
1.3 Thesis Overview . . . . . . . . . . . . . . . . . . . . . . . . . 13
II. Capillary Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1 Overview of the Capillary Model . . . . . . . . . . . . . . . . 17
2.2 Capillary Parameter Study . . . . . . . . . . . . . . . . . . . 22
2.2.1 Conclusions from the Parameter Study . . . . . . . 24
2.2.2 Total Deposited Energy . . . . . . . . . . . . . . . . 26
2.3 Variable Internal Radius . . . . . . . . . . . . . . . . . . . . . 30
2.4 Simulating an Experimentally Tested Capillary . . . . . . . . 31
2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
III. Plasma-Air Chemistry . . . . . . . . . . . . . . . . . . . . . . . . 34
3.1 LeMANS Overview . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 Plasma-Air Chemistry Model . . . . . . . . . . . . . . . . . . 37
v
3.3 Simulation Methodology . . . . . . . . . . . . . . . . . . . . . 48
3.3.1 Case S1 . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.3.2 Case S2 . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.4 Simplification of the Chemical Model . . . . . . . . . . . . . . 64
3.5 Plasma-Air Chemistry in Practical ETC Application . . . . . 65
3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
IV. Plasma-Propellant Interaction Model . . . . . . . . . . . . . . . 71
4.1 JA2 and XM39, Propellants of Interest . . . . . . . . . . . . . 72
4.2 Plasma-Propellant Interaction Model . . . . . . . . . . . . . . 75
4.2.1 Experimental Ablated Masses . . . . . . . . . . . . 76
4.2.2 Brief Overview of the Ablation Model . . . . . . . . 77
4.2.3 Coupled Ablation-Thermal Model . . . . . . . . . . 78
4.2.4 Post-PPI Surface Temperature . . . . . . . . . . . . 80
4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
V. Collisional Plasma Sheath Model . . . . . . . . . . . . . . . . . 90
5.1 Introduction to Plasma Sheaths . . . . . . . . . . . . . . . . . 91
5.1.1 The Need for a Sheath Model in ETC Application . 92
5.2 The ETC Sheath Model . . . . . . . . . . . . . . . . . . . . . 92
5.2.1 Results at Fixed Neutral Density . . . . . . . . . . . 96
5.2.2 Coupling to the PPI Model . . . . . . . . . . . . . . 97
5.3 Coupled Model Results . . . . . . . . . . . . . . . . . . . . . 99
5.3.1 Time Accurate Sheath Limits . . . . . . . . . . . . 100
5.3.2 Average Convective Heat Flux . . . . . . . . . . . . 104
5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
VI. Model Integration . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.1 The Combined (E3TC) Model . . . . . . . . . . . . . . . . . 109
6.2 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . 111
6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.3.1 CFD Plasma Jet Chemistry . . . . . . . . . . . . . 114
6.3.2 The Plasma-Propellant Interaction . . . . . . . . . . 117
6.3.3 Convective Heat Flux . . . . . . . . . . . . . . . . . 120
6.4 Discussion of E3TC Model Results . . . . . . . . . . . . . . . 123
6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
VII. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
vi
7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
7.2 Original Contributions . . . . . . . . . . . . . . . . . . . . . . 129
7.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
APPENDIX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136




1.1 Schematic diagram of an electrothermal chemical gun. . . . . . . . . 3
1.2 Comparison of the chamber pressure for conventional and plasma
ignition (ETI) as a function of time. . . . . . . . . . . . . . . . . . . 4
1.3 Muzzle velocity as a function of propellant pre-firing temperature
for both ETC and conventional ignition. . . . . . . . . . . . . . . . 4
1.4 Diagram of a tight propellant packing choice. . . . . . . . . . . . . . 5
1.5 Diagram of a bayonet tube packing choice. . . . . . . . . . . . . . . 6
2.1 Diagram of the capillary model geometry. . . . . . . . . . . . . . . . 18
2.2 Reference capillary outflow pressure (black), and the polynomial fit
(red) used to analyze the data. . . . . . . . . . . . . . . . . . . . . . 25
2.3 Total capillary ablated mass (M) in mg as a function of energy
density and internal radius. . . . . . . . . . . . . . . . . . . . . . . . 29
2.4 Peak capillary pressure (Ppeak) in MPa as a function of energy density
and internal radius. . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.5 Experimental capillary electrical current (black) and polynomial fits
to the resulting outflow (red) used in the CFD simulations of Chap-
ters III and VI. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.1 Snapshots of Mach number for Case S1. . . . . . . . . . . . . . . . . 51
3.2 Diagram of the expected gas dynamic features of the expanding cap-
illary plasma jet. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.3 Pressure versus time at the five pressure sensors for Case S1. . . . . 53
viii
3.4 Case S1 pressure and temperature contours at t=35 µs. . . . . . . . 55
3.5 Case S1 mole fractions for selected species at t=35 µs. . . . . . . . . 56
3.6 Full computational domain for Case S2 showing Mach number and
temperature contours at t=115 µs. . . . . . . . . . . . . . . . . . . . 58
3.7 Snapshots of Mach number for the Case S2 secondary jet. . . . . . . 59
3.8 Case S2 pressure and temperature contours at t=115 µs. . . . . . . 60
3.9 Case S2 mole fractions for selected hydrogen species at t=115 µs. . 61
3.10 Case S2 mole fractions for selected oxygen species at t=115 µs. . . . 63
3.11 Diagram of a tight propellant packing choice. . . . . . . . . . . . . . 66
3.12 Diagram of a bayonet tube packing choice. . . . . . . . . . . . . . . 66
3.13 Temperature contours (Kelvin) of Case S3 taken at t=45 µs, illus-
trating the geometry. Note the aspect ratio. . . . . . . . . . . . . . 68
3.14 Outflow data for the first slit (h1) at x=16.9 mm in Case S3. . . . . 69
4.1 Calculated vapor pressure for each propellant. . . . . . . . . . . . . 75
4.2 PPI model coordinate system. . . . . . . . . . . . . . . . . . . . . . 78
4.3 Sample ablation rate (kg/m2s) contours for JA2. . . . . . . . . . . . 81
4.4 Sample ablation rate (kg/m2s) contours for XM39. . . . . . . . . . . 81
4.5 PPI model results for ablated mass versus peak JA2 surface temper-
ature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.6 PPI model results for ablated mass versus peak XM39 surface tem-
perature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.7 Total surface heat flux to each propellant needed to reproduce the
experimental ablated mass. . . . . . . . . . . . . . . . . . . . . . . . 85
4.8 The approximate JA2 radiation fraction, ∆q/qJA2, as a function of
plasma density. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
ix
5.1 Diagram of sheath model geometry. Present model represents the
region of the sheath coupled to the PPI model for propellant ablation. 93
5.2 Sheath solutions at constant neutral density for JA2 where uio = 1,
no = 10
22 m−3, and Nn = 10. . . . . . . . . . . . . . . . . . . . . . . 97
5.3 Sheath solutions at constant neutral density for JA2 where uio = 1,
no = 10
22 m−3, and Nn = 104. . . . . . . . . . . . . . . . . . . . . . 98
5.4 Representative convective heat flux versus ion inflow velocity at fixed
neutral density for JA2 at no = 10
22 m−3. . . . . . . . . . . . . . . . 100
5.5 Surface temperature and neutral density for JA2 at no = 3×1022 m−3.101
5.6 Convective heat flux for different ion inflow velocities for JA2 at
no = 3× 1022 m−3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.7 Surface temperature and neutral density for XM39 at no = 3× 1022
m−3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.8 Convective heat flux for different ion inflow velocities for XM39 at
no = 3× 1022 m−3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.9 XM39 at no = 3 × 1022 m−3, uio = 1. A representative simulation
result as compared to the convective heat fluxes for a collisionless
sheath and a fully collisional sheath. . . . . . . . . . . . . . . . . . . 104
5.10 Time average convective heat flux for each propellant as a function
of bulk plasma density and ion inflow velocity. . . . . . . . . . . . . 105
5.11 Fraction of the total heat flux that is accounted for by the convective
heat flux for uio=0.3. . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.12 Fraction of the total heat flux that is accounted for by the convective
heat flux for uio=1. . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.1 Diagram of the E3TC model. . . . . . . . . . . . . . . . . . . . . . . 110
6.2 Experimental geometry used in the E3TC model. . . . . . . . . . . 112
6.3 Plasma jet temperature contours (K) taken at t=35 µs, used to il-
lustrate the CFD geometry. . . . . . . . . . . . . . . . . . . . . . . 113
x
6.4 Bulk plasma density and temperature, as determined by the CFD
code in the E3TC model. . . . . . . . . . . . . . . . . . . . . . . . . 115
6.5 Bulk plasma density raw data and plateau fits for use in the PPI
model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.6 Plasma temperature raw data and plateau fits for use in the PPI
model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.7 Total ablated mass for each propellant as a function of the surface
temperature at the end of the PPI. . . . . . . . . . . . . . . . . . . 118
6.8 Propellant surface temperature as a function of time. . . . . . . . . 119
6.9 Ablation rate for JA2 as a function of time. . . . . . . . . . . . . . 120
6.10 Ablation rate for XM39 as a function of time. . . . . . . . . . . . . 121
6.11 Convective heat flux for uio=0.3, as a function of time. . . . . . . . 122
6.12 Convective heat flux for uio=1.0, as a function of time. . . . . . . . 122
A.1 Diagram of the ablation geometry. . . . . . . . . . . . . . . . . . . . 138
B.1 Comparison of ion and electron heat fluxes at a range of wall potential.143
C.1 Chemical structure of Akardit II. . . . . . . . . . . . . . . . . . . . 146
C.2 Vapor pressure of carbon, and how it compares to that of JA2 and




2.1 Selected results of the parameter study. *tf=500 µs. . . . . . . . . . 23
2.2 Results of the constant energy density study. For all cases ν=0.6,
tf=300 µs. Contours of M and Ppeak are shown in Fig. 2.3 and 2.4,
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3 Results of the variable internal radius study. For all cases ν=0.6. . . 31
2.4 Results of the restartable capillary study. For all cases Ipeak=10
(kA), ν=0.6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1 Reactions employed in the chemistry model. . . . . . . . . . . . . . 39
3.2 Reaction rates for reactions 2–30 from Table 3.1, excluding third
body reactions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3 Reaction rates for reactions 32–60 from Table 3.1, excluding third
body reactions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4 Reaction rates for GRI-Mech third body reactions from Table 3.1. . 42
3.5 Reaction rates for Park’s model third body reactions from Table 3.1. 43
3.6 Equilibrium rate constants for reactions 2–30 from Table 3.1, exclud-
ing third body reactions. . . . . . . . . . . . . . . . . . . . . . . . . 44
3.7 Equilibrium rate constants for reactions 32–60 from Table 3.1, ex-
cluding third body reactions. . . . . . . . . . . . . . . . . . . . . . . 45
3.8 Equilibrium rate constants for third body reactions from Table 3.1. 46
3.9 Formation enthalpy (hf,o), viscosity fit coefficients (As, Bs, Cs) from
Eqn. 3.2, and specific heat (Cv) for the 26 species chemistry model. 47
xii
4.1 Composition of the propellant JA2. . . . . . . . . . . . . . . . . . . 73
4.2 Composition of the propellant XM39. . . . . . . . . . . . . . . . . . 73
4.3 Thermophysical properties of the propellants. . . . . . . . . . . . . 75
5.1 Propellant composition by mass, and variable hard sphere diameters
used for momentum exchange collisions. . . . . . . . . . . . . . . . . 95
6.1 Plateau values and times used in the PPI model. Times are shifted
from the CFD data of Fig. 6.4 so that t=0 is the start of the PPI. . 117
6.2 Total and convective heat flux at different ion inflow velocities for
both propellants. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121




εo Permittivity of free space, 8.8542×10−12 F/m
e Elemental charge, 1.6022×10−19 C
k Boltzmann constant, 1.3807×10−23 J/K
Acronyms
ARL U.S. Army Research Laboratory
CFD Computational fluid dynamics








A. Ablation Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
B. Derivation of Eqn. 5.8 . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
C. Chemistry Effects in the Plasma-Propellant Interaction . . . . . . . . 144
C.1 Ablated Propellant Gas Chemistry . . . . . . . . . . . . . . . 144




There has been much interest in recent years in the design and implementation
of electrothermal chemical (ETC) guns. An ETC gun is a solid propellant based
artillery piece in which the conventional ignition system has been replaced with a
capillary plasma source. Numerous enhancements to the propellant combustion are
achieved by igniting the propellant with a plasma. Some of the benefits of plasma
based ignition in ETC guns are reduced ignition delay time, highly repeatable ignition
time and enhanced burning and combustion of the solid propellant [1, 2].
In 1998, the U.S. Army Research Laboratory (ARL) began a program to inves-
tigate the nature of the plasma-propellant interaction (PPI) encountered in ETC
guns. The primary goal of the ARL program was to provide information on the
basic physics and chemistry involved in the PPI, to facilitate the design and imple-
mentation of the technology on a large scale. It was felt that a reduction in size of
the power supply equipment necessary for ETC ignition was unlikely within the next
decade, and that the key to implementation of ETC technology rested on a thorough
and fundamental understanding of the physics involved [2].
It is the purpose of this dissertation, funded in part by a grant from the U.S. Army
Research Office, to explore the fundamental physics involved in the plasma-propellant
1
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interaction via numerical simulations. Numerical modeling allows us to isolate key
physics and explore the impact that different phenomena have on the PPI. Previous
numerical studies of the ETC phenomenon did not explore the PPI, which is widely
considered to be the source of many of the ETC enhancements [2]. It is the objective
of this thesis to formulate a numerical model of an ETC gun, focused primarily on the
plasma-propellant interaction leading up to propellant ignition, as after propellant
ignition the burning will proceed normally. While numerical simulations are carried
out, research continued into experimental explorations of the PPI phenomenon at
ARL. The work presented in this dissertation was conducted in close collaboration
with the ETC researchers at ARL in Aberdeen, Maryland.
1.1 Electrothermal Chemical Guns
Before proceeding, a clear definition of an electrothermal chemical gun must be
put forward, as there is sometimes confusion in the community. A schematic diagram
of an ETC gun is shown in Fig. 1.1. A capillary plasma source generates a plasma
which enters the combustion chamber and begins to interact with the solid propel-
lant. Upon ignition of the solid propellant, expanding combustion gases provide the
impetus to the projectile. This differs from an electrothermal gun, which does not
use solid propellant. In an electrothermal gun, the plasma enters an expansion region
when it exits the capillary. It is the expansion of the plasma into a working fluid that
provides the projectile impetus in an electrothermal gun. This dissertation exclu-
sively considers electrothermal chemical guns, in which the solid propellant provides
the projectile impetus, as in conventional gun-type weapon systems.
Among the enhancements obtained by plasma ignition of the solid gun propellant
is a reduced, and highly repeatable, ignition delay time. Figure 1.2 shows chamber
3
Figure 1.1: Schematic diagram of an electrothermal chemical gun.
pressure versus time curves for eleven conventional ignition and ten electrothermal
ignition firings, taken from [3]. The peak chamber pressure is preceeded closely
by the initiation of projectile motion within the gun barrel. It is clear that ETI
results in shorter and highly repeatable ignition delay times. The effect of shorter
and more reliable ignition delay times, when coupled to existing technologies such
as a dynamic muzzle positioning system, can lead to remarkable improvements to
both weapon accuracy and effectiveness. For some fire-on-the-move scenarios the
probability of hit could be improved by up to 100% at 3 km for this combination
of enhancements [3]. Additionally, due to the increased electrical energy deposited
to the propellant by the plasma, temperature sensitivity to ignition time is greatly
reduced. This means that the ignition delay time is also much more reliable over a
range of operating temperatures. This effect can be seen in Fig. 1.3, taken from [3],
which shows the muzzle velocity—a measurement of the propellant performance—for
gun firings where the propellant was equilibriated to a range of different temperatures
before firing. Even when conditioned to very low temperatures, ETC ignition results
in performance near the ideal “hot performance” limit.
The higher peak pressure for the ETI firings in Fig. 1.2 is an example of what is
commonly referred to as “enhanced burning/combustion”, meaning that more energy,
manifested here as a higher chamber pressure, is obtained from the same propellant
as compared to conventional ignition. The plasma-propellant interaction theory of
4
Figure 1.2: Comparison of the chamber pressure for conventional and plasma ignition
(ETI) as a function of time, taken from [3].
Figure 1.3: Muzzle velocity as a function of propellant pre-firing temperature for both
ETC and conventional ignition, taken from [3].
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Figure 1.4: Diagram of a tight propellant packing choice, taken from [3].
Pesce-Rodriguez and Beyer states that the higher pressure is due to increased gasifi-
cation of the propellant in the pre-ignition phase as compared to conventional ignition
[2]. This increased gasification precedes the ignition (thus preceding the burn phase)
and is due to the plasma-propellant interaction. “Enhanced burning/combustion” is
thus not an appropriate term, but is commonly used in the community and literature.
As with conventional ignition systems, there is more than one choice for propel-
lant packing options. The choice of propellant packing option changes the distance
between the capillary plasma source and the propellant bed, which, as will be shown
in Chapter III, has a significant effect on the plasma-air chemistry. Figure 1.4 illus-
trates a “tight” propellant packing option [3]. Illustrated on the left of Fig. 1.4 is
a coaxial plasma injector, however the principle is the same for a capillary plasma
source. On the right is the projectile. The propellant is cut into discs and loose
blocks of varying sizes to ensure that little space remains in the shell. Small gaps are
left that allow the igniting plasma to expand between the propellant blocks. This
packing option yields a large surface area and high density of propellant.
Figure 1.5 shows an alternative packing option utilizing a bayonet tube [4]. A
cylindrical bore is drilled in a propellant block. A bayonet tube is inserted into this
bore. The tube contains holes at regular intervals that allow the igniting plasma
to reach the propellant bed. The purpose of the tube is to provide regular injec-
tion/ignition sites along the length of the propellant bed. Without the tube, and
6
Figure 1.5: Diagram of a bayonet tube packing choice, taken from [4].
in the case of the tight packing option, ignition starts at the capillary end of the
bed and proceeds toward the projectile end. The bayonet tube attempts to induce
a more uniform ignition. It is clear from comparison of Fig. 1.4 and Fig. 1.5 that
each option has a much different capillary-propellant distance. Indeed, the capillary-
propellant distance varies significantly for the bayonet option, as different injection
sites have different capillary-propellant distances. The capillary-propellant distance
affects what reactions can take place in the plasma-air chemistry, thus altering the
chemical composition of the plasma that reaches the propellant bed. Regardless of
which propellant packing option is selected for final weapon implementation, the
present work focuses on comparatively large capillary-propellant distances due to
limitations in the experimental data.
All previous work on the expansion of the plasma jet for ETC application has
had a major aspect in common: relatively large capillary-wall, or capillary-propellant,
distances. There is typically a desire to inspect the propellant surface after it has
been exposed to the plasma as this is highly informative [2]. It has been found in
experiments that for small capillary-propellant distances the propellant is cracked
or shattered by the initial pressure wave from the capillary firing [5], leading to
typical experimental capillary-propellant distances greater than 20 mm. When a
large capillary-wall distance is used it is typically because there are pressure sensors
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located in the wall which are easily damaged by the high temperature, velocity
and pressure of the jet near the capillary exit [5], again leading to larger sample
distances. Since propellant fracturing alters the gross surface area of the sample in
unknown ways, all experimental data useful for simulations concerning propellant
mass loss is for large capillary-propellant distances. This makes it necessary to limit
the present numerical studies to those situations. It should be noted that there are no
assumptions in the presented model that would prevent simulation of small capillary-
propellant distances, there is merely a lack of relevant and useful experimental data.
Available experimental data is discussed in the next section.
1.2 Available Experimental Results
Experiments and numerical modeling can be two edges of the same sword. Ex-
periments provide data that serve as boundaries, inputs, or validation of numerical
simulations, while the results of numerical simulations can anticipate the outcome
of experiments, suggest new experiments, or provide data that can not currently be
measured by experimental techniques. Thus before any attempt can be made to nu-
merically model an electrothermal chemical gun or the plasma-propellant interaction,
a survey of available experimental data must be made. Since the work presented in
this thesis was conducted without access to classified information, all experimental
data must be available in the open literature.
The experimental data used in this thesis comes from two main sources: ARL
and Pennsylvania State University. The work conducted at ARL led to much of
the theoretical understanding of the plasma-propellant interaction referenced here,
especially with regards to the propellant-radiation interaction. The experimental
work exploring the PPI at Penn State provided much information that was useful for
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numerical modeling. Presented here is an overview of the major experimental results
that were utilized throughout this thesis. Included is discussion, from a modeling
standpoint, of what data can be utilized, why and how.
1.2.1 Plasma Jet and Plasma-Air Chemistry
Li et al. collected much data regarding the expanding capillary plasma jet [5, 6, 7].
For each investigation conducted, the experimentally measured capillary electrical
current was reported. As will be discussed in Chapter II, the electrical current sup-
plied to the capillary plasma generator is the primary input required by the capillary
numerical model. With this information it is possible to simulate the capillary used
in each experiment. Coincidentally, most of the experiments conducted at Penn
State used a capillary that was physically identical and had nearly identical current
loading. This made it easier to compare multiple firings from an experimental stand-
point, with the added benefit that only one capillary simulation need be carried out
to model a number of different plasma jet experiments.
Experiments were conducted that directed a capillary plasma jet at a flat plate.
The plate was instrumented with pressure sensors at regular intervals, providing time
varying pressure profiles at discrete points along the wall [6]. Photographs of the
plasma jet were also taken at regular intervals of 15 µs. This experimental data is
utilized for comparison to computational fluid dynamics (CFD) results presented in
Chapter III.
The plasma, being generated by a polyethylene capillary, is composed of atomic
and ionized hydrogen and carbon, as well as free electrons. However, the plasma
jet is passing through air, which is composed primarily of molecular oxygen and
nitrogen. The high temperature of the plasma and the large ratio of air to capillary
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plasma indicates that there is a significant possibility for plasma-air chemistry to
occur. The chemical composition of the plasma can affect the plasma-propellant
interaction, thus the plasma-air chemistry is of interest if the capillary-propellant
distance is large enough to allow chemistry to occur. Indeed, the minimum capillary-
propellant distance that leads to significant plasma-air chemistry is not known, but
is something that will be estimated based on CFD results in Chapter III.
The capillary plasma jet was directed at a mass spectrometer probe in an at-
tempt to measure the chemical makeup of the jet after any plasma-air chemistry had
occurred [7]. It was quickly discovered that the flow time of the plasma jet was much
less than the required sampling time of the mass spectrometer, meaning no data
could be acquired before the plasma jet completely washed over the probe. In order
the correct this problem the plasma jet must be slowed. This was accomplished by
means of a plasma holding chamber. The capillary plasma generator was connected
to a cylindrical holding chamber of radius 9.4 mm and length 129.5 mm [8] by a
cylindrical nozzle of radius 1.6 mm [7]. Plasma exited the holding chamber through
a 0.5 mm radius nozzle, and it was the chemical composition of this secondary jet
that was measured [7]. Slowing the jet by means of the plasma holding chamber will
allow additional chemical reactions to occur. This effect can not be measured by the
experiment for the afore mentioned reason. Chemically reacting CFD simulations al-
low for the direct comparison of the primary and secondary jet, and will be presented
in Chapter III. Additionally, in order to decrease heat loss to the holding chamber
walls, which would further affect the plasma-air chemistry, the chamber walls were
lined with polyethylene, the same material as the capillary liner. Observations of the
liner after exposure to the capillary plasma jet indicate that the wall polyethylene
ablated as far as 50 mm from the capillary nozzle, with a total mass loss three to five
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times that of the mass loss from the capillary. To see what effect this had, the ex-
perimenters replaced the polyethylene liner with one of identical dimensions made of
aluminum. Their results show that only CO intensity could be accurately measured,
with all other chemical species being within the noise level of the measurement [7].
Essentially, by using a polyethylene liner, the experimenters created a much larger
capillary. The higher mass loss due to this wall ablation increases the abundance of
carbon and hydrogen in the plasma holding chamber, allowing new reaction mecha-
nisms to occur. In the simulations conducted here, wall ablation was not used. This
allows for comparison of how the capillary wall liner directly affected the chemical
makeup of the secondary plasma jet. Those results are also presented in Chapter III.
1.2.2 The Plasma-Propellant Interaction
Samples of three solid gun propellants under consideration for ETC application
were exposed to direct impingement by a capillary plasma jet [5]. The test chamber
was vented to prevent pressure buildup, a key component to propellant combustion.
Propellant samples were weighed before and after exposure to the plasma, thus re-
sulting in an exact measurement of mass loss due to the plasma-propellant interaction
for three different propellants exposed to an identical plasma. The three propellants
used were JA2, XM39 and M43. XM39 and M43 are chemically very similar, with the
primary difference being the substitution of 7.6% by weight of acetyl triethyl citrate
for an energetic plasticizer in M43 [9]. Since the chemical makeup of this plasticizer
was unknown, the simulations presented in this work compare JA2 and XM39. The
precise makeup and differences between JA2 and XM39 will be discussed in Chapter
IV when the plasma-propellant interaction model is introduced.
Experimental measurements of the mass loss due to the plasma-propellant inter-
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action were taken over a range of capillary discharge energies and capillary-sample
distances. However, for capillary-sample distances of less than 25 mm, significant
fracturing of the samples was discovered [5]. Fracturing is due to the impact of the
plasma pressure front on the propellant surface. With the surface area of the sample
discs known, the total mass loss due to the plasma-propellant interaction can be
simulated, thus only cases without fracturing can be utilized. These simulations and
their results are discussed in Chapter IV.
1.2.3 Plasma Radiation Effects
One of the most obvious possibilities for the source of the enhancements encoun-
tered in plasma ignition is the plasma radiation itself. Radiation from the plasma
represents a new energy transfer mechanism not significant in conventional ignition.
Photographic images of ETC propellants taken before and after exposure to plasma
radiation show clear evidence of a strong propellant-radiation interaction [10, 2].
Radiation exposed propellants show voids and cracks not present in virgin samples
[2]. Further, there is a clear correlation between the optical properties of the pro-
pellants and their response to plasma radiation. Semi-transparent propellants, such
as JA2, show in-depth effects from plasma radiation up to 1 mm into the propel-
lant bed [10, 2]. Effects documented include fracturing of the propellant near the
exposed surface, as well as in-depth voids created as radiation strikes graphite par-
ticles in JA2, causing them to heat and explode. Optically opaque propellants, such
as XM39, show far less response to plasma radiation. XM39 reflects most of the
incident radiation back into the plasma, and some experiments indicate that it may
have a reflectivity as high as 50% [11]. Experiments designed to shield propellant
samples from physical contact with the plasma, while allowing the plasma radiation
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to reach the sample, confirm that these effects are due to the radiation incident from
the plasma, and no other plasma-propellant interaction effect [10].
Experimental work to attempt to measure the possible heat transfer due to the
plasma radiation yielded interesting results. A capillary plasma jet was directed
at a stagnation plate with heat flux gauges mounted along it’s length. The heat
flux gauges were shielded from the plasma by a sheet of transparent material that
allowed the plasma radiation to impact the heat gauges. An experimental minimum
range of values for effective surface radiative heat transfer as a function of capillary-
sample distance and capillary charging voltage was obtained from the experiments
[12]. This data is utilized in Chapter IV. It is worth noting here that the reported
radiative heat flux is far less than one would expect from a black body plasma.
There is also evidence that ablated propellant material can act as a radiation shield,
drastically reducing the amount of radiation that reaches the propellant bed [5]. For
these reasons it is not trivial to attempt to model the radiation that actually reaches
the propellant bed. If one could model the radiation signature from the capillary
plasma as a function of time, the problem still remains to model radiation shielding,
both by ablated propellant gases and by the solid propellant itself. Such a model
would involve many physical parameters that may be unmeasurable over the range
of conditions encountered in ETC application. Thus the present work takes the
standpoint that radiation modeling, in this context, is at present futile. Rather,
the decision was made to attempt to model all other heat sources in the PPI and
present the radiation heat flux as the difference between all other heat fluxes and
the total heat flux. This approach eliminates the need for complex, and sometimes




This chapter introduced and defined the concept of an electrothermal chemical
gun. Discussed were some of the main enhancements encountered by using a plasma
to ignite a solid propellant in terms of weapon performance. An overview was given
of two main propellant packing options under consideration for ETC application, as
well as how current experimental data relates to them. An overview of all major
experimental data utilized in this thesis was then presented, along with discussion of
how, and where, the data is used. The chapter concludes with a discussion of plasma
radiation effects, with a summary of experimental data.
Chapter II describes the capillary numerical model employed in the present work.
An explanation of the governing equations and physical assumptions is presented, as
well as an overview of the solution method. The capillary model is used to conduct
a parametric study to attempt to find the optimum peak discharge current and
capillary size to maximize the peak outflow pressure or total capillary ablated mass.
The effect of a time varying capillary internal radius is also explored. The primary
result of this study is the discovery of the non-linear relationship between constant
total deposited energy and total capillary ablated mass. The capillary code is then
used to generate the inflow boundary condition for the CFD code.
Chapter III summarizes all original work performed with the computational fluid
dynamics code LeMANS. A chemistry model for ETC application is presented that
was developed based on available theoretical and experimental estimates of the
makeup of the expanding plasma jet after the plasma-air interaction. Comparisons
are made to experimental results. Three cases are presented and discussed. The first
involves direct simulation of a capillary plasma jet expanding into an open chamber.
14
The second simulation studies the experiment referenced in Section 1.2 involving a
plasma holding chamber. Comparison of these two simulations shows what effect the
holding chamber had on the plasma chemical composition. Results from these two
simulations yield refinements to the chemistry model, allowing for the elimination
of some species as unnecessary and an increase in computational speed. The third
simulation is of a bayonet tube packing option (Fig. 1.5) that clearly demonstrates
the effect that the capillary-propellant distance has on the plasma-air chemistry.
Conclusions from the plasma-air chemistry studies are presented.
Chapter IV presents the work on the plasma-propellant interaction model, the
primary focus of this thesis. A summary of the previously developed ablation model,
adapted for use in the plasma-propellant interaction, is presented. The coupling
of the ablation to thermal models is discussed, resulting in the plasma-propellant
interaction model which can determine the total effective heat flux to the propellant
surface for a given experimentally determined ablated mass. A detailed overview of
the relevant physical properties of the two gun propellants evaluated in this work,
JA2 and XM39, is presented. Results from the PPI model are presented, and their
meaning and implications are discussed. Conclusions are then drawn from the PPI
modeling work.
Chapter V presents the model for the plasma sheath tailored for ETC application.
An introduction to plasma sheaths is provided, with emphasis on the differences
between fully collisional and collisionless sheaths, as well as theoretical limits for each
extreme. The need for a sheath model in ETC work is explained. The sheath model
is then coupled directly to the plasma-propellant interaction model from Chapter IV
to determine the convective heat flux to the propellant bed. Results from the model
are presented and discussed.
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Chapter VI combines the coupled sheath/plasma-propellant interaction model
with the CFD chemistry code and the capillary plasma source model to create the
end-to-end electrothermal chemical gun model. Results are presented and compared
to experimental data where possible.
Chapter VII summarizes all conclusions from prior chapters. A clear statement
is made in Section 7.2 as to what work presented in this thesis is original and new,
representing the contributions made to the field of electrothermal chemical gun re-
search. In brief, the major contributions to the field include: the development of a
plasma-air chemistry model for ETC application; simulations demonstrating the im-
portance of plasma-air chemistry in ETC experimental geometries; the development
of a plasma-propellant interaction model for determination of the total heat flux
reaching the propellant bed; the development of a collisional plasma sheath model
for determination of the convective heat flux reaching the propellant bed; and the
combination of all the ETC submodels outlined in this thesis into a single ETC gun
model. The chapter ends with suggestions for future areas of research in the field of
ETC modeling.
Appendix A contains a detailed outline of the ablation model utilized extensively
throughout this work. A derivation of the equation for convective heat flux in the
plasma sheath model is presented in Appendix B. Appendix C contains qualitative
discussions concerning the effect plasma-surface chemistry could have on the plasma-
propellant interaction, and possible ways to model these phenomena, suggesting a
future area of research.
CHAPTER II
Capillary Model
This chapter covers the model of the capillary plasma source used throughout
this work. Presented in this chapter is an overview of the model itself, followed by
the results of a parameter study conducted using the capillary model, as well as some
interesting results concerning total deposited energy to the capillary. Although the
model assumes the capillary internal radius does not change during the discharge,
a time varying radius was incorporated, and studies were carried out to see what
effect it has. A capillary simulation was performed to match the supplied electrical
current profile from an experiment for use in Chapter III, and is summarized here so
that all capillary model information is consolidated in one place. Some of the results
presented in this chapter were first reported in [13].
The capillary numerical model utilized here was developed previously by Keidar
et al. [14, 15]. The model was originally developed to model Teflon ablation in
pulsed plasma thrusters [16], but was easily adapted to the polyethylene capillary
plasma sources used in ETC application. Experimental validation of the model for
polyethylene capillaries was conducted previously, and shows excellent agreement for
the experimental total ablated mass [15]. Experimental validation with the capillary
outflow pressure can not be performed, as there is no way to accurately measure the
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pressure at the capillary nozzle. The capillary model consists of a kinetic ablation
model strongly coupled to a quasi-neutral hydrodynamic plasma model. The ablation
model is also used in the plasma-propellant interaction model, presented in Chapter
IV. For this reason, details of the ablation model are presented in Appendix A. The
details of the capillary model, specifically how the hydrodynamic region couples to
the ablation model, are outlined below.
2.1 Overview of the Capillary Model
The capillary model uses kinetic ablation theory for the wall material [17, 18],
coupled to a non-equilibrium hydrodynamic and a quasi-neutral bulk plasma layer,
as illustrated in Fig. 2.1. A description of the ablation model can be found in
Appendix A, as it is also used in Chapter IV. Solving the energy, momentum and
mass conservation equations in the hydrodynamic layer allows for the determination
of the plasma density and temperature at the polyethylene surface. The kinetic
ablation model then determines the ablation rate, which in turn results in new plasma
density, pressure, and plasma and surface temperatures [14].
The model is for a one dimensional axisymmetric capillary of length L and internal
radius R. The spatial variable x varies from zero at the back of the capillary to the
exit plane, at x = L. The model assumes that all flow parameters are uniform along
the radial direction in each layer. The continuity, momentum and energy equations































+ Qj −Qr −QF . (2.3)
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Figure 2.1: Diagram of the capillary model geometry, taken from [18].
Fluid density, velocity, and pressure are given by ρ, U and P , respectively. Capillary
cross sectional area is given by A, and the ablation rate is given as Γ. It is assumed,
due to the high pressure and small scale of the capillary, that pressure is constant in
the quasi-neutral plasma layer, thus ∂P/∂x = 0. Previous simulations and theoretical
estimates indicate that the plasma temperature varies only slightly in the capillary,
thus it is assumed that ∂T/∂x = 0 [14]. In Eqn. 2.3, ε = (3/2)(T2/m) + (U
2/2),
where T2 is the plasma temperature in the quasi-neutral plasma layer, and m is the
mass of an average fluid particle. The influx of energy to the plasma due to Joule
heating is represented by Qj = j
2/σ, where j is the electric current density and
σ is the electrical conductivity determined by kinetic theory [14]. The form of the
electrical conductivity used here is σ = ε0ω
2
p/(jω + νm), where ε0 is the permittivity
of free space, ωp is the plasma frequency, ω is the frequency of the oscillating current
j, and νm is the sum of the electron-ion and electron-neutral collision frequencies,
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all obtained via kinetic theory [19]. Energy losses due to plasma radiation to the




T2(1+Eg/T2) and comes from a simple black-body
radiation model, where Ar = 1.6 × 1038 in SI units, the ion density is given by ni,
with Eg being the energy of the lowest excited state for the plasma [14, 20]. Energy
losses due to convection are given by QF = ji(3T2 + φ), where φ = −T2 ln(jeth/ji) is
the potential drop across the plasma sheath, ji is the ion current density and jeth is
the thermal electron current density [14]. The form of QF will be discussed fully in
Chapter V. For now it is sufficient to state that the basic form comes from kinetic
theory.
Solving Eqns. 2.1 - 2.3 in the hydrodynamic layer yields the following relation for
the ablation rate,
Γ = mn1V1 = mn1
√
n2kT2 − n1kT1
mn1(1− n1/n2) , (2.4)
where k is the Boltzmann constant and n is the fluid number density. Subscript 1
represents values at the interface of the Knudsen and non-equilibrium hydrodynamic
plasma layers, while subscript 2 represents values at the non-equilibrium hydrody-
namic and quasi-neutral plasma layer interface [14]. Note that Eqn. 2.4 is only real
if n1kT1 > n2kT2 and n1 > n2. If these conditions are not met the implication is that
the backflux is higher than the flux from the wall into the bulk plasma. When this is
the case, deposition to the polyethylene surface takes place instead of ablation, and
the total ablated mass decreases. Both conditions are met during the discharge, thus
the capillary model accommodates both situations. Polyethylene, and therefore the
capillary plasma, is composed of carbon and hydrogen. Studies of film deposition
have shown that carbon is likely to deposit and accumulate on the surface, while
hydrogen is not. To account for this the model includes a parameter ν, which is
the fraction of the backflux that deposits on the surface, with ν = 1 being the most
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deposition, and ν = 0 neglecting deposition entirely [15].
The ablation model requires the polyethylene surface temperature, Ts, and the
bulk plasma density and temperature, n2 and T2, as inputs. The latter are determined
from the hydrodynamic model in the capillary. The polyethylene surface temperature
is determined via a simple thermal model. The radial heat transfer equation, under








where α = 2.84×10−7 m2/s is the thermal diffusivity of polyethylene. The boundary
conditions for this situation are
−λ∂T (R, t)
∂r




= 0, T (r, 0) = To, (2.7)
where r = R corresponds to the polyethylene surface, Γ is the polyethylene ablation
rate, To is the initial temperature, ∆H is the enthalpy of sublimation of polyethylene,
λ=0.5 W/Km is the thermal conductivity of polyethylene, and q is the heat flux.
The analytical solution to Eqns. 2.5-2.7 is taken in the semi-infinite body limit, as
this limit holds well under the condition of thin thermal boundary thickness.
In a real capillary, the discharge is typically initiated by an exploding wire [6].
The discharge current initially flows through the wire, causing it to explode, with
the metal becoming ionized and forming a plasma. This “exploded wire plasma”
serves to initiate polyethylene wall ablation, which generates further plasma, and
the discharge is then stable, provided the discharge current continues to be supplied
to the plasma. This exploding wire is replaced in the capillary model with an assumed
initial plasma density and temperature. The initial conditions are consistent with
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estimates of the plasma density and temperature from an exploded wire plasma, and
the plasma density is small compared to the ablation sustained density provided by
the capillary itself. Simulations that explored altering the properties of this initial
plasma found that the simulation is not sensitive to the initial values, provided the
plasma density and temperature are large enough to allow the capillary to enter the
self sustained discharge mode. It should be noted that, in the capillary model, this
initial plasma is assumed to have the same chemical composition as the discharge
plasma, and that no metal ions are accounted for in the capillary simulation. The
presence of metal in the capillary could be accounted for in the future. One of the
most significant changes needed to accommodate the presence of the exploded wire
would be the addition of an energy term representing the condensation of metal
vapor to the polyethylene wall. Some of the initial metal plasma will be washed out
of the capillary early on, but some will also condense to the polyethylene wall and
re-ablate later during the discharge, an effect which will also need to be accounted
for.
As inputs the capillary model requires capillary length and internal radius, a
value for the backflux parameter ν, and a time varying electric current profile. For
the parameter study, the capillary length is held constant at L=26 mm, a typical size
for ETC capillaries [14, 21]. Similarly, the current profile is taken to be a sine wave
with a half period of 300 µs, a typical discharge time for ETC experiments [14, 21].
The electrical current in the parameter study is thus completely defined by the peak
current, Ipeak. Previous simulations and experiments found good agreement with
ν = 0.6, however ν is varied here to find it’s sensitivity under the current conditions.
As outputs, the capillary model generates time varying data for the capillary
outflow density, pressure, temperature, species composition, and total capillary ab-
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lated mass. Outflow velocity is assumed to be sonic as a boundary condition in the
hydrodynamic model. The profile of the outflow pressure closely follows that of the
discharge current, which is a sine wave here. Due to the range of temperatures and
pressures encountered in the capillary, it is assumed that polyethylene molecules,
C2H4, completely dissociate into atomic carbon and hydrogen. The Saha equation
is used to find the ratio of atoms to ions for each species, while the quasi-neutrality
condition determines the electron density [14]. The properties of interest in the pa-
rameter study are outflow plasma temperature T , peak pressure Ppeak, and total
capillary ablated mass M .
2.2 Capillary Parameter Study
Approximately one hundred simulations with varying conditions were performed
for this parameter study. Presented here are the conclusions from the study, and
representative data. A reference capillary was defined as follows
Ipeak = 10 kA, R = 1.6 mm, ν = 0.6. (2.8)
Unless otherwise stated, all capillaries have a discharge time of 300 µs. The peak
current takes on values of 10, 9, 7, 5, and 3 kA. Internal radius varies from 1.4 to
1.8 mm in increments of 0.1 mm. Note that for the simulations in this section, the
internal radius does not change over time. The effects of a time varying internal
radius are discussed in Section 2.3.
Presented in Table 2.1 is a selection of results from the parameter study. After
a brief transient time, the plasma temperature in the capillary remains constant
throughout the discharge, thus the temperature quoted in Table 2.1 is the plateau
temperature.
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Table 2.1: Selected results of the parameter study. *tf=500 µs.
Ipeak(kA) R(mm) ν T (eV) Ppeak(MPa) M(mg)
10 1.6 0.6 1.5 39.2 14.50
3 1.6 0.6 1.3 5.54 2.12
5 1.6 0.6 1.4 14.1 4.95
7 1.6 0.6 1.4 23.4 8.46
9 1.6 0.6 1.5 35.0 12.41
10 1.7 0.6 1.5 35.2 14.25
10 1.8 0.6 1.5 29.9 13.97
10 1.6 0.3 1.5 40.3 14.35
10 1.6 0.4 1.5 40.5 14.43
10 1.6 0.5 1.5 40.0 14.50
10 1.6 0.7 1.5 38.2 14.52
10 1.6 0.8 1.5 40.3 14.54
10 1.6 1.0 1.5 39.5 14.54
10* 1.6 0.6 1.5 39.9 24.20
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Presented in Fig. 2.2 is a typical pressure versus time output from the capillary
model. Severe fluctuations are clearly visible. These pressure fluctuations are due to
the physical instability of the model. When the ablation model generates an ablated
mass, that mass is converted into a pressure increase in the hydrodynamic model.
This pressure increase changes the plasma density at the polyethylene surface, which
then feeds back into the ablation model. This fully coupled treatment yields very
accurate predictions for total capillary ablated masses, as discussed previously [15].
The drawback is that it is very unstable. All simulations here used a computational
timestep of 10−11 seconds, while a complete simulation requires approximately fifty
hours of CPU time. Reduction of the timestep failed to eliminate the fluctuations.
In order to accurately analyze this data, not only for this study but as input into
a CFD code as discussed in Chapter III, a high order polynomial fit is performed on
the simulation output. The fit is represented as the red curve in Fig. 2.2. Although
similar fluctuations appear in plots of the plasma temperature, the previously stated
stability of the temperature makes these fluctuations negligible, although a fit is still
performed to provide input into the CFD code.
2.2.1 Conclusions from the Parameter Study
The results of the study indicate that for the range of parameters explored here,
the selected value of ν has a negligible effect on the final ablated mass and peak
pressure, indicating that backflux is not significant in this range. It is also apparent
that the plasma temperature is only weakly dependent on the discharge current,
thus an assumption that T ≈ 1.4 − 1.5 eV is generally accurate. Increasing the
discharge current leads to an increase in the plasma temperature. However, a rise in























Figure 2.2: Reference capillary outflow pressure (black), and the polynomial fit (red)
used to analyze the data.
the plasma. This results in a very stable plasma temperature over the parameter
space explored here. It is this same effect that results in the plasma temperature
maintaining a near constant level throughout the entire discharge.
Varying the internal capillary radius from 1.6 mm to 1.8 mm decreases the ablated
mass by approximately 0.5 mg, which corresponds to a decrease of 3.7%. The peak
pressure decreases by 10 MPa, or 23.7%. These two trends are to be expected. As
the internal radius increases the Joule heating term (Qj) in Eqn. 2.3 decreases as
j ∝ 1/R2. Decreased Joule heating results in less ablation, resulting in a lower
hydrodynamic pressure.
The greatest variation in both peak pressure and ablated mass comes from chang-
ing the discharge current. The variation in peak pressure and ablated mass as a
function of peak discharge current show linear behavior. These results indicate that
changing the current profile supplied to the capillary is not only the easiest way to
alter the outflow pressure and ablated mass, but is also the most effective method,
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as opposed to using capillaries of different internal radii.
An additional case is simulated in which a 500 µs discharge time is used for the
reference conditions in Eqn. 2.8. The resulting plasma temperature is the same as in
the 300 µs discharge. Peak pressure is 39.9 MPa, a small deviation from the 300 µs
case. Total ablated mass increases in the longer discharge to 24.20 mg, an increase
of 40.1%. If additional capillary ablated mass is needed, a longer discharge time can
easily generate a larger amount of ablated mass. However, the total pressure increase
for a longer discharge is negligible because the peak current is not any higher. The
difference in peak pressure could be due solely to the uncertainty in determining the
exact value, as discussed above.
Simulations run with capillaries of different lengths show the same behavior and
percentage changes as the simulations presented above.
2.2.2 Total Deposited Energy
By varying the peak electrical current and internal capillary radius, the total
energy deposited to the capillary can be changed. The total energy deposited to the









where tf is the pulse duration, here tf =300 µs. The electrical energy is E, and the
voltage across the capillary is defined as V . If constant voltage across the capillary
for different current and radius pairs is assumed, the energy density per unit voltage
(later referred to simply as the energy density) can be defined as Eρ = E/(V πR
2).
Manipulating Eqn. 2.9, it can easily be shown that Eρ ∝ Ipeak/R2, under the as-
sumption of a sinusoidal current profile. For fixed energy density we can vary the
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where A and B refer to capillaries of two different radii and peak electrical currents,
for which the total energy density is set equal.
A range of energy densities and internal radii are selected, and the peak electrical
current is varied to match the selected energy density. The results of these simulations
are shown in Table 2.2. The data for E1-E4 at R=1.6 mm is the same as that
presented in Table 2.1 for the 10, 7, 5 and 3 kA cases, respectively. Contour plots
of total capillary ablated mass and peak capillary outflow pressure are presented in
Fig. 2.3 and Fig. 2.4, respectively. Note that via Eqn. 2.10, capillary radius and
peak current are related by a scaling factor. Square boxes in Figs. 2.3 and 2.4
represent data points which correspond to data sets shown in Table 2.2. Contours
are interpolated between these data points. One of the benefits of this model is
the ease with which these figures can be generated. To reproduce this data via
experimentation would be prohibitively time consuming and costly.
Figure 2.3 clearly indicates that the total ablated mass is not constant as a
function of deposited energy. If it were, the contours shown in Fig. 2.3 would be
horizontal lines. This non-linearity is due simply to Eqn. 2.10; as RB increases so
does IpeakB to maintain the constant energy density. As Ipeak increases, the Joule
heating increases as Qj ∝ I2peak, while the wall losses increase as QF ∝ Ipeak. Since
Joule heating adds energy to the plasma, as Qj increases, the wall temperature
increases, thus increasing wall ablation. Hence at larger radius (which corresponds
to a higher peak current) the total ablated mass is higher. Higher ablated mass
results in higher capillary pressure, as the same trend can be seen in Fig. 2.4, though
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Table 2.2: Results of the constant energy density study. For all cases ν=0.6, tf=300
µs. Contours of M and Ppeak are shown in Fig. 2.3 and 2.4, respectively.
Case R(mm) Ipeak(kA) Eρ(J/Vm
2) T (eV) Ppeak(MPa) M(mg)
E1R4 1.4 7.65625 2.37×105 1.5 38.8 10.22
E1R5 1.5 8.78906 2.37×105 1.5 39.5 12.26
E1R7 1.7 11.28910 2.37×105 1.5 39.2 16.91
E1R8 1.8 12.65630 2.37×105 1.5 39.0 19.38
E2R4 1.4 5.35937 1.66×105 1.4 22.0 5.88
E2R5 1.5 6.15234 1.66×105 1.4 22.4 7.10
E2R7 1.7 7.90234 1.66×105 1.4 24.6 9.93
E2R8 1.8 8.85938 1.66×105 1.4 25.0 11.58
E3R4 1.4 3.82812 1.19×105 1.3 12.7 3.40
E3R5 1.5 4.39453 1.19×105 1.3 13.3 4.13
E3R7 1.7 5.64453 1.19×105 1.4 13.8 5.85
E3R8 1.8 6.32813 1.19×105 1.4 14.8 6.86
E4R4 1.4 2.29687 7.12×104 1.25 5.29 1.45
E4R5 1.5 2.63672 7.12×104 1.3 5.32 1.76
E4R7 1.7 3.38672 7.12×104 1.3 5.96 2.53
E4R8 1.8 3.79688 7.12×104 1.3 6.41 2.96
E5R4 1.4 6.44814 2.00×105 1.4 29.3 7.86
E5R5 1.5 7.40220 2.00×105 1.5 30.4 9.44
E5R6 1.6 8.42206 2.00×105 1.5 31.0 11.25
E5R7 1.7 9.50772 2.00×105 1.5 32.7 13.20

















































Figure 2.4: Peak capillary pressure (Ppeak) in MPa as a function of energy density
and internal radius.
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less pronounced. Fluctuations in Fig. 2.4 are due to the difficulty in determining peak
pressure from the simulation data, as discussed earlier. These results indicate that
the largest ablated mass and peak pressure can be obtained at the lowest possible
electrical energy by using a capillary with a large internal radius.
2.3 Variable Internal Radius
In reality, as the capillary wall material ablates, the internal radius will increase.
This can be accounted for in the model via a time varying internal radius. At each
time step, the radius is updated based on the total ablated mass from the previous





+ R2o , (2.11)
where Ro is the initial radius, M(t) is the total ablated mass at time t, and ρs = 0.95×
103 kg/m3 is the density of polyethylene. A selection of representative simulations
are rerun with the time varying radius to determine what effect the assumption of
constant capillary radius has on the outflow data, the results of which are shown in
Table 2.3. The changes in radius over the 300 µs discharge are typically less than
0.06 mm, or a 4% increase. Using a time varying radius decreases the total ablated
mass, but typically by less than 1%. The decrease in outflow pressure ranged between
1 − 10% when compared to the static radius results. It is concluded that for single
use capillaries the assumption of static internal radius is valid.
Simulations are conducted to determine the effect that this change would have on
restartable capillaries. Time varying radii are used for the reference capillary of Eqn.
2.8, with the restarted internal radius equal to the final radius of the previous run.
The results of this study are shown in Table 2.4. After four firings, the ablated mass
between the first and last discharge changed by less than 3.3%, the peak pressure
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Table 2.3: Results of the variable internal radius study. For all cases ν=0.6.
Ipeak(kA) Ro(mm) T (eV) Ppeak(MPa) M(mg)
3 1.6 1.25 5.70 2.12
5 1.6 1.4 12.7 4.94
7 1.6 1.4 23.3 8.40
9 1.6 1.5 32.1 12.36
10 1.6 1.5 38.9 14.45
Table 2.4: Results of the restartable capillary study. For all cases Ipeak=10 (kA),
ν=0.6.
Run Ro(mm) T (eV) Ppeak(MPa) M(mg)
1 1.6000 1.5 38.9 14.45
2 1.6572 1.5 36.8 14.25
3 1.7117 1.4 33.1 14.09
4 1.7639 1.4 29.1 13.98
dropped by 10 MPA, and the final radius is 1.8143 mm, a 12%. For this case, the
pressure drop is approximately 25% of the initial peak pressure, which is a significant
change. Current thinking in ETC gun design is to employ single use capillaries, thus
this series of simulations is presented as an aside to the ETC model, but has relevance
to related fields.
2.4 Simulating an Experimentally Tested Capillary
In Chapter III, the capillary model is used to generate the inflow to the CFD cal-
culation. In the interest of consolidating all capillary model results and information,











































Figure 2.5: Experimental capillary electrical current (black) and polynomial fits to
the resulting outflow (red) used in the CFD simulations of Chapters III
and VI.
The electrical current profile used was obtained from the experiment is being
simulated [6], and represents a discharge time of 220 µs with a peak current of
nearly 10 kA occurring at roughly 85 µs. As in the reference capillary, L=26 mm
and R=1.6 mm, with constant internal radius assumed. The current profile was
extracted from the publication of Li et al.[6] via a data stripping code. The electric
current input to the capillary model can therefore be considered exact. Figure 2.5
shows the data points for current obtained by the stripping code in black.
The red curves in Fig. 2.5 represent the polynomial fits to the capillary model re-
sults that are input into the CFD simulation as the inflow pressure and temperature.
All species exit the capillary at a single plasma temperature, which is mostly time
invariant at 1.5 eV. The exit boundary condition for the capillary model is sonic flow,
with the velocity inflow of the CFD simulation given as
√
γP/ρ. As will be seen and
discussed in Chapter III, the CFD simulation is not sensitive to this condition, as
the jet is a pressure driven flow.
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Some of the polynomial fits to the capillary output give inaccurate values near
the start and end of the simulation, so a 5 µs offset is used. This 5 µs is added back
into the CFD simulation in post processing in order for the start times to more fully
agree with the experiments.
2.5 Conclusions
A parametric study was conducted using a previously developed capillary plasma
generator model tailored for electrothermal chemical gun application. Results indi-
cated a linear correlation for most varied parameters, and the insignificance of other
varied parameters in the range explored. A strong non-linear behavior exists in total
ablated mass as functions of total deposited electrical energy and internal capillary
radius, indicating that the most energy efficient way to increase the total capillary
ablated mass is to use capillaries of larger internal radius. The use of a time varying
internal capillary radius was also explored, the effects of which were found to be
negligible for single use capillaries. The use of the capillary model to simulate an
experimental capillary firing via the measured capillary discharge current was pre-
sented. The output from this experimental capillary simulation is used as inflow in
the CFD simulation discussed in the next chapter.
CHAPTER III
Plasma-Air Chemistry
In order to perform accurate modeling of the plasma-propellant interaction it is
necessary to know which species are reaching the propellant surface, as well as the
density of the plasma. Knowledge of these two conditions is of key importance to
modeling of the plasma-propellant interaction (Chapter IV). In both experimental se-
tups and final implementation there is the possibility for some plasma-air interaction
before the resulting species reach the propellant surface, introducing the possibility
that the species coming from the plasma capillary and those interacting with the
propellant are not the same. The present chapter develops a model to determine the
effect plasma-air chemistry can have on the chemical composition of the plasma.
Previous work modeling the plasma-air interaction was conducted at the Army
Research Laboratory. In one such simulation and matching experiment [22], a high
pressure plasma jet was fired at a stagnation pressure probe 15 cm from the capillary
inflow. Pressure versus time data were obtained and compared to the simulation. Al-
though accurate pressure probe results were obtained, there are some problems with
these previous simulations. The ARL model simulated 38 chemical species, including
16 ionic species. However, a detailed look at the chemistry model [23] shows that
in the 57 reactions there are 12 species that are not included, 10 of which are ionic
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species. Data were provided for species concentrations at locations between the cap-
illary inflow and the pressure probe. A careful analysis of the species concentrations
at the pressure probe shows that there is a strong deviation from quasi-neutrality
[22]. The most likely reason for this is that the electrons diffused away at high speed
in the simulation. However, since the ARL model contains no electromagnetic terms
in the equations governing the fluid calculations, this deviation from quasi-neutrality
should not have an effect on the ion flow. What makes the results questionable is that
the missing electrons will have an effect on the recombination rates near the pressure
probe, since there will not be enough electrons to allow ions to recombine. The CFD
code used in this thesis is designed to simulate quasi-neutral plasma flows, with an
electron diffusion model that maintains quasi-neutrality [24]. In all the simulations
presented here the deviation from quasi-neutrality was less than 0.01% everywhere.
Since the ARL study was the previous major effort in this field, for the above reasons
this problem warranted a second look.
Recent experiments of Li et al. [6, 7] have investigated the plasma-air chemistry
and the plasma jet in some detail. These experiments include stagnation pressure
probe results for a range of capillary-probe distances, propellant sample analysis
at a range of capillary-sample distances, sequential photographs of the plasma jet
interaction for these cases, and sampling the chemical species present in the jet. The
conditions of these recent experiments serve as the basis for the simulations (Case
S1 and Case S2) presented in this chapter.
An overview of the chemically reacting CFD code used for this work, LeMANS,
is discussed. Then an overview of the experiments and how they are adapted to
simulation is shown. Results and discussion for Cases S1 and S2 are then presented.
An abbreviated chemistry model is highlighted, based on the results of simulations,
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which yields faster computational times. Finally, a practical ETC configuration is
simulated and conclusions are drawn concerning plasma-air chemistry from these
three simulations. Much of the data and results presented in this chapter first ap-
peared in [21].
3.1 LeMANS Overview
The computational fluid dynamics code used throughout this thesis, LeMANS,
was developed by Leonardo Scalabrin at the University of Michigan Department of
Aerospace Engineering. It is a chemically reacting, parallelized, implicit Navier-
Stokes CFD code using a modified Steger-Warming Flux Vector Splitting scheme
for calculation of inviscid fluxes between mesh volumes, is second order accurate
in space, and for the purposes of this thesis time integration is performed using
a point implicit method. The code is first order accurate in time, thus a small
timestep and CFL number are used to ensure accuracy [25]. LeMANS was designed
to accommodate quasi-neutral plasma flows, where electron mobility is limited to
ensure quasi-neutrality [24]. For ETC application, LeMANS was modified to allow
for time varying boundary conditions, namely the capillary plasma inflow. This work
represents the first time LeMANS has been used for time accurate or internal flows.
The temporal accuracy of LeMANS was verified by simulation of shock tube cases
and comparison to an exact Riemann Solver.
Presented here is an overview of some of the models contained in LeMANS that
were used throughout this thesis. Complete details of the code can be found elsewhere







where Xs is the species mole fraction, and µs is the species coefficient of viscosity,
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modeled as
µs = 0.1 exp[(As ln T + Bs) ln T + Cs], (3.2)
where As, Bs and Cs are constants fit to experimental data. The term φs in Eqn.





















where MWs is the species molecular weight [26].
Forward chemical reaction rates are modeled as
kf = CT
η exp(−θ/T ), (3.4)






























where A1-A5 are again constants fit to experimental data, or theoretical expansions
of partition functions [26]. These final three equations are used to model the chemical
reactions outlined in the next section.
3.2 Plasma-Air Chemistry Model
The chemistry model developed is built upon previous work, both theoretical and
experimental, on plasma-air chemistry for ETC application. LeMANS was originally
designed for simulating hypersonic flow around reentry vehicles, and uses Park’s
model [29] for nitrogen-oxygen chemistry, the same model used by NASA [27]. Due
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to the wide use of this model, it is utilized for all nitrogen-oxygen chemistry in the
ETC chemistry model. Additional species are chosen based on the abundances from
the ARL simulations [22], where species with high abundances are chosen first. Due
to a desire to compare with the recent measurements of Li et al. on plasma species
present in the jet [7], many of the more abundant detected species are added. As a
final step, species are added that are needed for extended chemical mechanisms. For
instance, to go from H to H2O the species OH should be added to the model to allow
for a less direct reaction path. The total number of species is kept to a minimum
to decrease computational expense as the needed resources and computational time
can rapidly go beyond practical limits.
The model arrived at contains 26 chemical species and 60 reactions. The first




N+, O+, and electrons (e). The remaining species are OH, CO, CO2, H2O, C2H2,
C2H3, CH, CH2, HCO, NH, H2, C, C
+, H, and H+. The CxHy compounds are added
because the experiments detected a significant amount of these species [7].
The reaction rate data is obtained from the GRI-Mech project for all chemistry
not included in Park’s model [30]. The GRI-Mech data is used in several commer-
cially available hydrocarbon chemistry software packages, including the CHEMKIN
software. For the hydrogen and carbon ionization reactions the work of Chang and
Ordonez [31, 32] was employed. Table 3.1 presents a complete list of all reactions
used in the simulation. Some of the third body reactions, indicated by the presence
of species M, have different reaction rates for a certain M. These species specific
rates are also incorporated into LeMANS. All the reactions used have accompanying
backward reactions, defined by Eqns. 3.5 and 3.6.
Reaction rate constants, defined in Eqn. 3.4, are listed in Tables 3.2–3.5. The
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Table 3.1: Reactions employed in the chemistry model.
Number Reaction Number Reaction
1 O+H+M→OH+M 31 HCO+M→H+CO+M
2 O+H2→H+OH 32 N+OH→NO+H
3 O+CH→H+CO 33 NH+O→NO+H
4 O+CH2→H+HCO 34 NH+H→N+H2
5 O+CO+M→CO2+M 35 NH+OH→N+H2O
6 O+HCO→OH+CO 36 NH+O2→NO+OH
7 O+HCO→H+CO2 37 NH+N→N2+H
8 O+C2H2→CO+CH2 38 NH+NO→N2+OH
9 O2+CO→O+CO2 39 C+NO→CO+N
10 H+O2→O+OH 40 N+CO2→NO+CO
11 2H+M→H2+M 41 CH2+O2→2H+CO2
12 H+OH+M→H2O+M 42 2CH2→2H+C2H2
13 H+CH→C+H2 43 H+e→2e+H+
14 H+HCO→H2+CO 44 C+e→2e+C+
15 H+C2H3→H2+C2H2 45 O2+M→2O+M
16 OH+H2→H+H2O 46 N2+M→2N+M
17 2OH→O+H2O 47 NO+M→N+O+M
18 OH+C→H+CO 48 NO+O→O2+N
19 OH+CH→H+HCO 49 N2+O→NO+N
20 OH+CH2→CH+H2O 50 O+2 +N→O2+N+
21 OH+CO→H+CO2 51 NO+O+→O2+N+
22 OH+HCO→H2O+CO 52 NO++O→N++O2
23 OH+C2H3→H2O+C2H2 53 N2+O+→N+2 +O
24 C+O2→O+CO 54 NO++O2→NO+O2+
25 CH+O2→O+HCO 55 NO++N→N2++O
26 CH+H2→H+CH2 56 N+O→NO++e
27 CH+CH2→H+C2H2 57 2O→O2++e
28 CH+CO2→HCO+CO 58 2N→N2++e
29 CH2+O2→OH+H+CO 59 O+e→O++2e
30 2CH2→H2+C2H2 60 N+e→N++2e
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Table 3.2: Reaction rates for reactions 2–30 from Table 3.1, excluding third body
reactions.
Number C η θ
2 3.87× 104 2.7 3150.16
3 5.70× 1013 0.0 0.0
4 8.00× 1013 0.0 0.0
6 3.00× 1013 0.0 0.0
7 3.00× 1013 0.0 0.0
8 6.94× 106 2.0 959.119
9 2.50× 1012 0.0 24053.9
10 2.65× 1016 -0.7 8575.38
13 1.65× 1014 0.0 0.0
14 7.34× 1013 0.0 0.0
15 3.00× 1013 0.0 0.0
16 2.16× 108 1.5 1726.05
17 3.57× 104 2.4 -1061.8
18 5.00× 1013 0.0 0.0
19 3.00× 1013 0.0 0.0
20 1.13× 107 2.0 1509.66
21 4.76× 107 1.2 35.2254
22 5.00× 1013 0.0 0.0
23 5.00× 1012 0.0 0.0
24 5.80× 1013 0.0 289.855
25 6.71× 1013 0.0 0.0
26 1.08× 1014 0.0 1565.02
27 4.00× 1013 0.0 0.0
28 1.90× 1014 0.0 7946.86
29 5.00× 1012 0.0 754.831
30 1.60× 1015 0.0 6010.47
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Table 3.3: Reaction rates for reactions 32–60 from Table 3.1, excluding third body
reactions.
Number C η θ
32 3.36× 1013 0.0 193.74
33 4.00× 1013 0.0 0.0
34 3.20× 1013 0.0 166.063
35 2.00× 109 1.2 0.0
36 1.28× 106 1.5 50.3221
37 1.50× 1013 0.0 0.0
38 2.16× 1013 -0.2 0.0
39 2.90× 1013 0.0 0.0
40 3.00× 1012 0.0 5686.39
41 5.80× 1012 0.0 754.831
42 2.00× 1014 0.0 5529.89
43 9.98× 1014 0.29 164202.0
44 7.32× 1014 0.41 146581.0
48 8.40× 1012 0.0 19450.0
49 6.40× 1017 -1.0 38400.0
50 8.70× 1013 0.14 28600.0
51 1.40× 105 1.9 15300.0
52 1.00× 1012 0.5 77200.0
53 9.10× 1011 0.36 22800.0
54 2.40× 1013 0.41 32600.0
55 7.20× 1013 0.0 35500.0
56 5.30× 1012 0.0 31900.0
57 1.10× 1013 0.0 80600.0
58 2.00× 1013 0.0 67500.0
59 3.90× 1033 -3.78 158500.0
60 2.50× 1034 -3.82 168600.0
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Table 3.4: Reaction rates for GRI-Mech third body reactions from Table 3.1.
Number M C η θ
1 CO 7.50× 1017 -1.0 0.0
1 CO2 1.00× 1018 -1.0 0.0
1 H2 1.00× 1018 -1.0 0.0
1 H2O 3.00× 1018 -1.0 0.0
1 M 5.00× 1017 -1.0 0.0
5 O2 1.80× 1011 0.0 1200.18
5 CO 2.70× 1010 0.0 1200.18
5 CO2 6.30× 1010 0.0 1200.18
5 H2 3.60× 1011 0.0 1200.18
5 H2O 1.80× 1011 0.0 1200.18
5 M 1.80× 1010 0.0 1200.18
11 H2 9.00× 1016 -0.6 0.0
11 H2O 6.00× 1019 -1.2 0.0
11 CO2 5.50× 1020 -2.0 0.0
11 M 1.00× 1018 -1.0 0.0
12 H2 1.61× 1022 -2.0 0.0
12 H2O 8.03× 1022 -2.0 0.0
12 M 2.20× 1022 -2.0 0.0
31 H2 3.74× 1018 -1.0 8554.75
31 H2O 1.50× 1018 -1.0 8554.75
31 CO 2.80× 1018 -1.0 8554.75
31 CO2 3.74× 1018 -1.0 8554.75
31 M 1.87× 1018 -1.0 8554.75
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Table 3.5: Reaction rates for Park’s model third body reactions from Table 3.1.
Number M C η θ
45 N2 2.00× 1021 -1.5 59500.0
45 O2 2.00× 1021 -1.5 59500.0
45 NO 2.00× 1021 -1.5 59500.0
45 N+2 2.00× 1021 -1.5 59500.0
45 O+2 2.00× 1021 -1.5 59500.0
45 NO+ 2.00× 1021 -1.5 59500.0
45 M 1.00× 1022 -1.5 59500.0
46 N2 7.00× 1021 -1.6 113200.0
46 O2 7.00× 1021 -1.6 113200.0
46 NO 7.00× 1021 -1.6 113200.0
46 N+2 7.00× 1021 -1.6 113200.0
46 O+2 7.00× 1021 -1.6 113200.0
46 NO+ 7.00× 1021 -1.6 113200.0
46 M 3.00× 1022 -1.6 113200.0
47 N2 5.00× 1015 0.0 75500.0
47 O2 5.00× 1015 0.0 75500.0
47 NO 5.00× 1015 0.0 75500.0
47 N+2 5.00× 1015 0.0 75500.0
47 O+2 5.00× 1015 0.0 75500.0
47 NO+ 5.00× 1015 0.0 75500.0
47 M 1.10× 1017 0.0 75500.0
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Table 3.6: Equilibrium rate constants for reactions 2–30 from Table 3.1, excluding
third body reactions.
Number A1 A2 A3 A4 A5
2 -0.351228 1.08616 -0.194031 -0.0765602 -0.000286077
3 -1.30351 -3.08199 -0.384687 8.91859 -0.000313876
4 -0.62088 -0.999888 -0.604653 4.64268 -0.000579195
6 -0.00928796 -1.5696 0.746125 4.28643 0.000776025
7 -1.43896 -4.3829 -1.12929 5.67325 -0.000421468
8 -1.70837 1.49545 1.03604 2.2988 0.000289522
9 -0.376745 -1.27512 -1.03356 0.468782 -0.000474064
10 -1.78086 3.46037 -0.718546 -0.649807 -0.00656168
13 -1.39263 -0.864873 -0.00647235 1.17764 0.000132626
14 -0.147036 -2.34202 0.760971 4.37946 0.000858592
15 -1.15832 -1.37501 0.226756 3.40042 0.00116991
16 1.29848 -1.94904 0.0264527 0.792384 -0.000518721
17 0.999277 -2.65118 0.0122282 0.886838 -0.000445049
18 -1.61089 -2.19983 -0.743523 7.86138 -0.000651774
19 -3.3583 -0.433783 -1.65856 4.67017 -0.00147741
20 3.12464 -2.87985 0.886686 0.874277 0.000283299
21 -0.821907 -3.16324 -1.69889 1.37399 -0.00107248
22 1.98431 -4.73665 1.01006 5.15517 0.000517923
23 1.05701 -3.80395 0.495333 4.17373 0.000865654
24 0.541703 -1.19974 0.347929 6.9267 0.000237861
25 -1.09958 0.490681 -0.522068 3.7317 -0.000547733
26 -1.97232 1.04278 -0.951373 -0.0673619 -0.00110605
27 -1.62768 -3.52871 -1.92231 6.65413 -0.000934824
28 -0.98942 1.89316 0.457055 3.26574 -0.0000973058
29 0.0 500.0 0.0 0.0 0.0
30 -0.504163 -4.06352 -1.27508 6.75462 -0.00035718
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Table 3.7: Equilibrium rate constants for reactions 32–60 from Table 3.1, excluding
third body reactions.
Number A1 A2 A3 A4 A5
32 -0.348807 -0.509057 -0.486089 2.47538 -0.000352302
33 -1.38048 -0.751899 -0.68022 3.62247 -0.000534026
34 -0.690722 -1.29983 -0.0337205 1.22956 2.47824×10−6
35 0.765271 -3.35137 0.0544086 2.01571 -0.000435789
36 0.368898 0.439737 0.329541 2.69236 0.0003161
37 -0.425539 -2.89129 -0.276394 7.37666 -0.000201801
38 0.378745 -2.64929 0.351111 4.88988 0.000274091
39 0.914104 -2.86214 0.332784 5.34076 0.00019254
40 4.44493 0.285176 2.60359 0.970923 0.00260831
41 0.0 500.0 0.0 0.0 0.0
42 0.0 500.0 0.0 0.0 0.0
43 -0.967090 -3.397600 -2.340800 -16.64200 -0.0104770
44 -0.967090 -3.397600 -2.340800 -16.64200 -0.0104770
48 -0.002428 -1.741500 -1.233100 -0.953650 -0.045850
49 0.969210 0.893290 0.735310 -3.959600 0.006818
50 -2.596000 2.302100 -3.574400 -1.526400 -0.080816
51 -1.635500 0.830580 -2.995200 -1.379400 -0.079927
52 -0.884720 1.425400 -2.039800 -6.873100 -0.056184
53 -1.618100 2.556200 -3.282300 -0.937210 -0.075176
54 1.713900 0.864690 2.767900 -4.393200 0.070493
55 -1.836500 2.257700 -3.062200 -2.471300 -0.058248
56 -0.528010 -7.328100 -1.926400 -3.261800 0.018540
57 1.183500 -8.204900 -0.391460 -8.608700 0.043187
58 -2.364400 -5.070400 -4.988500 -5.733200 -0.039703
59 0.6647800 -5.971600 -0.584860 -16.21200 0.0232730
60 -0.967090 -3.397600 -2.340800 -16.64200 -0.0104770
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Table 3.8: Equilibrium rate constants for third body reactions from Table 3.1.
Number A1 A2 A3 A4 A5
1 2.75849 -2.24859 0.894633 5.08351 0.000121692
5 1.47278 -5.15994 -0.92114 6.46437 -0.000996995
11 2.29871 -2.86083 0.826899 5.1835 0.000125285
12 4.30112 -5.18843 1.04764 5.96046 -0.000224511
31 0.850793 -1.56074 1.42589 -1.02846 0.00630212
45 0.509890 2.477300 1.713200 -6.544100 0.029591
46 1.476600 1.629100 1.215300 -11.457000 -0.009444
47 0.507650 0.735750 0.480420 -7.497900 -0.016247
parameters C, η, and θ are such that they return kf in SI units when temperature
is in Kelvin. Equilibrium constant fit parameters, defined in Eqn. 3.6, are listed in
Tables 3.6–3.8, and are such that Keq is in SI units when temperature is in Kelvin.
Thermodynamic data for each species, such as specific heat and enthalpy of for-
mation, are obtained from GRI-Mech or Field and Franklin [33]. Viscosity data for
each species are obtained from McBride and Gordon [34]. These values are listed in
Table 3.9, with viscosity in SI units when temperature is in Kelvin. The viscosity
for electrons is not given, as LeMANS uses an electron mobility limiter to ensure
quasi-neutrality.
Although LeMANS is capable of accommodating a two temperature model, rep-
resenting translation and vibration, sufficient information could not be found for
all chemical species to use this approach. More importantly, due to the high tem-
peratures involved in these flows the translational and vibrational temperatures are
nearly equilibrated, rendering a two temperature model largely unnecessary.
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Table 3.9: Formation enthalpy (hf,o), viscosity fit coefficients (As, Bs, Cs) from Eqn.
3.2, and specific heat (Cv) for the 26 species chemistry model.
Species hf,o (J/kg) As Bs Cs Cv (J/kgK)
N2 0.0 0.0268142 0.3177838 -11.3155513 445.39
O2 0.0 0.0449290 -0.08261580 -9.20194750 389.72
NO 2.996123×106 0.0436378 -0.03355110 -9.57674300 415.70
N 3.362161×107 0.0115572 0.6031679 -12.4327495 890.79
O 1.543119×107 0.0203144 0.4294404 -11.6031403 779.44
NO+ 3.283480×107 0.302014 -3.5039791 -3.73551570 415.70
N+2 5.425897×107 0.0268142 0.3177838 -11.3155513 445.39
O+2 3.658450×107 0.0449290 -0.08261580 -9.20194750 389.72
N+ 1.340460×108 0.0115572 0.6031679 -12.4327495 890.79
O+ 9.770599×107 0.0203144 0.4294404 -11.6031403 779.44
OH 2.31351×106 -0.0797322 2.02509 -17.8822 1268.28
CO -3.9479×106 0.0509243 -0.0904635 -9.58362 744.624
CO2 -8.9433×106 -0.0145015 0.891184 -13.2516 655.475
H2O -1.34353×107 -0.0874392 2.16337 -18.6426 1404.7
C2H2 8.77674×106 -0.0124719 0.850745 -13.4664 1373.18
C2H3 1.11015×107 -0.0124719 0.850745 -13.4664 1274.28
CH 4.595×107 -0.0874392 2.16337 -18.6426 1603.81
CH2 2.80238×107 -0.0874392 2.16337 -18.6426 1907.65
HCO 1.44853×106 -0.0874392 2.16337 -18.6426 906.506
NH 2.3793×107 -0.0874392 2.16337 -18.6426 1392.75
H2 0.0 0.0617707 -0.202077 -10.0344 10257.4
C 5.97231×107 0.00990234 0.602879 -12.7238 1043.61
C+ 1.50275×108 0.00990234 0.602879 -12.7238 1043.61
H 2.17986×108 -0.0148088 1.06893 -15.5487 12481.5
H+ 1.53134×109 -0.0148088 1.06893 -15.5487 12481.5
e− 0.0 - - - 0.0
48
3.3 Simulation Methodology
The first two simulations (Case S1 and S2) presented are based directly on ex-
periments. In each experiment, an identical plasma capillary with nearly identical
current load was used. Identical capillaries and current loads allow for the use of
one capillary input for each simulation, thus the main difference between the two
simulations is the geometry. The simulation of this capillary is discussed in Section
2.4.
The first experiment [6] fired the plasma into an open chamber at 1 atm pressure.
Five pressure sensors were implanted at 9.5 mm intervals in a wall 40 mm away,
oriented parallel to the exit plane of the capillary. The first pressure sensor was
aligned with the capillary exit at the stagnation line, this sensor was labeled P0.
Each subsequent sensor was labeled P1-P4, with P4’s center being 38 mm above the
capillary centerline.
Before entering the chamber the capillary plasma travels through a cylindrical
nozzle 1.6 mm in radius and 13 mm in length [6]. Since the flow variables could
change in this distance, the nozzle flow is also simulated. The simulation uses an
axisymmetric geometry, with the outflow at y=50 mm, and walls at x=13 mm and
x=53 mm. The latter wall contains the five pressure sensors. Pressure versus time
data are output at the five “pressure sensors” in the simulation. The P0 sensor is
the first wall cell above the symmetry plane, with P1-P4 extracted from wall cells at
positions y=9.5 mm, 19 mm, 28.5 mm, and 38 mm, respectively. This simulation is
labeled below as Case S1.
In the second experiment [7], the capillary plasma was injected into a cylindrical
plasma holding chamber of radius 9.4 mm and 129.5 mm length [8]. Gas escaped the
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plasma holding chamber through a 0.5 mm radius nozzle into a 10x10x10 cm chamber
that housed a mass spectrometer probe to measure the species present in the plasma
[7]. The plasma holding chamber was employed in the experiment because the plasma
jet washed over the probe too rapidly for any measurements to be made, thus the flow
had to be slowed down. Chemical abundances, in terms of arbitrary intensity units, of
some species were measured by the mass spectrometer probe. These arbitrary units
make it difficult for exact comparisons to be made, however qualitative comparisons
are possible that yield much insight. The simulation of this flow, labeled below as
Case S2, has the geometry listed above, with the change that the expansion chamber
after the secondary nozzle is not encumbered by the measurement apparatus. This
allows for a more direct comparison of the jets in Case S1 and Case S2.
It must be noted that in an attempt to decrease heat loss to the walls, the
holding chamber in the experiment was lined with polyethylene. However, there is
evidence that this liner ablated as far as 50 mm from the primary nozzle with a total
mass loss three to five times that of the mass loss from the capillary [7]. To see
what effect this had, the experimenters replaced the polyethylene liner with one of
identical dimensions made of aluminum. Their results show that only CO intensity
could be accurately measured, with all other chemical species being within the noise
level of the measurement [7]. Essentially, by using a polyethylene liner, the same
compound that is ablating in the capillary to form the plasma, the experimenters
created a much larger capillary. The higher mass loss due to this wall ablation
increases the abundance of carbon and hydrogen in the plasma holding chamber,
allowing new reaction mechanisms to occur. This may explain the high abundance
of CxHy detected in the experiment. The present simulation does not include this
ablating holding chamber, and can be thought of as the case with the aluminum
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liner.
These two simulations allow for some key comparisons to be made concerning
the chemistry of the plasma-air interaction. Since the capillary is identical in both
experiments, and hence in both simulations, it is possible to compare the chemistry
of the primary jet of Case S1 to that of the secondary jet of Case S2, to see the
full effect that the holding chamber had. Also, simulating the secondary jet without
wall ablation illuminates how the polyethylene liner skewed the results of the mass
spectrometer data.
3.3.1 Case S1
Due to the large computational expense of running a 26 species, chemically re-
acting CFD simulation, grid convergence was found first for a single species non-
chemically reacting flow. This single species had the same inflow temperature, ve-
locity and pressure profile as the full simulation. Grid convergence is based on the
arrival time of the pressure pulse at P0, the value of the peak pressure, and the
behavior of the pressure profile just beyond the peak. Case S1 uses rectangular cells
with a uniform cell spacing of ∆x=0.1 mm, which results in 202,080 cells. Case S1
ran on thirty 2 GHz processors with a timestep of ∆t = 2.5× 10−9 s, having a total
runtime of 296 hours to simulate 70 µs of real time.
Snapshots of Mach number contours for Case S1 are shown in Fig. 3.1, where t=0
µs is at the start of the current profile in Fig. 2.5. The data from t=35 µs is used
for detailed examination of the chemistry. At this time the jet is fully developed, the
precursor shock can clearly be seen, and the jet has not yet begun interacting with
the wall. Evaluating the chemistry at this time will allow for a much more direct
comparison with the secondary jet chemistry of Case S2.
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(a) 15 µs (b) 25 µs
(c) 35 µs (d) 45 µs
(e) 55 µs (f) 74 µs
Figure 3.1: Snapshots of Mach number for Case S1.
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The work at ARL simulating the plasma jet documented the expected structure
of the jet exiting the capillary nozzle. Figure 3.2, and the accompanying description,
are taken from [22].
The efflux of plasma from the inlet generates a weak precursor shock
(A) that expands spherically. Behind this shock is air; the plasma is
entirely contained by this shock and is separated from the air by an
irregularly shaped contact surface (B) across which pressure and velocity
are preserved, but entropy changes discontinuously. Expansion waves
(C), generated at the inlet, travel to the precursor shock (A), are reflected
as weak compression waves, and coalesce into a strong oblique shock or
barrel shock (D) within the plasma jet. This barrel shock (D) terminates
in an irregular reflection that forms a triple-point (E), joining the barrel
shock (D), it’s reflection (F), and a normal shock (G) or Mach disk.
Whereas the precursor shock (A) is relatively weak and diffuse, producing
a mildly supersonic flow, the barrel shock (D) and Mach disk (G) are
strong shocks that enclose a fully supersonic flow region. [22]
A number of these features are clearly visible in contour plots for Case S1. The
precursor shock (A) can clearly be seen in Figs. 3.1b-d. The expansion region (C) is
clearly visible in Figs. 3.1c-f. The barrel shock/Mach disk structure, (D) and (G),
has clear and definite form in Figs. 3.1b-d, with the region contained being clearly
supersonic. As will be discussed later, Fig. 3.5a illustrates the reaction region which
is associated with contact surface (B).
Pressure versus time data are shown in Fig. 3.3. Experimental data indicates
that the precursor shock should arrive at P0 at approximately t=60 µs, and have
a peak of 1.4 MPa. The width at half height for the experimental profile at P0 is
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Figure 3.2: Diagram of the expected gas dynamic features of the expanding capillary
























Figure 3.3: Pressure versus time at the five pressure sensors for Case S1.
approximately 20 µs [6]. Case S1 gives a P0 arrival time of 45 µs, a peak of 3.2 MPa
and width of approximately 7 µs. Experimental data exists for the chamber pressure
versus time in the plasma holding chamber of Case S2 [7]. The experiment shows a
peak pressure of around 2.5 MPa, whereas Case S2 indicates that chamber pressure
can reach more than twice that. These data indicate that perhaps the capillary model
is overestimating the pressure. As discussed in Chapter II, there is no experimental
data available for the capillary outflow pressure. Thus evaluation of this hypothesis
can not be directly performed at this time.
In terms of the pressure pulse arriving early in Case S1 there is a possible expla-
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nation beyond the overestimation of the capillary pressure. A change of slope in the
current profile is visible in Fig. 2.5 at approximately 10 µs. In a typical capillary, an
exploding wire is used to create the initial plasma used to trigger the self-sustaining
ablation, and this bump is due to the wire exploding [6]. The capillary code does
not model the exploding wire, and instead initializes with a plasma density typical
of an exploding wire plasma. With this initial density the capillary begins ablation
within the first 3 µs of the simulation due to the high current load. It is possible
that the correct start time would be after the wire explodes, adding a further shift of
10-15 µs. This demonstrates how difficult it can be to estimate the start time in this
type of simulation. Experimentally it is logical to measure time from the initiation
of the current pulse, however, the initiation of the current pulse may not correspond
to the start of capillary ablation on a timescale of a few microseconds. Further work
may be needed to more accurately determine the delay time between initiation of
the current pulse and the start of capillary ablation.
Pressure and temperature contours for Case S1, taken at t=35 µs, are shown
in Fig. 3.4. The pressure in the capillary nozzle can exceed 180 atm, while the
temperature can exceed 17,000 K. Combined with the Mach number contours in the
nozzle, it is easy to see that Case S1 is a pressure driven jet.
Mole fraction contours, taken at t=35 µs, for selected significant species are shown
in Fig. 3.5. The contour shape of Fig. 3.5a is representative of molecular compounds
produced by the plasma-air interaction. The products of these reactions are con-
tained in a thin region where the plasma comes in contact with the air, preheated
by the precursor shock. Figures 3.5b-3.5f show where most of the hydrogen is going
chemically. Most of the hydrogen remains atomic, and a significant portion remains
ionized in the jet. Very little hydrogen has recombined to H2, the maximum OH mole
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(a) Pressure in atm. (b) Temperature in Kelvin.
Figure 3.4: Case S1 pressure and temperature contours at t=35 µs.
fraction is 0.022, with the peak H2O mole fraction below 0.01. Although chemistry
is occurring in the plasma-air reaction zone, the jet remains at such a high temper-
ature that it is still composed primarily of hydrogen and carbon atoms and ions. In
the reaction zone, oxygen and nitrogen are heated to a point where atomic oxygen
has a peak mole fraction of 0.25, similarly atomic nitrogen reaches a peak of 0.3.
Complex air ion species, such as NO+, remain negligible, with mole fractions below
10−5. Air ionization reaches a peak mole fraction of 0.01 and 0.003 for N+ and O+,
respectively.
The main conclusion that can be drawn from the Case S1 chemistry is that the
primary result of the plasma-air reaction in the jet is not the creation of diatomic
chemical species, although this does occur to some extent. The main result is ion-
ization and recombination and the dissociation of O2 and N2 into atomic form. As
will be discussed later, in practical ETC application the capillary-propellant distance
will be minimized, thus one can expect this minimal chemistry to occur.
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(a) CO (b) H
(c) H+ (d) H2
(e) OH (f) H2O
Figure 3.5: Case S1 mole fractions for selected species at t=35 µs.
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3.3.2 Case S2
For Case S2 a grid spacing of ∆x=0.2 mm is used, which results in a total of
100,570 grid cells. This allows for faster computational times while still capturing
the chemistry. Case S2 also ran on thirty 2 GHz processors with a timestep of
∆t = 5× 10−9 s, having a total runtime of 174 hours to simulate 110 µs of real time.
To provide a sense of scale, Mach number and temperature contours for the entire
Case S2 computational domain at t=115 µs are shown in Fig. 3.6. Mach number
contours for the secondary jet at different flow times are shown in Fig. 3.7. Chemistry
data is referenced to Case S1 at 115 µs, as the jet is fully developed at this time.
The secondary jet emerges from the 1 mm diameter nozzle 75-80 µs after capillary
firing. The pressure in the precursor shock behind the nozzle prior to expulsion is
approximately 55 atm. As the jet emerges from the second nozzle the temperature
drops several thousand Kelvin, as shown in Fig. 3.8b. At 85 µs the pressure in the
nozzle is still 50 atm, but this drops to below 7 atm in the rest of the jet. Figure
3.8 also shows that although the pressure in the nozzle is still roughly 50 atm, this
drops to no higher than 3 atm within 10 mm of the exit.
The temperature in the bulk of the jet remains below 5,000 K at all times, with
the region farthest from the nozzle typically maintaining a temperature below 3,000
K. With such relatively low temperatures it is not surprising that mole fractions
of all ionic species are negligible (below 10−10) in the secondary jet. The discrete
plasma-air reaction zone, clearly visible in Case S1, can not be seen here. The lack of
a discrete plasma-air reaction zone is only partially due to the lower jet temperature.
Because the plasma holding chamber was filled with 1 atm air (0.79 N2, 0.21 O2 by
mole fraction) the plasma-air chemistry was saturated while in the holding chamber.
Mach number contours in the holding chamber in Fig. 3.6 show pulsations, due to
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(a) Mach number.
(b) Temperature in Kelvin.
Figure 3.6: Full computational domain for Case S2 showing Mach number and tem-
perature contours at t=115 µs.
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(a) 75µs (b) 80µs
(c) 85µs (d) 95µs
(e) 105µs (f) 115µs
Figure 3.7: Snapshots of Mach number for the Case S2 secondary jet.
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(a) Pressure in atm. (b) Temperature in Kelvin.
Figure 3.8: Case S2 pressure and temperature contours at t=115 µs.
compression and expansion waves reflecting from the holding chamber walls. This
causes the reaction zone to be perturbed, increasing mixing. For these reasons one
can not expect to see the same chemistry, and thus the same reaction products, in
the primary jet of Case S1 and the secondary jet of Case S2. Future attempts to
measure the species present in the plasma jet must take these considerations into
account.
As previously mentioned, in the experiment a polyethylene liner was used in
the holding chamber, which drastically increased the hydrocarbon-air ratio in the
experiment. This leads to the expected result that the experiment detected far more
hydrocarbon and hydrocarbon-air species than are found in Case S2. Figure 3.9
shows that atomic hydrogen exits the nozzle but as it begins to cool it becomes
depleted. Analysis shows that although there is a halo of H2 circling the region of
depleted atomic hydrogen with a peak mole fraction of 0.002, most of the hydrogen
goes toward the creation of OH.
Almost the opposite is true for oxygen. There is so much oxygen available thanks
to the holding chamber that the atomic oxygen in the jet goes toward essentially every
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(a) H (b) H2
(c) OH
Figure 3.9: Case S2 mole fractions for selected hydrogen species at t=115 µs.
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species that contains oxygen, with the limiting factor being the presence of carbon
or hydrogen. Figure 3.10 shows that significant atomic oxygen reaction mechanisms
are the recombination to O2, the production of CO, and as this cools the further
recombination to CO2. As the atomic oxygen and nitrogen begin to simultaneously
cool, they also recombine to form a relatively high amount of NO in the jet.
It is interesting to note that in the experiment the most abundant species, both
with and without the polyethylene liner, was CO. Essentially no CO2 was detected
in the experiment, while a large abundance of CxHy species was detected. In both
Case S1 and Case S2, the mole fractions remained below 10−7 and 10−10 for C2H2
and C2H3, respectively. This disagreement with experiment can not be explained by
Case S2, other than to say that it seems unlikely that CO would not recombine to
CO2 while carbon and hydrogen would form such a large amount of CxHy species
given the abundance of oxygen. Perhaps the measurement method employed was not
particularly sensitive to the presence of CO2, it seems based on the results of Case
S2 and the presence of CxHy species in the experiment that most of the CO should
be depleted.
The main conclusion from the results of Case S2 is that the plasma holding
chamber is not a viable option for obtaining measurements of the chemical species
present in the plasma jet. The changes in temperature and pressure, as well as the
increased interaction time, resulting from the slowing of the flow by the use of a
holding chamber means that the species emerging from the secondary nozzle are not
directly relatable to the species coming from the capillary.
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(a) CO (b) CO2
(c) O (d) O2
(e) NO
Figure 3.10: Case S2 mole fractions for selected oxygen species at t=115 µs.
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3.4 Simplification of the Chemical Model
With information from Case S1 and Case S2 it is possible to refine the chemical
model. Refinement is possible by simply eliminating species that do not contribute
significantly to the plasma-air interaction, thus allowing for a great increase in com-
putational speed. Presented here is what could be considered a minimal model for
the chemistry of the plasma-air interaction.
The simulations clearly indicate that all CxHy species can be eliminated, as they
never present in abundance. Although CH does not present in the jet, it does appear
in significant quantities in the capillary nozzle. However, CH2 does not present
significantly even in the nozzle, so could be eliminated. Some of Park’s model can
be neglected for ETC application. Although their neutral forms are prevalent, O+2 ,
N+2 , and NO
+ do not present significantly. The reason for this being that when
temperatures are high enough these molecular species tend to dissociate rather than
ionize under these conditions.
For 26 chemical species the implicit CFD method has a 29×29 matrix to solve at
every grid point, where 29 comes from 26 species plus two velocities plus energy. The
elimination of six species reduces the implicit submatrix to 23×23, a reduction of 312
elements, or a reduction of 60%. Of course, all chemical reactions including these
species would also be eliminated, resulting in a further increase in computational
speed. The reactions eliminated from Table 3.1 are 4, 8, 15, 20, 23, 26, 27, 29, 30,
41, 42, 50, and 52-58, leaving a total of 41 reactions. These simplifications represent
a significant speedup for the code. This simplified model is used throughout the rest
of this thesis.
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3.5 Plasma-Air Chemistry in Practical ETC Application
All previous work on the expansion of the plasma jet and plasma-air chemistry for
ETC application has had a major aspect in common: relatively large capillary-wall,
or capillary-propellant, spacings. In the case of capillary-propellant spacing, there is
typically a desire to inspect the propellant surface after it has been exposed to the
plasma as this is highly informative [2]. It has been found in experiments, however,
that for small capillary-propellant distances the propellant is cracked or shattered by
the initial pressure wave from the capillary firing [5], leading to typical experimental
capillary-propellant distances greater than 20 mm. When a large capillary-wall dis-
tance is used it is typically because there are pressure sensors located in the wall, as
in Case S1, which are easily damaged by the high temperature, velocity and pressure
of the jet near the capillary exit [5], again leading to larger sample distances.
In real ETC application, the geometry of the plasma jet expansion region is
much different. There are a number of different propellant packing options, but
they primarily reduce to one of two choices, as discussed in Section 1.1. Figure 3.11
illustrates a “tight” propellant packing option [3]. Illustrated on the left of Fig. 3.11
is a coaxial plasma injector, however the principle is the same for a capillary plasma
source. On the right is the projectile. The propellant is cut into discs and loose
blocks of varying sizes to ensure that little space remains in the artillery shell. Small
gaps are left that allow the igniting plasma to expand between the propellant blocks.
This packing option yields a large surface area and high density of propellant. Figure
3.12 shows an alternative packing option utilizing a bayonet tube [4]. A cylindrical
bore is drilled in a propellant block. A bayonet tube is inserted into this bore. The
tube contains holes at regular intervals that allow the igniting plasma to reach the
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Figure 3.11: Diagram of a tight propellant packing choice, taken from [3].
Figure 3.12: Diagram of a bayonet tube packing choice, taken from [4].
propellant bed. The purpose of the tube is to provide regular injection/ignition sites
along the length of the propellant bed. Without the tube, and in the case of the tight
packing option, ignition starts at the capillary end of the bed and proceeds toward
the projectile end. The bayonet tube attempts to induce a more uniform ignition.
With the first method, it is easy to see that plasma-air chemistry will have little
effect, as there is little air present in the regions between the tightly packed propel-
lant blocks. The primary chemical mechanism will be the interaction between the
capillary plasma and the propellant surface and ablated propellant gases and partic-
ulates. A similar conclusion is not so straight forward for the second method. As the
plasma advances down the tube the plasma-air reaction zone will be pushed with it,
which should severely limit the high temperature air-propellant reaction zone.
Evaluation of Case S1 at t=15 µs indicates that if the capillary-propellant distance
is small (< 10 mm), then there will be little to no plasma-air chemistry before
the plasma-propellant interaction begins. Furthermore, any ionized, or otherwise
affected, air species that are present will be transient, as the reaction zone will
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sweep past the propellant surface followed by the capillary plasma jet. The above
information for practical ETC application, along with the results for plasma-air
reaction rates from Case S1, suggest that in real ETC application the plasma-air
interaction is perhaps completely negligible.
To test the importance of the plasma-air interaction in the second propellant
packing (bayonet tube) option, a simulation is conducted using the reduced chemistry
model. The geometry for this simulation, labeled below as Case S3, is taken from
Beyer et al. [4]. The capillary inflow is the same as used in Case S1 and Case
S2. In the experiment, a tube (6.3 mm diameter, 152 mm length) was inserted into
the cylindrical propellant grain. The tube had eight sets of four holes to allow hot
ignition gases to escape. Gas flows into the tube from the capillary and exits out the
32 vent holes.
To simulate this geometry the eight sets of holes are converted to eight axisym-
metric slits of equal surface area, giving an individual slit width of 0.4 mm. A cell
spacing of ∆x=0.05 mm is used due to the small size of the outflow slits. A time
step of ∆t = 5×10−9 s is used. In the experiment there was no capillary nozzle, thus
the simulation geometry is simply an axisymmetric rectangle of dimensions 3.15 mm
by 152 mm, with outflow slits every 16.9 mm, and the capillary inflow at x=0 mm.
Shown in Fig. 3.13 is a contour plot of temperature taken at t=45 µs that illustrates
the Case S3 geometry. Arrows have been added indicating the location of the eight
outflow slits, labeled h1-h8, with h1 closest to the capillary inflow.
All flow properties are output at each of the outflow slits over time. Figure
3.14 shows pressure, temperature, and significant species exiting the first outflow slit
(x=16.9 mm). Species data is presented in terms of number density. A strong initial
spike of N2 and O2 is visible as the precursor shock is pushed past the outflow slit.
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Figure 3.13: Temperature contours (Kelvin) of Case S3 taken at t=45 µs, illustrating
the geometry. Note the aspect ratio.
As time progresses we see a steady rise in N, O, and NO as the temperature rises,
while N+ and O+ remain negligible. When the temperature surpasses 10,000 K the
air species have passed the slit and the capillary species have arrived. At this first slit
we see a clear distinction between the precursor shock and the plasma jet. For small
capillary-sample distances the high temperature gas reaching the propellant surface
will be primarily composed of the capillary species, with little plasma-air chemistry
taking effect.
Evaluating the outflow data at the remaining seven slits yields much insight. At
the slits farthest from the capillary the distinction between the precursor shock’s air
species and the capillary’s plasma species disappears. Outflow data for the final slit
(x=135.2 mm) show that the temperature is a few hundred Kelvin lower than the
inflow slit due to the chemical reactions happening in the tube. There are also fewer
ionic species, but a higher abundance of atomic species. Essentially there is a similar
effect at the later slits as was seen in Case S2 with the plasma holding chamber;
more plasma-air mixing alters the chemistry of the jet.
This difference in species composition could lead to a different ignition mechanism
for the propellant located at the holes further down the tube. At the very least,
the plasma temperature is much lower, which will affect the ablation rate. The
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(a) Significant air species and temperature.
(b) Significant hydrocarbon species and pressure.
Figure 3.14: Outflow data for the first slit (h1) at x=16.9 mm in Case S3.
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importance of the chemical composition of the plasma to the PPI ignition process is
not well known, and will be discussed in Appendix C.
3.6 Conclusions
Presented was a plasma-air chemistry model designed and tested for ETC appli-
cation. The results of these simulations allowed further refinements to the chemistry
model, allowing for the elimination of some low abundance species and a decrease in
computational time.
There are two major conclusions from this chapter. Direct comparisons of Case S1
and Case S2 clearly indicate that there are significant differences between the primary
and secondary jets in the referenced experiments. Differences include jet pressure,
temperature and chemical composition. It is thus clear that any experiments to
measure the species present in the plasma jet must be very carefully designed, and
that the use of a plasma holding chamber is not a viable option as it will not produce
results representative of species present in the primary jet.
Secondly, an analysis of Case S1 indicates that for capillary-sample distances less
than approximately 10 mm the plasma-air chemistry may be entirely negligible. A
simulation of a practical ETC ignition mechanism was conducted to evaluate this
hypothesis.
With a chemically reacting CFD code and model for plasma-air chemistry in-
hand, combined with the computational model for the plasma generating capillary
(Chapter II), inflow into a plasma-propellant interaction model can be generated.




As stated in Chapter I, the primary goal of the U.S. Army’s recent electrothermal
chemical gun research project was to investigate the nature of the plasma-propellant
interaction. All work previously discussed in this thesis has been leading up to the
concepts, models, and results presented in this chapter. Chapter II introduced the
computational model for the capillary plasma generator used in ETC application.
The capillary model serves as input to the CFD code introduced in Chapter III that
contains the plasma-air chemistry model used to determine the plasma density and
temperature at the propellant surface. Chapter V will outline a plasma sheath model
that attaches to the PPI model. In Chapter VI, the output from the CFD code will
be used directly as input to the PPI model discussed here, however, in this chapter
the PPI results are presented parametrically as a function of bulk plasma density
and at a single plasma temperature of 1.5 eV, a temperature consistent with results
found in Chapter II for typical ETC capillaries.
Previous modeling has not fully taken into account the dynamics of the plasma-
propellant interaction, nor the properties of the capillary plasma source [35, 36]. A
detailed understanding of the dynamics of the PPI is considered one of the key ele-
ments to the future success of practical ETC gun implementation [2]. For instance,
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the optimum plasma/propellant pair for most efficient ETC gun design is not cur-
rently known. Throughout this thesis, the focus is placed on two solid propellants
under consideration for future ETC gun implementation. The two propellants con-
sidered are a double-base propellant, JA2, and a nitramine composite propellant,
XM39.
Details of the two propellants under consideration, JA2 and XM39, will be pre-
sented next. Following that the PPI model will be presented, namely the thermal
model employed and how it couples to the ablation model outlined in Appendix A.
The chapter will finish with discussion of the results from the PPI model as well
as conclusions. Much of the work presented in this chapter first appeared in [37],
however, a computational improvement to the thermal model slightly alters some of
the numerical results. Those new results are presented here for the first time. While
the numerical results differ slightly, none of the conclusions or hypothesis from [37]
have changed.
4.1 JA2 and XM39, Propellants of Interest
There are a number of propellants under consideration for ETC application.
In the present work the focus is on two in particular, JA2 and XM39. JA2 is a
double-base, optically semi-transparent propellant, and is of much interest to the
ETC community. It is often a propellant of choice in experiments as JA2 exhibits
great response to the PPI phenomenon [1, 4, 5, 10, 38]. XM39, an optically opaque
nitramine composite propellant, was selected as the comparison propellant for the
PPI numerical modeling because experimental data were available for the ablated
mass caused by the PPI [5]. This experimental data is of great importance to the PPI
model, as will be explained later. Table 4.1 shows the percent chemical composition
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Table 4.1: Composition of the propellant JA2, taken from [9].
Constituent % by Weight
Nitrocellulose 58.21





Table 4.2: Composition of the propellant XM39, taken from [9].
Constituent % by Weight
RDX 76.0
Cellulose Acetate Butyrate 12.0
Nitrocellulose 4.0
Acetyl Triethyl Citrate 7.6
Ethyl Centralite 0.4
of JA2, taken from [9]. Similar data for XM39 is presented in Table 4.2.
In order to model ablation of the propellants, a temperature dependent vapor
pressure for each is needed, as per Eqn. A.10. Vapor pressure equations for the pro-
pellants are not available, thus they were estimated by percent composition. Vapor
pressures of constituent compounds were taken from experimental data or modeled
via the Clausius-Clapeyron relation using the enthalpy of sublimation and perform-
ing a fit to one or more known data points for vapor pressure when experimental data
were unavailable. Experimental data were obtained from ARL with the assistance
of Dr. Pesce-Rodriguez. The compound vapor pressures are then averaged via the
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percent compositions in Tables 4.1 and 4.2 to yield an estimate of the vapor pressure
of each propellant. For some constituent compounds, the vapor pressure was either
negligible under the temperature range considered, such as for graphite, or there was
no vapor pressure data to be found. If no vapor pressure data could be obtained
it was assumed that these compounds had negligible vapor pressure, as no other
options were available. Compounds with zero, or assumed zero, vapor pressure are:
nitrocellulose, magnesium oxide, graphite, and cellulose acetate butyrate.
The resulting propellant vapor pressures are plotted in Fig. 4.1 over a surface
temperature range found to be suitable based on the PPI numerical studies. The
vapor pressure equations representing the curves in Fig. 4.1 are presented as Eqns.
4.1 and 4.2 for JA2 and XM39, respectively, with Ts in Kelvin and P in Pascals.
Enthalpies of sublimation, ∆H, for the propellants were similarly calculated via per-
cent composition. The resulting enthalpies are 4.41×105 J/kg for JA2 and 5.47×105
J/kg for XM39.
PJA2(Ts) = 0.2518 exp (36.5447− 11222/Ts)
+0.1579 exp (32.9496− 10715.4/Ts)
+0.0074 exp (17.2491− 8005.77/Ts) (4.1)
PXM39(Ts) = 0.76 exp (37.5986− 15648.3/Ts)
+0.076 exp (19.3853− 6849.89/Ts)
+0.004 exp (18.1824− 7541.5/Ts) (4.2)
In order to thermally model the propellants, the additional parameters of specific
heat at constant pressure (Cp), thermal conductivity (λ), and thermal diffusivity (α)
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Figure 4.1: Calculated vapor pressure for each propellant.
Table 4.3: Thermophysical properties of the propellants, taken from [9].
Cp (J/kgK) λ (W/Km) α (m
2/s)
JA2 1520.45, 75◦ C 0.280, 49◦ C 1.30× 107, 49◦ C
XM39 1296.35, 75◦ C 0.246, 48◦ C 1.21× 107, 48◦ C
are required. Constant values for these three parameters were obtained from [9] and
are listed in Table 4.3. Although these three parameters are, in general, temperature
dependent, experimental data did not include the range of temperatures experienced
during the PPI. For that reason, values were taken at the highest temperature avail-
able. The temperatures the data are taken from is quoted along with the value in
Table 4.3.
4.2 Plasma-Propellant Interaction Model
The kinetic ablation model of Keidar et al. [18], outlined fully in Appendix A,
is used for all PPI modeling in this thesis. As discussed in Appendix A, while the
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ablation model remains unchanged for a wide range of applications, the thermal
model differs. Presented in this section is a brief overview of the ablation model,
and a thorough overview of the thermal model that is coupled to the ablation model,
as well as the conditions, dictated by experimental data, that the model is based
on. This coupled ablation-thermal model is referred to throughout this thesis as the
plasma-propellant interaction model.
4.2.1 Experimental Ablated Masses
As discussed in Section 1.2, experimental work of Li et al. directed a capillary
plasma jet at samples of JA2 and XM39 [5]. Since these experiments were conducted
in an open chamber, the pressure was not allowed to build to the point were propellant
ignition occurred. This allowed for measurements of the mass lost due purely to the
plasma-propellant interaction, with no propellant burning observed. The results of
this experiment, and it’s geometry, have been adopted here for modeling the plasma-
propellant interaction.
In the experiment, the propellant sample was held in a large holder 25 mm from
the capillary nozzle. The capillary was charged to a voltage of 4 kV, with a discharge
time of ∆t=280 µs. Note that Chapter III indicates that this capillary sample
distance will yield a plasma-air interaction before the PPI begins, a fact that will be
taken into account in Chapter VI, but is neglected in the simulations contained in
this chapter. The sample was a disc 4 mm thick and 10.9 mm in diameter, with the
flat surface directly facing the incoming capillary plasma jet [5]. These dimensions
yield a surface area of 9.33 × 10−5 m2, which is used to convert ablation rate into
ablated mass throughout this work. The experiment yielded a total ablated mass of
5.3 mg and 2.8 mg for JA2 and XM39, respectively.
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4.2.2 Brief Overview of the Ablation Model
Presented here, for completeness, is a brief overview of the ablation model devel-
oped by Keidar et al. that is used extensively in this work. A thorough explanation
of the model is presented in Appendix A, and the reader is directed there if further
details are required.
Keidar’s model is based on the concept of coupling the kinetic laser ablation
theory of Anisimov [39] with a hydrodynamic non-equilibrium layer to relate the
wall properties to the bulk plasma properties. In the model, the Knudsen layer
equations of Anisimov are coupled to a collision dominated non-equilibrium hydro-
dynamic layer, which in turn is attached to the bulk plasma. It is assumed in Anisi-
mov’s model, and also in Keidar’s model, that the velocity distribution function in
the Knudsen layer can be represented as a Maxwellian. Conservation integrals can
then be applied to the Knudsen layer to yield a system of three coupled algebraic
equations. The solution of the mass and momentum conservation equations in the
hydrodynamic layer allows for the determination of the heavy particle (ion) velocity
at the interface of the hydrodynamic and Knudsen layers. The system is closed with
the propellant vapor pressure, which allows for the determination of the ablated gas
number density at the propellant surface. The remaining parameters are the bulk
plasma density and temperature, and the propellant surface temperature. The bulk
plasma properties can be explored parametrically, as they are in this chapter, or
solved for exactly via the CFD code of Chapter III, as they will be in Chapter VI.
The propellant surface temperature is solved for via a thermal model. The coupled
ablation-thermal model is outlined next.
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Figure 4.2: PPI model coordinate system.
4.2.3 Coupled Ablation-Thermal Model
The thermal model is based on the one dimensional heat flux equation with an
ablation boundary condition. The geometry used in the ablation-thermal model
is shown in Fig. 4.2. A total surface heat flux, q, flows from the bulk plasma to
the surface of the propellant sample. This heat source causes a rise in the surface
temperature, Ts, which triggers ablation, represented as the ablation rate Γ, which
in turn carries heat away from the surface. The propellant sample has depth L=4
mm [5], with x = L being the surface exposed to the plasma. The initial propellant











= −λ−1(q −∆HΓ− Cp(Ts − To)Γ), (4.4)
T (0, t) = To, T (x, 0) = To, (4.5)
where Ts = T (L, t).
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Note that Eqns. 4.4 and 4.5 are similar, but not identical, to those used in the
thermal model of the capillary plasma source, Eqns. 2.6 and 2.7. The ablation
rate in Eqn. 4.4 comes from the ablation model, and is a function of the surface
temperature, plasma density and plasma temperature, thus Γ = Γ(Ts, no, Te), where
no and Te are the bulk plasma density and temperature. Keidar’s ablation model
allows for ablation tables to be generated that are functions of these three parameters.
Based on the results of the capillary parameter study (Chapter II), a constant plasma
temperature of Te=1.5 eV was used for all simulations in this chapter, although a
time varying plasma temperature, as determined by the CFD code, will be used in
Chapter VI. Using reference tables for the ablation rate makes coupling the thermal
and ablation models trivial from a programming standpoint.
The thermal model has been solved two different ways. In a previously published
report, a semi-analytical method was used to rapidly solve for the temperature profile
in the propellant sample [37]. In this chapter, and throughout the rest of this work,
a numerical method is used to spatially discretize the propellant sample and solve
for the temperature distribution. Although more computationally intensive, it was
felt that this method would yield more accurate results. Indeed, the PPI model
outlined in [37] was always viewed by the authors as a first order model, with room
for computational improvement. The results presented here can be considered to
be more accurate than those presented in [37], although none of the conclusions are
changed between the reference and the present work. Numerically solving for the
temperature distribution can be made less computationally intensive by using results
from the semi-analytical model. Results of that method clearly show that over the
course of the PPI the temperature change in the propellant only occurs within the
top 1% of the propellant sample. In order to accurately capture the temperature
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gradient, many grid points are needed near the propellant surface. However, since
the temperature only changes within 1% of the propellant, most of the sample does
not need to be simulated. Studies conducted with the numerical model showed that,
for a representative range of heat flux, the top 2% of the propellant could be simulated
and roughly half of the domain would still be at the initialization temperature, To,
at the end of the PPI. This allowed for a 50-fold decrease in computation time.
Shown in Figs. 4.3 and 4.4 are ablation rate contours, generated purely by the
ablation model, for each propellant. If the ablation rate was constant during the
plasma pulse, the total ablated masses for JA2 and XM39 would be reproduced by
ablation rates of 203 and 107 kg/m2s, respectively. These plots clearly indicate that
the same ablated mass can be achieved with various combinations of bulk plasma
density and propellant surface temperature. For instance, following any of the curves
shown in Fig. 4.3 will yield the exact same total ablated mass for a constant abla-
tion rate configuration. If the surface temperature is time varying, as it is in the
PPI model, then there are even more combinations of plasma density and surface
temperature that will yield the same total ablated mass. As the surface temperature
is determined by the model, it is clearly necessary to know the bulk plasma density
to have a unique solution. However, the total surface heat flux still remains a pa-
rameter. In the PPI model, the ablated mass is known from experimentation and
is used to find the total surface heat flux, as this heat flux can not easily be found
experimentally and is of interest.
4.2.4 Post-PPI Surface Temperature
The thermal model, Eqns. 4.3–4.5, is used to find the surface temperature during







































































Figure 4.4: Sample ablation rate (kg/m2s) contours for XM39.
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temperature rises very slowly and does not reach a steady state value. It is assumed
here that the PPI only lasts for the duration of the plasma pulse, which ends at
t=∆t. Once the pulse is over, it is assumed that the plasma completely dissipates.
The surface temperature after the plasma pulse is modeled by Eqn. 4.6, a relation
which is commonly used in discharge modeling [20]. During cooling, there will be
no ablation after the vapor pressure of the propellant reaches atmospheric pressure,
giving an upper bound on t.




, t ≥ ∆t (4.6)
There are a number of reasons to expect the propellant to cool rapidly after the
pulse. As previously mentioned, the thermal model indicates that at the end of
the pulse the temperature gradient is contained within 1% of the surface, an effect
that will lead to very rapid surface cooling. In addition, with 99% of the sample
still at room temperature, there is much room within the propellant for the heat
to dissipate. In the experiment [5], the propellant sample was held in place by an
object of significantly larger thermal mass, which would act as a sink for cooling.
Also, since the experiment was conducted in an open chamber, room temperature
air would be pushed out of the experimental chamber by the plasma wave, with cool
air rushing back into the chamber after the pulse, dropping the ambient temperature
[5]. All these factors will contribute to rapid cooling in cases based on experimental
configurations designed to observe the PPI.
The coupled ablation-thermal model can now be solved, generating as output the
total propellant ablated mass (obtained from the ablation rate and the propellant
surface area) as functions of bulk plasma density and total heat flux. Experimental
data for the ablated mass caused by the PPI for JA2 and XM39 [5] allows for the
83


























Figure 4.5: PPI model results for ablated mass versus peak JA2 surface temperature.
determination of the total heat flux incident on the propellant surface.
4.3 Results
The PPI model allows for the parametric study of the plasma-propellant inter-
action. By varying the bulk plasma density and surface heat flux, the total ablated
mass can be found by time integrating the ablation rate over the experimentally
known surface area of the propellant. Plotting the results as a function of peak
surface temperature, that is Ts = T (L, ∆t), Figs. 4.5 and 4.6 can be generated. As
previously mentioned, the experiments of Li et al. measured a total ablated mass of
5.3 mg and 2.8 mg for JA2 and XM39, respectively. These values are shown as hori-
zontal lines in Figs. 4.5 and 4.6. The simulated range of bulk plasma number density
was estimated from previous capillary simulations and the experimental geometry to
likely be in the range 1021–1024 m−3.
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Figure 4.6: PPI model results for ablated mass versus peak XM39 surface tempera-
ture.
Linear interpolation is used to determine the exact heat flux that results in the
experimental ablated mass for a given bulk plasma density. This can be visualized
as the intersection point of the horizontal lines, representing the experimentally de-
termined ablated mass, with the simulation curve at any chosen density in Fig. 4.5
or 4.6. This interpolated data is displayed in Fig. 4.7, where there is now only one
curve for each propellant that perfectly matches the experimental total ablated mass
at each plasma density. The total heat flux for both propellants is on the order of
1 × 108 W/m2. Again, as the plasma density in the experiment is not known it is
treated parametrically here. Bulk plasma density and temperature will be solved for
directly in Chapter VI using the models outlined in Chapter III.
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Figure 4.7: Total surface heat flux to each propellant needed to reproduce the ex-
perimental ablated mass.
4.4 Discussion
Since it is assumed that the capillary plasma source generates an identical plasma
for each propellant, any differences in the incident heat fluxes must be due to differ-
ences in the propellants themselves. It can clearly be seen from Fig. 4.7 that JA2
will consistently have a higher heat flux than XM39. Careful inspection of Figs. 4.5
and 4.6 shows that XM39 will have a higher surface temperature at a given plasma
density, but this clearly does not translate into a higher ablated mass.
The downward slope of the curves in Fig. 4.7 is readily explained by the ablation
rate contours. As plasma density increases in Fig. 4.7, total heat flux (or peak
surface temperature) decreases. This is analogous to what is seen in Figs. 4.3 and
4.4. Following the 200 kg/m2s curve in Fig. 4.4 shows that as plasma density increases
the surface temperature must decrease. Thus it is clear that the shape in Fig. 4.7 is
due to the fact that the total ablated mass is fixed at each plasma density, forcing
the heat flux to decrease as plasma density increases in order to preserve the total
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ablated mass.
Figure 4.7 raises the question that if the bulk plasma is identical for each pro-
pellant, why is the total heat flux different? Indeed, one would initially expect that
the heat flux would be the same for each propellant, with the difference in ablated
masses due to the differences in thermal conductivities and vapor pressures of the
propellants. A comparison of the optical properties of the two propellants yields in-
sight into the differences between the total heat fluxes of JA2 and XM39. Nitramine
composite propellants, such as XM39, are opaque to most wavelengths, and studies
indicate that they do not allow radiation to penetrate and affect change in-depth.
As previously discussed, it has been demonstrated that JA2 allows radiation to pen-
etrate in-depth, with physical and chemical changes occurring up to approximately
1 mm into the propellant [10, 2]. In addition, it has been determined in experiments
that XM39’s reflectivity may be as high as 50% [11]. This information suggests that
the difference between the heat flux to JA2 and XM39 is due to the optical proper-
ties of each propellant, specifically to the suceptibility to penetrating radiation from
the plasma. Since JA2 is semi-transparent, radiation absorption would allow for
an additional heating mechanism during the PPI. While XM39’s opacity and high
reflectivity would block most, if not all, of the radiative energy from heating the pro-
pellant bed. Much research has been done studying the radiation from the plasma
and what effect it could have on the PPI [10, 2], so this suggestion is not surprising.
If the difference in total heat flux between the two propellants is indeed due to
plasma radiation, it is possible to calculate a preliminary estimate of the magnitude
of the radiative heat flux. Assuming that XM39 receives no radiative energy from
the plasma—which is not a very good assumption, but will suffice for this simple



























Figure 4.8: The approximate JA2 radiation fraction, ∆q/qJA2, as a function of
plasma density.
receives by absorption of penetrating plasma radiation. It should be noted that ∆q
represents only a small fraction of the radiative heat flux available in a black body
plasma at Te=1.5 eV. This difference can be partially explained by indications that
vaporized propellant can act as a plasma radiation shield, helping to block some of
the radiation flux coming from the plasma from ever reaching the propellant bed
[5]. Thus, the quantity ∆q/qJA2 should roughly approximate the contribution to
JA2’s total heat flux made by plasma radiation. Under these assumptions, Fig. 4.8
indicates that radiation constitutes 27–32% of JA2’s total heat flux. Although only
a rough estimate, when this work was originally presented [37] it represented the
first time such an estimate could be made. This estimate is refined further in the
next chapter with the inclusion of a plasma sheath model for the determination of
the convective heat flux to the propellant bed. Assuming a two element heating
mechanism (convective and radiative), it is possible to determine what fraction of
the total heat flux is made up of radiative heat flux, for each propellant.
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Experimental work by Das et al. indicates that the radiative heat flux estimate
(∆q) lies at least within an order of magnitude of reality [12]. In the experiment,
temperature sensors were placed behind an optically transparent stagnation plate,
which only allowed radiative heat flux to affect the sensors. When a capillary dis-
charge plasma was directed at the plate, the surface temperature as a function of
time was determined. A thermal model, similar to the one employed here but ob-
viously neglecting ablation, was used to determine the radiative heat flux incident
on the surface. For a capillary-sample distance of 50 mm and capillary charging
voltage of 2.5 kV, a peak heat flux of 1.4 × 107 W/m2 was found. Increasing the
sample distance to 75 mm decreased the peak heat flux to 3.8× 106 W/m2 [12]. In
the present work, the radiative heat flux is on the order of ∆q = 5 × 107 W/m2. It
is well within reason that a decrease in capillary-sample distance to 25 mm and an
increase in charging voltage to 4 kV (to match the conditions in [5]) could readily
yield a radiative heat flux on the order of ∆q.
4.5 Conclusions
The PPI model presented in this chapter is the first such model to solve for the
total heat flux to the propellant bed. This is significant as the total heat flux can
not readily be measured in experiments. This is accomplished by using experimental
data for the total ablated mass after the PPI to parametrically close the model. It
should be noted that experiments to determine this total ablated mass are relatively
simple when compared to attempts to measure the heat flux to the propellant bed.
The results of the PPI model indicate that radiative heat flux from the plasma
constitutes a non-trivial heat source for the plasma-propellant interaction. This
means that the optical properties of the propellants can not be ignored, and that the
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best propellant choice for ETC application is one that allows plasma radiation to
penetrate in-depth, tapping a significant heating mechanism. The results presented
here seem to agree well with experimental data, although comparison in this regard
is limited due to the aforementioned difficulty in conducting heat flux measurements.
This chapter clearly indicates the need to determine what mechanisms are con-
tributing to the total heat flux that reaches the propellant bed. What percentage of
the heat flux is due to convective flux from the plasma? What percentage is due to
radiation? Is plasma-surface chemistry significant? The first two questions will be
addressed in the next chapter with the development of a plasma sheath model, while
the last question will be addressed briefly in Appendix C.
CHAPTER V
Collisional Plasma Sheath Model
While the plasma-propellant interaction model, outlined in the previous chapter,
provided the average total heat flux to the propellant bed, it did not yield any
quantitative information concerning where this total comes from. What fraction of
the total heat flux is made up of radiation? What fraction comes from convective
particle flux? For the reasons outlined in Section 1.2.3, radiation modeling in the case
of the plasma-propellant interaction is not attempted in the present work. However,
modeling the convective particle flux can be performed by means of a collisional
plasma sheath model attached to the ablating propellant surface.
This chapter outlines the collisional plasma sheath model developed for ETC
application. Results are discussed for constant neutral density, before results with a
time varying neutral density, obtained from the PPI model, are presented. By using
the total heat flux obtained from Chapter IV, and the convective heat flux obtained
in this chapter, the fraction of the total heat flux due to the convective heat flux is
determined as a function of bulk plasma density. The results in Section 5.3.1 were
first published in [40], while the results of Section 5.3.2 use the updated PPI model,
and are presented here for the first time.
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5.1 Introduction to Plasma Sheaths
A plasma sheath forms at any solid boundary in contact with a plasma. In
the quasi-neutral bulk plasma, the ion and electron densities are equal everywhere,
ni = ne = no, and the ions and electrons are thermalized, meaning they have the
same temperature. If the heavy ions and light electrons have the same temperature,
then that means the electrons are moving much faster than the heavy ions, otherwise
their kinetic energies would not be the same. As the bulk plasma approaches the
wall, the fast moving electrons strike the wall before the slow moving ions. The
electrons striking the wall establish a negative potential on the wall with respect to
the plasma. This negative potential, φw, repels some electrons from the vicinity of
the wall, while attracting ions. The wall potential will continue to drop until the
ion and electron fluxes balance, creating a condition known as a floating potential
(see Eqn. 5.7 below). In the plasma sheath, ni > ne, thus quasi-neutrality no longer
holds.
In most sheath models, the electron density is computed directly from the sheath
potential under the assumption of Boltzmann electrons. As the sheath potential is
a function of space, φ = φ(x), the electron density in the plasma sheath, under the
assumption of Boltzmann electrons, is given by
ne = ne(x) = no exp(φ(x)/Te), (5.1)
where Te and φ have units of Volts [19]. Inherent in the assumption of Boltzmann
electrons is that the electrons are bound strongly to the electric potential. Although
this was first derived for collisionless sheaths, it is found that, due to the small
collision cross section of electrons, this assumption holds even in highly collisional
plasma sheaths [41].
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In the type of plasmas encountered in ETC application, the plasma density is
high enough that ion-ion and ion-electron collisions in the bulk plasma are frequent
enough that the plasma can be treated hydrodynamically, as it was in Chapter III.
The collisionality of a plasma sheath, however, concerns the ion-neutral collision
frequency. For ETC application, the neutrals come from the ablating propellant
surface, and are made up of the propellant gas itself. Collisions with neutrals will
decrease the ion velocity in the sheath, via drag. Thus, the ion-wall impact velocity
of a collisional sheath will be less than the ion-wall impact velocity of a collisionless
sheath, an effect which will have great importance here. The dynamics of a collisional
plasma sheath is a topic of interest in a wide range of applications from analysis of
probe measurements [42] to fusion devices [43].
5.1.1 The Need for a Sheath Model in ETC Application
Due to the negative wall potential, the ion-wall impact velocity will be higher
than it would be without the plasma sheath. Higher ion velocity means higher
ion kinetic energy, thus the plasma sheath will increase the kinetic energy of ions
striking the wall, increasing the convective heat flux. However, as discussed above,
the collisionality of the sheath will also affect the ion-wall impact velocity. Thus a
computational sheath model must be used to determine the exact ion-wall impact
velocity, as direct analytical sheath results can not be used over the entire range of
conditions encountered in ETC application, as will be seen in Section 5.3.1.
5.2 The ETC Sheath Model
The one-dimensional, mono-energetic sheath model implemented here assumes
Boltzmann electrons and uniform background neutral density. The geometry of
the sheath model is shown in Fig. 5.1. The sheath model is coupled to the PPI
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Figure 5.1: Diagram of sheath model geometry. Present model represents the region
of the sheath coupled to the PPI model for propellant ablation.
model presented in Chapter IV. The ablated propellant gas forms a uniform neutral
background density which makes the sheath collisional. Ions enter the sheath at
non-dimensional speed uio.
The capillary discharge model of Chapter II indicates a plasma temperature of
Te=1.5 eV is appropriate. Chapter VI will use a time varying plasma temperature,
as determined by the CFD work of Chapter III. The equations to be solved are ion
continuity (Eqn. 5.4) and momentum (Eqn. 5.5), and the Poisson equation for the
electrostatic potential (Eqn. 5.3) . By making the cold ion assumption the ion density
gradient in the momentum equation can be neglected, and the resulting equations
can be solved by numerical integration via the Runge-Kutta method [44], starting at
the bulk plasma and proceeding toward the wall. This numerical method requires an
additional equation for completeness, which is given by the relation between electric
field and potential, listed as Eqn. 5.2 below.
For generality of solution, the equations are non-dimensionalized. All densities
are non-dimensionalized by the bulk plasma density, no, thus the ion density is given
by Ni = ni/no, and the neutral density by Nn = nn/no. The electric potential
is given as η = φ/Te, with Te in Volts. Velocities are non-dimensionalized by the
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Bohm velocity, Cs, thus ui = vi/Cs, where Cs =
√
eTe/mi and mi is the average
atomic mass of the propellant in question. Spatial dimension uses Debye length for
normalization, thus y = x/λ, where λ =
√
εoTe/(eno), and εo is the permittivity of
free space. Lastly, electric field is non-dimensionalized to ε = E λ/Te. The sheath
























where α = noλ
3, and σ̃ is the non-dimensional momentum exchange collision cross







where the extra factor of π/2 in the cross section forces the hydrodynamic sheath
treatment to match the kinetic treatment [45]. Due to lack of knowledge of the
chemical makeup of the ablated propellant during the PPI, it is assumed throughout
this work that the ions and neutrals have the same elemental makeup, being that
of the ablated propellant. In Eqn. 5.6, dj is the variable hard sphere diameter of
elemental compound j present in the propellant, and Xj is the mass fraction of
element j in the propellant. Table 5.1 contains the mass fractions and diameters
used that are taken from [9] (Xj values) and [46] (dj values).
The R̃i in Eqn. 5.4 is the non-dimensional ionization rate. It was found after a
series of representative cases that the effect of ionization collisions on the dynamics
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Table 5.1: Propellant composition by mass, and variable hard sphere diameters used
for momentum exchange collisions.
Species Xj, JA2 Xj, XM39 d(×10−10 m)
H 0.02345 0.03646 2.92 (H2)
C 0.09251 0.2248 1.544a
N 0.1955 0.2969 4.17 (N2)
O 0.6883 0.4418 4.07 (O2)
aAtomic diameter used for carbon as variable
hard sphere value could not be found.
of the plasma sheath was negligible for the range of conditions encountered here. For
simplicity, ionization in the sheath has been neglected throughout this work.
For a collisional plasma sheath the ion inflow velocity at the bulk plasma interface,
uio, is not known [47]. The physical range will be at or below the Bohm velocity,
uio = 1. The exact ion inflow speed depends on the characteristics of the plasma
source and the plasma-air interaction happening between that source and the sheath
edge. For this reason the ion inflow speed is not known, but a reasonable range can
be assumed. In this chapter, values for uio of 0.3, 0.6, and 1 are used to see the
effect that inflow velocity has on the sheath dynamics, specifically the convective
heat flux reaching the propellant bed. It must be noted that changing the inflow
velocity changes the ion flux into the sheath, as Ni = 1 at the sheath edge for all
cases.
The propellant bed is taken to be a floating wall, with the potential at the bulk
plasma interface defined as ηo = 0. With the variable ion flux, the derivation of the
floating potential yields










where me is the electron mass. Note that with ionization neglected, the ion flux is
constant across the sheath, such that Niui = uio. The Runge-Kutta method stops
integrating when η = ηw.
A non-zero initial electric field is assumed to obtain the initial potential gradient
that is consistent with a sheath solution. An initial value was used for a number
of representative simulations in the range 10−8 ≤ εo ≤ 10−4, with there being no
change in the simulation results over this variation. Thus the initial electric field is
arbitrary for the solution as long as it lies within this broad range.
5.2.1 Results at Fixed Neutral Density
Before coupling the sheath to the ablation model it is beneficial to examine some
results for fixed background neutral density, Nn, as they warrant discussion. The
initial conditions assume a bulk plasma (y = 0) in the vicinity of the sheath with
a small electric field, εo = 10
−5; grounded potential, ηo = 0; no charge separation,
Ni = Ne; and no background neutrals, Nn = 0. At the beginning of the simulation
the ions begin to experience a drag force due to the second term on the right hand
side of Eqn. 5.5. If this drag force is not immediately overcome by the electrostatic
acceleration term in Eqn. 5.5 then the ions slow down. Due to continuity (Eqn. 5.4)
the ions begin to pile up near the interface. Since the electrons are non-collisional,
eventually the charge separation is great enough that the electrostatic term in Eqn.
5.5 overcomes the drag term and the ion density begins to drop off again.
In Figs. 5.2 and 5.3, representative sheath solutions for fixed neutral density are
shown. Figure 5.2 represents a classic sheath solution, with only a small rise in ion
density after the inflow, due to the ion-neutral collisions. Figure 5.3 shows a typical



























Figure 5.2: Sheath solutions at constant neutral density for JA2 where uio = 1,
no = 10
22 m−3, and Nn = 10.
the neutral density is increased, the ion density peak becomes higher and thinner.
Sheridan and Goree briefly mention this effect in [48], however these profiles had not
been published prior to [40]. The cold ion, Runge-Kutta formatted model employed
here is common in collisional sheath modeling, and these results, although physical
for the conditions imposed, can be considered a limitation in this approach. It should
be noted that for strongly collisional sheaths, this model returns the analytical results
for a fully collisional sheath, as expected.
5.2.2 Coupling to the PPI Model
Coupling the sheath model to the ablation model allows for the determination of
the sheath dynamics over the course of the plasma pulse, ∆t=280 µs [37]. With the
propellant surface temperature profile and a model for the vapor pressure of each
































Figure 5.3: Sheath solutions at constant neutral density for JA2 where uio = 1,
no = 10
22 m−3, and Nn = 104.
where P (Ts) is the propellant vapor pressure at surface temperature Ts, and k is
Boltzmann’s constant. Since Ts is a function of time in the PPI model, the back-
ground neutral density is thus given as a function of time during the plasma pulse.
By discretizing the pulse time it is possible to solve the steady state sheath equations
under each neutral density condition and patch these solutions together to obtain
the time evolution of the sheath. Implicit in this assumption is that the formation
time of the sheath is much less than the discretization of the pulse duration. The
formation time of the sheath can be estimated as λ/vi, which is on the order of 10
−11
seconds, or less, for the cases shown here. The pulse discretization is typically on
the order of 10−9 seconds or more.
The convective heat flux reaching the propellant bed, qconv, as a function of time
during the plasma pulse can now be calculated for a range of bulk plasma densities.
The convective heat flux to the propellant bed, under the assumption of no ionization
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2 + 2eTe − eTeηw
)
, (5.8)
where uiw is the ion-wall impact velocity [20]. The first term in Eqn. 5.8 is the
kinetic energy of the ions impacting the wall. The second and third terms represent
the electron impact energy, with the former being the kinetic energy of Maxwellian
electrons, and the latter an energy bias, as only electrons that can overcome the
potential hill of the sheath can strike the wall [20]. A full derivation of Eqn. 5.8 is
presented in Appendix B.
5.3 Coupled Model Results
In this section the sheath model is coupled to the PPI model developed in Chapter
IV. Section 5.3.1 presents results first published in [40] using the semi-analytical
ablation model discussed in the previous chapter and originally published in [37].
Due to the fact that the data presented is illustrative in nature, these figures are
not regenerated using the surface temperature profiles from the updated PPI model
data, as differences are minor. Section 5.3.2 presents the results utilized in the ETC
model, which are obtained from the updated PPI model data outlined and presented
in Chapter IV, as direct conclusions regarding the PPI are drawn from these results.
In Section 5.3.1 the plasma pulse is discretized into ten segments, resulting in a
timestep of 2.80×10−5 s. In Section 5.3.2 the sheath model is integrated directly
into the PPI code, rather than executed in post-processing, thus it is possible to
use a much smaller timestep. The timestep for the coupled sheath/PPI model is
2.80×10−9 s. Since the sheath model calculates the average convective heat flux by
averaging the convective heat flux at each timestep, the primary result of a smaller





















Figure 5.4: Representative convective heat flux versus ion inflow velocity at fixed
neutral density for JA2 at no = 10
22 m−3.
the PPI, provided that the formation time of the sheath is still much less than the
timestep in the sheath model.
5.3.1 Time Accurate Sheath Limits
A representative plot of the convective heat flux versus ion inflow velocity at a
range of constant background neutral densities for JA2 is shown in Fig. 5.4. Clearly,
there is a correlation between neutral density and convective heat flux; as neutral
density increases, the convective heat flux decreases. This has a large impact when
coupled with the ablation model, since as time progresses the surface temperature
increases, which increases the vapor pressure and thus the neutral density. This can
clearly be seen for the representative case presented in Fig. 5.5, which shows the
propellant surface temperature and associated neutral density for JA2 taken from
[37], while Fig. 5.6 shows the model results for convective heat flux versus time over
the course of the plasma pulse.














































































Figure 5.7: Surface temperature and neutral density for XM39 at no = 3×1022 m−3.
heat flux for XM39 are shown in Figs. 5.7 and 5.8, for the same bulk plasma density.
Note that XM39 exhibits a higher convective heat flux than does JA2. In these
illustrative cases there is a noticeable difference in the curvature of the convective
heat flux for XM39 compared with that of JA2 early in the plasma pulse. This
is easily explained by examining the neutral density near the start of the pulse.
The initial neutral density is on the order of Nn = 0.1 for XM39, indicating that
the plateau approached on the left hand side of Fig. 5.8 is actually the collisionless
sheath limit. It stands to reason that the level plane reached on the right of Fig. 5.8
is the fully collisional sheath limit.
Examining Eqn. 5.8, one discovers that all variables are defined analytically, such
as ηw, or found from the PPI model, as Nn is. The only unknown that is needed
from the sheath model is uiw, the ion-wall impact velocity. Analytical solutions exist
for the ion-wall impact velocity in the extremes of collisionless and fully collisional
sheaths [48]. With these values known, the analytical solutions can simply be substi-




















Figure 5.8: Convective heat flux for different ion inflow velocities for XM39 at no =
3× 1022 m−3.





























which relies heavily on analysis from Child’s Law [48]. These asymptotic values are
compared to the simulation results and are found to yield excellent agreement for the
highly collisional end of the heat flux, indicating that toward the end of the plasma
pulse the sheath belongs to the fully collisional regime. For most cases the sheath is
never collisionless, as the non-dimensional neutral density is generally greater than
one at all timesteps. The sheath is in a transition regime, neither collisionless nor
fully collisional, for a significant fraction of the plasma pulse for most data sets.
One of the best cases for illustration is shown in Fig. 5.9, which is the uio = 1





















Figure 5.9: XM39 at no = 3× 1022 m−3, uio = 1. A representative simulation result
as compared to the convective heat fluxes for a collisionless sheath and
a fully collisional sheath.
simulation result has deviated from the collisionless solution, indicating that the
sheath has entered a transition regime that continues until ∆t=0.6. The simulation
makes a smooth transition from near collisionless to fully collisional.
5.3.2 Average Convective Heat Flux
Since the total heat flux, qtotal, obtained from the PPI model of Chapter IV, is
constant over the course of the plasma pulse, the relevant convective heat flux needed
for comparison is the time average. The time average convective heat flux, qconv,avg,
obtained from the coupled sheath/PPI model is shown in Fig. 5.10 for ion inflow
velocities of uio=0.3 and 1.0. For a given combination of bulk plasma density and
ion inflow velocity, XM39 has a higher convective heat flux than JA2. However, as
discussed in Chapter IV, JA2 has a higher total heat flux than XM39 at a given bulk
plasma density. Since JA2 is susceptible to plasma radiation, and XM39 is not, it is
expected that JA2 will have a higher radiative heat flux. The data presented here
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Figure 5.10: Time average convective heat flux for each propellant as a function of
bulk plasma density and ion inflow velocity.
indicates that the importance of radiation is even more pronounced. Not only does
JA2 have a higher radiative heat flux than XM39, but the fact that JA2 has a lower
convective heat flux requires that JA2 receives even more of it’s total energy from
radiation than previously thought. JA2 must absorb enough radiative energy to not
only meet, but exceed, the amount of energy XM39 receives from convective heat
flux alone.
As ion inflow velocity decreases, so does the convective heat flux. This can be
easily understood by examining Eqn. 5.8. Recall that the particle flux into the sheath
is given by noCsuio. As uio decreases, the particle flux into the sheath decreases,
which intuitively will decrease the convective heat flux to the wall. Of course, uiw
will also change in the sheath solution if a lower initial velocity is used, however, the
main contribution to the difference seen between ion inflow velocities in Fig. 5.10 is
due to the change in particle flux entering the sheath.
Knowing the total heat flux from Chapter IV, and the average convective heat
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Figure 5.11: Fraction of the total heat flux that is accounted for by the convective
heat flux for uio=0.3.
flux, it is now possible to determine what fraction of the propellant’s total heat flux is
made up of convective heat flux. Figures 5.11 and 5.12 show the fraction qconv,avg/qtotal
for uio=0.3 and 1.0, respectively. Data is only shown up to qconv,avg/qtotal=1, since
any value above this point is contradictory, as the convective heat flux would be
higher than the total heat flux. Here, as in Chapter IV, the bulk plasma density is
treated parametrically. In the next chapter, concerning the combined ETC model,
the bulk plasma density will be solved for exactly.
5.4 Conclusions
In this chapter, a collisional plasma sheath model was developed for ETC appli-
cation. The model finds that XM39, an optically opaque propellant, has a higher
convective heat flux than JA2, which is semi-transparent. Since the PPI model
indicates that JA2 has a higher total heat flux than XM39, it is concluded that
plasma radiation is an important heat source in the plasma-propellant interaction.
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Figure 5.12: Fraction of the total heat flux that is accounted for by the convective
heat flux for uio=1.
This simulation data reaffirms previous conclusions from modeling and experimental
work that when picking a propellant for ETC application, the optical properties can
not be ignored, and that the best choice for ETC gun propellant is one which allows
plasma radiation to penetrate it’s interior.
Results clearly show that the sheath can begin in the near collisionless regime,
undergoing a smooth transition to the fully collisional regime before the end of the
plasma pulse. In all cases, most of the time the sheath is fully collisional, thus
if an analytical limit must be used to calculate the convective heat flux, the fully
collisional limit (Eqn. 5.9 with Eqn. 5.8) is the best option. Although this study
indicates that having a low vapor pressure would increase the convective heating of
the propellant, it is known that this would also result in a lower ablation rate, which
is a negative effect to ETC ignition overall. It is also unknown how much radiation
shielding is occurring due to ablated propellant neutrals, and perhaps there is an
optimum balance between ablation and radiation shielding to yield the ideal vapor
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pressure for ETC application.
The results of this chapter, and the previous one, treat bulk plasma density
parametrically. In the next chapter the work of Chapters II—V will be combined
to yield the end-to-end electrothermal chemical gun model that is the final result of
this thesis. In this final model, the bulk plasma density will be solved for via CFD,
and will no longer be treated parametrically.
CHAPTER VI
Model Integration
This chapter presents the combined end-to-end electrothermal chemical gun model
that is the major result of this thesis. The models presented in Chapters II—V are
combined to determine the total and convective heat flux reaching JA2 and XM39
in an experiment that measured the total mass loss after the plasma-propellant in-
teraction. The data and conclusions presented in this chapter are given here for the
first time.
6.1 The Combined (E3TC) Model
A flowchart, outlining the coupling and data flow in the end-to-end electrother-
mal chemical gun model, is shown in Fig. 6.1. For ease, the combined end-to-end
electrothermal chemical gun model is abbreviated throughout the rest of this thesis
as the E3TC model. This section will outline how the previously presented models
are coupled, as well as briefly recapping the input and output of each. Note that
data in the combined model only flows in one direction, allowing each submodel,
represented as blocks in Fig. 6.1, to run independently of the other models, thus
requiring only weak coupling in terms of programming.
The capillary model (Chapter II) simulates the polyethylene capillary plasma
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Figure 6.1: Diagram of the E3TC model.
generator that is used to ignite the solid propellant, and is the source of the plasma
in the plasma-propellant interaction. As input, the capillary model requires the
supplied electrical discharge current. This can come either from an experiment, as is
the case in this chapter, or it’s shape can be assumed, as it was in Chapter II for the
capillary parameter study. As output, the capillary model generates time varying
data for outflow temperature, T , outflow pressure, P , and the mass density of each
fluid species (C, C+, H, H+, e−).
The CFD plasma-air chemistry model (Chapter III) simulates the expanding cap-
illary plasma jet before interaction with the propellant surface. As inflow boundary
conditions, it only requires the output from the capillary model, fitted to high order
polynomials. The CFD model provides an abundance of information on the plasma-
air chemistry happening in the jet. This chemistry information may be used in a
future model to analyze possible plasma-surface chemistry and how it affects the
PPI; a possibility that will be discussed in Appendix C. In the E3TC model as it
now exists, this detailed chemistry information is passed out of the CFD code, but
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is not used by the PPI model, as only the total ion number density is needed. The
fluid temperature and species number density at the location that the propellant
is located (further explained in Section 6.2), as a function of time, is output. The
number density of ions—or alternatively, the number density of the electrons, as the
plasma is quasi-neutral—is defined as the bulk plasma density, no, in the PPI model.
As it is assumed that the plasma is in equilibrium. The single temperature simulated
in the CFD model is taken to be the plasma temperature in the PPI model.
With the bulk plasma density known, the parametric nature of the PPI model
solutions, illustrated in Figs. 4.5 and 4.6, is eliminated. Furthermore, a time varying
plasma temperature is incorporated into the model, which had previously not been
used, as a constant Te=1.5 eV had been assumed based on the results of the capillary
parameter study. As emphasized in Chapter IV, the PPI model requires the experi-
mentally determined ablated mass due to the plasma-propellant interaction in order
to find the total heat flux to the propellant surface. The PPI model generates the
total heat flux to the propellant surface, q, which is the primary output of the E3TC
model. In order to perform the calculation necessary to find q, the propellant surface
temperature as a function of time must be found, and is itself useful in analysis of the
PPI. The PPI model then passes this time varying propellant surface temperature to
the sheath model for determination of the convective heat flux reaching the propel-
lant bed, qconv. This convective heat flux is then time averaged for direct comparison
to the total convective heat flux.
6.2 Experimental Setup
The results presented in this chapter model the experiment that determined the
propellant ablated masses used throughout this thesis [5]. The capillary inflow used
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Figure 6.2: Experimental geometry used in the E3TC model, taken from [5].
in this chapter is the same as that used in Chapter III, and is covered in detail in
Section 2.4, with no further elaboration needed or presented here.
The CFD geometry used is designed to match the experimental plasma jet ex-
pansion chamber. Figure 6.2 shows a diagram of the experimental setup, taken from
[5], where the CFD simulation covers the area labeled “Test Chamber”. Based on
the dimensions of the test chamber, the following CFD geometry, shown in Fig. 6.3,
was used in the E3TC model. A capillary nozzle is simulated, with a radius of 1.6
mm and length of 26 mm. The temperature at the wall boundary condition in the
nozzle was set such that the wall temperature is the same as the temperature in the
adjacent cell, resulting in no thermal gradients at the wall. This was done because
the nozzle wall temperature is not known, and this option is preferable to imposing
an arbitrary temperature. In the future, estimates of this wall temperature could be
made and used in the simulation, providing the nozzle material is known.
The distance from the capillary nozzle exit to the right boundary of the simulation
is 25 mm. Again, the axisymmetric nature of the problem is exploited, with an
axisymmetric boundary condition at y=0, and a wall located at x=26 mm. The
far right and top boundaries are outflow. An outflow condition was used at the






















Figure 6.3: Plasma jet temperature contours (K) taken at t=35 µs, used to illustrate
the CFD geometry.
condition could alter the results due to imposed CFD boundary conditions that would
artificially affect the plasma temperature and density.
Based on the CFD simulations of Chapter III, a uniform grid spacing of ∆x=0.1
mm, and a timestep of ∆t=2.5×10−9 s are used. Outflow data is recorded at each
timestep from the first cell above the symmetry line at x=51 mm. It was decided
that simulating the propellant sample holder and extracting wall data, rather than
outflow data, would result in undesirable phenomena. The wall boundary conditions
force the plasma temperature and pressure to meet certain CFD conditions that may
not be meaningful here. For instance, the plasma temperature would drop and the
plasma pressure would increase. Since the PPI and sheath models require the bulk
properties, it is questionable to use these results. Thus, unimpeded jet flow was
modeled here.
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The output from this CFD cell is then used to determine the bulk plasma density
and temperature for use in the PPI model. The bulk plasma density is defined as
no = nN+ + nO+ + nC+ + nH+ . (6.1)
Results of the simulation clearly show that nN+ and nO+ contribute a negligible frac-
tion to the total plasma number density, however, they are included in the calculation
of no for completeness. As in Chapter IV, the total propellant ablated masses of 5.3
mg for JA2 and 2.8 mg for XM39 are obtained from the experiment [5] and used to
fix the total heat flux.
The propellant surface temperature as a function of time, generated by the PPI
model, is used to calculate the convective heat flux at a range of ion inflow velocities
via the plasma sheath model developed in Chapter V.
6.3 Results
This section presents the results of the E3TC model. Detailed discussion of the
results are postponed until Section 6.4, when the results of the model can be viewed
as a whole. No discussion of the results obtained purely from the capillary model is
presented, as this same input was used in Chapter III, and discussion can be found
there.
6.3.1 CFD Plasma Jet Chemistry
The relevant output obtained from the CFD code is shown in Fig. 6.4. Although
only no and T are required, the data for nC+ and nH+ is included to show how the
bulk plasma density is decomposed. Clearly, a majority of the plasma is made up of
hydrogen ions. Peak plasma density is on the order of 2×1024 m−3.






































Figure 6.4: Bulk plasma density and temperature, as determined by the CFD code
in the E3TC model.
Although there is nothing in the model or the data that prohibits this, an alterna-
tive method was selected for a number of reasons. Due to the fluctuations and spikes
visible in the data, a series of plateaus were used in which each has a single plasma
density and temperature. The values of the plateaus were found by averaging the
values in each region, avoiding any significant spikes in the data, which would skew
the averages. Secondly, due to time constraints, the CFD simulation was not able
to run to completion. Ideally, the plasma density and temperature, as a function of
time, would be found over the course of the entire capillary discharge. The approx-
imately 140 µs of time simulated here required over 158 hours of computation time
running on thirty 2 GHz processors. Since the simulation could not be concluded, an
approximation was made that the value of the last plateau continues until the end
of the plasma discharge, 280 µs after the plateau begins. The plateaus are shown in
Figs. 6.5 and 6.6 for plasma density and temperature, respectively.









































Figure 6.6: Plasma temperature raw data and plateau fits for use in the PPI model.
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Table 6.1: Plateau values and times used in the PPI model. Times are shifted from
the CFD data of Fig. 6.4 so that t=0 is the start of the PPI.
Start Time (µs) End Time (µs) no(m
−3) T (eV)
0 18 6.48×1023 1.91
18 60 8.85×1021 0.143
60 340 1.74×1024 2.10
times during the simulation show that the first plateau, starting at t=35 µs, cor-
responds to the arrival of the precursor shock, and is the beginning of the plasma-
propellant interaction. The second plateau has a significantly lower density and
temperature than the first plateau, but is still able to cause propellant ablation.
The third plateau represents the bulk of the plasma, as the preshock structure has
completely passed at this time. The third plateau continues for 280 µs. The exact
values obtained for the plateaus are shown in Table 6.1, where the times have been
shifted such that t=0 is the start of the plasma-propellant interaction.
6.3.2 The Plasma-Propellant Interaction
With the plateaus listed in Table 6.1 programmed into the PPI model, the range
of heat flux is iterated over to find the total heat flux that matches the experimentally
determined ablated mass, for each propellant. The range of total ablated mass, as
a function of the surface temperature at the end of the PPI, is shown in Fig. 6.7
for each propellant. The horizontal lines that intersect the curves correspond to
the experimental ablated mass for each propellant. The total heat flux matching
the experimental ablated mass is 1.29×108 W/m2 for JA2 and 9.67×107 W/m2 for
XM39. The conclusion from Chapter IV that JA2 always has a higher total heat
flux clearly continues to hold here. So does the conclusion that XM39 consistently
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Figure 6.7: Total ablated mass for each propellant as a function of the surface tem-
perature at the end of the PPI.
has a higher surface temperature, illustrated by Fig. 6.7.
Due to the varying plasma density and electron temperature, the propellant sur-
face temperature versus time profiles are worth noting. In order to reproduce the
exact surface temperature profiles, the PPI model was run using the heat flux found
via interpolation of Fig. 6.7 that reproduced the experimental total ablated mass.
The propellant surface temperature profiles are shown in Fig. 6.8. The divisions
between the three plateau regions are clearly visible. An interesting change happens
after the second plateau; the surface temperature drops significantly and appears to
reach an equilibrium value. This can be explained by the changes in bulk plasma
density. At the same surface temperature, a higher bulk plasma density yields a
higher ablation rate, as evidenced by the ablation rate contours show in Figs. 4.3
and 4.4. As the ablation rate increases, the equilibrium surface temperature de-
































= −λ−1(q −∆HΓ− Cp(Ts − To)Γ)
As the ablation rate, Γ, increases, heat is carried away from the surface at an in-
creasing rate. Since the total heat flux, q, is constant, the only way to reach an
equilibrium is to settle onto a new equilibrium surface temperature. The ablation
rate for each propellant is shown in Figs. 6.9 and 6.10, for JA2 and XM39, respec-
tively. Note that XM39 has a lower ablation rate than JA2, resulting in it’s higher
surface temperature. The phenomenon that occurs when the PPI model reaches the
third plateau is quite interesting. The surface temperature is high, but when the
plasma density increases the ablation rate increases. This new ablation rate then
rapidly carries away a large amount of heat from the surface, dropping the ablation
rate (see Figs. 6.9 and 6.10 at t ≈ 65 µs). Since the temperature was much higher
than the “new” equilibrium temperature for the third plateau, the surface tempera-

























Figure 6.9: Ablation rate for JA2 as a function of time.
rest of the PPI. Note that Fig. 6.8 shows that the peak surface temperature is not at
the end of the PPI, but occurs in the first one third of the PPI, a fact that should be
taken into account when viewing Fig. 6.7, although the relative difference between
propellant temperatures remains approximately the same.
6.3.3 Convective Heat Flux
The convective heat flux reaching each propellant was calculated from the plasma
sheath model at ion inflow velocities of uio=0.3 and 1.0. The exact total heat flux
needed to reproduce the experimental total ablated mass for each propellant was
used, so that time accurate data on the convective heat flux could be obtained.
The results for the average convective heat flux are displayed in Table 6.2 for
both propellants and ion inflow velocities. The sheath simulation indicates that, for
the plasma density and temperature profiles used, the convective heat flux is higher
than the total heat flux for each propellant, which is not physically possible. Theories























Figure 6.10: Ablation rate for XM39 as a function of time.





uio=0.3 uio=1.0 uio=0.3 uio=1.0
JA2 1.29×108 4.87×109 1.44×1010 37.6 111
XM39 9.67×107 5.68×109 1.74×1010 58.8 180
that XM39 continues to have a higher convective heat flux than JA2, as previously
observed in Chapter V.
The convective heat flux as a function of time during the PPI is shown in Fig. 6.11
for uio=0.3, and in Fig. 6.12 for uio=1.0. The transitional sheath is clearly visible
as the curve at the beginning of the PPI in the convective heat flux for XM39. It is
not surprising that, at such high bulk plasma density, the sheath is fully collisional




















































Figure 6.12: Convective heat flux for uio=1.0, as a function of time.
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6.4 Discussion of E3TC Model Results
This section contains discussion of the results from the E3TC simulation pre-
sented above. Theories are proposed to explain the anomalous results of the convec-
tive heat flux calculation.
One interesting result of the CFD submodel is that the plasma jet, even with
a capillary-sample distance of greater than 10 mm, contains a negligible fraction of
ionized air species. Based on the results of Case S3 in Chapter III, it was expected
that there would be an initial spike in ionized air species as the precursor shock
passed. This is not the case, and it is clear from Fig. 6.4 that the plasma in the jet
is composed entirely of carbon and hydrogen ions. The fluctuations visible in the
CFD output of Fig. 6.4 indicate the difficulty in using CFD data from a complex
flowfield with the gas passing through numerous shock and expansion features (recall
the discussion of the jet structure accompanying Fig. 3.2). The need to use average
values for the plasma density and temperature can be considered a limitation in the
current simulation, but not in the model as a whole, as time accurate data could
be used in the E3TC model, if there was sufficient time for the CFD simulation
to complete. That being said, the computational expense of the CFD portion of
the E3TC model can be considered a major limitation, as it is the bottleneck for
computational speed in the model.
The propellant surface temperature, as a function of time, obtained from the PPI
model, demonstrates one of the limitations in using a constant total heat flux. There
is no reason to expect the total heat flux to remain constant during the PPI. In
fact, there are many reasons to expect it to change; the change in ablated particle
density over time would very likely lead to time varying radiation shielding, just as
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the convective heat flux changes over time. Unfortunately, there is at present no
way to accurately tell how the total heat flux will change during the PPI. If such
a measurement were possible then the model would be able to use that data to
determine the total ablated mass, rather than the total heat flux. This need to use a
constant total heat flux is a major limitation in the E3TC model, with no foreseeable
correction, short of modeling all other heat sources in the PPI in a time accurate
manner.
The E3TC model provides an estimate of the total heat flux that reached the
propellant bed in the experiment [5]. It supports previous conclusions that JA2 re-
ceives more energy from the plasma than does XM39, with the most likely source of
the additional energy being penetrating plasma radiation. The resulting total heat
fluxes fall in the range established by treating the bulk plasma density parametri-
cally in Chapter IV, which fall within an order of magnitude of estimates made via
experimental data regarding the total radiation heat flux.
The results regarding convective heat flux require further examination. The
sheath model predicts that the convective heat is higher than the total heat flux
for the range of reasonable ion inflow velocities. There are four possible explanations
for this discrepancy, outlined below. The true explanation could be any one of these
theories, or a combination of the four.
1. The sheath model (Chapter V), is failing to take into account some features of
the actual plasma sheath attached to the propellant surface. This explanation
is very likely, as numerous assumptions are made in the sheath model. As is
typical in sheath models, the cold ion assumption is made. This eliminates
the density gradient term in the momentum conservation equation, allowing
for the solution of the sheath equations via numerical integration. The CFD
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simulation indicates that the ions are likely very hot, on the order of an elec-
tron volt. Secondly, the sheath model assumes a constant background neutral
density, which may not be accurate. With high collisionality in the sheath,
momentum transfer would likely occur in two directions (constant background
density assumes momentum exchange from ions to neutrals, without the neu-
trals recoiling from the collision), which would affect the neutral density dis-
tribution over time. Furthermore, there is a different neutral density at each
sheath timestep (calculated from the instantaneous surface temperature), with
no hysteresis in the neutral density. An upgrade to a more complex sheath
model that takes these factors into account could result in a more accurate
estimate of the convective heat flux reaching the propellant bed. Additionally,
the wall temperature boundary condition in the nozzle mentioned previously
could alter the end temperature and plasma density from the CFD simulation.
2. As shown in Chapter V and Table 6.2, reducing the ion inflow velocity to
the sheath, uio, can drastically reduce the convective heat flux. As stated in
Chapter V, this is mostly due to the reduction in the ion flux into the sheath,
which scales as noCsuio. Although it was felt that uio=0.3 was a good estimate
for the lower limit for ion inflow velocity, it is possible that the real value could
be lower. It should also be noted that it is possible that each propellant will
have a different ion inflow velocity, resulting in further differences in convective
heat flux for each propellant. It is possible to estimate, by extrapolation from
existing simulation data, what ion inflow velocity will result in a convective
heat flux equal to the total heat flux, for each propellant. This estimate can
then be refined and confirmed by simulation. Conducting this study finds that
the ion inflow velocity needed to force the time average convective heat flux to
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match the total heat flux is uio ≈ 0.005 for JA2 and uio ≈ 0.001 for XM39. A
number of factors, including a large number of ion-neutral collisions near the
sheath edge, could reduce the ion inflow velocity much below sonic conditions.
There is no reason to consider these velocities unreasonable.
3. There is evidence [21] that the capillary model may generate an outflow density
and pressure that is higher than reality. Results from Case S2 (Chapter III)
indicate that the pressure in the plasma holding chamber is more than twice
the experimental pressure. A capillary density that is higher than in the ex-
periment would yield a higher convective heat flux simply due to the presence
of the plasma density (no) in Eqn. 5.8. Further experimental validation of the
capillary model may be required to find how well the model predicts capillary
outflow pressure. It is possible that the sonic boundary condition might yield
an inaccurate result, as it is possible that the outflow velocity is greater than
sonic speed.
4. The final theory as to why the convective heat flux is larger than the total
heat flux is more unorthodox, yet has a foundation in experimental data. It
has long been suspected that radiation is a significant source of heat flux in
the PPI [2]. Experimental data [12], discussed in Section 4.4, indicates that
the radiative heat flux in this case may be on the order of the total heat flux
estimated by the E3TC model. The final theory to explain the convective heat
flux anomaly is thus that the plasma does not come into physical contact with
the propellant surface. There is evidence that the ablated propellant particles
provide radiation shielding to the propellant surface [5]. Any gas dense enough
to provide a significant amount of radiation shielding would also likely shield
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heavy particle flux. It is possible that, after a very brief transient time, the
ablated propellant gas near the surface shields the propellant surface from
physical contact with the plasma. Although a small percentage of plasma ions
would likely reach the surface, it is possible that they would form a small, or
negligible, heat flux. If this were the case, then the plasma-propellant chemistry
effects discussed in Appendix C would be entirely negligible.
6.5 Conclusions
Presented was the end-to-end electrothermal chemical gun model, abbreviated as
the E3TC model, that is the major result of this thesis. The E3TC model is composed
of the numerical models outlined in Chapters II—V, along with experimental data
outlined in Chapter I. The main result of the model is the simulation of the plasma-
propellant interaction, leading to an estimate of the total heat flux reaching the
propellant bed during the PPI. Estimates for the convective heat flux reaching the
propellant surface are shown to be non-physical, and theories are presented to explain
this discrepancy. The estimate of the total heat flux to the propellant bed falls within
the expected values based on available experimental data. Although average values
were used for the plasma density and temperature obtained from CFD, this should
be viewed as a limitation of the present simulation, and not the model as a whole,
as time accurate data could be used if time permitted.
CHAPTER VII
Conclusion
This chapter provides a brief overview of the entire thesis, singles out original
contributions of this work, and outlines potential future work.
7.1 Summary
Presented in this thesis were the components of an end-to-end electrothermal
chemical gun model. Each component is itself a complete model that yields results
that provide insight into the physical phenomena encountered in ETC guns. The
models presented allow for the simulation of an electrothermal chemical gun, from the
generation of the ignition plasma, to the interaction of the plasma jet with the solid
propellant. The individual models presented cover the capillary plasma generator
(Chapter II), the expanding plasma jet undergoing plasma-air chemistry (Chapter
III), the plasma-propellant interaction itself (Chapter IV), and a collisional plasma
sheath model (Chapter V) that becomes part of the PPI model. These four sub-
models were combined to form the end-to-end electrothermal chemical gun (E3TC)




It is of great importance to outline the original contributions made by any doctoral
thesis, as it is the ultimate goal of the researcher to make original contributions to
the field of their endeavor. Outlined below is a numbered list of major original
contributions, made by the present work, in the field of electrothermal chemical gun
modeling.
1. ETC capillary parameter study performed to find how varying peak
discharge current and internal capillary radius affect total capillary
ablated mass, peak pressure, and plasma temperature. (Chapter
II) The previously developed capillary model [14, 15] was utilized for the pa-
rameter study. It was found that the variation in peak pressure and capillary
ablated mass as a function of peak discharge current show linear behavior. The
greatest variation in peak pressure and ablated mass came not from varying
the capillary internal radius, but by changing the peak discharge current. The
study conclusively shows that for the range of conditions commonly used in
ETC capillaries, a plasma temperature of Te ≈ 1.4 – 1.5 eV can be assumed.
This information can aid in the design of capillaries for many applications.
2. Capillary study revealed a non-linear correlation between total de-
posited electrical energy and total ablated mass or peak pressure.
(Chapter II) By holding the total electrical energy deposited to the capillary
constant by varying the peak electrical current at a range of internal capillary
radii, a non-linear relation was found in the results for total ablated mass and
peak pressure. For the same electrical energy, a higher capillary outflow pres-
sure and total ablated mass can be obtained by using a capillary of smaller
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internal radius. This result can be of great use in the design of capillaries for
ETC use, where the total energy deposited to the capillary is an important
variable, as the power system must be compact and mobile in practical ETC
gun implementation. This study would be very costly and time consuming to
conduct experimentally, as multiple capillaries of different radii would have to
be constructed and fired.
3. A CFD plasma-air chemistry model for ETC application was devel-
oped based on prior experimental and theoretical work. (Chapter
III) The species used in the plasma-air chemistry model were selected based
on previous modeling work conducted at ARL, as well as experimental mea-
surements of the capillary plasma jet performed at Penn State by Li et al.
Although previous modeling was performed at ARL, careful evaluation of the
published data shows that their CFD model failed to maintain quasi-neutrality
at the end point of the simulation, which could result in inaccurate chemi-
cal recombination rates. The CFD model used in the present work ensures
quasi-neutrality via the implementation of a diffusion limiter for electrons. Re-
action rates come from Park’s model for all oxygen and nitrogen chemistry,
and the GRI-Mech project for hydrocarbon-air chemistry. The species list was
then refined by simulating a typical capillary plasma jet, with the final model
containing 20 species and 41 reactions.
4. CFD simulation shows that using a plasma holding chamber yields
misleading results for the composition of the capillary plasma jet.
(Chapter III) Previous experimental results from Li et al. [7] used a plasma
holding chamber to slow the plasma flow over a mass spectrometer probe in
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an attempt to determine the chemical composition of the plasma jet. Results
from simulations designed to match the experimental configuration show con-
clusively that using a plasma holding chamber fundamentally alters the chem-
istry happening in the plasma jet, resulting in a chemical composition for the
secondary jet that can not be related back to the original plasma jet composi-
tion. The use of a plasma holding chamber to find the chemical composition
of the capillary plasma jet is concluded to not be a viable option.
5. Bayonet tube simulation shows that drastically different chemical
species are present near the capillary nozzle and the back of the
tube. (Chapter III) Simulation of a proposed ignition geometry for ETC
application yields data that shows that locations near the capillary nozzle are
exposed to plasma that has undergone negligible plasma-air chemical interac-
tions, while locations far from the capillary are exposed to plasma species that
have undergone significant plasma-air chemical interactions, which also affects
the plasma temperature. How the difference in plasma chemical composition
will affect the plasma-propellant interaction is not known, but this simulation
highlights the existence of such a non-uniformity.
6. The development of a plasma-propellant interaction model, based on
analytical ablation and computational thermal models. (Chapter IV)
This is the main contribution of the present work. Prior modeling of the ETC
phenomenon had neglected the PPI entirely, focusing on plasma jet or plasma
radiation modeling. The coupling of the analytical ablation model to a simple
thermal model yields a powerful tool for modeling ETC guns. Utilizing simple
experimental data concerning the propellant total ablated mass caused by the
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PPI, the constant heat flux received by the propellant can be found for a range
of bulk plasma densities. The ability to determine even an approximate value
for the heat flux reaching the propellant is significant, as this quantity is diffi-
cult, and potentially impossible, to measure. By comparing the results for two
different propellants, JA2 and XM39, which have different optical properties,
evidence was found that indicates penetrating plasma radiation is a significant
heat source in the plasma-propellant interaction.
7. Design and use of a collisional plasma sheath model to determine the
convective heat flux to the propellant bed. (Chapters V and VI) A
collisional plasma sheath model tailored for ETC application is implemented
as a module in the PPI model. The sheath model allows for the calculation
of the convective heat flux reaching the propellant bed during the PPI. It
is found that, for a reasonable range of ion inflow velocities, the convective
heat flux is higher than the total heat flux, a physically contradictory result.
Potential explanations for this discrepancy are outlined. In brief, the possible
explanations are: 1) the sheath model does not capture all of the relevant
physics; 2) the ion inflow velocity is much smaller than the previously estimated
“reasonable range”; 3) the plasma does not come into physical contact with
the propellant bed, making the actual convective heat flux approximately zero.
The actual explanation could be a combination of any of the three of the above
possibilities. As this result was unexpected, it highlights the complexity of the
plasma-propellant interaction, while the third possibility emboldens the widely
held belief in the ETC community that plasma radiation is a significant heating
mechanism in the PPI.
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8. The development of an end-to-end electrothermal chemical gun model.
(Chapter VI) The E3TC model is the first attempt to simulate the ETC phe-
nomenon, starting from the capillary plasma source, through the expanding
plasma jet, to the plasma-propellant interaction. Utilizing the models outlined
in this thesis, the E3TC model calculates the heat flux reaching the propellant
bed in a specific experimental setup. This heat flux is found to be on the order
of the radiative heat flux estimated to reach the propellant bed, as determined
experimentally [12]. The best use of this model would be to conduct an exper-
iment and use that geometry and resulting data to perform the simulation to
determine the total heat flux to the propellant bed.
7.3 Future Work
The following is a list of suggested future works. It includes additional models
to be developed and incorporated into the E3TC model, as well as simulations that
can be run with the current model.
1. Performing a series of additional studies, similar to that of Chapter VI, to
determine how total heat flux is dependent on capillary radius, current pro-
file, and the capillary-sample distance would be useful. The experimental data
for propellant ablated mass due to the PPI that was utilized throughout this
thesis was for a fixed capillary-sample distance of 25 mm, although data for
smaller capillary-sample distances was available. The reason this one distance
was used was because it was the only case for which there was no propellant
fracturing due to the plasma front striking the propellant sample. If the ex-
periment outlined in [5] could be repeated for larger capillary-sample distances
and different peak discharge currents, the dependence of the total heat flux on
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these parameters could be explored.
2. Plasma-surface chemistry should be explored, both in terms of possible film
deposition and catalytic chemical reactions that can occur on the surface. A
simple model for the heat transfer due to film deposition is outlined in Appendix
C, but the bulk of the research needed to be done in this regard is left as future
work.
3. Additional validation of the capillary model should be performed. Pressure
output from the plasma holding chamber of Case S2 from Chapter III indi-
cates that the pressure from the capillary model may be higher than reality.
Additional validation experiments could be performed, where the capillary is
fired into a closed chamber and the resulting pressure is detected, and then sim-
ulated. This would address questions regarding the accuracy of the capillary
model.
4. Although there has been limited success in the past, radiation modeling for
ETC application should still be pursued. One possibility is to use NASA’s
NEQAIR code [49]. NEQAIR requires “line of sight” data for temperature
and species number densities to the point of interest, which would be the
propellant sample here. A line normal to the surface of the propellant sample
could be generated from the CFD data of Chapter III and input into the
NEQAIR code. As it currently exists, NEQAIR only includes nitrogen and
oxygen species, but has the framework and capability to incorporate hydrogen
and carbon species. NEQAIR could then provide an estimate of the radiation
reaching the propellant surface. LeMANS, the CFD code used throughout this
thesis, has successfully been paired with NEQAIR in the past for determination
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This appendix contains a detailed description of the ablation model used exten-
sively in Chapters II and IV, and referred to elsewhere in this thesis. The model
was originally developed by Keidar et al. for the modeling of Teflon ablation in
pulsed plasma thrusters [18]. Keidar’s model is based on the concept of coupling the
kinetic laser ablation theory of Anisimov [39] with a hydrodynamic non-equilibrium
layer to relate the wall properties to the bulk plasma properties. Keidar’s model
has been successfully applied to modeling ablation in Teflon pulsed plasma thrusters
[16], ETC polyethylene capillaries [14, 15, 13] (as discussed in Chapter II), as well as
circuit breaker ablation [51]. In Chapter IV, the ablation model was used to simu-
late the plasma-propellant interaction that occurs before propellant ignition. In each
use, the basics of the model do not change. However, model implementation varies
between applications. Keidar’s model, which is the same for all of the above cases
and throughout this work, is presented below.
The geometry used in the ablation model is shown in Fig. A.1. On the left is
the wall material (shown in the figure as Teflon) attached to the Knudsen layer.
The coordinate frame is such that x = 0 at the surface of the wall, with x = ∞
in the bulk plasma. The Knudsen layer is the same as in Anisimov’s model [39],
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Figure A.1: Diagram of the ablation geometry, taken from [18].
but is attached to a collision dominated non-equilibrium hydrodynamic layer in Kei-
dar’s model [18]. Per Anisimov’s model, it is assumed that the velocity distribution
function in the Knudsen layer can be accurately represented as a Maxwellian, f(v),
provided the heavy particle flux is in the direction of the non-equilibrium layer. If the
heavy particle flux is in the opposite direction (returned wall flux) then the velocity
distribution function is given by βf1(v), where β is a proportionality constant to be
found numerically, and f1(v) is a Maxwellian distribution shifted by velocity V1 in
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The following conservation integrals can then be used in the Knudsen layer, where
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where d0 = m/2kT0, d1 = m/2kT1, α = V1/
√
2kT1/m, erfc(α) = 1− erf(α), erf(α) is
the error function, T0 is the surface temperature, and n0 is the equilibrium surface
density.
Applying the mass and momentum conservation equations for a single heavy
particle fluid in the non-equilibrium hydrodynamic layer, under the assumption of a
quasi-neutral plasma, yields the following relations,
n1V1 = n2V2, (A.7)
n1kT1 + mn1V
2
1 = n2kT2 + mn2V
2
2 . (A.8)




n1(1− n1/n2) . (A.9)
140
The system of equations is closed if the equilibrium density at the ablating wall, n0,
can be specified. For this parameter, the equilibrium vapor pressure is employed,
along with the idea gas law. The system is thus closed via the relation
PV = n0kT0, (A.10)
where PV is the equilibrium vapor pressure of the ablating material at temperature
T0. The vapor pressure is different for each application, as it changes from one
wall material to another, and is usually modeled via a Clausius-Clapeyron relation
[18, 37, 51].
The system to be solved contains five equations (A.4, A.5, A.6, A.9, A.10), and
five unknowns (n0, n1, T1, V1, β). The remaining variables (n2, T2, T0) are parameters
of the solution. The bulk plasma properties, n2 and T2, are easily specified. The
ablating surface temperature, T0, can either be incremented parametrically, or solved
for using a thermal model for the ablating surface, as done in Chapters II and IV,
and references [14, 37, 51]. The ablation code solves the five coupled equations
numerically. When the solution is found the ablation rate can be calculated as
Γ = mn1V1 = mn1
√
n2kT2 − n1kT1
mn1(1− n1/n2) . (A.11)
Due to the analytical nature of the model, computation times are low. It’s gen-
erality and wide range of applicability make it useful in a number of ablation appli-
cations, as previously cited.
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APPENDIX B
Derivation of Eqn. 5.8
The derivation of the equation for the convective heat flux reaching the propellant
surface, in the collisional plasma sheath model, is presented below. Although this
expression is commonly used in discharge modeling, locating a derivation can prove
elusive, and it’s end form can be confusing for those not familiar with it’s usage. It
is presented here for completeness.
The derivation begins with the Maxwellian velocity distribution function for elec-













where me is the electron mass, e is the fundamental charge, v is velocity, n is the
plasma number density, and Te is the electron temperature in Volts. The electron
velocity distribution function is normalized such that integrating over all velocities










f(v)v2 sin(θ)dvdθdτ = n, (B.2)
where the integration is performed in spherical coordinates.














v2 sin(θ)dvdθ = 2eTeFe, (B.3)
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where Fe = n
√
eTe/(2πme) is the electron flux to the surface. The kinetic energy
per electron striking the surface is thus 2eTe. Equation B.3 is a common result




and vx = v cos(θ) have been made. The third term in Eqn. 5.8 appears due to the
presence of the plasma sheath potential, affecting the kinetic energy of the electrons.
Since electrons have a potential hill to climb in order to reach the wall, only electrons
with sufficient kinetic energy can be included in the integral. Rather than the limits
v ∈ [0,∞] in Eqn. B.3, the minimum velocity, in the x direction, is now vφ, which
is the velocity required to reach the top of the potential hill. One can find vφ by


























v2 sin(θ)dvdθ = (2eTe + eφ)Fe, (B.5)
where Fe = n
√
eTe/(2πme) exp(−φ/Te) is again the electron flux, but it has been
reduced by an exponential factor due to the plasma sheath potential. The average
energy per particle to the surface, due to the electrons, is now (2eTe + eφ), where
the per particle energy has been increased by the presense of the plasma sheath.




iw)Fi, where Fi is the ion
flux to the surface, and viw is the ion-wall impact velocity, as determined by the



























Figure B.1: Comparison of ion and electron heat fluxes at a range of wall potential.
Figure B.1 shows the convective heat flux due to ions (qi) and electrons (qe)
for a typical plasma density and collisionality, where the fully collisional ion-wall
impact velocity (Eqn. 5.9) has been used. The non-dimensional sheath potential,
ηw = φw/Te, is varied over a range typically encountered in this work. Note that as
the wall potential increases in magnitude, the ion heat flux increases and the electron
heat flux decreases.
In the steady state sheath assumption, neglecting ionization in the sheath, the
ion and electron fluxes into the sheath are equal. Thus, Fi = Fe = novio, where no is
the bulk plasma density at the sheath edge and vio is the ion inflow velocity to the




Chemistry Effects in the Plasma-Propellant
Interaction
Due to the complex chemical nature of the propellants used in ETC application,
the possibility arises that there are chemical interactions between the plasma and
the propellant surface; or with the ablated propellant gas and the propellant surface.
Modeling these interactions poses many difficulties, however, as the exact state of the
propellant chemicals at the surface is not known. This appendix presents concepts
for a model to include chemical effects in the PPI simulation. Although the following
discussion is mostly qualitative in nature, it is presented to outline the current think-
ing regarding modeling this challenging aspect of the plasma-propellant interaction,
which has not previously been addressed.
C.1 Ablated Propellant Gas Chemistry
It is generally believed that the ablated propellant gas exists in an atomic, or
simple molecular state, and that these chemical species can contain radicals, or even
become ionized themselves [2]. The difficulty in modeling arises because the propel-
lant is chemically very complex, with tens of bonds per constituent chemical species.
Determining how these species will dissociate, and at what energies, is a complex
“chemical mechanism” problem. Table C.1 contains the chemical makeup of the
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Table C.1: Composition of the propellant JA2, with chemical formulas, taken from
[9].
Constituent % by Weight Chemical Formula
Nitrocellulose 58.21 HNO3
Diethylene Glycol Dinitrate 25.18 C4H8N2O7
Nitroglycerin 15.79 C3H5(NO3)3
Akardit II 0.74 C14H14N2O
Magnesium Oxide 0.05 MgO
Graphite 0.03 C
propellant JA2, along with the chemical formula for each constituent species. Al-
though JA2 is comprised of only five atomic species, the structure of it’s constituent
compounds can be exceedingly complex.
The chemical structure of Akardit II is shown in Fig. C.1. It becomes apparent
that the mechanism by which Akardit II will dissociate is not trivial, especially
when considering the two benzene rings. Therefore, in order to conduct even simple
simulations of the chemical effects with the ablated propellant gas, a mechanism
model for each constituent species must be found. With that knowledge, the ablation
model outlined in Appendix A—and used in the PPI model—can easily be modified
to ablate each constituent species separately, allowing for this chemical data to be
fully utilized.
C.2 Film Growth
One way that propellant surface chemistry could affect the PPI is if film growth
were possible. When the propellant ablates, there is the potential that some fraction
of the ablated propellant will backflux onto the surface. This film deposition would
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Figure C.1: Chemical structure of Akardit II.
likely happen with dissociated carbon atoms, as this is a common occurrence observed
in pulsed plasma thrusters [52]. The deposited carbon will not re-ablate, however.
Figure C.2 shows the vapor pressure of carbon, compared to that of the propellants
JA2 and XM39, over a range of surface temperatures encountered during the PPI.
Note the difference in scales. The vapor pressure of carbon, over this temperature
range, is many orders of magnitude lower than the vapor pressure of JA2 or XM39.
Recall that, in general, a material will not ablate if it’s vapor pressure is lower
than ambient pressure, taken here to be 101325 Pa. Indeed, an ablation simulation
conducted for pure carbon indicates that no ablation will occur over this temperature
range. Thus, any film that might grow during the PPI will persist until combustion
is initiated.
The formation of (exothermic) chemical bonds on the surface would serve as an
energy source in the PPI, increasing the propellant surface temperature. If the bond
formed during film growth is taken to be simply C+C→C2, then every mole of carbon
that reattaches to the propellant surface contributes 6.36 eV of energy to the PPI
[53].
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Figure C.2: Vapor pressure of carbon, and how it compares to that of JA2 and XM39.
The following simple model can be used in the PPI model to simulate the energy
deposition due to film growth. The initial propellant surface area, exposed to the
plasma, is given as A. The carbon film will form a patchy cover over some fraction of
the surface, resulting in a decrease in PPI surface area. One can assume the fraction
of the propellant surface area that is covered by film to be X. The new PPI surface
area that ablates is thus (1 − X)A. Recall that the PPI model has a timestep ∆t,
where at each timestep a propellant mass of ∆M is ablated. Some fraction of this
ablated mass will backflux to the surface. It could be all the carbon of the ablated
mass, or only some small fraction of it. One can denote the amount of propellant
backflux as ∆Mb = b∆M , where 0 ≤ b ≤ 1 takes into account the fact that certain
chemical species, such as hydrogen, are unlikely to backflux. In a simple model, one
can assume that only carbon will backflux, thus b is the fraction, by mass, of the
propellant that is carbon. Some fraction of this returned flux, ∆Mb, will form a
film. Here it is assumed that only carbon will form the film. Thus, the total mass of
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carbon, at each timestep, that is added to the film is denoted as ∆Mf .
As previously mentioned, the exothermic energy of the carbon bonding reaction
is Θ=6.36 eV/mole=1.693×10−42 J/particle. The heat flux to the surface, given
originally as Eqn. 4.4, is reproduced below.
∂Ts
∂x
= −λ−1(q −∆HΓ− Cp(Ts − To)Γ)
The above modeling assumptions can be used to add a new heat source to Eqn. 4.4
to account for the exothermic carbon-carbon bonds formed during the film growth.












where mc is the mass of an individual carbon atom. The expression Θ/(XA∆t)
is the energy added by film growth per carbon atom bonding to the surface. The
expression ∆Mf/mc is simply the number of carbon atoms, per timestep, that bond
to the film.
The remaining difficulty lies in the determination of ∆Mf , which is essentially
the rate of film growth, from ∆Mb. The most reliable way to determine ∆Mf would
be to conduct a molecular dynamics simulation, as this computational method has
been used before to successfully model film growth [54] and ablation [55]. Molecular
dynamics simulations model the motion of groups of atoms by simulating the inter-
atomic forces that facilitate particle-particle interactions. This allows for modeling
film growth by directly modeling the bond potential between carbon atoms. The
probability of bond formation can thus be directly simulated, resulting in an expres-
sion for ∆Mf . Although the development of this film growth model is left as future
work, an approximate calculation can be done now. If it is assumed that all carbon
in the propellant returns to the surface and forms a film, with X = 1 in Eqn. C.1,
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then the heat flux due to film growth in the experiment outlined in Chapter IV can
be estimated.
By examining the chemical formulas and percent composition of the constituent
compounds in JA2 and XM39, the fraction of the propellant mass that comes from
carbon can be found. The mass fraction of JA2 that is carbon is 9.25 × 10−2, and
2.25 × 10−1 for XM39. Assume a discharge time of t=280 µs, and let ∆Mf be the
total film mass, rather than the film mass at each timestep, thus (∆Mf/∆t) →
(Mf/t) = (M × (propellant carbon fraction))/280 µs, where M is the total ablated
propellant mass. Using these assumptions in the fourth term of Eqn. C.1 yields a
heat flux due to carbon film growth of 1.59× 10−15 W/m2 for JA2 and 2.05× 10−15
W/m2 for XM39. Although these heat fluxes are very small, it should be noted that
the total mass and surface area is also very small. The propellant surface area in this
case is A = 9.33×10−5 m2, with M=5.3 or 2.8 mg for JA2 or XM39, respectively. In
actual ETC application, the surface chemistry heat flux will increase as the surface
area and total ablated mass increases, yet the radiation and convective heat fluxes
will remain the same. It is left as future work to determine the level of importance
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