In this paper we provide a proof of the multiplicative kinematic description of crystal elastoplasticity in the setting of large deformations, i.e. F = F e F p , for a two dimensional single crystal. The proof starts by considering a general configuration at the mesoscopic scale, where the dislocations are discrete line defects (points in the two-dimensional description used here) and the displacement field can be considered continuous everywhere in the domain except at the slip surfaces, over which there is a displacement jump. At such scale, as previously shown by two of the authors, there exists unique physically-based definitions of the total deformation tensor F and the elastic and plastic tensors F e and F p that do not require the consideration of any non-realizable intermediate configuration and do not assume any a priori relation between them of the form F = F e F p . This mesoscopic description is then passed to the continuum limit via homogenization i.e., by increasing the number of slip surfaces to infinity and reducing the lattice parameter to zero. We show for two-dimensional deformations of initially perfect single crystals that the classical continuum formulation is recovered in the limit with F = F e F p , det F p = 1 and G = Curl F p the dislocation density tensor.
Introduction
Standard continuum models in the setting of large deformations are based on the kinematic assumption F = F e F p , which decomposes the total deformation gradient F multiplicatively into the effective deformation induced by elastic and plastic mechanisms, F e and F p respectively. This approach was first introduced in the 1960's (Lee and Liu, 1967) and has been very successful in many engineering applications (Simo, 1988; Ortiz and Repetto, 1999; Nemat-Nasser, 2004; Barton et al., 2013; Dassault Systèmes, 2012) . However, the lack of a well-grounded justification for this decomposition has led to numerous debates in the literature. The heuristics behind the expression F = F e F p is based on the chain rule for the derivative of the deformation mapping F = Dϕ, when '(X) Figure 1: Elastoplastic deformation (right images) of a perfect crystal (left images) at the atomistic (top 2 ) and mesoscopic scale (bottom) induced by the glide of an edge dislocation from the right surface of the domain till its center. The surface of displacement discontinuity is represented in red in the undeformed configuration and terminates at the dislocation point and the boundary of the domain.
precise setting of the problem and the mathematical results are shown. The paper is then finalized with some conclusions in Section 7.
Mesoscopic description of elastoplastic deformations
The present study is exclusively concerned with two-dimensional elastoplastic deformations induced by dislocation glide (of edge type) and disregards other processes such as phase transformations, diffusion, void nucleation or appearance of microcracks. Mathematically, we describe these deformations with a semi-continuous Lagrangian formulation, where the final configuration ϕ(X) of every material point X in the reference domain Ω ⊂ R 2 , considered here to be a perfect crystal, is described via a deformation mapping ϕ : Ω → ϕ(Ω) ⊂ R 2 . In particular, ϕ is continuous everywhere in the domain, except at the area swept by the dislocations during their motion (lines in two dimensions), over which there is a displacement jump or discontinuity, c.f. Fig. 1 . These type of deformations belong to the space of special functions of bounded variation or SBV , c.f. Evans and Gariepy (1991) ; Ambrosio et al. (2000) ; and we further require that ϕ is one-to-one in order to avoid interpenetration of matter. The deformation gradient F is then defined as the distributional gradient of ϕ, which for SBV functions is a measure of the form at X ∈ J and ϕ is the jump over the slip line, see below. We denote by L 2 the Lebesgue measure (which measures area in the plane) and by H 1 the one-dimensional Hausdorff measure (which measures length). ∇ϕ is called the approximate differential of ϕ and corresponds to the total deformation F at the points where no slip occurs and the deformation is thus purely elastic. As a result, ∇ϕ can be physically identified with the elastic deformation tensor
2)
The symbol ∇ corresponds to the 'standard' gradient where the function is differentiable, in particular, only outside of the jump set. By definition, F has a vanishing Curl. However, Curl ∇ϕ does not vanish in general, and the same occurs for the singular part of the deformation gradient. We note that an additive decomposition of the deformation gradient of the form of (2.1), with the first term being identified as the elastic deformation tensor, has been previously considered in the mechanics literature based on local volumetric averages and application of the divergence theorem over continuous regions of the domain (Davison, 1995) . For its part, ϕ (X) = ϕ + (X) − ϕ − (X) is the displacement jump at point X in the slip line, where the + side is the one indicated by the normal N to the line at point X. Without further restrictions on ϕ and J , the class of deformation mappings considered thus far can also model processes such as cavitation, crack opening or interpenetration of matter. A careful analysis of the kinematics of slip in crystalline materials, c.f. Reina and Conti (2014) , indicates that jump sets in two dimensions necessarily consist of an ensemble of straight segments in the reference configuration that terminate at dislocation points or exit the domain, c.f. Fig. 1 ; and that the displacement jump for single slip satisfies, c.f. Fig. 2 ,
where b is called the Burgers vector and represents the interatomic distance in the direction of slip. We remark that the two conditions in (2.3) are equivalent when X, X − b, X + b ∈ J . The jump set J and the previously introduced vector b for a single slip system, clearly characterize the plastic deformation with quantities independent of the elastic distortion. Indeed, if we
Figure 3: Sequence of plastic deformations involving two orthogonal slip systems. The zoom in the reference configuration is used to label the segments composing the jump set.
consider for instance a plastic simple shear deformation, such as ϕ 1 in Fig. 3 , the total deformation is purely plastic and thus equal to F p , and can be expressed, c.f. Eq. (2.1), as
Similarly, for the composition of two simple shears where slip lines intersect, c.f. Fig. 3 and Reina and Conti (2014) , the plastic deformation tensor is uniquely given from Eq. (2.1) as
The last term in Eq. (2.5) relates to the kink that results from the pullback of the second slip lines into the reference configuration and provides the non-commutative term in the finite kinematic formulation. In other words, the pullback is performed in opposite order in which the slip occurred and therefore the resulting kink term is dependent on whether the slip is first performed in the horizontal or vertical direction. The above results can be easily generalized for an arbitrary sequence of N s dislocation-free plastic slips, not necessarily homogeneous or belonging to orthogonal slip systems. In that case, ϕ can be written as ϕ = ϕ Ns • ... • ϕ ν • ... • ϕ 1 , where J ϕ ν (jump set associated to ϕ ν ) is an ensemble of parallel straight infinite lines with normal N ν and
The total plastic deformation tensor associated to ϕ can then be written as
where the total jump set J in the reference configuration consists on the union of straight segments J j (appropriately including all kinks), each of which has an associated Burgers vector b j . In general, as was the case for the composition of two simple shears, b j · N j is not necessarily zero. Equation (2.7) remains of course valid if an elastic deformation is superposed to the previous plastic distortion, i.e. ϕ = ϕ e • ϕ p , F p = Dϕ p . In such case, by construction,
, and, if F e is sufficiently smooth one obtains that for compatible domains F = F e F p + O(|b| 2 ), c.f. Reina and Conti (2014) .
In a general elastoplastic deformation, dislocations are present in the body, coupling the elastic and plastic field. They render impossible a global decomposition of the total deformation mapping into a purely plastic distortion and a subsequent elastic deformation, i.e. ϕ = ϕ e • ϕ p , thus complicating, in principle, the physical definition of the global plastic deformation tensor F p . However, at this mesoscopic scale where the dislocations are individually resolved, subdomains away from the dislocations are, by construction, defect free and it is therefore possible to obtain in each of them a decomposition of the form ϕ = ϕ e • ϕ p and an associated F p given by Dϕ p , as in Eq. (2.7). It will be shown in Section 5 that F p is uniquely defined from ϕ regardless of the potentially many decompositions of the form ϕ e • ϕ p in each of these subdomains, thus providing a global definition of F p almost everywhere in the domain (except at the dislocation cores and close to the boundary).
It can therefore be concluded that F, F e and F p are uniquely defined from the mesoscopic deformation mapping ϕ in general elastoplastic deformations induced by dislocation glide, and are of the form
(2.8)
As will be shown in the following sections, the precise definition of F p inside the dislocation cores will be irrelevant in the continuous limit. For concreteness, we keep the definition above with b j at each slip line inside the cores as the Burgers vector of the corresponding segment outside of the core (this will be made precise in Section 5). This choice of F p associates to each segment composing the jump set a constant Burgers vector, and as derived analytically in Reina and Conti (2014) ,
where {X k } is the ensemble of dislocation points and b k the corresponding Burgers vector (sum of the Burgers vector of the slip lines terminating at the dislocation point, with the appropriate sign). In other words, G = Curl F p exactly measures the dislocation content in the body and is therefore an appropriate definition of the dislocation density tensor.
Scaling towards the continuum limit
Ultimately, we are interested in the description of the elastoplastic deformation in the continuum limit. To that regard, we consider sequences of deformations, c.f. Fig. 4 , in which each element of the sequence is characterized by the parameter that measures the normalized lattice parameter (ratio between the shortest atomic distance and the characteristic length of the body). In particular, each deformation mapping will be denoted as ϕ , and its jump set and the Burgers vector of each segment as J = j J j and b j respectively. Similarly, the different deformation tensors, as given by Eqs. (2.8), will be denoted as F , F e and F p . Furthermore, by crystallographic arguments, the number of slip systems is finite and bounded by some fixed N s ; |b j | ≤ n for some fixed n > 0;
Figure 4: Sequence of elastoplastic deformations as the lattice parameter tends to zero, and the number of dislocations N and length of the jump set |J | tends to infinity.
✏ r
Figure 5: Jump sets corresponding to the same slip system are separated by a distance of at least . In the case of two orthogonal slip systems, the maximum length of slip lines contained in a ball of radius r is then proportional to r 2 .
and planes of the same slip system are separated by a distance that is equal to or larger than . From the latter, it is implied that, c.f. Fig. 5 ,
for some A that depends on N s . We note that the subindex is omitted for the jump set J since the limiting deformation mapping will be continuous, and therefore J is unequivocally associated to an element of the sequence. The continuum limit is then attained as vanishes, and the macroscopic kinematic quantities ϕ, F, F e and F p are uniquely defined as the limit of the corresponding mesoscopic quantities, i.e.
as → 0 in the appropriate topology. This perspective thus delivers a well defined F e and F p , that do not invoque any macroscopic unloading path, which in general does not exist. Only at the mesoscopic scale, as discussed in the previous section, a relaxation process (or decomposition of the deformation mapping into a physically realizable elastic and plastic deformation) is defined everywhere except at the dislocation cores. In analogy to a zoom out process in a real material, the number of dislocations N and the total length of the jump set |J | tend, potentially, to infinity as → 0. Equation (3.1) directly implies
for some C * , and thus F p is at most a finite deformation, as desired. We further assume that the number of dislocations N satisfies N ≤ C, (3.4) for some C. This scaling allows the formation of dislocation walls and prevents the clustering of infinitely many dislocations at one macroscopic material point, as is commonly observed in experiments. To further support the scaling given by Eq. (3.4), consider an ensemble of identical dislocations positioned over a regular square pattern, with distance δ between dislocations. A simple energetic analysis in the linearized kinematic framework indicates that the system will have finite elastic energy only if δ/ √ is bounded, and therefore the total amount of dislocations N is proportional to 1 δ 2 ≤ C . In the following sections, we will show that the macroscopic quantities F, F e and F p defined in (3.2) are related in the continuum limit via the standard multiplicative decomposition F = F e F p with det F p = 1, that ϕ is continuous in the limit and that G = Curl F p represents the continuum dislocation density tensor when expressed in the reference configuration. This is done for general sequences of elastoplastic deformations with bounded energy.
Notation
The notation used in the foregoing will follow, when possible, the standard notation used in continuum mechanics. In particular, vectors and tensors are denoted with boldface symbols (the order of the tensor will be clear from the context), and scalars are written in standard font. Similarly dX = dL 2 denotes the differential area in the reference configuration and dX a differential vector, so thatˆX
The scalar product between two vectors is denoted as f · g, the full contraction between two tensors as A : B, the matrix vector multiplication with no symbol Ag and ⊗ is used to denote the dyadic product between two vectors f ⊗ g. Furthermore, | · | is used to denote the Euclidean norm of the scalar, vector or tensor that the symbol encloses. For sets, we use the notation |A| = H 1 (A) or |A| = L 2 (A), where the dimension of the set A is clear from the context. The spaces that will be used in the following are the space of measures M, the L p spaces, the space of functions of bounded variation BV and the space of special functions of bounded variations SBV . Further details on these spaces may be found in Ambrosio et al. (2000) , Evans and Gariepy (1991) and Adams and Fournier (2003) .
The deformation mappings ϕ and ϕ p will be considered uniquely defined at the jump set, by arbitrarily choosing the value at either side of the jump. With these considerations in mind, both mappings are bijective, see Fig. 6 . In the compatible regions of the domain, where ϕ is of the form ϕ = ϕ e • ϕ p , the choice of ϕ , ϕ p and the domain of ϕ e need to be consistent with each other. Similar considerations apply for F e (X) =F e • ϕ p in the compatible region, where the tilde is used to denote quantities in the image of ϕ p , i.e.X = ϕ p (X). Finally, for easiness in the notation, the subindex k will be reserved for dislocations, j for segments of the jump set, and l for domains in the compatible regions away from the dislocation cores.
The value of φ at the jump point is arbitrary, but uniquely defined, so that ϕ p is bijective.
Setting of the problem
Let Ω ⊂ R 2 be an open bounded set with Lipschitz boundary, describing the reference configuration of a defect-free crystalline material. For every > 0, we consider deformation mappings ϕ : Ω → ϕ (Ω) ⊂ R 2 , ϕ ∈ X defined below, with finite energy, described by the following functional
where f are body forces, t are the prescribed tractions at the boundary (body forces and tractions are assumed to be a system of zero net force and momentum for static equilibrium) and
where α, β > 0 are material parameters and F e is the elastic deformation tensor. We note that only the energy terms associated to E are needed for the proofs, and that additional terms may be added to Eq. (5.1) without affecting the results. In particular, a term dependent on the plastic deformation tensor F p is physically justified to provide an energetic compromise between elastic and plastic mechanisms for achieving a deformation compliant with the external loads.
The elastic energy functional given by Eq. (5.2) is composed of three terms. The first two represent the elastic energy outside and inside the dislocation cores respectively, where each core is considered to be a ball of radius c , around the dislocation points X k . As usual, we consider continuous elastic energy densities W e (F e ) with quadratic growth, i.e.,
with C L , C U > 0. Continuum mechanics is expected to fail in the core, and the parameter α provides the necessary rescaling of the dislocation core energy to match its physical value, as given, for instance, by atomistic simulations. However, the value of α will be irrelevant for the proofs and may be set to one if desired. For its part, the last term of Eq. (5.2) represents the total variation of the measure DF e over the set Ω. It is mainly introduced for mathematical reasons, and it is needed to obtain F ≈ F e F p in the domain, see Proposition 6.1. It can be physically interpreted as a nonlocal elastic deformation term that prevents, for instance, the formation of infinitely thin laminated microstructure with alternate elastic deformations. This type of energy terms are common in the so-called 'gradient elasticity' theories (Aifantis, 2009) .
The functional space X , defined below, includes the kinematic restrictions of slip described in Section 2, the crystallographic conditions and scalings discussed in Section 3, and considers two additional constraints that attend to mathematical simplicity. In particular, dislocations are considered to be separated from each other and from the boundary of the domain by a distance of at least several atomic spacings, and the sequence of potentially activated plastic slip systems will be considered fixed with all slip systems distinct. Although this last assumption may appear artificial and indeed does not account for the full set of compatible elastoplastic deformations that a material may suffer (a weaving structure common in textiles would be out of this scope), we will show later in Lemma 5.6 that an arbitrary plastic deformation tensor may be written as the composition of three simple shears with prescribed slip direction and order of activation. The domain is then separated into the dislocation cores B c (X k ), where the Burgers vector is spread over a ball of radius m < c to remove the elastic singularity, and Ω \ ∪ N k B m (X k ), where the deformation mapping is compatible. The regions of overlap, B c (X k ) \ B m (X k ), are locally compatible and allow a natural extension of the definition of F p everywhere inside the core region. As will be shown in the following, the specific details of the deformation inside each of these cores as well as the definition of F p in these regions will be irrelevant in the continuum limit, justifying the use of specific functional forms for the deformation in the cores.
In the following we give a precise definition of the space X . It depends on three global constants independent of , namely, the number of distinct slip systems N s , the normalized maximum length of the Burgers vector for an individual slip |b / | ≤ n , and the scaling associated to the number of dislocations C, c.f. Eq. (3.4). We define
for some global constants n , C, N s > 0 and some N s global unit vectors N 1 , ... , N ν , ..., N Ns , all distinct. The constants c, m, L, n > 0 will be defined below from n , C, N s .
which describe the dislocations. They are well-separated in the sense that The jump set in each dislocation core
, ϕ is a compatible deformation in ω ∩ Ω, in the sense that there are two maps ϕ e and ϕ p such that
where ϕ e : R 2 → R 2 is Lipschitz continuous and one-to-one and ϕ p : R 2 → R 2 can be written as the composition of N s single slip deformations,
Here N ν is defined after (5.4) and each function φ ,ν : R → R is piecewise constant, with discontinuity points separated by at least and jumps no larger than n (see Fig. 6 for an illustration). This implies that
consists of parallel straight infinite lines with normal N ν separated at least by distance ,
(5.9)
Then the plastic strain F p is defined by
Here J j are the finitely many segments which constitute the jump set of ϕ p in ω, each of which has a constant jump b j = ϕ p .
Note that we shall show below (Lemma 5.2(ii)) that Dϕ p is uniquely defined in ω and that this gives a unique definition of
(C3) For any dislocation X k , there is a map ϕ e , Lipschitz continuous and one-to-one, such that ϕ can be expressed as
The function ϕ d ∈ SBV loc (R 2 ; R 2 ) is explicitly defined from the slip-line normals and the Burgers vectors. Precisely, in each core we are given N dk normals to the jump set N j , c.f. (C1), with slips b j ∈ R 2 , which obey |b j | ≤ n and b j · N j = 0 as in (C2). As a matter of convention, N ⊥ j will denote the counterclockwise 90 • rotation of N j , and the normals to the jump sets are chosen so that N ⊥ j points radially outward from the dislocation center, to the direction of the slip line, see Fig. 9 .
Given these parameters, we set 12) where b * j (X) is the smoothed radial slip,
Each function b * j (X) vanishes at the origin, is Lipschitz continuous and radial, in the sense that b * j (X) is parallel to X for all X. Further, on the part of the slip line outside B m it coincides with the "external" slip b j , in the sense that
The angle θ j : R 2 → [−2π, 2π] is a function which obeys θ j (te 1 ) = 0 for all t > 0, 15) and is continuous away from [0, ∞)N ⊥ j . Clearly θ j (tX) = θ j (X) for t > 0, and θ j is unique up to the value on the jump.
We remark that ϕ d is a SBV loc function, with jump set
. This conditions guarantees that ϕ d is bijective. In particular, since all b * j are radial we have ϕ d (X k + Rv) ⊂ X k + Rv for all unit vectors v. An explicit computation shows that, for any unit vector v and t ∈ R,
This function is guaranteed to be bijective if
Since |b j | ≤ n , such condition will be satisfied by setting m as in (5.16).
An explicit computation shows that
Further, outside the inner core B m (X k ) the jump of ϕ d has the same form as required in (C2), in the sense that
The total deformation gradient and its elastic and plastic parts are respectively defined as
where F p is set as I on Ω \ Ω and Ω is defined as above. By (C2) and (C3), the jumpset J is a union of segments, i.e. J = ∪ j J j , each with a constant vector b j . The value of b j inside the core is taken for each j equal to that of the corresponding segment in the compatible region B c (X k ) \ B m (X k ). Then Curl F p in Ω satisfies, c.f. Reina and Conti (2014) , (5.23) where the + sign corresponds to the endpoint of segment J j pointed by N ⊥ , and the − sign to the opposite endpoint. The support of Curl F p Ω thus corresponds to the N dislocation points.
The fields F e that result in a finite energy belong to the space BV Ω; R 2×2 and therefore the traces F e+ and F e− on each side of the jump set J are well-defined quantities by Theorem 3.77 of Ambrosio et al. (2000) . We then define F e on the jump set J as 24) although the precise definition will not affect the limiting results.
We first show that ϕ p is approximately Lipschitz.
Lemma 5.1. Let ϕ p : R 2 → R 2 be a pure-slip deformation as defined in (C2), and set L = 2 Ns (1 + n ) Ns . Then the following holds:
(ii) For all X, Y ∈ R 2 satisfying |X − Y| ≥ one has
and, similarly, for allX,Ỹ ∈ R 2 satisfying |X −Ỹ| ≥ ,
(iii) For any X ∈ R 2 and anyX ∈ R 2 one has
(iv) Setting n = (1 + n ) Ns one has, for all X in the jump set of ϕ p ,
Here and below we use the overhead tilde to denote quantities in the intermediate (compatible) configuration ϕ p (R 2 ).
Proof. Consider a single slip deformation ϕ p ,1 , c.f. (C2). By construction, it can be written as
with φ : R → R piecewise constant, see Fig. 6 . Further, the discontinuity points have a separation of at least from each other, and the jumps of φ are no larger than n . This implies |φ (s)−φ (t)| ≤ n #(J φ ∩ [s, t]) ≤ n (|t − s| + ) and therefore
The same holds for all ϕ p ,ν . Taking the composition we obtain
Setting L = 2 Ns (1 + n ) Ns concludes the proof of (5.25). Taking the limit Y → X + , X → X − proves (5.29).
To prove (i) we observe that (5.30) easily implies that ϕ p ,1 is invertible, with inverse
where φ is the same function as in (5.30). Then ϕ p,−1 is defined as the composition of the inverses of the single slips, and the estimate
follows. This concludes the proof of (i) and (ii). Finally, assertion (iii) follows immediately from (5.32) and (5.34).
Now we prove that F p is well defined.
Lemma 5.2. Let ϕ , ϕ e , ϕ p and F p as in (C2-C4). Then the following results hold:
(i) The measure F p is uniquely defined from ϕ .
(
, and ϕ = ϕ e • ϕ p , ϕ =φ e •φ p are two decompositions as in (C2) on the domain ω, then on the smaller set B (Y) they coincide up to a translation, in the sense that there is c ∈ R 2 such thatφ
Proof. We first show that the second assertion implies the first. Recall that
has the property stated in (ii), therefore F p is unique on this set. Further, this shows that it is unique in the outer region B c (X k ) \ B (m+L 2 ) (X k ) of each core, and therefore by (C3) also in the interior. This concludes the proof of (i).
We now turn to the second assertion. Let Y be as stated. By the previous Lemma, Fig. 7 . We shall show that Dϕ p = Dφ p on B (Y) by showing that J ϕ p and b are uniquely defined from ϕ on such domain. Uniqueness of J ϕ p . By definition, ϕ = ϕ e • ϕ p , with ϕ p ∈ SBV loc (R 2 ; R 2 ) and ϕ e Lipschitz continuous. Therefore, by the chain rule, c.f. Theorem 3.96 of Ambrosio et al. (2000) , and since 35) and The next Lemma shows that the decomposition of ϕ p is unique, and will be used to prove det F p = 1. 38) then, there are constant vectors c ν , ν = 0, .., N s such that
each with its decomposition of the form
Proof. 
The last deformation applied in the sequence corresponds to slip along jump sets with normal N Ns . Since the normals N ν , ν = 1, ..., N s are all distinct, the jump set with normal N Ns on
Figure 7: Choice of domains to prove the uniqueness of
) will necessarily traverse regions where F p = I. The segments in those regions will suffer a translation upon pullback to the reference configuration, and will thus have that same normal N Ns , each with a given Burgers vector. The ensemble of segments with normal N Ns will, by construction, form a set of straight lines in the deformed configuration with a constant Burgers vector per line, potentially different between lines. Thus, Dϕ The above procedure may be iterated for ν = N s − 1 successively till ν = 1, obtaining for all ν
where 
and the composition of the first ν mappings yields
where c 0 = 0. Thus, from (5.47),
on E 1 .
(5.51)
We note that B (Y) ⊂ E 1 , and E ν ⊂ E ν+1 , and thus Eqs. (5.39) hold for all ν.
Lemma 5.4. Let J be the jump set of ϕ ∈ X . Then, the following results hold:
(i) There exists A > 0 such that for any ball B r (X) ⊂ R 2 of radius r >
(ii) There exists C * > 0 depending only on Ω such that
We recall that by definition J ⊂ Ω.
In this ball, the representation of ϕ p from (C2) holds. Since the ϕ p ,ν are piecewise translations and the normals N ν are all different, the jump set of ϕ p is the union of the counterimages of the jump sets of the individual ϕ p ,ν ,
) .
Since the jump set of ϕ p ,ν consists of parallel lines with distance at least , we have
and, recalling that (ϕ
The number of those sets ω l is bounded by A 1 r 2 / 2 for some constant A 1 . Similarly, by (5.6) the number of cores intersecting B r is bounded by A 2 r 2 / 2 for some constant A 2 , and the total length of the jump set in a core is not larger than c N s . Then, 54) which proves (i) For assertion (ii), since Ω is a bounded domain, it suffices to cover it with balls of the two types used in (i), or to choose in (i) a ball which covers Ω.
The next Lemma will be used to show that the elastic energy associated to cores vanishes in the continuum limit → 0.
Lemma 5.5. Let ϕ d be as defined in (5.12), and N and B c (X k ) as defined in (C1) and (C3). Then there exists C c > 0 such that
Proof. From (5.18) and scaling (5.5), the result is readily obtained
In closing this Section we show that the decomposition we assumed for the plastic strain is generically admissible. This is not used in the current argument, but illustrates the generality of our assumptions.
Lemma 5.6. Consider an arbitrary F p ∈ C ∞ Ω; R 2×2 such that det F p = 1, with e 3 = √ 2/2 (e 1 + e 2 ). In particular, 
From the expressions of F We note that the choice of the orientation of the three slip systems was arbitrary and different orientations may be chosen. The conditions for obtaining a unique representation under such choice will then differ from that of this lemma.
Main results.
Proposition 6.1. Let ϕ ∈ X as defined in (5.4), F e and F p as defined in (5.21) and ( 5.22) respectively and L as defined in Lemma 5.1. Assume sup E (ϕ ) < ∞. Then, there is C 1 depending on sup E (ϕ ), such that for any set K compactly contained in Ω and for any ∈ (0, 1) satisfying
Proof. We decompose the proof into three steps that concern, respectively, the dislocation cores, the compatible subdomains away from the dislocations and, finally, the total domain. These intermediate results will often use a combination of the Boundary Trace theorem (Theorem 3.87 of Ambrosio et al. (2000) ) and the Poincaré inequality (Theorem 3.44 of Ambrosio et al. (2000)) for BV functions, that we make precise here. Note that the constant in the Boundary Trace theorem depends on the domain. If the domain is a ball B 1 of radius 1, the theorem assertś 
´B
|f |dX + C t1 |Df |(B ) for the same constant C t1 as before. In particular, if f ∈ BV (B ), then
2) wheref = |B | −1´B f dX and the second inequality follows from Poincaré's inequality, see also Ambrosio et al. (2000) [Remark 3.45] for a corresponding scaling argument. The constants C t1 and C tp are independent of and of course, independent of f . The above result is also true for J ∩ B ,
as long as J ∩ B is the union of at most M segments, where the constant C tp depends only on M . This estimate holds for f on the jump set being defined as either one of the two one-sided traces f + and f − , or as the average (f + + f − )/2. To see this, let C p1 be the constant entering the estimate corresponding to (6.2) for the half ball, which does not depend on the orientation of the half ball. Given a segment γ ⊂ B , consider the diameter γ 1 parallel to γ, and let γ be the projection of γ onto γ 1 . By the reverse triangle inequality and the fundamental theorem of calculus, working for notational simplicity in coordinates such that γ is parallel to e 1 , ˆγ |f −f |dH
where D 2 denotes the distributional derivative in direction orthogonal to segment γ, and (X 1 , Y 2 ), (X 2 , Y 2 ) are the endpoints of γ, (X 1 , Y 1 ), (X 2 , Y 1 ) the endpoints of γ , see Fig. 8 . Therefore,
so that for M segments, (6.3) holds with C tp = M (C p1 + 1).
(S1) In this first step we show
We start with (6.6). The displacement jump at
where we have used ϕ + (X k ) = ϕ − (X k ), c.f. (C3) in (5.4). We further note that between X k and X either above or below J j we do not cross any other jump set, and therefore Dϕ = F e L 2 on both sides. Since F e has a trace on each side of the jump set, we obtain Figure 9 : Example of a dislocation core B c (X k ). The dislocation is centered at X k and is the boundary of a finite number of slip lines
and the same on the other side. Inserting in (6.8),
Integrating over one of the slip lines inside the core, which have length c , and then summing over all of the slip lines, we obtain
where we have used N dk ≤ N s , c.f. (C1) in (5.4). Summing now over all dislocation cores, we obtain
We turn to the absolutely continuous part of the gradient of ϕ , which by Hölder's inequality can be estimated as
(6.13) Recalling the quadratic growth of the energy, c.f. (5.3) , and the definition (5.2) we see that the parenthesis is bounded. Since N ≤ C/ (recall (5.5)), this proves (6.6).
We now turn to (6.7). By (5.24) and the bound |b j | ≤ n ≤ n , c.f. (C2) and (C3) in (5.4),
(6.14)
In the second term we use (6.3), so that it becomes
where F e denotes the average of F e over B c (X k ), which obeys
After summing over k, the first term is bounded as in (6.13), the second as in (6.12). This concludes the proof of (6.7).
(S2) Next, we cover the domain K \ 
We shall now show that for any l one has Fix l and let ϕ e and ϕ p be as in (C2), applied to the set B 2L 2 (Y l ). Then, ϕ = ϕ e • ϕ p . Taking the gradient we obtain F e = ∇ϕ e • ϕ p and
Therefore, recalling (5.10), (6.20) where b takes the constant value b j on each segment
The value of F e on the jump set was defined in (5.24). Since S = [X + ,X − ] is a segment of length no larger than n , by Lemma 5.1,
consists of the union of at most M = (1 + n) Ns segments. Indeed, each ϕ
is piecewise a translation, and a segment of length no larger than n crosses at most n + 1 discontinuity points, hence gets decomposed into at most n + 1 segments, each of length no larger than n (plus possibly a finite number of points, which may be ignored). Iterating at most N s times gives the result. Then, by (6.3) one obtainŝ 22) where F e is the average of F e over B h (Y l ),
(6.23) Therefore (6.21) and (6.22) yield
We write (6.20) as
Since, by (6.3),ˆB (6.26) this concludes the proof of (6.18). We remark that by (C2) and the proof of Lemma 5.4, |B (Y k ) ∩ J | consists of a finite union of segments bounded independently of .
(S3) We combine the results for the dislocation cores in (S1) and each B (Y l ) in (S2), which, by construction, have a finite overlap. Then,
Theorem 6.2. Let ϕ ∈ X , F , F e and F p as defined in Section 5, and sup E (ϕ ) < ∞. Then there exist F p , F e , ϕ and a subsequence (not relabeled) such that We recall that µ is said to weakly* converge to µ in M loc (Ω), if (6.35) for all f ∈ C c (Ω), c.f. Definition 1.58 of Ambrosio et al. (2000) .
Proof. Convergence of F p . By the definitions of F p and J , and the bound on and (6.28) follows by weak* compactness (Theorem 1.59 of Ambrosio et al. (2000) ).
Convergence of F e . By the growth condition of the elastic energy (5.3), sup F e L 2 (Ω) < ∞. Then, (6.29) follows by weak compactness (Theorem 1.36 of Ambrosio et al. (2000) ). Furthermore, since Ω is bounded and the energy imposes sup |DF e |(Ω) < ∞, we obtain sup F e BV (Ω) < ∞. Hence (6.30) and (6.31) follow by BV compactness (Theorem 3.23 of Ambrosio et al. (2000) ).
Convergence of ϕ and Dϕ . Consider a fixed closed ball B compactly contained in Ω, and define v = 1 |B|´B ϕ dX. Next, choose K ⊂⊂ Ω and define K = K ∪B. Then for < dist(K, ∂Ω)/(2L 2 ), we show that |Dϕ | (K) < ∞ by decomposing the domain into the dislocation cores and the remainder of the domain, c.f. proof of Proposition 6.1. By (6.6),
Next, we cover K \ N k B c (X k ) with balls of radius , B (Y l ), l ∈ N with finite overlap, as in Proposition 6.1 (S3) and we further definē
is obtained with a similar strategy as in Proposition 6.1. For each ball, since |b j | ≤ n we have (6.38) and J ∩ B (Y l ) consists of finitely many segments. Using (6.3) as in (6.26), and estimating the average via (6.16) as in ( 6.17) gives
Summing over all balls, 6.40) and therefore, recalling (6.36),
Therefore sup |Dϕ | (K) < ∞. Then, by the Poincaré theorem for BV functions, c.f. Theorem 3.44 of Ambrosio et al. (2000) , sup ϕ −φ L 1 (K) < ∞, whereφ is the average of ϕ over K. Since B ⊂ K it follows that |v −φ | is bounded as → 0. Then, as a result, by BVcompactness, c.f. Theorem 3.23 of Ambrosio et al. (2000) ) and the definition of weak* convergence in BV (Definition 3.11 of Ambrosio et al. (2000) ), (6.32) and (6.33) follow.
Continuity of the limiting solution From the previous results, ϕ − v → ϕ in L 1 loc (Ω). Then, by lower semicontinuity of the variation measure, c.f. page 172 of Evans and Gariepy (1991) , (6.42) where B r denotes a ball of radius r. We write B 2r for the ball with the same center and radius 2r, and assume B 2r ⊂⊂ Ω. Let us consider a set K ⊂⊂ Ω, such that B 2r ⊂⊂ K, and take
, we obtain by Proposition 6.1, (6.36) and the definition of
(6.43)
To estimate the last term we cover B r ∩K with balls of radius which do not intersect the cores, as done in (6.40). The balls have finite overlap and are all contained in the larger ball B 2r . Therefore (6.44) Passing to the limit, since (6.31) implies
As a result, c.f. Proposition 3.92 of Ambrosio et al. (2000) , the jump set of Dϕ has H 1 measure zero, and ϕ is approximately continuous H 1 -almost everywhere. We note that it may contain a Cantor part.
Convergence of Curl F
p By the scaling (5.5) and the bound on the Burgers vector (5.29), Curl F p Ω is equibounded. Therefore, by weak* compactness (Theorem 1.59 of Ambrosio et al. (2000) ),
Since F p also converges in M, we have G = Curl F p . Indeed, for every φ ∈ C ∞ c (Ω), one can choose such that supp φ ⊂⊂ Ω . Then, c.f Appendix A,
49) where the cross product is considered between Dφ and each column of (F p − F p ).
Theorem 6.3. Let ϕ , F = Dϕ , F e , F p as defined in Section 5, and F = Dϕ, F e and F p as in Theorem 6.2. Further, sup E (ϕ ) < ∞. Then,
Proof. In the following, we show Dϕ * F e F p in the sense of distributions. By Theorem 6.2 and uniqueness of the limit, this implies (6.50). We begin by defining µ as the mollification of F p with a kernel η ∈ C ∞ c (B ) satisfyinǵ B η dX = 1 and η (X) = η (−X), i.e.
Then, for any K ⊂⊂ Ω, and < dist(∂Ω, K)/(2L 2 ), one has, by η ≤ C 17 1 2 χ B , (5.52) and (5.29), that µ L ∞ (K) is equibounded, the bound does not depend on K. Therefore there exist µ ∈ L ∞ (Ω; R 2×2 ) and a subsequence satisfying µ * µ in L ∞ (K; R 2×2 ) for all K ⊂⊂ Ω. Next, we
show that µ = F p . Let φ ∈ C ∞ c (Ω). By choosing K such that supp(φ) ⊂⊂ K ⊂⊂ Ω, and choosing
since |F p |(Ω) equibounded, c.f. proof of Theorem 6.2, and φ * η → φ uniformly as → 0. Therefore µ = F p and F p ∈ L ∞ Ω; R 2×2 . Furthermore, writing for simplicity, with abuse of notation, Dϕ dX and F p dX for dDϕ and dF
(6.53)
The first term,´K |φ (Dϕ − F e F p ) |dX, tends to zero by Proposition 6.1. The third term, K |φ (F e µ − F e µ ) |dX, tends to zero by the strong L 1 (K) convergence of F e , c.f. (6.31), and µ ∈ L ∞ (K). The last term, ´K φ (F e µ − F e F p ) dX , tends to zero since φF e ∈ L 1 (K) and µ weakly * converges to F p in L ∞ (K). Finally, in the second term, ´K φ (F e F p − F e µ ) dX , we add and subtract the identity, use I * η = I and a change of variables in the second term, to get
(6.54)
We cover the jump set J with balls B (Y l ) such that the double balls B 2 (Y l ) are contained in Ω and have finite overlap. We use (6.3) in each ball, both for φF e and for (φF e ) * η , the chain rule, the quadratic growth of the elastic energy and the energy bound,
(φF e − (φF e ) * η ) dH
(6.55) Therefore Dϕ converges distributionally to F e F p . By uniqueness of the limit, then F = F e F p . Further, since F e ∈ L 2 Ω; R 2×2 , and F p ∈ L ∞ Ω; R 2×2 , it immediately follows that F ∈ L 2 Ω; R 2×2 . By the Poincaré inequality, ϕ ∈ L 2 Ω; R 2 .
Theorem 6.4. Let F p be as in Theorem 6.2, sup E (ϕ ) < ∞. Then det F p = 1.
as the scalar product of two vectors whose Curl and Div (divergence) are controlled by the Curl of the tensor. Indeed, det F = (F 11 , F 12 ) × (F 21 , F 22 ) = (F 11 , F 12 ) · (F 22 , −F 21 ), (6.61) with Curl (F 11 , F 12 ) = F 12,1 −F 11,2 , and Div (F 22 , −F 21 ) = F 22,1 −F 21,2 = Curl (F 21 , F 22 ). Therefore the div-curl lemma (Evans, 1990) 
Next we show that det F p α → 1 in L 1 . Since det F p α = 1 on the union of the ω l , and it is zero elsewhere, det (6.62) since ρ > 1/2. Therefore det F p = 1 a.e., which is the sought-after result.
In closing we remark that the determinant of the gradient of a SBV function such as ϕ can be given a distributional interpretation. This formulation is not used in the proof above, but illustrates the idea behind the statement det F p = 1. Indeed, in Appendix A we show that if ϕ ∈ L ∞ ∩ SBV (Ω; R 2 ) and φ ∈ C ∞ c (Ω), the determinant can be interpreted as 63) where the precise definition of ϕ on J is irrelevant since ϕ + × ϕ = ϕ − × ϕ . One can therefore choose for ϕ (X) on X ∈ J any convex combination of ϕ + (X) and ϕ − (X).
Conclusions
The kinematic assumption F = F e F p pertaining to the modeling of elastoplasticity in the setting of large deformations was introduced in the 1960's based on heuristic arguments and has become standard in the continuum mechanics community. However, the lack of a micromechanical justification has raised some skcepticism over the years about its validity, in particular questioning the existence and uniqueness of the multiplicative decomposition. In this paper, we provide for the first time, as far as the authors' knowledge, a rigorous proof of the expression F = F e F p for a general elastoplastic deformation of a single crystal. The proof is based on the coarse graining of a mesoscopic description of the deformation, where the dislocations and slip surfaces are individually resolved and the displacement field can be treated as continuous in all the domain except at the surfaces over which dislocations have glided. At such scale, as previously shown by two of the authors (Reina and Conti, 2014) , there exists physically-based definitions of the different tensors F , F e and F p that are uniquely defined from the microscopic deformation gradient ϕ and that do not make use of any multiplicative relationship between them for their definition. Instead, ϕ is described in the compatible regions away from the dislocations as the composition of an elastic and plastic deformation, i.e. ϕ = ϕ e • ϕ p . The corresponding continuum quantities at the macroscopic scale ϕ, F, F e and F p are defined respectively as the limit of ϕ , F , F e and F p as the lattice parameter tends to zero in the appropriate topology. We show that the limiting deformation mapping ϕ is indeed continuous, that F = F e F p holds in the limit with det F p = 1, and that Curl F p represents the dislocation density tensor when it is expressed in the reference configuration.
The results presented in this paper are of great generality, although limited so far to two dimensional deformations due to the mathematical complexity involved in the proofs. In particular, the assumptions made consist of standard growth conditions for the elastic energy, dislocations separated from each other and from the boundary by a distance of the order of several atomic spacings, a finite variation of the elastic deformation and a precise sequence of slips assumed in the compatible regions of the domain. We remark that this latter assumption is only needed for the proof of det F p = 1 and it has only been introduced for mathematical simplicity. It is yet to be studied in further detail whether or not some of these assumptions are necessary for the final results to hold.
For ϕ ∈ SBV , cof Dϕ = cof ∇ϕL 2 + cof ( ϕ ⊗ N) H 1 J , with cof ( ϕ ⊗ N ) = cof
therefore giving (6.63).
