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 
Abstract—this investigation aims to provide an overview and 
investigations of non-linear identification system using neural 
network approach. Nowadays, a lot of neural network approach 
was done to provide a satisfying identification system. 
Backpropagation scheme as the mainstream approach for 
developing identification system has several limitations such as 
training data, computation time, architecture, optimization 
technique for weight value update, and many others. Regression 
Neural Network which is found by specht on 1990 contains more 
advantages compare with backpropagation scheme. With the 
improvement of computation time, architecture, and robustness of 
this model and provided 90% of effectiveness, promising a good 
prospective to develop non-linear identification system. For future 
works, it can be implemented in neural network predictive model 
control system and another control scheme based on identification 
system approach. 
 




HE development of neural networks has been started since 
several decades ago. Since the past decade, many artificial 
intelligence methods such as fuzzy logic, neural networks, etc. 
has been developed to solving system modeling for dynamic 
plants. For nonlinear problems, neural networks have been 
widely applied for empirical process modeling [1]. The 
development of Neural networks itself increase rapidly since 
the multi layer neural networks and backpropagation was 
founded and popular related to the its capability to be trained 
to associate input data to output data that can be useful to learn 
unknown dynamic plants. The popularity of this scheme have 
been used in complex identification system [2]. Currently, 
neural networks are being applied to physical plant modelling 
with satisfactory results [3,4]. 
System modelling and identification system was applied in 
control system engineering. In control engineering, neural 
network approach based modelling are generally used as 
dynamic plant emulators for doing control design and also can  
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be utilize for predictor models in many adaptive control 
configurations [5,6,7,8,9]. Many of controller using direct 
controllers scheme, but in neural networks as direct controllers 
to the plant are less popular, however several methos have 
been reported. The common and best schemes of neural 
networks controllers are using predictor model in a control 
system which used to estimate the future condition/value. The 
problem came related to the implementation of predictor 
model that usulally has constraints of limited network size, and 
in many real time applications, fast computation time and 
processing is required. 
Based on the problems, using conventional multilayer and 
backpropagation in complex system give lacks of system 
performance. And in reality conditions, many kinds of 
identification and control configurations applied online 
schemes which needs fast and continuous learning capability 
and large of data to be trained. In many kinds of neural 
networks paradigms, the General Regression Neural Networks 
(GRNN) seems to be promising to posses such as 
characteristics  [10] thus, it’s being used as the motivation for 
this investigation. 
 GRNN has been applied in many number of applications on 
identification/modelling system and control [11]. There also 
have been investigated certain comparison studies to 
demonstrate the modelling capability of GRNN compare with 
another multilayer and common neural networks paradigms  
[12,13]. The investigation results gives advantages by applying 
GRNN than using backpropagation paradigms. The significant 
result related to the computation time, neural networks 
architectures, and simplify of neural network algorithms have 
been provided. This investigation also prove the advantages of 
GRNN based results and performances. Another investigation 
also reported using hybrid method between GRNN and fuzzy 
clustering measurement in system identification. The work also 
related to the simplified GRNN methods to provide a good 
performance using large of training data [. This investigation 
itsetlf will provided several configuration of delay tap/time to 
increase the performance of GRNN in system identification. 
This paper has several parts that organized as follows, A 
brief introduction and background review of identification 
system using neural networks and GRNN which given in this 
part. It’s followed by explanation of GRNN, and identification 
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system applied in dynamic plants. The next part will provide 
proposed method of identification system using GRNN on 
dynamic plants. The proposed method that has been 
investigated will be discussed on the next part and also closed 
by doing conclusion for certain investigations. 
 
II. TRAINING OF GRNN 
The basic fundamental of GRNN has been proposed [10] 
(Fig.1) by specht and the using of GRNN has been popular 
than back-propagation because the characteristic of GRNN as 
probabilistic solution and the known as probabilistic neural 
network with fast computation and training process and its 
simplicity [15], then GRNN was the alternative feed-forward 




Figure 1. GRNN Architecture (Specht, 1991) 
 
GRNN has two layers, the first layer called Radial Basis 
Layer and the second layer called as Linearization Layer or 
Special Linear Layer (Fig.2). Where R = number elements in 
input vector, Q = number of neurons.  
 
Figure 2. GRNN Architecture 
The concept is the regression function performed on an 
independent variable such as X  computes the most probable 
value of dependent variable Y  within finite set of 
observations data. Let’s )(xf as the probability density 
function of a random vector x . Regression result of Y given 
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The probability density function must be estimated from 
sample observations (data sets) of x  and y . The general form 
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Where ix  are independent and as distributed random 
variables with absolutely continuous distribution function. The 
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One useful form of the weighting function   is the kernel 
density function which is known as Gaussian function. There is 
a constant value for distribution estimator that based on 
panzer’s results that will converge to the underlying 
distribution at the sample point when it is smooth and 
continuous. Based upon sample values 
iX  and 
iY  of the 
random variable x  and y , it can provide a good distribution 
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p is the dimension of the vector variable x  ,  n  is the 
number of observations,   is the width spreading of 
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estimated kernel or smoothing factor, and 
iY  is the desired or 
target data given by the observed input data of 
iX . Then 
define
2
iD  by using equation: 
)()(2 iTii XXXXD       (9) 
Combining (8) and (9) and interchanging the order of 
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The )(
^
XY result can be used as weighted average of all 
observed data of 
iY  and each observed data is based on 
weighted exponentially of related to Euclidean distance 
from X . The main difference between probabilistic neural 
networks and backpropagation scheme within training process 
is the variables characteristic scheme.  
The GRNN paradigms also depend on the decision of best 
training related to the value of   which can be applied 
between 0-1 values and should not be 0 value. The highest 
value will give good fitting curve and best generalization 
results. Otherwise, the lower value   will give best fitting 
curve but will decrease the capability of generalization (Fig.3).  
 
Figure 3. A Simple problem to illustrate the influence of 
 parameter  on the GRNN result a)true function, b)too 
small, c)average, d)a perfect parameter, e)too large (Vadim 
Timonin, et al., 2005[15]) 
III. PROPOSED METHOD 
The investigation contains several steps. The steps should 
be accomplished to provide desired value based from training 
data sets. There are several schemes that can be applied for 
identification system based on neural networks paradigms. 
This investigation will using common scheme of system 




Figure 4. GRNN Scheme 
 
Step 1 : create a GRNN architecture with delay tap/time 
configurations 
Step 2 : Testing and validating the architecture/models and 
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Step 3 : if the MSE of fitting curve is larger than desired 
value, develop a new scenarios and back to Step 2. 
Step 4 : After providing best architecture, it will conclude the 
best identification system for the problem  
As the title above, this investigation will focused on using 
delay tapping/time configurations to provide a good 
architecture of GRNN’s performance. Configuration itself is 
how we can design certain delay tapping for input and output 
layer of GRNN to gain best fit of dynamic plant identification 
system (Fig 5.). 
 
  
Figure 5. Step for the proposed method 
 
  MSE performance will be the main parameters to 
measure the feasibility of each scenario (Table 1.). Each 
scenario will provide performance information of each 
architecture scenario.   This investigation will provide the best 
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architecture of GRNN using delay tap/time configuration. 
TABLE 1.                                                                                      
SEQUENCE TO INVESTIGATE SEVERAL SCENARIO OF DELAY 
TAPPING/TIME FOR IDENTIFICATION SYSTEM USING GRNN 
No Scenarios Performance 
1 1st scenario  
2 2nd scenario  
3 3rd scenario  
4 …etc.  
 
IV. ANALYSIS AND DISCUSSION 
The investigation will using hair dryer for the objects which 
will identified the system. Hair dryer is a device that processed 
air fanned through a tube and heated at the inlet. The air 
temperature is measure by a thermocouple at the outlet. The 
input )(ku  is the voltage over a mesh of resistor wire to heat 
incoming air; the output )(ky  is the outlet air temperature 
(Fig.6.). 
 
Figure 6. Hair Dryer System 
 
 
Figure 7. Relationship between )(ku  and )(ky  
 
 The relationship of input )(ku  and output )(ky  that seen 
in (Fig.7) conclude that the nonlinear characteristic is provided 
by this system. The data named as training data will be divided 
into two parts, 50% data for modeling/identification system, 
and 50% data for validation test (Fig. 8 and Fig. 9) from total 
data set. 
 
Figure 8. Training data set 
 
Figure 9. Validation data set 
 
 GRNN architecture will conduct several configurations to 
find the best architecture to identify hair dryer dynamic plant 
(Table 2.). Configurations of GRNN will be focused on to find 
the best scheme using delay tap/tapping as the input of 
dynamic plant. For each delay tap/time, it will be measured by 
using MSE value to compare between real data and validation 
test (eq.12). 
 
),..,,,..,( )()1()0()()1()0()1( nkkknkkkk yyyuuufy   (12) 
 
Since )( nku  was the input that belongs to the actuator value 
of voltage to hair dryer dynamic plant, and )( nky  as the output 
sequence of process value. The strategy is how to develop 
GRNN architectures by combining them, it will provide a good 
quality of identification non-linear dynamic plants. The 
measurements of MSE will be indicating the best architecture 
of GRNN as the identification system for dynamic plants. In 
the previous section, it has been discussed about spreading 
coefficent ( ). This investigation will be fixed parameters of 
  , based on previous investigation that the higher value of 
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  will not promise a good performance. Apparently, to 
generalize the predicted output, it should been done fairly by 
giving halfway value (between 0.5-0.9). Indeed that the 
maximum value of   will give lack of performance within 
validation phase. But, in the other case, reducing   will 
improve the training performance phase, but lack of capability 
to generalize predicting phase. Therefore, by choosing   
fixed value that related to previous investigation will help this 
investigation to configure the best delay tap/time on GRNN 
architecture. This investigation will use   = 0.8. 
TABLE 2.                                                                                      
SCENARIOS 
No Scenarios 
1 10 input ),( )4)..(1()4)..(1(  kkkk uy  
2 5 input ),( )3)..(1()2)..(1(  kkkk uy  
3 3 input ),( )1()2)..(1(  kkk uy  
4 2 input ),( )1()1(  kk uy  
5 8 input ),( )4)..(1()4)..(1(  kkkk uy  
6 12 input ),( )4)..(1()8)..(1(  kkkk uy  
 
V. CONCLUSION 
The investigation has provided several conclusions that 
GRNN as the identifications tool has a feasibility performance 
and shown good performance. The identification of the system 
depends on input characterization. The characterization refers 
to delay tap/time configuration within GRNN architecture. The 
performance affected by two parameters. Spreading 
coefficients ( ) will give better result based on generalization 
using a higher value (between 0.5 – 0.9). In training phase, a 
higher value of   will not give a best fitting performance. 
Otherwise, using lower value of    affected to the smooth 
fitting curve performance in training performance and gives a 
lack of generalization capability. Other parameters that 
affected the performance of GRNN in the identification 
problem is while choosing architecture for GRNN input 
include delay tap/time configuration as the input neuron. 
While increasing the amount of neuron indicating delay 
tap/time, cannot be surely as the most optimize result of 
identification dynamic system. For future works, it will 
compare with statistical model for dynamic plants such as 
ARX and ARMAX identification based system. 
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