We investigate two algorithms for computing the Moore-Penrose and Drazin inverse of a given one-variable polynomial matrix by interpolation. These algorithms differ in the method used for constant matrices inverses computing. The first algorithm uses the Grevile's method, and the second one uses the Leverrier-Faddeev method and its generalization. These algorithms are especially useful for symbolic computation in procedural programming languages. We compare results by implementing the algorithms in the programming package MATHEMATICA and in the procedural programming languages DELPHI and C++.
Introduction
For any matrix A ∈ C m×n the Moore-Penrose inverse of A is the unique matrix, denoted by A † , satisfying the following Penrose equations in X:
(1) AXA = A, (2) XAX = X, (3) (AX) * = AX, (4) (XA) * = XA Let C be the set of complex numbers, C m×n be the set of m × n complex matrices, and C m×n r = {X ∈ C m×n : rank(X) = r}. As usual, C[s] (resp. C(s)) denotes the polynomials (resp. rational expressions) with complex coefficients in the indeterminate s. The m × n matrices with elements in C[s] (resp. C(s)) are denoted by C[s] m×n (resp. C(s) m×n ). By I r we denote the identity matrix of the order r, and by O an appropriate null matrix is denoted. The Drazin and the Moore-Penrose inverse of A(s) are denoted by A(s) D and A(s) † , respectively.
An algorithm for computation of the Moore-Penrose inverse of a constant complex matrix A(s) ≡ A 0 ∈ C m×n by means of the Leverrier-Faddeev algorithm (also called Souriau-Frame algorithm) is introduced in [2] . A modification of the Leverrier-Faddeev algorithm for computation of the Drazin inverse is given in [5] . Hartwig in [6] continues investigation of this algorithm.
In [8] an implementation of the algorithm for computing the MoorePenrose inverse of a singular rational matrix in the symbolic computational language MAPLE is described. In [9] and [11] a representation and two algorithms for computation of the Moore-Penrose inverse of a non-regular polynomial matrix of an arbitrary degree are presented. The corresponding algorithm for two-variable polynomial matrix is presented in [10] .
An algorithm for computing the Drazin inverse of a rational matrix is introduced in [20, 21] . The corresponding finite algorithm for computation of the Drazin inverse of a given polynomial matrix is given in [7] . Moreover, in the literature a large number of applications of generalized inverses of polynomial matrices [8] is described.
Methods for computing generalized inverses of constant matrices are surveyed, classified, tested and compared in papers [15, 17, 18] .
In the second section, we introduce an algorithm for computing the Moore-Penrose inverse of a given one-variable polynomial matrix by the Hermite interpolation. The similar idea is used in [19] to compute the ordinary inverse of the polynomial (non-singular) matrices. Starting from the idea of interpolation we made the algorithm for the generalized inverses calculation. Note that we use a matrix in the symbolic form as an input, evaluating it for some chosen values. Therefore, the introduced algorithm is a generalization of corresponding results from [19] .
In the third section, we describe an implementation of the introduced algorithm in the package MATHEMATICA. For computing generalized inverses of constant matrices we use the Grevile's method.
In a recursive implementation of the partitioning method, a major problem emerges when dealing with repetitive computations of generalized in-verses of some matrices as well as the repetitive computations of some vectors. We describe algorithms used for elimination of these difficulties [23] .
Algorithm is especially useful for symbolic computation in procedural programming languages. In the fourth section, we describe corresponding implementation based on the application of the procedural programming language DELPHI.
In the next section, we describe the implementation in C++ of the algorithm which uses the Leverrier-Faddeev method and its generalization from [22] .
In the last section, several illustrative examples are presented and compare results generated by applying two different implementations in MATHE-MATICA, DELPHI and C++.
Inversion of polynomial matrices by interpolation
It is well known that there is one and only one polynomial of degree q ≤ n which assumes the values f
The polynomial is called the qth degree interpolation polynomial. Three important interpolation methods are [19] : i) the direct approach using Vandermonde's matrix ii) Newton interpolation, iii) Lagrange's interpolation.
Generalizing the various interpolation methods to the case of polynomial matrices A(s), algorithms for the inversion of polynomial matrices can be developed. Investigated Lagrange's interpolation seems to be especially suitable for the inversion of polynomial matrices.
The main idea is the symbolic computation of the Moore-Penrose inverse and the Drazin inverse of one-variable polynomial matrix using interpolation. We know which is the biggest degree of the adjoint matrix and the denominator polynomial. Then we compute the Moore-Penrose inverse and the Drazin inverse for several specific real values of the variable s, and find out the matrix interpolation polynomial which will give us the MoorePenrose or the Drazin inverse of the matrix. 
where
In a procedural programming language without the possibility for symbolic computation, it is necessary to transform a given polynomial matrix A(s) ∈ S[s] m×n into the polynomial form with respect to unknown variable s:
We also transform L i (s) in an analogous polynomial form.
Then we have
Now, Step 3. of Algorithm 2.1 can be formulated as in the following:
Proposition. For this algorithm we supposed that the value of the interpolating polynomial passes trough a small number of points. We use two points s 0 and s 1 for the implementation in DELPHI. There is a unique line through any two points. In this case we have
Grevile in [4] proposed a recursive algorithm which relates the Moore-Penrose pseudoinverse of a matrix R augmented by an appropriate vector r with the pseudoinverse R † of R.
In view of the Grevile's algorithm we present the following algorithm for computation of the Moore-Penrose inverse of a given constant matrix.
Algorithm 3.1 Consider any m × n constant matrix A. Let A i be the submatrix of A consisting of first i columns of A. If i-th column of A is denoted by a i , then A i is partitioned as
• Step 1. Initial value:
• Step 2. Recursive step: For each i = 2, . . . , n compute
where the quantities b i and d i are defined in steps 2.1-2.3.
Step 2.1.
Step 2.3.
• Step 3. The stopping criterion:
In [17] the Grevile's algorithm is estimated as relatively complicated and numerically stable.
In the beginning we describe implementation in MATHEMATICA.
A. The function Col[a, j] extracts j-th column of the matrix a = A(s):
is generated as follows:
Beside the simplification, a significant problem in a recursive implementation of Algorithm 3.1 , is the magnification of arithmetic operations. This problem arises from multiplicative recomputations. The total number of different values that will be produced is comparatively small, but these values must be recomputed many times. In order to obviate this problem, we use possibility of the programming package MATHEMATICA to define functions which remember values that they generate [24, 25] .
Step 2 of the 
Implementation in DELPHI
A common problem arising in the implementation of various methods for numerical or symbolic computation of generalized inverses is a dramatic magnification of floating point operations.
In a recursive implementation of the partitioning method [4] , the repetitive computation of generalized inverses of some matrices is a major problem.
We describe corresponding algorithms to eliminate these difficulties [23] .
A major problem which occurs in a recursive implementation of Algorithm 3.1 arises from multiplicative recomputations of several matrices. In view of Step 2 of The total number of different values that will be produced is comparatively small, but these values must be recomputed many times.
We define a type of date as follows: The submatrix A j = [a 1 , · · · a j ] which contains first j ≤ n columns of the matrix A = A n = [a 1 , · · · a n ] is generated as follows: The function isZero(A:Matrix):boolean returns T rue if A is the zero matrix, and F alse othervise.
The function MatNum(A:Matrix) returns A [1, 1] , in the case when A is 1 × 1 matrix.
In the function AppRow(X, Y : M atrix) it is assumed that X is m × n matrix and Y is a row 1 × n matrix. The result is (m + 1) × n matrix, obtained by appending Y after the last row in X. Finally, inversion of polynomial matrices by interpolation using the modified Algorithm 2.1 in Step 3. with two starting points s 0 and s 1 , (see (6) and (7)) is given as points s 1 , . . . , s n , using two stacks: one is stack of strings and the other is stack of numerical values.
In
Step 2, using Leverrier-Faddeev algorithm and generalization from [22] , we calculate the "interpolation points", i.e. real matrices A k .
Finally, in
Step 3, we use algorithm for polynomial interpolation (e.g. form [16] ), restated for matrix polynomials. We get matrices
Obtained matrices C k contain polynomial coefficients of the needed inverse matrix elements. After that, the inverse matrix could be easily expressed in the polynomial form.
Examples
In the beginning of this section we give several examples related to packages MATHEMATICA and DELPHI. In the following table we show effectiveness of Algorithm 2.1 with respect to MATHEMATICA and DELPHI. Consider the matrices known as S n , A n and F n from [26] , for the interpolating point {1, 2} of the parameter s. We show the effectiveness with respect to CPU time. These results (in seconds) are obtained using version 4 
MATHEMATICA function P artitioning[S11] produces well known inverse S †
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Using values s
In [26] the exact value of pseudoinverse matrix is: 
The exact pseudoinverse matrix is ( [26] ): [26] for n = 7. 
Using values
In [26] the exact pseudoinverse matrix is: 7 Conclusions
