Abstract. An area-minimizing hypersurface is dual to a vector field which calibrates it. In [S], we used this idea to construct an algorithm to find the minimum-energy surface on any boundary, where the surface energy density can depend on position or normal vector. Here we extend this algorithm to allow not only surface energies, but also bulk energies, integrated over the volume enclosed by the surface. Minimizing such energies is an important step in the definition of flat curvature flows [ATW]. By modifying the bulk energy to include undercooling terms as well as distance terms, these flows are especially useful for computing crystal growth.
Introduction to prescribed curvature problems
Many physical problems have a mathematical formulation in terms of minimizing the energy of an interface surface, where the energy might be just area, or could have a density dependent on position or orientation. Here we consider problems which have such a surface energy, given by integrating Φ(x, n), the surface energy density at x for a hypersurface with normal vector n, and which also have a bulk energy, given by integrating a density H over the volume on "one side" of the surface. We assume that the surface is a hypersurface in R n , but other ambient manifolds can be handled in the same manner.
To find a local minimum of such an energy, we could use some gradient descent method; many such approaches to mean curvature flow, for instance, have been studied, as described elsewhere in this volume. But to find the global minimum, within a homology class, the most fruitful approach is to use convex duality. Dual to a minimum-area surface is a calibration, a divergence-free vector field normal to the surface which proves it has minimum area. In [S] , we approximated this pair of dual problems by a finite network-flow problem, a linear program solvable by a special algorithm. Here we extend this approximation and algorithm to the case with bulk energies.
In R n , the homology class of a hypersurface is given by its list of boundary components, with oriented multiplicities. We will specify such a class by giving one surface S 0 in the class. Then any homologous S can be written as S = S 0 + ∂T for some region T . (We will make this precise by working in the context of currents, as in [ATW] or [S] .) Here, if S and S 0 are contained in a bounded region, then we may take T to be supported in the same region.
Prescribed mean curvature
One energy we might consider is
which is independent (up to an additive constant) of the initial surface S 0 chosen to represent the homology class. Consideration of this energy leads to what is known as the prescribed mean curvature problem [G] , because, under certain regularity conditions, any surface S which is critical for E and passes through a point x will necessarily have Φ-mean curvature equal to H(x) there. (This can be taken to be the definition of the weighted mean curvature associated to the energy density Φ; if Φ ≡ 1 so that the surface energy is just area, then it is the usual mean curvature of a smooth surface S.)
Intuitively, the dual problem asks for a vector field f (x) in space which has speed bounded by the value of Φ in the direction of f (meaning that f · f ≤ Φ(x, f ), where by convention we extend Φ to be positive-homogeneous in its second argument) and has divergence ∇ · f = H(x). We try to maximize the flux of such a flow through the initial surface S 0 , noting that this flux equals the flux through S minus the integral T H(x). This difference equals the energy E 0 (S) iff f is everywhere normal to S with maximum speed.
Often, the prescribed mean curvature problem does not have a global minimum solution. For instance, one might hope to find a spherical soap bubble by specifying H to be a constant throughout R 3 , and taking Φ ≡ 1. Then a sphere of radius 2/H is a critical point for the energy E, but it is an unstable critical point, and spheres of greater radius have decreasing energies approaching −∞. Correspondingly, there is no feasible solution to the dual problem: there is no vector field in R n of constant divergence with global speed bounds. Some other technique is needed to find constant mean curvature soap bubbles.
In fact, unless the function H is close to zero everywhere, there will be no global minimum (in a homology class) for the prescribed mean curvature problem. If there is any region R with | R H| > Φ(∂R), then we can add the boundary ∂R to our surface S with high multiplicity (positive or negative as appropriate) to get a new surface with lower energy. If Φ ≡ 1, this means, for instance, that we cannot have H > nk on a ball of radius 1/k. However, we should note that many positive results are known [G] if we restrict our attention to a small enough region.
The absolute curvature problem
Although the prescribed mean curvature problem often fails to have a global minimum, there is a related problem which is guaranteed to have a minimum energy solution. We wrote the difference ∂S − ∂S 0 as the boundary of an n-current T ; if we separate T into positive and negative pieces, T = T + − T − where T + and T − have disjoint support and positive multiplicities, then our modified energy is
Here we take H to be nonnegative. We can think of H as specifying the absolute value of the mean curvature of a minimizing surface; the mean curvature vector will point "away from" the initial surface S 0 . This modified problem, which we will call an absolute curvature problem, does depend on the particular surface S 0 , not just on its homology class. All our results would apply to a generalization, where we integrate different nonnegative functions H + and H − over T + and T − respectively. We will not, however, state our results in this generality.
Note that any solution must lie in the convex hull of the initial surface S 0 , because intersecting T with a half-space containing S 0 can only decrease E(S).
This kind of energy was introduced in [ATW] , where, to define a generalized flow by mean curvature for an initial surface S 0 through a time ∆t, the function H(x) is cleverly prescribed to be the distance from x to S 0 , normalized by dividing by ∆t. A solution to this particular absolute curvature problem should then be a surface which, if it has moved a distance d = H∆t from S 0 , has Φ-mean curvature H there. Existence and regularity results are proven in [ATW] for such solutions, which are shown to approximate other known curvature flows.
To find a global minimum for such a problem computationally, we need to make some approximations. In fact, we replace the problem by a discrete version, which asks for the best surface in a cell complex. Given any complex which fills R n , we can restrict our attention to hypersurfaces made up of facets of these cells, that is, to (n − 1)-chains in the complex. If we know the surface energy of each such facet, and then bulk energy of each n-cell, then finding the best surface becomes a linear programming problem. In section 2, we describe an algorithm for solving this network flow problem quickly. In section 3, we formulate the absolute curvature problem precisely in the context of currents. In section 4, we prove that for any absolute curvature problem, there is a cell complex in which its solution will have a good approximation; in particular the complex used is a hypergrid, obtained by slicing space with parallel planes in many directions.
A discretized problem and its algorithm
We describe a network-flow problem which is dual (in the sense of linear programming) to the problem of minimizing energy among surfaces in a cell complex. This problem has a fast algorithm with a nice geometric interpretation.
The discrete absolute curvature problem
Suppose we have a cell complex in R n . We pay special attention to the cells of dimension n and n − 1, and to the graph or flow network G to which they are dual. Each node v of this graph lies in an n-cellv of the complex, and ifv andŵ are adjacent, there is an edge or pipe p = (v, w) dual to the facetp between v and w. We write −p = (w, v) for the oppositely oriented edge.
The energy E of any hypersurface in the complex will be given in terms of
If Φ is symmetric as a function of normal direction, then u p = u −p . Although we keep these interpretations in mind, our linear program works the same for any nonnegative values u p , h v , independent of whether these could come from the energies of some cell complex. We should add a note about finiteness. If we know a priori that the surface we are looking for will lie in a certain region of our complex, then we can replace all cells outside that region by a single cell v ∞ with h v∞ = ∞. Then the surface we find in the modified complex will be the same as the one we would find in the original complex. Thus we speak of a cell complex filling out R n , but we really need to work in just a compact region (say the convex hull of the initial surface) to get the true solution in R n , so we can assume that the dual graph is finite.
Definition.
A flow network is a finite graph G with nonnegative functions u p on the edges and h v on the nodes. We will talk about cohomology in the graph in terms of homology in a dual complex. Thus, a integer combination a p p of edges (pipes) will be viewed as a surface A = a pp . (Here we take by convention a −p = −a p and we take sums over just one orientation of each edge.) A linear combination T = t v v of nodes (vertices) is viewed as a region, with boundary ∂T equal to the set of pipes out of this region. So A and B are homologous surfaces if B = A + ∂T for some region T . (Focusing our attention instead on the graph, we would say that B − A was a cocycle in the edges of G.) The values u p are called the capacities of the pipes p, for reasons we will see later.
Definition. Given a flow network G and an initial surface A, the discrete absolute curvature problem asks to find the homologous surface B = b pp of least energy E. If T = t vv is the region satisfying B = A + ∂T , then the energy of B is defined to be
Here, the sign in u ±p is that of b p .
The condition that B be homologous to A can be written as a set of constraints, one for each pipe p = (v, w), namely b p = a p +t v −t w . Thus this problem is a linear programming problem: find b p and t v satisfying these constraints and minimizing the energy E. Note that T is not quite determined by B; we could add a constant to each t v . However, we always have in mind the choice minimizing |t v |h v ; for the networks we have described with h v∞ = ∞, this sum is finite only for this choice of T .
The dual flow problem
The standard duality for linear programs gives us a dual problem, which has variables f p = −f −p corresponding to the constraints on every pipe p. These can be interpreted as a pseudoflow F on the network G. The new problem asks to maximize the sum a p f p which is the flux of F through A, subject to a condition on each pipe p, namely that |f p | ≤ u p , and a condition on each node v. Then the condition says that |∇ Proposition. This linear programming problem dual to the discrete absolute curvature problem is equivalent to the minimum-cost circulation problem in a modified network.
Remark. The minimum-cost circulation problem on a flow network G asks for a circulation of minimum cost, where a circulation is a pseudoflow with no divergence anywhere, and there is a given cost −a p for each unit of flow through pipe p. Thus our dual problem as described above is a generalization to what we might call quasicirculations, where the pseudoflow is allowed to have a limited amount of divergence at each point. If all the h v are zero, then our problem is exactly the minimum-cost circulation problem.
Proof. We construct the modified network as follows: let G H be the graph with the nodes and edges of G, plus an extra edge p ∞ (v) joining v to v ∞ for each node v. We set the capacity of p ∞ (v) top be h v (in each direction), and set a p = 0 for these new edges. Then circulationsF in G H correspond exactly to quasicirculations F in G, if we letF = F on the edges of G, and let it take the values it must on the new edges to eliminate the divergence. Since the new edges have no cost, a minimum-cost circulation in G H is the same as a minimum-cost quasicirculation for G.
Many special algorithms are known for network-flow problems, starting with the work of Ford and Fulkerson in the 1950's. A nice summary is given in [GTT] . We will describe an algorithm for our problem that works well for the kinds of data we encounter (where most a p are zero), and has a clear geometric interpretation. A similar interpretation for a minimum-cost circulation algorithm was given in [S] , with more complete details.
A primal-dual algorithm
Our algorithm is a primal-dual algorithm, which starts with a feasible pair of solutions (F = 0 and B = A), and at each step improves one or the other, until they are both optimal. As always in linear programming, we know that for any feasible solutions, the primal and dual energies satisfy f p a p ≤ E(B). Equality here holds iff the solutions are both optimal, so this gives us the orthogonality conditions for optimality. We always know that the flux through B is no more than the surface energy of B; for these to be equal, we must have f p = u p whenever b p > 0 (and so f p = −u −p whenever b p < 0). We call these the capacity conditions. The other orthogonality conditions ensure that the difference in flux through B and A equals the bulk energy of T . These divergence conditions say that ∇ F v = h v whenever t v > 0, and that ∇ F v = −h v whenever t v < 0. Initially, t v = 0 since B = A, so the divergence conditions are satisfied. But the capacity conditions are not satisfied, since there is not flow to capacity through the surface. Our algorithm repeatedly finds some unsatisfied capacity condition, and attempts to satisfy it by increasing the flow or (if this is not possible) by moving the surface. However, we never let ourselves violate any other orthogonality condition. This implies that divergence conditions are never violated, and only the original capacity conditions are violated: new pieces of surface where b p > 0 but a p = 0 always have full flow through them. After each such step, we have one fewer violated condition, so after a finite number of iterations, bounded by the size |A| := |a p |, we must have an optimal solution.
In particular, we start each iteration by finding a facetp 0 in the surface (so a p0 , b p0 > 0) where the flow is not to capacity (f p0 < u p0 ). We try to increase f p0 by finding a flow path including p 0 , either a loop or a path from a source to a sink. Any node v is available as a source if ∇ F v < h v , except that at nodes where t v < 0 (so ∇ F v = −h v ) we do not allow the divergence to be increased, as this would violate the orthogonality condition. The conditions for sinks are analogous. Each pipe can support additional flow up to its spare capacity, except that we do not allow any flow backwards through the current surface D, as this would violate a capacity condition.
Given a pseudoflow F on a flow network G with capacities u p , we can consider the residual capacities u p − f p , the maximum amount that can be added to f p . The network G with these capacities is called G F . In particular, we can think of deleting from G the directed edges already used to capacity. Here, we in fact want to delete additionally the edges going backwards through B. Call the resulting network G F,B . Our iterative step (for an edge p = (t, s)) asks to find a maximum quasiflow from t to s in G F,B .
Again, we can reduce this maximum quasiflow problem to Ford and Fulkerson's original maximum flow problem by adding extra edges to infinity. Here we let G H F ,B be the graph G H with capacities modified to account for the current flowF , and edges backwards through the current surface (b p < 0) deleted. We can interpret t v as b p∞(v) , and we delete also the appropriate added edges where this is nonzero, to avoid violating new divergence conditions.
Thus we have demonstrated the following proposition.
Proposition. The discrete absolute curvature problem for initial surface A in network G can be solved by at most |A| iterations, each a maximum flow problem on a subgraph of G.
Algorithms for maximum flows
There are many good algorithms known [GTT] for the maximum flow problem, also known as the max-flow/min-cut problem. We will give a quick summary of one that runs in reasonable time. We explain it in terms of the equivalent maximum quasiflow problem encountered above. The algorithm must try to improve the flow f p0 until it equals u p0 . If this cannot be done, we have a minimum cut, that is, an improved surface demonstrating that f p0 cannot be further increased.
To improve the flow, we start with the node at the head of p 0 , and perform a breadth-first search of nodes accessible from there, looking to reach one available as a sink or to reach the tail of p 0 . The search may only follow pipes that can support additional flow. If we reach the tail of p 0 , we augment the flow in this loop by the minimum spare capacity. If we reach a sink, we start from the tail of p 0 and work backwards, looking for a source node, again by a breadth-first search through allowable pipes. If we find a source and sink, then we augment the flow along the path between them as much as possible (determined by the minimum of the spare capacities and the available source and sink values). In these cases, we have improved the flow f p0 . If it is still below the capacity u p0 , we must repeat the whole process, but the choice at each stage of a shortest possible augmenting path guarantees that the number of repetitions is O(|V ||E|), where |V | is the number of vertices in G, and |E| the number of edges [S, GTT] .
If, on the other hand, the search for a sink or source node fails, we improve the surface rather than improving the flow. Assume that it was the search for a sink that failed, and let Z be the set of nodes reached from the head of p 0 . (We handle the case of failure to find a sink in a symmetric way.) We want to move one sheet of surface across to the other side of the set Z; this is accomplished by subtracting one from t v for each node in Z and adding one to b p for each pipe out of Z. (Thus B changes by the boundary of Z, and we maintain the condition B = A + ∂T .)
Since Z was the entire set of reachable nodes, it must be true that no pipe out of Z has any spare capacity (except when −p is used in the current surface). Also, every node v in Z was unavailable as a sink, so it has either ∇ F v = −h v or t v > 0. This means exactly that no new orthogonality conditions are violated when we move the surface: the only places where b or t is made nonzero are places where the orthogonality is already met.
Also, a simple calculation shows that the energy E(B) is decreased by this move, since the net flow out of Z equals the total divergence in Z. If there were no nodes in Z where t v > 0, and no pipes out of Z where b p < 0, then there would be no change in the energy. But each such pipe or node gives us a decrease in energy, and we know there is at least one such pipe, the original p 0 .
Modified algorithms let us find maximum flows (or quasiflows) in time O(V 3 ) or even less [GTT] . Thus we can summarize the results of section 2 in the following theorem.
Theorem. The discrete absolute curvature problem for initial surface A in network G can be solved by the network-flow algorithm described above, taking total time O(|A||V | 3 ).
Minimum energy currents
Here we will give a precise statement of the absolute curvature problem in the context of integral currents, and show that a minimum-energy solution exists. Currents are objects over which differential forms can be integrated; they form the basis for much of geometric measure theory. See [M] for a nice introduction; [S] and [ATW] also give more background than we give here.
Definition. A rectifiable set of dimension k is a measurable set of finite Hausdorff k-measure in R n which is a countable union of Lipschitz images of k-planes. Since we know how to integrate a differential form over a rectifiable set, we can view it as a current, and in fact a rectifiable k-current T in R n is a countable sum of rectifiable sets with integer multiplicities. Its mass M (T ) is the supremum of T (φ) over all φ pointwise bounded by 1 on unit simple vectors, which equals the Hausdorff measure of the underlying set, counted with multiplicities; this is required to be finite for a rectifiable current. Its boundary ∂T of a current T is defined by its action on (k − 1)-forms, to make Stokes' Theorem true: ∂T (φ) = T (dφ). An integral current is a rectifiable current whose boundary is also rectifiable (and thus in particular has finite mass).
Much of the usefulness of currents comes from the following compactness theorem, which proves the existence of minimizers for many problems.
Theorem [M 5.5] . Given a compact set K ∈ R n and a mass bound M 0 > 0, the set of all integral currents T supported in K with M (T ) < M 0 and M (∂T ) < M 0 is compact with respect to the flat norm F. This norm is defined by setting
, where the infimum is over all ways of writing T − S as ∂A + B.
Note that F(∂T, ∂S) ≤ F(T, S), so that if currents converge in the flat norm, then so do their boundaries. For n-currents, the flat norm F coincides with the mass norm M .
The structure of top-dimensional currents is relatively simple: any integral current T of dimension n can be written as a sum of positive and negative parts
where each T +i and T −i is associated to a Lebesgue-measurable set with multiplicity one, T +1 ∩ T −1 = ∅, and T +i ⊂ T +(i−1) , T −i ⊂ T −(i−1) . If we decompose two currents T and S in this manner, then
where, in each case, the flat distance between two n-currents equals the mass of their difference. Thus convergence of n-currents implies convergence of their positive and negative parts separately.
A parametric integrand Φ for hypersurfaces is a positive continuous function of position and unit normal vector. We assume that Φ is convex at each point, meaning that if it is extended to be positive-homogeneous on normal vectors at that point, it is a convex function of these. Such an integrand Φ can be integrated over an integral (n − 1)-current T to give Φ(T ) ≥ 0. For instance the mass M (T ) of a current can be obtained from the integrand Φ ≡ 1. We assume here that our integrands Φ are independent of position, but all the results extend to integrands with Lipschitz dependence on position. Since Φ is positive, it has a positive lower bound Φ(T ) ≥ Φ 0 M (T ).
A parametric integrand for n-currents is simply a continuous nonnegative density function H(x) on R n . We may assume that H has an upper bound H 0 , since we will be working in a compact region.
It is not hard to check that M (T ) is lower semicontinuous with respect to the flat norm F, and the same is true [ATW] for any convex parametric integrand Φ.
We are now ready to state the absolute curvature problem and prove the existence of solutions as integral currents. We are give an initial surface, an integral (n−1)-current S 0 supported in some compact convex set K ⊂ R n , and two energy functions, a surface energy given by a convex parametric integrand Φ, and a bulk energy, given by a nonnegative continuous function H(x) on K.
Then the absolute curvature problem asks for a n-current T such that S = S 0 + ∂T has minimum energy E(S) = Φ(S) + T+ H + T− H. Here T + and T − are the positive and negative parts of T . Note that any solution must lie in the convex set K, since projection into K can only decrease the energy E.
Theorem. The absolute curvature problem described above has a solution.
Proof. The functions Φ and H are nonnegative, so there is an infimum E 0 for E (S) . Suppose T i is a sequence of currents such that E(S i ) approaches this infimum (S i = S 0 + ∂T i ). Then by compactness there is a subsequence converging to an integral current T in the flat norm. Then the S i must converge to S = S 0 + ∂T , and the positive and negative parts of T i converge to the currents T + and T − . By the lower semicontinuity of parametric integrands, we find that E(S) ≤ lim E(S i ), and thus E(S) = E 0 , the infimum.
Crystalline approximation theorems
The main theorems of [S] describe how integral currents can be approximated arbitrarily well in a certain kind of cell complex. In fact, the complex can be chosen even without knowledge of the current, if we know just certain bounds on its mass. This allows us to approximate the solution to a minimization problem by the solution in this complex. Here we summarize these results, and additionally check that this approximation to a current has nearly the same energy E as the original current, so that the algorithm described in section 2 can be used to find good approximations to the minimum-energy surfaces for absolute curvature problems (like those in the definition of the flat curvature flow of [ATW] ). In [S] only surface energies with no bulk terms were considered.
Hypergrids and theorems for surface energy
The cell complexes we use are hypergrids, which are sometimes called multigrids, but are not to be confused with the multigrids used in numerical solution of PDEs. They are projections of cubical grids from higher dimensions into R n .
Definition. An (N, δ)-hypergrid in R n is a cell complex obtained by slicing space in N different directions, each time with parallel planes at spacing δ.
The idea here is that if the N directions are spread evenly around the sphere S n−1 , then a flat hyperplane can be approximated well using facets in the n nearest directions, in a tent-like surface. Furthermore, if δ is much smaller than any radius of curvature of some smooth hypersurface, we can in some sense follow the curves of this surface, and approximate it well in an (N, δ)-hypergrid.
However, any current can be smoothed so that over most of its area it has small curvatures; the smooth parts can be approximated well in our hypergrid, and the remainder is so small that even a bad approximation there doesn't hurt us. This outlines the proof of the following crystalline approximation theorem.
Theorem [S] . Any current S can be approximated well in some hypergrid. In particular, given and bounds on the masses of S and its boundary, we can choose a hypergrid C in which there is a chainŜ approximating S well, in the sense that Φ(Ŝ) ≤ (1 + )Φ(S) and F(S,Ŝ) ≤ M (S).
Note that the proof sketched above and given in [S] leads to explicit bounds on the size of the hypergrid needed; if we don't care about the bounds, we can invoke compactness to prove the theorem quite quickly.
From this theorem it follows that given a boundary cycle, we can use our flownetwork algorithm to find the surface spanning it with least area (or least energy Φ). Given the desired accuracy, we pick a hypergrid in which the true surface will have a good approximation. Then the algorithm finds the best surface in the hypergrid, which must have close to the true minimum energy.
Results for the absolute curvature problem
The results described above can easily be extended to apply to the absolute curvature problem. In fact, we merely need to note that in a compact region (like the convex hull of the initial surface S 0 ), the bulk energy function H(x) is bounded above by a constant H 0 . Remember also that Φ is bounded below by Φ 0 . Thus we will see that the approximationŜ constructed above has energy close to the energy E(S) of S.
Theorem. Any current S can be approximated well in some hypergrid for the absolute curvature problem. In Given a desired accuracy > 0 and bounds on the masses of a current S and its boundary, we can choose a hypergrid C in which any such S has a good approximation for the absolute curvature problem. By this we mean a chaingŜ such that E(Ŝ) ≤ (1 + )E(S) and F(S,Ŝ) ≤ M (S).
Proof. Use the approximatingŜ from the previous theorem, with a smaller . Then We see that taking < /(1 + H 0 /Φ 0 ) is sufficient to get the desired result.
This theorem means that for any absolute curvature problem, and any desired accuracy, we can choose a hypergrid in which to look for a minimum energy surface. The surface found by the algorithm of section 2 will find the global minimum in this grid, which cannot have more than (1 + ) times the energy of the true minimum surface.
