Let q be a prime power, and Fq be the finite field of order q. In this short note, by using methods from spectral graph theory, we give sufficient conditions to guarantee that Fq \ {0} ⊆ {a1u
INTRODUCTION
Let p be a large prime and g a primitive root modulo p. Andrew Odlyzko asked for which values of M the set A := {g x − g y (mod p) : 1 ≤ x, y ≤ M } contains every residue class modulo p. He also conjectured that one can take M to be as small as p 1/2+ǫ , for any fixed ǫ > 0 and p large enough in terms of ǫ. The first result was given by Rudnik and Zaharescu in [13] by using standard methods of characters sums. More precisely, they proved that if M ≥ cp 3/4 log p for some c > 0, then F p ⊆ A. This result was improved to 10p 3/4 by Garaev in [7] and independently by Konyagin in [12] . García [8] reduced the constant c to 2 5/4 . By using a combinatorial approach, Cilleruelo [4] improved the constant to √ 2 + ǫ for p large enough in terms of ǫ > 0.
In [5] Cilleruelo and Zumalacárregui generalized this problem to arbitrary finite fields F q and for elements of large multiplicative order by employing character sum techniques and properties of Sidon sets as follows. Theorem 1.1 (Cilleruelo and Zumalacárregui, [5] ). Let u 1 and u 2 be two non-zero elements of F q . Suppose that
Note that 0 may not belong to these sets, for instance, if q is a prime, q ≡ 3 mod 4, and ord F * q (u i ) = (q − 1)/2, then the elements u x 1 + u y 2 are sum of two squares and 0 is not of this form, see [5] for more details.
In this short note, we present a graph-theoretic proof of a generalization of Theorem 1.1 as follows.
Using the same techniques, we extend Theorem 1.2 in the setting of the finite cyclic ring Z q := Z/qZ, where q = p r is a prime power.
where
If we want the sum-set to cover the whole ring Z q , we need a stronger condition as in the following theorem.
Note that the bound of Theorem 1.4 is only effective in the case d > r + 1. We remark here that our approach in this paper and character sum techniques in [5] have been the main tools to deal with problems with large restricted sets. Many results obtained by Fourier analytic methods can be proved by using our techniques and vice versa. The interested reader can find a detailed discussion on the relation between these methods in [19] .
There is also a series of papers dealing with similar problems in recent years, for example, see [6, 9, 10, 11, 14] and references therein.
The rest of this paper is organized as follows: In Section 2, we recall some properties of pseudo-random graphs, and the spectrum of product graphs, sumproduct graphs over finite fields and finite cyclic rings. The proofs of Theorems 1.2, 1.3 and 1.4 are presented in Section 3.
PROPERTIES OF PSEUDO-RANDOM GRAPHS
For a graph G of order n, let λ 1 ≥ λ 2 ≥ . . . ≥ λ n be the eigenvalues of its adjacency matrix. The quantity λ(G) = max{λ 2 , −λ n } is called the second eigenvalue of G. A graph G = (V, E) is called an (n, k, λ)-graph if it is k-regular, has n vertices, and the second eigenvalue of G is at most λ. Since G is a k-regular graph, k is an eigenvalue of its adjacency matrix with the all-one eigenvector 1. If the graph G is connected, the eigenvalue k has multiplicity one. Furthermore, if G is not bipartite, for any other eigenvalue θ of G, we have |θ| < k. Let v θ denote the corresponding eigenvector of θ. We will make use of the trick that v θ ∈ 1 ⊥ , so Jv θ = 0 where J is the all-one matrix of size n × n (see [3] for more background on spectral graph theory).
It is well known (see [2, Chapter 9] for more details) that if λ is much smaller than the degree k, then G has certain random-like properties. For two (not necessarily) disjoint subsets of vertices U, W ⊂ V, let e(U, W ) be the number of ordered pairs (u, w) such that u ∈ U, w ∈ W, and (u, w) is an edge of G. We recall the following well-known fact (see, for example, [2] ). Lemma 2.5 (Corollary 9.2.5, [2] ). Let G = (V, E) be an (n, k, λ)-graph. For any two sets B, C ⊂ V, we have e(B, C) − k|B||C| n ≤ λ |B||C|.
Product graphs over finite fields
For any λ ∈ F q , we define the product graph P Fq,n (λ) as follows. The vertex set of the product graph is the set V P Fq,n (λ) = F n q \(0, . . . , 0). Two vertices a and b in V P Fq,n (λ) are connected by an edge, (a, b) ∈ E P Fq,n (λ) , if and only if a · b := a 1 b 1 + · · · + a n b n = λ. When λ = 0, the graph is the Erdős-Rényi graph, which has several interesting applications, for example, see [1, 15, 18] . We now study the product graph when λ ∈ F * q . Theorem 2.6 (Theorem 8.1, [16] ). For any n ≥ 2 and λ ∈ F * q , the product graph, P Fq,n (λ), is a q n − 1, q n−1 , 2q n−1 -graph.
Product graphs over finite rings
Suppose that q = p r for some odd prime p and r ≥ 1. We identify Z q with {0, 1, . . . , q − 1}, then pZ p r−1 is the set of nonunits in Z q . For any λ ∈ Z * q , the product graph P Zq,n (λ) is defined as follows. The vertex set of the product graph P Zq,n (λ) is the set V P Zq,n (λ) = Z n q \ (pZ p r−1 )
n . Two vertices a = (a 1 , . . . , a n ),
Theorem 2.7 (Theorem 3.1, [17] ). The product graph P Zq,n (λ) is a
Sum-product graphs over finite rings
The sum-product graph SP q,n is defined as follows. The vertex set of the sum-product graph SP q,n is the set V (SP q,n ) = Z q × Z 1, [17] ). The sum-product graph, SP q,n , is a q n+1 , q n , 2rp n(2r−1) − graph. 
, and
We now prove that |A|, |B| ≥ 
, then for any λ ∈ F * q , the equation (3.1) has at least one solution, which completes the proof of theorem.
Proof of Theorem 1.3. First we note that since q is an odd prime power, Z * q is a cyclic group of order p r − p r−1 . Therefore, by using the same arguments as in the proof of Theorem 1. We can consider A and B as two vertex sets in the sum-product graph SP q,d . By using the same arguments as in the proof of Theorem 1.2, we obtain |A||B| ≥ , then there exists at least an edge between A and B. Thus, the equation (3.1) has at least one solution for any fixed λ ∈ Z q . This concludes the proof of the theorem.
