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This paper deals with an optimal control problem associated with the Kuramoto
model describing the dynamical behavior of a network of coupled oscillators. Our
aim is to design a suitable control function allowing us to steer the system to a
synchronized configuration in which all the oscillators are aligned on the same phase.
This control is computed via the minimization of a given cost functional associated
with the dynamics considered. For this minimization, we propose a novel approach
based on the combination of a standard Gradient Descent (GD) methodology with
the recently-developed Random Batch Method (RBM) for the efficient numerical
approximation of collective dynamics. Our simulations show that the employment of RBM
improves the performances of the GD algorithm, reducing the computational complexity
of the minimization process and allowing for a more efficient control calculation.
Keywords: coupled oscillators, Kuramoto model, optimal control, synchronization, gradient descent, random
batch method
1. INTRODUCTION
Synchronization is a common phenomenon which has been observed in biological, chemical,
physical and social systems for centuries and has attracted the interest of researchers in a diversified
spectrum of scientific fields.
Common examples of synchronization phenomena often cited in review articles include groups
of synchronously chirping crickets (Walker, 1969), fireflies flashing in unison (Buck, 1988),
superconducting Josephson junction (Wiesenfeld et al., 1998), or crowds of people walking together
that will tend to synchronize their footsteps (Strogatz et al., 2005).
Roughly speaking, synchronization means that a network of several periodic processes with
different natural frequencies reaches an equilibrium configuration sharing the same common
frequency as a result of their mutual interaction.
This concept is closely related to the one of consensus for multi-agent systems, widely
analyzed in many different frameworks including collective behavior of flocks and swarms, opinion
formation, and distributed computing (see Ben-Naim, 2005; Mehyar et al., 2005; Olfati-Saber,
2006; Olfati-Saber et al., 2007; Biccari et al., 2019). In broad terms, consensus means to reach an
agreement regarding a certain quantity of interest that depends on the state of all agents.
Synchronization is also a key issue in power electrical engineering, for instance in the model and
stability analysis of utility power grids (Sachtjen et al., 2000; Strogatz, 2001; Chassin and Posse, 2005;
Filatrella et al., 2008). Indeed, large networks of connected power plants need to be synchronized
to the same frequency in order to work properly and prevent the occurrence of blackouts.
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Synchronization phenomena are most often characterized by
the so-called Kuramoto model (Kuramoto, 1975), describing the
dynamical behavior of a (large) network of oscillators in a all-to-
all coupled configuration in which every oscillator is connected
with all the others. This model extends the original studies by
Winfree in the context of mutual synchronization in multi-
oscillator systems based on a phase description (Winfree, 1967).
In particular, in Kuramoto’s work, synchronization appears
as an asymptotic pattern which is spontaneously reached by
the system when the interactions among the oscillators are
sufficiently strong.
In some more recent contribution, control theoretic
methods have been employed to analyze the synchronization
phenomenon. For instance, in Chopra and Spong (2006) the
authors design passivity-based controls for the synchronization
of multi-agent systems, with application to the general problem
of multi-robot coordination. In Sepulchre et al. (2005), feedback
control laws for the stabilization of coupled oscillators are
designed and analyzed. In Rosenblum and Pikovsky (2004)
and Tukhlina et al. (2007), the authors propose methods for
the suppression of synchrony in a globally coupled oscillator
network, based on (possibly time-delayed) feedback schemes.
Finally, Nabi and Moehlis (2011) deals with the problem of
desynchronizing a network of synchronized and globally coupled
neurons using an input to a single neuron. This is done in the
spirit of dynamic programming, by minimizing a certain cost
function over the whole state space.
In this work, we address the synchronization problem for
coupled oscillators through the construction of a suitable
control function via an appropriate optimization process. To
this end, we propose a novel approach which combines
a standard Gradient Descent (GD) methodology with the
recently-developed Random Batch Method (RBM, see Jin et al.,
2020) for the efficient numerical approximation of collective
dynamics. This methodology has the main advantage of allowing
to significantly reduce the computational complexity of the
optimization process, especially when considering oscillator
networks of large size, yielding to an efficient control calculation.
At this regard, we shall mention that GD methodologies have
already been applied in the context of the Kuramoto model.
For instance, in Taylor et al. (2016), the author develop GD
algorithms to efficiently solve optimization problems that aim
to maximize phase synchronization via network modifications.
Moreover, in Markdahl et al. (2020), optimization and control
theory techniques are applied to investigate the synchronization
properties of a generalized Kuramoto model in which each
oscillator lives on a compact, real Stiefel manifold. Nevertheless,
to the best of our knowledge, the employment of stochastic
techniques such as RBM to improve the efficiency of the
GD strategy has never been proposed in the context of the
Kuramoto model.
For completeness, let us stress that stochastic approaches
have been widely considered, especially by the machine learning
community, for treating minimization problems depending on
very large data set. In this context, they have shown amazing
performances in terms of the computational efficiency (see,
for instance, Bottou et al., 2018 and the references therein).
Nowadays, stochastic techniques are among the preeminent
optimization methods in fields like empirical risk minimization
(Shalev-Shwartz and Zhang, 2014), data mining (Toscher and
Jahrer, 2010) or artificial neural networks (Schmidhuber, 2015).
This contribution is organized as follows: in section 2,
we present the Kuramoto model and we discuss some
of its more relevant properties. We also provide there a
rigorous mathematical characterization of the synchronization
phenomenon. In section 3, we introduce the controlled
Kuramoto model and we describe the GD methodology for the
control computation. Moreover, we briefly present the RBM
approach and its inclusion into the GD algorithm. Section 4 is
devoted to the numerical simulations and to the comparison of
the two optimization techniques considered in this paper. Finally,
in section 5 we summarize and discuss our results.
2. THE MATHEMATICAL MODEL
From amathematical viewpoint, synchronization phenomena are
most often described through the so-called Kuramoto model,
consisting of a population of N ≥ 2 coupled oscillators whose
dynamics are governed by the following system of non-linear













, i = 1, . . . ,N, t > 0
θi(0) = θ0i ,
(1)
where θi(t), i = 1, . . . ,N, is the phase of the i-th oscillator, ωi is
its natural frequency and K is the coupling strength.
The frequencies ωi are assumed to be distributed with a given








that is, f (+ ω) = f (− ω).
In this framework, each oscillator tries to run independently
at its own frequency, while the coupling tends to synchronize it
to all the others.
In the literature, many notions of synchronization have been
considered. For identical oscillators (i.e., those in which ωi = ω̂
for every i = 1, . . . ,N), one often studies whether the network
can reach a configuration in which all the phases converge to the
same value, that is
lim
t→+∞
|θi(t)− θj(t)| = 0, for all i, j = 1, . . . ,N. (2)
For systems with heterogeneous dynamics, such as when the
natural frequencies ωi are not all identical (which is typical in
real-world scenarios), this definition of synchronization is too
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restrictive (see Sun et al., 2009). In these cases, Equation (2) is
replaced by the alignment condition
lim
t→+∞
|θ̇i(t)− θ̇j(t)| = 0, for all i, j = 1, . . . ,N, (3)
according to which synchronization occurs when the phase
differences given by |θi(t)−θj(t)| become constant asymptotically
for all i, j ∈ 1, . . . ,N. This notion Equation (3), which in some
references is called complete synchronization (see for instance Ha
et al., 2016), is the one that we will consider in this work.
In its original work Kuramoto (1975), Kuramoto considered
the continuum limit case where N → +∞ and showed that the
coupling K has a key role in determining whether a network of
oscillators can synchronize. In more detail, he showed that, when
the coupling K is weak, the oscillators run incoherently, whereas
beyond a certain threshold collective synchronization emerges.
Later on several research works provided specific bounds for
the threshold of K ensuring synchronization (see, e.g., Jadbabaie
et al., 2004; Acebrón et al., 2005; Chopra and Spong, 2005, 2009;
Dörfler and Bullo, 2010; Dörfler et al., 2013). In particular, in
order to achieve Equation (3) it is enough that
K > K∗ = |ωmax − ωmin|, (4)
where ωmin < ωmax are the minimum and maximum natural
frequencies.
Notice, however, that Equation (3) is an asymptotic
characterization, meaning that is satisfied as t → +∞. In this
work we are rather interested in the possibility of synchronizing
the oscillators in a finite time horizon T. As we will discuss in the
next section, this may be achieved by introducing a control into
the Kuramoto model [Equation (1)].
3. OPTIMAL CONTROL OF THE
KURAMOTO MODEL
As we mentioned in section 2, in this work we are interested
in the finite-time synchronization of the Kuramoto model. In
particular, we aim at designing a control capable to steer the
Kuramoto dynamics [Equation (1)] to synchronization in a final














, i = 1, . . . ,N, t > 0
θi(0) = θ0i ,
(5)
and we want to compute a control function u such that the
synchronized configuration Equation (3) is achieved at time
T, i.e.,
|θ̇i(T)− θ̇j(T)| = 0, for all i, j = 1, . . . ,N. (6)
From the practical applications viewpoint, this problem may
be assimilated for instance to the necessity of synchronizing all
the components of an electric grid after a black-out. In this
interpretation, the different elements in the grid are represented
by the oscillators in Equation (5), and T is the time horizon we
provide for the black-start, being therefore an external input to
our problem. The objective is then to complete restoring the
network in a finite (possibly small) time T, which can be done
by introducing a control in the system.
To compute this optimal control allowing us to reach the
synchronized configuration [Equation (6)] we will adopt a



















subject to the dynamics [Equation (5)]. Here, with L2(0,T;R) we
denoted the space of all functions u :(0,T) → R for which the








In what follows, we will use the abridged notation ‖u‖2 : =
‖u‖L2(0,T;R).
In the cost functional [Equation (7)], the first term enhances
the fact that all the oscillators have to synchronize at time T. In
particular, the optimal control ûwill yield to a dynamics in which
sin(θj(T)− θi(T)) = 0 ⇒ θj(T)− θi(T) = kπ , k ∈ Z. (9)
This is consistent with (6). For completeness, let us also stress
that, in the case of identical oscillators, it has been shown for
instance in Ha et al. (2015) that, at least asymptotically, the two
notions (6) and (9) coincide.
The second term in Equation (7) is introduced to avoid
controls with a too large size. In it, β > 0 is a (usually small)
penalization parameter which allows to tune the norm of the
optimal control û. Roughly speaking, the smaller is β the larger
will be û. A more detailed discussion on this point will be
presented in section 4.
Through the minimization of J(u), we will obtain a unique
scalar control function û :(0,T) → R, û > 1, for all the
oscillators included in the network. In other words, we are
going to define a unique control law which is capable to act
globally on the entire oscillator network in order to reach the
desired synchronized configuration. This is a different approach
than the ones presented in Chopra and Spong (2006), Nabi and
Moehlis (2011), Rosenblum and Pikovsky (2004), Sepulchre et al.
(2005), and Tukhlina et al. (2007) which wementioned above and
are based on designing feedback laws or controlling only some
specific components of the model, using the coupling to deal with
the uncontrolled ones.
One advantage of the control strategy that we propose is that,
requiring only one control computation, from the computational
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viewpoint is more efficient than a feedback approach which
necessitates repeated measurements of the state. Moreover, let us
notice that, in Equation (5), the control acts as a multiplicative
force which increases the coupling among the oscillators, thus
enhancing their synchronization properties. In particular, as we
will see in our numerical simulations, this will allow to reach
synchronization also in situations where K violates the condition
[Equation (4)] and the uncontrolled dynamics runs incoherently
toward a desynchronized configuration.
Nevertheless, our proposed methodology may have the
disadvantage of being less flexible than the others we mentioned
above. In particular, it does not allow to control only a specific
component of the network and this may be a limitation in certain
practical applications.
Let us stress that the above considerations are merely heuristic
and should be corroborated by a deeper analysis based, for
instance, on sharp numerical experiments. Notwithstanding that,
in the present work we will not address this specific issue, since
our main interest is not to compare the performances of different
control strategies but rather to present an efficient way to tackle
the control problem [Equation (5)].
In the optimization literature, several different techniques
have been proposed for minimizing the functional J(u) (see,
e.g., Nocedal and Wright, 2006). In this work, we focus on the
standard GDmethod, which looks for theminimum u as the limit
k→+∞ of the following iterative process
uk+1 = uk − ηk∇J(uk), (10)
where ηk > 0 is called the step-size or, in the machine learning
context, the learning rate. The step size is typically selected
to be a constant depending on certain key parameters of the
optimization problem, or following an adaptive strategy. See, e.g.,
(Nesterov, 2004, section 1.2.3) for more details.
This gradient technique is most often chosen because it is easy
to implement and not very memory demanding.
Nevertheless, when applied to the optimal control of collective
dynamics, the GD methodology has a main drawback. Indeed, as
we shall see in section 3.1, at each iteration k the optimization
scheme Equation (10) requires to solve Equation (5), that is, a
N-dimensional non-linear dynamical system. This may rapidly
become computationally very expensive, especially when the
number N of oscillators in our system is large.
In order to reduce this computational burden, in this work we
propose a novel methodology which combines the standard GD
algorithm with the so-called Random Batch Method (RBM).
RBM is a recently developed approach which has been
introduced in Jin et al. (2020) for the numerical simulation
of high-dimensional collective behavior problems. This method
uses small but random batches for particle interactions, lowering
the computational cost O(N2) per time step to O(N), for
systems with N particles with binary interactions. Therefore, as
our numerical simulations will confirm, embedding RBM into
the GD iterative scheme yields to a less expensive algorithm
and, consequently, to a more efficient control computation. In
what follows, we will call this approach GD-RBM algorithm, to
differentiate it from the standard GD one.
3.1. The Gradient Descent Approach
Let us now describe in detail the GD approach to minimize the
functional [Equation (7)], and discuss its convergence properties.
In order to fully define the iterative scheme [Equation (10)],
we need to compute the gradient∇J(u). Since we are dealing with
a non-linear control problem, we will do this via the so-called
Pontryagin maximum principle [see Tröltzsch, 2010, Chapter 4,
section 4.8 or (Trélat, 2005, Chapter 7)].
To this end, let us first rewrite the dynamics Equation (5) in a
vectorial form as follows
{




, t > 0
2(0) = 20,
(11)
with 2 : = (θ1, . . . , θN)⊤, 20 : = (θ01 , . . . , θ0N)⊤, and  : =
(ω1, . . . ,ωN)
⊤, and where F is the vector field given by










i = 1, . . . ,N. (12)
In the control literature, Equation (11) is usually called the primal
system.
Using the notation just introduced, we can then see that J(u)




















Let us stress that Equation (13) is in the standard form to apply
the Pontryagin maximum principle. Through this approach, we
can obtain the following expression for the gradient of J(u)
∇J(u) = βu+ (DuF)⊤p, (14)
where DuF indicates the Jacobian of the vector field F, computed
with respect to the variable u.
In Equation (14), we denoted with p = (p1, . . . , pN) the solution





whereD2F stands again for the Jacobian of the vector field F, this
time computed with respect to the variable 2.
Taking into account the expression Equation (12) of the vector
field F, we can then readily check that the iterative scheme
Equation (10) becomes
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In view of the above computations, the GD algorithm for
the minimization of the cost functional J(u) can be explicitly
formulated as follows:
Algorithm 1: GD algorithm
input 20: initial condition of the primal system,
Equation (11)
u0: initial guess for the control u
k← 0: iteration counter
kmax: maximum number of iterations allowed
tol: tolerance
while STOP-CRIT and k < kmax do
k← k+ 1
for j = 1 to N do
Solve the primal system, Equation (11)
Solve the adjoint system, Equation (17)
end for
Update the control through the scheme, Equation (16)
end while
return uk+1 = û: minimum of the functional J(u).
In particular, we see that the control computation through the
above algorithm requires, at each iteration k, to solve 2N non-
linear differential equations (N for the variables θi and N for pi).
If we introduce the time-mesh of Nt points
0 = t0 < t1 < . . . < tNt = T, tm = t0 +m
T
Nt
, m = 1, . . . ,Nt ,
at each time-step tm this operation has a computational cost of
O(N2) and the total computational complexity for the simulation
of Equations (5) and (17) will then beO(NtN
2). If N is large, that
is, if the number of oscillators in the network is considerable, this
will rapidly become very expensive.
3.2. The Random Batch Method
In order to reduce the computational burden of GD for the
optimization process (7), we propose a modification of this
algorithm which includes the aforementioned RBM for the
numerical simulation of the ODE systems Equations (5) and (17).
This technique, presented in Jin et al. (2020) for interacting
particle systems, is based on the following simple idea: at each
time step tm = m · dt in the mesh we employ to solve the
dynamics, we divide randomly the N particles into n small
batches with size 2 ≤ P < N, denoted by Cq, q = 1, . . . , n, that is
Cq = {iq1 , . . . , iqP } ⊂ {1, . . . ,N}, for all q = 1, . . . , n
Cq ∩ Cr = ∅, for all q, r = 1, . . . , n
n⋃
q=1
Cq = {1, . . . ,N}.
Notice that the last batch Cn may have size smaller than P if
nP 6= N.
Once this partition of {1, . . . ,N} has been performed, we
solve the dynamics by interacting only particles within the same
batch. This gives the following algorithm for the numerical
approximation of Equations (5) and (17):
Algorithm 2: RBM algorithm
form = 1 to Nt = T/dt do
Divide randomly {1, . . . ,N} into n batches Cq, q = 1, . . . , n
for q = 1 to n do













θi(0) = θ0i .































Regarding the complexity, note that random division into n
batches can be implemented using random permutation. In
Matlab, this can be done by using the function randperm(N).
Then, the first P elements are considered to be in the first batch,
the second P elements are in the second batch, and so on.
According to the discussion presented in Jin et al. (2020), at
each time step tm this procedure yields to a cost of O(PN) for
approximating the dynamics with RBM.
If one is to simulate up to time T, the total number of
time steps is Nt as in the algorithm above. Then, the total
computational complexity for the simulation of Equations (5)
and (17) is O(PNtN). Notice that, since P < N, this is always
smaller thanO(NtN
2).
Summarizing, with the GD and GD-RBM methodologies we
obtain the following per-iteration costs:
• GD−→ costGD = CGDNtN2.
• GD-RBM−→ costGD−RBM = CGD−RBMPNtN.
Frontiers in Energy Research | www.frontiersin.org 5 June 2020 | Volume 8 | Article 115
Biccari and Zuazua Stochastic Synchronization Coupled Oscillators
Therefore, independently of the value of N, employing
RBM to simulate the dynamics in each iteration of GD yields
improvements in terms of the computational cost.
For completeness, we shall mention that the above
considerations are simply heuristic and would require a
deeper analysis. As a matter of fact, to have a rigorous validation
of the reduction in the computational complexity when using
RBM one should have more precise information on the two
constants CGD and CGD−RBM , and be sure that the difference
among them does not overwhelm the help that the batching
procedure is providing.
At this regard, let us stress that the RBM method has been
developed only recently in Jin et al. (2020) and, at present
time, there is not a well-established qualitative analysis on
its computational cost, going in more detail than what we
mentioned above. The evidence that in our case of the Kuramoto
model [Equation (5)] the GD-RBM method allows for a more
efficient control computation, in particular for large oscillator
networks, will then be given through the numerical simulations
in section 4.
3.3. Convergence Analysis
To complete this section, let us briefly comment about the
convergence properties of the GD methodology. It is nowadays
classically known that the convergence rate of the GD algorithm
is determined by the regularity of the objective function. In our
case, since J(u) is L-smooth, that is
‖∇J(u)− ∇J(v)‖2 ≤ L‖u− v‖2,
it can be proven that
‖∇J(uk)‖2→ 0 as k→+∞ (18)
and






where, we recall, û denotes the minimum of J(u) and the norm
‖ · ‖L2(0,T;R) has been defined in (8).
In particular, Equation (19) implies that for achieving ε-
optimality, i.e., for obtaining ‖J(uk) − J (̂u)‖2 < ε, the GD
algorithm requires k = O(ε−1) iterations.
Combining this with the per-iteration costs we gave at the














and we can conclude that the GD-RBM approach will be more
efficient than the standard GD one to solve our optimization
problem. This is enhanced for large values of N and will be
confirmed by our numerical simulations.
4. NUMERICAL SIMULATIONS
We present here our numerical results for the control of
N coupled oscillators described by the Kuramoto model (5),
following the strategy previously described. This section is
divided into two parts:
1. In a first moment, we will show that the optimization problem
[Equation (7)] indeed allows to compute an effective control
function which is capable to steer the Kuramoto model
[Equation (5)] to a synchronized configuration. This will be
done both for a strong coupling K > K∗ [see Equation (4)]
and for a weak coupling K < K∗. Besides, we will also briefly
analyze the role of the parameter β in the optimization process.
Finally, we will show the efficacy of our control strategy in the
more realistic cases of a sparse interaction network and for a
second-order Kuramoto model with damping.
2. Once the effectiveness of the control strategy we propose
has been corroborated, we will compare the GD and GD-
RBM algorithms for the minimization of J(u). In particular,
we will show how the RBM approach allows to significantly
reduce the computational complexity of the GD algorithm for
the calculation of the control u, especially when considering
oscillator networks of large dimension.
The oscillators are chosen such that their natural frequencies are













f (ω) = 0
ωmax = max
ω∈R




and the coupling gain K which is necessary for synchronization
in the absence of a control has to satisfy [see Equation (4)]





The initial datum θ0 is chosen following a normal distribution as
well, in such a way that |θ0i − θ0j | < 2π for all i, j = 1, . . . ,N. Let
us stress that this choice of θ0 allows the synchronization of the
uncontrolled model, as it has been shown for instance in Dong
and Xue (2013).
Without loss of generality, we considered the time horizon T =
3s for completing the synchronization. That is, we want all the
oscillators in our model to reach the configuration [Equation
(6)] in 3 s.
Finally, we used an explicit Euler scheme for solving the direct
and adjoint dynamics (5) and (17) during the minimization of





with ε = 10−4, and where the notation ‖ · ‖2 stands again for the
L2(0,T R)-norm defined in Equation (8). Let us stress that the
stopping criterion [Equation (21)] is consistent with Equations
(18) and (19).
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FIGURE 1 | Top: Evolution of the free dynamics of the Kuramoto model [Equation (5)] with N = 10 oscillators. Bottom: Evolution of the controlled dynamics of the
Kuramoto model [Equation (5)] with N = 10 oscillators. The control function û is obtained with the GD (left) and the GD-RBM (right) approach.
FIGURE 2 | Convergence of the error ek [see Equation (21)] in logarithmic scale with the GD (left) and GD-RBM (right) algorithm.
4.1. Computation of the Optimal Control
In this section, we show that through the optimization problem
[Equation (7)] we are able to compute an effective control
function which is capable to steer the Kuramotomodel [Equation
(5)] to a synchronized configuration in a given time horizon T.
All the simulations have been performed in Matlab R2018a on
a laptop with Intel Core i5−7200UCPU@2.50GHz×4 processor
and 7.7 GiB RAM.
We start by considering a simple scenario of N = 10
oscillators in an all-to-all coupled configuration and with a
coupling gain K > K∗. Moreover, we set the penalization
parameter β in Equation (7) to take the value β = 10−7.
When using the GD-RBM approach, the family of N = 10
oscillators has been separated into n = 5 batches of size P = 2.
In Figure 1-top, we show the evolution of the uncontrolled
dynamics, which corresponds to taking u ≡ 1 in Equation
(5). As we can see, the oscillators are evolving toward
a synchronized configuration, which is consistent with our
choice of the coupling gain K. Nevertheless, synchronization
is not reached in the short time horizon we are providing.
At this regard, let us remark that, for the uncontrolled
Kuramoto model with a sufficiently strong coupling gain,
synchronization is expected to be reached only asymptotically,
i.e., when t→ +∞.
In Figure 1-bottom, we show the evolution of the same
dynamics, this time under the action of the control function u
computed through the minimization of J(u). The subplot on the
left corresponds to the simulations done with the GD approach,
while the one on the right is done employing GD-RBM. We can
clearly see how, in both cases, the oscillators are all synchronized
at the final time T = 3s. This means that both algorithms
managed to compute an effective control.
In Figure 2, we show the convergence of the error in
logarithmic scale when applying both the GD and GD-RBM
approach. We can appreciate how, in the case of GD-RBM, this
convergence is not monotonic as it is for the GD algorithm. This,
however, is not surprising due to the stochastic nature of the
RBMmethodology.
In Figure 3, we display the behavior of the control function û
computed via the GD-RBM algorithm. We can see how, at the
beginning of the time interval we are considering, this control is
close to one and it is increasing with a small slope. On the other
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FIGURE 3 | Control function û obtained through the GD-RBM algorithm
applied to the Kuramoto model [Equation (5)] with N = 10 oscillators.
hand, this growth becomes more pronounced as we get closer to
the final time T = 3s.
Notice that, in Equation (5), û enters as a multiplicative
control which modifies the strength of the coupling K. Hence,
according to the profile displayed in Figure 2, the control
function û we computed is initially letting the system evolving
following its natural dynamics. Then, as the time evolves toward
the horizon T = 3s, û enhances the coupling strength K in order
to reach the desired synchronized configuration [Equation (6)].
Finally, notice also that the control û is always positive.
This is actually not surprising, if one takes into account the
following observation.
In the Kuramoto model, in order to reach synchronization the
coupling strength K needs to be positive. Otherwise, the system
would converge to a desynchronized configuration (see Hong
and Strogatz, 2011). Moreover, according to the model [Equation
(5)], if we start from K > 0, in order to maintain this coupling
positive û has to remain positive as well.
Recall that û is computed minimizing the functional
[Equation (7)], in which the second term is a measurement
of the level of synchronization in the model. Hence, since
negative values of û would lead to desynchronization and to the
corresponding increasing of the functional, these values remain
automatically excluded during the minimization process.
Let us now discuss briefly the role of the penalization
parameter β in the computation of the optimal control. To this
end, we have run simulations with different values of β =
10−2, 10−3, 10−4 and 10−7.
As we already mentioned in section 3, in the cost functional
[Equation (7)] β is a (usually small) penalization parameter
which allows to tune the norm of the optimal control û, that is,
the amount of energy that the control introduces into the system.
Roughly speaking, the smaller is β the larger will be û.
This is clearly seen in Figure 4. In particular, we can appreciate
how, for β = 10−2, the computed control remains smaller than
in the other cases.
We already mentioned above that the effect of the control
in Equation (5) is to enhance synchronization by modifying the
strength of the couplingK. Hence, we can expect that, if û is small
(in particular, if it remains close to one), the synchronization
FIGURE 4 | Control function û obtained through the GD-RBM algorithm
applied to the Kuramoto model [Equation (5)] with N = 10 oscillators and
different values of β.
FIGURE 5 | Behavior of the synchronization function r(t) corresponding to the
controlled dynamics [Equation (5)] for different values of the parameter β.
properties of the Kuramoto model [Equation (5)] will be worst
than when applying a larger control. At this regard, let us recall
that the level of synchronization in Equation (5) can be analyzed










measuring the coherence of the oscillator population (see
Acebrón et al., 2005). In particular we always have 0 ≤ r(t) ≤ 1
and synchronization arises when r reaches the value one.
In Figure 5, we show the behavior of r(t) with respect to the
parameter β . On the one hand, in all the cases displayed we can
clearly see that r(T) = 1. This means that all the computed
controls will be effective to steer the system [Equation (5)] to
its synchronized configuration at time T. On the other hand, we
can also notice how, when decreasing β , the function r(t) reaches
the value one faster, meaning that the corresponding control is
expected to yield to better synchronization properties.
Let us now conclude this section by showing that the control
strategy that we propose in this paper is effective also in situations
in which the coupling gain among the oscillators is too weak
to ensure synchronization for the uncontrolled dynamics of the
Kuramoto model. This corresponds to taking K < K∗ [see
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FIGURE 6 | Evolution of the uncontrolled (left) and controlled (right) dynamics of the Kuramoto model [Equation (5)] with N = 10 oscillators and K < 0.
FIGURE 7 | Control function û obtained through the GD-RBM algorithm
applied to the Kuramoto model [Equation (5)] with N = 10 oscillators and
K < 0.
Equation (4)]. In particular, we will consider the case K < 0
in which the system is known to converge to a desynchronized
configuration (see Hong and Strogatz, 2011).
For simplicity, in these simulations we only employed the GD-
RBM algorithm, since using the GD approach we would obtain
analogous results.
We can see in Figure 6 how, in this case of a negative coupling
gain, the uncontrolled dynamics is diverging as t increases. On
the other hand, when applying the control û, the system is once
again steered to a synchronized configuration.
At this regard, it is also interesting to observe that, this
time, the control function we obtained is always negative (see
Figure 7). This fact is not surprising, if we recall that in Equation
(5) the control acts by modifying the coupling gain K so that
the oscillators are all synchronized at time T and that, for the
uncontrolled dynamics, synchronization requires K > 0.
Let us now complement our analysis by briefly showing the
efficacy of our control strategy in a couple of more complex and
realistic situations.
4.1.1. The Case of a Sparse Interaction Network
We start by considering the case of a sparse interaction network
in our Kuramoto model [Equation (5)]. In other words, we are














i = 1, . . . ,N, t > 0
θi(0) = θ0i ,
(22)





1, if θi is connected with θj
0, if θi is not connected with θj
A schematic representation of the network considered in our
simulations is given in Figure 8, in which the blue dots
correspond to ai,j = 1.
The simulations have been performed with the same initial
datum and time horizon we considered in our previous
experiments. Moreover, we addressed here only the case of a
strong coupling gainK > K∗. Theminimization of the functional
J(u) has been performed with the GD algorithm.
In Figure 9, we show the evolution of the uncontrolled and
controlled dynamics. As we can see, while in the absence of
a control the oscillators are evolving toward a desynchronized
configuration, when applying the control function we computed
the system still reaches synchronization at time T.
The control function obtained for these numerical
experiments is plotted in Figure 10. We can observe how,
differently from what is shown in Figures 3, 4, this time û
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FIGURE 9 | Evolution of the uncontrolled (left) and controlled (right) dynamics of the Kuramoto model [Equation (22)] with N = 10 oscillators, K > K* and
interactions as in Figure 8.
FIGURE 10 | Control function û for the Kuramoto model (22) with N = 10
oscillators, K > K* and interactions as in Figure 8.
reaches larger values. This is not surprising, if we consider
that now our model has a lower level of interactions and if we
recall our previous discussion on how our control affects the
Kuramoto dynamics.
4.1.2. A Second-Order Model With Damping















i = 1, . . . ,N, t > 0
θi(0) = θ0i , θ̇i(0) = θ1i ,





i = 1, . . . ,N, t > 0










i = 1, . . . ,N, t > 0
θi(0) = θ0i , ξi(0) = θ1i .
(23)
In the context of power grids, this model has been firstly
introduced in the work (Filatrella et al., 2008). Later on, in
Schmietendorf et al. (2014), it has been extended to consider
more complex scenarios in which the dynamics of the voltage
amplitude is taken into account.
Also in this case, we are interested in computing a control
capable to steer the system to the synchronized configuration
[Equation (6)]. This can be done once again by solving the
optimal control problem [Equation (7)], this time under the
dynamics [Equation (23)].
The simulations have been performed with the same initial
datum 20 = (θ0i )Ni=1 we considered in our previous experiments
and with 21 = (θ1i )Ni=1 = (0, 0, . . . , 0)⊤. The time horizon is
once again T = 3s. Moreover, we addressed here both the cases
of a strong coupling gain K > K∗ and of a negative one K < 0.
The minimization of the functional J(u) has been performed with
the GD algorithm.
At this regard, we shall mention that, in Tumash et al. (2019),
the GD methodology has been applied to obtain synchronization
in a sparse network of Kuramoto oscillators with damping under





i = 1, . . . ,N, t > 0










i = 1, . . . ,N, t > 0
θi(0) = θ0i , ξi(0) = θ1i .
The advantages and disadvantages of this additive control action
with respect to the multiplicative one we propose have been
discussed in section 3. In particular, our control strategy allows us
to deal also with negative coupling gain K < 0, while in Tumash
et al. (2019) only K > 0 has been considered.
As a matter of fact, in Figure 11, we show the evolution of the
uncontrolled and controlled dynamics, for K > K∗ and K <
0, respectively. Also in this case, the proposed control strategy
allows us to compute an effective control function û which steers
the system to a synchronized configuration in time T.
Finally, the control functions obtained for these numerical
experiments are plotted in Figure 12. Also in these cases we can
observe different behaviors than what is shown in Figures 3, 4. In
particular, this time û changes sign in the time horizon (0,T). At
this regard, let us mention that for the second-order Kuramoto
model [Equation (23)], due to the presence of the damping term,
our previous considerations on the sign of the control do not
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FIGURE 11 | Evolution of the uncontrolled (left) and controlled (right) dynamics of the Kuramoto model [Equation (23)] with N = 10 oscillators and K > K* (top) and
K < 0 (bottom).
FIGURE 12 | Control function û for the Kuramoto model [Equation (23)] with N = 10 oscillators and K > K* (left) and K < 0 (right).
apply anymore. Hence, it is not surprising to obtain a behavior
as the one displayed.
4.2. Comparison of GD and GD-RBM
We conclude this section on the numerical experiments by
comparing the performances of the GD andGD-RBM algorithms
for the computation of the optimal control û.
To this end, we run simulations for increasing values of
N, namely N = 10, 50, 100, 250, 1,000. As before, we chose
a time horizon T = 3s and a penalization parameter β =
10−7. Moreover, we considered the case of a large coupling
gain K > K∗.
In what follows, we focus only on the simple case of the
first-order Kuramoto model [Equation (5)] with an all-to-all
interaction network. We will briefly comment about possible
extensions to the more realistic scenarios described in sections
4.1.1 and 4.1.2 in the last part of this paper, devoted to
conclusions and open problems.
InTable 1 (see also Figure 13), we collected the computational
times required by the two methodologies to solve the
TABLE 1 | Computational times required by the GD and GD-RBM algorithm to
compute the optimal control û with increasing values of N.
GD GD-RBM






optimization problem [Equation (7)]. At this regard, let us
stress that the values contained in the table do not represent the
time required by the control to synchronize the network which,
we recall, is a fixed external input in our algorithms.
Our simulations show how, for low values of N, the
two approaches have similar behaviors. Nevertheless, when
increasing the number of oscillators in our system, the advantages
of the GD-RBM methodology with respect to GD become
evident. In particular, the growth of the computational time for
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GD-RBM is significantly less pronounced than for GD. As a
matter of fact, in the case of N = 1, 000 oscillators, we decided
not to perform the simulations with the GD algorithm since its
behavior with smaller values of N already suggested that this
experiment would be computationally too expensive.
On the other hand, even with N = 1, 000 oscillators in the
system, the GD-RBM approach turns out to be able to compute
an effective control for the Kuramoto model [Equation (5)] (see
Figure 14) in about 29 s.
5. CONCLUSIONS
This paper deals with the synchronization of coupled oscillators
described by the Kuramoto model. In particular, we design
a unique scalar control function u(t) capable of steering
a N-dimensional network of oscillators to a synchronized
configuration in a finite time horizon. This is done following a
standard optimal control approach and obtaining the function
u(t) via the minimization of a suitable cost functional.
With this approach, we computed a control which acts
as a multiplicative force enhancing the coupling between the
oscillators in the network, thus favoring the synchronization in
the time horizon provided.
To carry out this minimization process, we used a Gradient
Descent (GD) methodology, commonly employed in the optimal
control community, which we have coupled with the novel
RBM for a more efficient numerical resolution of the Kuramoto
dynamics. The main purpose of this work has been to show
how the introduction of RBM into GD may yield considerable
improvement in term of the computational complexity, in
particular for large oscillator networks.
Our simulations results have shown the following
main facts:
• The proposed control strategy is indeed effective to reach a
synchronized configuration in a finite time horizon. Moreover,
it allows to deal efficiently with large networks of oscillators
(namely, N = 1, 000) and with the case of a low coupling
gain in the network, when the uncontrolled dynamics is not
expected to reach a synchronized configuration.
• For large values of N, the inclusion of RBM into the
GD algorithm significantly reduces the computational
burden for the control computation, thus allowing to deal
with high-dimensional oscillators networks in a more
efficient way.
In conclusion, the study conducted in this paper suggests
that the proposed methodology, based on the combination
of the standard GD optimization algorithm with the
novel RBM method for the numerical resolution of multi-
agent dynamics, may help in significantly reduce the
computational complexity for the control computation
of the Kuramoto model, in particular in the case of a
high-dimensional system.
At this regard, we shall stress that the analysis in
this paper has been developed mostly in a simplified
framework of a network with all-to-all coupling,
FIGURE 14 | Evolution of the controlled dynamics of the Kuramoto model (5)
with N = 1, 000 oscillators. The control has been computed with the GD-RBM
algorithm.
FIGURE 13 | Computational times required by the GD and GD-RBM algorithm to compute the optimal control û with increasing values of N.
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in which the oscillators are all interacting among
themselves. The following interesting questions
remain unaddressed:
• To study whether our methodology remains valid in more
complex scenarios of networks with sparse interaction
topologies, perturbations due to disconnections, or rewiring.
In particular, it would be relevant to determine if the
reduction in computational complexity that we obtained
through the GD-RBM algorithm is related with the
density of the network or, instead, this approach allows
to deal efficiently also with the case of a low number of
interactions. A starting point for this analysis would be
to determine whether the GD-RBM methodology can be
successfully applied in the scenarios we addressed in sections
4.1.1 and 4.1.2.
• To analyze what happens if, instead of selecting the
oscillators uniformly at random during the batching
process in RBM, we organize them in groups with
similar frequencies. At this regard, it would be important
to understand if the methodology we propose is
still effective or, instead, some modifications need to
be introduced.
• To analyze if our methodology may be applied also in
different framework than the ones considered in this
paper. For instance, a similar formalism than the one we
have proposed has been developed for computing rare-
events in oscillator networks due to noise. See for instance
Hindes and Schwartz, 2018; Hindes et al., 2019. In these
mentioned contributions, the objective functional is the
probability for a rare event to happen. The actions are
more complicated than the simple L2-norm, but the batch
techniques we employed may be useful in this context
as well.
All these are key open problem which will be considered in
future works.
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