This work presents the implementation, analysis, and convergence study of first-and secondorder optimization methods applied to one-dimensional periodic gratings. Through boundary integral equations and shape derivatives, the profile of a grating (taken to be a perfect electric conductor) is optimized such that it maximizes the diffraction efficiency for a given diffraction mode. We provide a thorough comparison of two optimization methods: a first-order one based on gradient descent and a second-order approach based on Newton iteration. For the latter, two variations have been explored; in one option, the first Newton method replaces the usual Newton step for the absolute values of the spectral decomposition of the Hessian matrix to deal with non-convexity, while in the second, a modified version of this Newton method is considered to reduce computational time required to compute the Hessian. Numerical examples are provided to validate our claims.
Introduction
One-dimensional gratings are able to diffract, split, reflect and transmit light, depending on geometrical parameters such as amplitude, period, and shape. For example, it is well known that metallic gratings exhibit Wood's anomalies [53, 38] and cavity resonances [37] . Of particular interest in applications is the diffraction efficiency-defined as the amount of power diffracted in one mode [35] . Due to these properties, gratings have several applications in science and engineering, ranging from X-ray spectroscopy [29] , energy conversion devices such as photovoltaics [47] and thermophotovoltaics [45] , beam splitters [13] , quantum cascade lasers [14] , and filters [32] , to name a few. Consequently, a large body of literature has been devoted to the study of physical phenomena [25, 18, 28] , mathematical modeling [9, 56, 22, 44] , fabrication [27, 19, 41] , and optimization of gratings.
Among the optimization methods for designing gratings, genetic algorithms and particle swarm optimization have been studied and implemented for applications such as energy conversion [43, 10] and filters [42] . These methods have shown to be practical options due to their simplicity and flexibility in implementation. However, the aforementioned techniques suffer from disadvantages such as partial convergence and the need for a large number of evaluations of the cost function. In contrast, methods that rely on following the gradient direction to minimize a suitable cost function can be more appropriate for some problems. Roger [40] , for instance, studied the optimization of a perfect electric conducting (PEC) grating by the steepest-descent and conjugate-gradient methods along with boundary integral equations (BIE). Recently, Bao et al. [5] implemented the Landweber iteration also along with BIE for inverse problems, showing the applicability of gradient optimization. Methods based on so-called shape derivatives have been theoretically proposed [16, 17] for optimization and successfully applied to the design of devices [33] . However, grating geometry optimization using shape derivatives, to the best of our knowledge, has not been explored yet. This work aims to provide details and examples of first-and second-order methods based on shape gradients for PEC grating profile optimization.
The use of optimization algorithms can lead to non-trivial grating shapes (e.g.,échelle or holographic). Fortunately, suitable fabrication approaches for such profiles are currently available, including electron beam lithography [55, 49] , laser ablation [3] , deposition techniques [51] as well as nanoimprint techniques [54, 21] . Additionally, intricate structures [1, 52] can now be manufactured, thereby increasing the range of shape possibilities and making it possible to design and fabricate optimum gratings.
In this work, we implemented and compared first-and second-order optimization algorithms to maximize the diffraction efficiency. Diffraction efficiency was chosen as the target figure of merit for its importance in applications [8] . In our approach, the wave scattering model problem in computational volume is reduced to one defined on the grating boundary through an integral formulation and a suitable quasi-periodic Green's function. Optimization is carried out by minimizing or maximizing a cost or objective function using first-and second-order shape gradients [11] of the defined far-field operator, which maps the grating profile to the diffraction field components. In the case of the first-order method, it is shown that the shape derivative approach is equivalent to the work presented by Roger [40] . However, due to the fact that this optimization problem can be highly non-convex, additional techniques are explored to improved performance. In this regard, two Newton-based second-order algorithms are implemented and studied. First, a second-order method with a modified step, as proposed by [12] , to deal with the non-convexity is considered. Then, this algorithm is further improved to reduce the computational time required to compute second derivatives (Hessian matrix). Numerical results show that, as expected, second-order algorithms converge quadratically. Moreover, these methods reduce both the computation time and the number of iterations required to find a maximum, as well as the ability to escape from saddle points. These results pave the way for more efficient approaches of grating optimization, and periodic structures in general. Furthermore, the studied techniques can also be applied to inverse design problems.
The rest of the paper is organized as follows. In Section 2, the wave scattering by a grating problem is presented, along with the boundary integral formulation and the definition of diffraction efficiency. Section 3 describes the optimization methods: shape derivatives are introduced and firstand second-order methods are detailed. Numerical examples are provided in Section 4, analyzing the impact of different parameters (e.g., wavelength, angle of incidence, etc.). Finally, conclusions are drawn in Section 5.
Scattering Problem and Boundary Integral Formulation
A PEC grating with period Λ and surface given by Γ × R is considered (Fig. 1 ). The domain D × R ⊂ R 3 is defined as the open region of propagation above the grating surface, assumed to be free space and characterized by its impedance η = µ/ε, where ε and µ correspond to the permittivity and permeability of vacuum, respectively. 
Scattering Problem
The scattering of a monochromatic plane wave (PW) with wave vector k i by a grating surface described in Fig. 1 is considered. Furthermore, we assume the wave vector to be such that it has no z component (k i = (k x , k y )), so that Maxwell's equations may be decomposed into transverse electric (TE) and transverse magnetic (TM) polarizations (see [6] and references therein). For brevity, only TE polarization (E x = E y = H z = 0) is considered in this study. Nevertheless, optimization for TM polarization follows the same approach with different boundary conditions. Hence, this work focuses on finding the z component of the electric field, defined as:
where r := (x, y) ∈ R 2 is the position vector. Then, the total field u satisfies the Helmholtz equation
where k := ω/c is the wavenumber. As previously stated, we consider the scattering of an incident plane wave (PW in Fig. 1 )
onto the grating surface Γ, where k i = (k x , k y ) = k(sin θ i , cos θ i ) is the incident wave vector (with angle of incidence θ i and null z component), and E 0 > 0 corresponds to the amplitude of the incident electric field. By linearity, the total field, u, is u = u i + u s , where u s is the scattered field. Since plane waves satisfy (2), we may restate the previous system as a problem for the scattered field as follows:
The periodicity of the grating and the quasi-periodicity of u i , i.e.
enable us to restate the problem for the scattered field over one cell of the periodic domain D. However, the problem still lacks appropriate radiation conditions at infinity, which, for the sake of brevity, will not be derived here. Instead, we refer to [6, 30, 23] and references therein for a derivation (and discussion) of the appropriate radiation conditions in periodic problems. For a fixed d ∈ R, such that Γ lies strictly below the line y = d ( Fig. 1 ), we define the following domains:
Analogously, we define the grating surface over one period
Additionally, the Sobolev space of integrable functions with integrable first-order derivatives on D d that satisfy (6) is denoted H 1 kx;Λ (D d ). We then seek to find a field u s ∈ H 1 kx;Λ (D d ) that solves
where, for each n ∈ Z, k x,n := k sin θ i + 2πn/Λ and k y,n :=
The last line in (7) corresponds to the radiation condition for the periodic domain, also known as the Rayleigh expansion for u s [6, 35, 23] . In order to avoid Rayleigh anomalies, we further assume that no n ∈ Z exists such that k 2
x,n = k 2 .
Boundary Integral Equations
To find the scattered field, u s , we use BIEs (particularly the electric field integral equation), motivated by the unboundedness of the domain D. Therefore, the representation ansatz for u s :
where j is an unknown surface density (in this case, the surface current density) and SL is the quasi-periodic single-layer operator, whose action on the density j may be represented through the quasi periodic Green's function G p as
Using (8), (9) , and the boundary conditions in (7) , the BIE for the unknown surface density j may be written as:
where V is the boundary integral operator mapping the surface density j to the boundary values of SLj. The quasi-periodic Green's function, G p , is given by [26, 50] 
The Scattered Far-Field
As displayed in (7) , the scattered field may be decomposed as a linear combination of complex exponentials. Of these, only those corresponding to n ∈ Z such that k 2 > k 2 x,n do not decay as y grows to infinity. Therefore, the scattered far-field depends solely on the Rayleigh coefficients corresponding to a real value for k y,n , i.e., on
The coefficients of the Rayleigh expansion in the radiation condition of Eq. (7) may be extracted from the scattered field as follows:
where K n := (k x.n , k y,n ). Then, the associated grating diffraction efficiency can be computed through e n := ky,n ky |u n (d)| 2 , further justifying the choice to employ BIE to solve the scattering problem.
Optimization
As stated in the introduction, we aim to find optimal grating profiles in the sense that they maximize (or minimize) functions of the diffraction efficiencies, e.g.,
for some N ′ ⊆ N (k, θ i , Λ) and some objective efficiency e obj n in the case of minimization. With this in mind, we turn to the problem of computing derivatives of the far-field Rayleigh coefficients as functions of the grating geometry for the implementation of local search optimization algorithms. To do so, we introduce the n-th mode far-field operator as
This operator maps a grating profile Γ to F n (Γ) = u n , the n-th coefficient of the Rayleigh expansion of the diffracted field. Henceforth, we assume k, Λ, and θ i to be fixed.
Shape Calculus and Shape Derivatives
To compute derivatives of the far-field operator with respect to the grating geometry, we use tools from shape calculus [36, 46] . For m ∈ N and a given grating profile Γ of class C m (the m-th derivative exists and is continuous), we introduce the following space of periodic functions:
for any non-negative integer ℓ ≤ m. Moreover, for any a ∈ C 0 p (Γ), we introduce the perturbed grating profile as Γ a := {r + a(r) : r ∈ Γ}.
Then, the definition of the shape derivative of F n at Γ in the direction a is
whenever the limit in the right hand side of (14) exists [24, 23, 36, 46] . The computation of F ′ n (Γ; a), for a in C 2 p (Γ), can be performed by solving a problem analogous to (7) through the use of the following relation:
is the unique solution in H 1 kx;Λ (D d ) to the following scattering problem:
where ν is the normal vector to Γ. This result follows by modifying the proof of Theorem 2.1 in [24] to the quasi-periodic setting (cf. [2] ).
Since we are interested in analyzing second-order optimization methods, we also introduce second-order shape derivatives. The second-order shape derivative of F n at Γ in the directions a 1 ,
with
This definition was introduced in the context of scattering from bounded obstacles in [20] . Analogously to the case of first-order shape derivatives, the computation of F ′′ n (Γ; a 1 ; a 2 ), for a 1 and a 2 in C 3 p (Γ), follows from:
where u ′′ [a 1 ; a 2 ] is the unique solution in H 1 kx;Λ (D d ) to the following scattering problem: where ν, τ , and κ are the normal vector, the tangent vector, and the curvature of Γ, respectively. Throughout the following sections, we consider, without loss of generality, Λ = 1. Moreover, we assume Γ to be given as follows,
Then, F n (Γ) = F n (A 1 , B 1 , . . . , A N , B N ) and the optimization problem is now finite dimensional on the 2N variables {A ℓ } N ℓ=1 and {B ℓ } N ℓ=1 . It holds that ∂F n ∂A ℓ = F ′ n (Γ; sin(2πℓx)) and
∂F n ∂B ℓ = F ′ n (Γ; cos(2πℓx)).
Note that sin(2πℓx) and cos(2πℓx) represent directions. This means that 2N problems need to be solved to compute every required derivative. Analogous relations can be found for the second-order derivatives of F n .
Adjoint Method for the Computation of Shape Derivatives
The computation of each derivative of F n (A 1 , B 1 , . . . , A N , B N ) requires solving a boundary integral equation with a varying right-hand side. The same holds for each second-order derivative, which also requires the computation of boundary data of first-order shape derivatives. We may achieve the computation of derivatives more efficiently through the adjoint method [48], considering the integral in (12) as a duality product and denoting g n (r) := e −iKn·r , which yields
Hence, if j adj is a surface density such that it solves the following integral equation:
then, we may compute shape derivatives in the direction a ∈ C 2 p (Γ) as:
According to (17) , all of the first-order derivatives can be computed by solving two boundary integral equations of the form of (10) and then computing the specified integral. In (16) , V ⊤ is the boundary integral operator analogous to V for the adjoint quasi-periodic Green's function given by
where k x,n := −k sin(θ i ) + n for all n ∈ N. The same formula for the first-order shape derivatives of the far-field operator was found in [39] through the use of reciprocity relations between solutions of scattering problems. Analogously,
First-Order Optimization
Throughout this and the following subsection (concerning a second-order optimization algorithm) we consider the optimization problem of minimizing a function f : (A 1 , B 1 , . . . , A N , B N ) ) for a smooth functionf :
Hence, our optimization problem may be stated as
where O ad is a set of admissible shape parameters and O S ad is the set of admissible boundaries Γ such that each x ∈ O ad determines exactly one Γ ∈ O S ad . Notice that first-order shape derivatives of the grating efficiency may be computed as e ′ n (Γ; a) = 2k y,n k y Re(F n (Γ))Re(F ′ n (Γ; a)) + Im(F n (Γ))Im(F ′ n (Γ; a)) .
Given (17) and (19), first-order derivatives of the objective function can be computed, requiring the solution of only two integral equations and 2N independent integrals (which may be computed in parallel). For an initial set-up of the geometry given by
N ), we will consider the usual first-order optimization algorithm
where h > 0 is the step size of the method, which may be backtracked at each step so that it varies at each iteration. The interested reader may refer to [15, 31] for details.
Second-Order Optimization
Local search algorithms based on the computation of gradients, such as the one described in Section 3.3 above, while being simple and ensuring convergence to local optima, suffer from a number of disadvantages. These include their inability to differentiate between local and global optima; their need for a large number of iterations for the algorithm to converge; the fact that they may get stuck in saddle points-points satisfying first-order optimality conditions but not second-order ones. When the objective function is known to be convex, Newton methods are the preferred choice of algorithm-at least whenever the computation of the Hessian matrix is not prohibitively expensive. As before, (18) allows us to approximate second derivatives of the far field through solving 2N additional integral equations, while second-order derivatives for the diffraction efficiency are computed as e ′′ n (Γ; a 1 ; a 2 ) = 2k y,n k y Re(F ′ n (Γ; a 1 ))Re(F ′ n (Γ; a 2 )) + Im(F ′ n (Γ; a 1 ))Im(F ′ n (Γ; a 2 )) + Re(F n (Γ))Re(F ′′ n (Γ; a 1 ; a 2 )) + Im(F n (Γ))Im(F ′′ n (Γ; a 1 ; a 2 )) .
Since we cannot expect our objective function to be convex, we turn to a modified version of Newton's algorithm for non-convex functions [34, 12] that replaces the usual Newton step ∆x := H(x)∇f (x) with the modified step ∆x := |H(x)|∇f (x), where H(x) is the Hessian matrix of f (x) and |H(x)| is the matrix resulting from taking the spectral decomposition of H(x) and replacing all its negative eigenvalues by their absolute value. The modified Newton iteration is therefore given as
A variant of the algorithm (second-order-H in Figs. 3 and 4) recalculates |H| every m ∈ N iterations, i.e.,
for i = {1, . . . , m} and k ∈ N 0 , which proves to be advantageous to reduce the computational burden associated with computing the Hessian matrix. Both alternatives will be implemented and compared. We observe that our proposed modified Newton step results in a more rapid escape from saddle points than for the usual gradient step and ensures a faster convergence rate in the directions of eigenvectors associated with positive eigenvalues (see Theorem 3.2 in [34] and the accompanying discussion).
Numerical Examples
In this section, a number of numerical examples comparing the proposed first and second-order methods are presented. A standard Galerkin formulation with piecewise polynomials of degree one was employed to numerically solve the required boundary integral equations (previously used by the authors in [44] ). All computations were performed on a AMD Opteron 6386 SE server, where paralelization was only used to assemble the relevant matrices. We give our conclusions and recommendations (based on our numerical experiments) in the following section.
Quadratic Convergence to Local Optima
To show some of the advantages of the chosen second-order optimization method, in this section we illustrate its convergence properties by presenting examples that exhibit quadratic convergence to local optima. To do so, results of two different optimization cases are analyzed ( Fig.2 (a) and (b)). Their optimization is based on an objective function of the form:
f (e n (Γ)) = e n (Γ) − e obj n 2 ,
which we attempt to minimize for different n ∈ N and e obj n ∈ [0, 1]. In these cases, a step-size h = 1 is suitable for our modified Newton method (and no backtracking of h is required to decrease our objective function). We take a number of steps of gradient descent from a randomized initial geometry and focus on examples for which both the first-and second-order algorithms find optimal geometries Γ obj such thatf (e n (Γ obj )) = 0.
Examples when this optimization fails to happen behave similarly as those presented in the following section; these will be discussed later in Section 4.2. The parameters for each optimization set up are indicated in Fig. 2 , which also shows the value of the objective function of both algorithms and specifies the convergence rate of the optimization variables for the last iterations of the modified Newton method. The convergence rate, q, of the series of steps {x t } t∈N is estimated through the formula
.
As expected, both examples exhibit a rate of convergence ≈ 2. The accelerated convergence is also displayed by the images in Figure 2 and we remark that both methods converge to the same optimal geometries. We stress that the results in this section have the purpose of displaying the convergence properties of the modified Newton method for objective functions as in (22) , rather than comparing the efficiency between the algorithms (which we do in the next section). (22) . The objective function error (top panels), optimization variable error (middle panels), and initial and optimized geometries (bottom panels) are shown. Example (a) optimizes the grating profile for the n = −1 diffraction order to an objective efficiency of 60% for an incidence angle of θ i = π/6 and (b) optimizes the profile for the n = 1 diffraction order to an objective efficiency of 65% for an incidence angle of θ i = π/4. The first 6 iterations of the modified Newton method correspond to first-order iterations. Additionally, the quadratic rate of convergence is shown, q = 2.104 for example (a) and q = 2.003 for example (b).
Efficiency Maximization
We now focus on maximizing objective functions of the form f (e n (Γ)) = e n (Γ) (23) for different n ∈ N and compare, as before, two different examples with the objective of comparing the number of iterations both methods require to converge to optimal geometries. From [34, 12] , we expect the iteration count of the modified Newton method to be lower than that for the first-order method. We compare two versions of the modified Newton method (those in (20) and (21) with m = 2) to the first-order method. The step-size is backtracked at each iteration using a line search [7] and Armijo-Goldstein condition, i.e., for α ∈ (0, 1 2 ) and β ∈ (0, 1), a step in direction p and size h is accepted only if f (x + hp) > f (x) + β(hp · ∇f (x)).
If the step is rejected, h is decreased to αh. So that the comparison is as fair as possible, the same parameters for the backtracking are chosen for all methods (α = 0.2 and β = 0.5 for both examples). The algorithms stop if either the gradient of the objective function or the step-size at any given iteration falls beneath a certain tolerance. We note that in this case, due to the nonconvexity of e n (Γ), quadratic convergence was not observed. Figures 3 and 4 display the diffraction efficiency of the target mode being optimized at each iteration for all three methods, the time each method took to arrive at a tolerance ε tol = 10 −3 from the maximum efficiency attained, and the final optimized geometries. We note that, generally, more than one computation of the objective function (which requires the solution of a linear system) was required for the step size backtracking, so the time each method takes to achieve its optimum is not strictly proportional to the number of iterations. Both versions of the Newton method maximize the objective function more rapidly than the gradient method (with respect to iteration count). Moreover, the computational time required for both of the second-order-H algorithms is significantly smaller than for the first-order method.
First-order Second-order t ε = 61.4 min. t ε = 43.9 min. Figure 4 : Grating diffraction maximization is shown for the three studied optimization methods, first-order (red line), second-order (blue-filled circles), and modified second-order (orange circles). The parameters are θ = 1 4 π, k = 30, n = −1, and N = 4. The inset shows the initial (x 0 ) and optimized geometries.
Conclusions
This work analyzed and compared a first-order algorithm, as well as two second-order algorithms presented in [34, 12] to a shape optimization problem of PEC periodic gratings as applied to the practical challenge of optimizing diffraction efficiency. First and second-order derivatives were computed following [46, 36] for shape derivatives and [24, 20] for first and second-order optimization methods.
The modified second-order method for non-convex functions proved to (i) achieve quadratic convergence of the optimization variables for the objective function in (22) and (ii) converge to optimal geometries in a lower iteration count than first-order methods for the maximization of grating efficiencies, even if second-order convergence rate is not observed. Furthermore, the observed quadratic convergence in the first two numerical examples seems to be a consequence of the quadratic nature of the objective function in (22) , hinting that-when such behavior is expectedthe modified Newton method should prove advantageous. In particular, applications of inverse problems employ objective functions that should behave in a similar manner near their optima (see [4] and references therein).
The variant of the analyzed second-order method that recomputes |H| every m > 1 iterations (rather than at each iteration), while increasing the number of steps required to converge, proved to be more efficient than its counterpart (m = 1). This alternative mitigates the computational cost of computing the Hessian matrix at each iteration, while still retaining enough of its properties to be advantageous. In particular, numerical examples showed that this version of the modified Newton method (second-order-H) was always faster than the gradient method, both in iteration count and computational time.
