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Below, I briefly respond to a number of terminological, theoretical, and empirical issues raised in some postscripts. The goal is not to respond to each outstanding point but rather to address some comments that in my view confuse rather than clarify matters. I respond to Plaut and McClelland (2010) and Quian Quiroga and Kreiman (2010) in turn.
According to Plaut and McClelland (2010) , the parallel distributed processing (PDP) approach is defined by its commitment to interactivity and graded constraint satisfaction. Many localist models, including the interactive activation (IA) model, are characterized in this way, and accordingly, they write that "it makes perfect sense to speak of localist PDP models" (p. 289). On this definition, any evidence in support of grandmother cells constitutes a challenge not to the PDP approach per se, just to models that include distributed representations. This characterization of the PDP approach constitutes more of a terminological point than a theoretical point, but it is worth noting that it is inconsistent with many previous statements in which distributed representations are described as a core principle (e.g., Plaut & Shallice, 1993; Seidenberg, 1993) . Furthermore, this definition renders the PDP approach so broad that it encompasses almost all neural networks, including network models that are typically seen as inconsistent with the PDP framework (e.g., Grossberg, 1980; Davis, 1999; Hummel & Biederman, 1992) . If advocates of the PDP approach are only committed to interactivity and graded constraint satisfaction, with no commitment to the form of the representations that underpin cognition, then there is nothing unique (or novel) about the approach per se.
Even in the context of this broad definition, Plaut and McClelland (2010) argued that my version of a localist model is inconsistent with the PDP approach. That is, I am advocating models in which word, object, and face identification is achieved when a localist representation is activated beyond some threshold. This is said to undermine the key successes of localist PDP models which rely on cascaded processing. For instance, they note that the IA model can explain context effects in letter perception (e.g., a facilitation in identifying a letter embedded in a pseudoword) with the assumption that partial and ambiguous activity at the letter level propagates forward to the word level and partial and ambiguous activity at the word level feeds back to the letter level (although feedback is not strictly necessary to account for the context effects; Grainger & Jacobs, 1996) . These context effects in the IA model are observed without thresholds (or identifying any words), and indeed, according to Plaut and McClelland (2010) , the inclusion of thresholds would undermine a model's ability to account for the effects. Plaut and McClelland (2010) appear to have mistaken my comments regarding thresholds with the claim that processing is discrete; that is, when partial activation of letters and words cannot be passed on to subsequent levels and can play no role in processing. In both the target article (Bowers, 2009 ) and my reply (Bowers, 2010) , I describe localist models in which a given input coactivates multiple units and in which the competition between coactive units plays a role in selecting the target. That is, the competition serves to restrict the number of units that pass some threshold. Thresholds and cascadedness are orthogonal issues, and accordingly, a model with thresholds can account for letter context effects in word perception. Indeed, as noted by Plaut and McClelland (2010) , thresholds are often implemented in the IA model. The important point for present purposes is that thresholds in a network in no way undermine the distinction between a unit that codes for an input (e.g., a unit that codes for the word blue) and a unit that is only incidentally activated by virtue of form similarity (e.g., a unit coding for blur responding to the input blue). Equally important, this is all tangential to the question of whether a localist model (PDP or otherwise) is biologically plausible. Plaut and McClelland (2010) also raised the concern that localist models have no ready way to assign units to inputs. How is the model to know whether a unit should be assigned to a particular grandmother as opposed to grandmothers in general? Or tulips in general as opposed to a particular tulip? What constitutes an equivalence class? They claimed that there are no well-developed learning theories to address these difficult problems and suggested that they may well be intractable for localist approaches in principle. But there are existing implemented localist models that show some promise in addressing these issues. For example, adaptive resonance theory (ART) models of Grossberg (1980 Grossberg ( , 1987 can learn localist representations at various levels of abstraction. A critical property of these networks is that they include a vigilance parameter that directly affects the granularity of the learned categories. The vigilance parameter is adjusted based on the feedback. If a model makes a mistake in categorizing an input (e.g., categorizing a random old lady as my grandmother or an early blooming tulip as a late bloomer), the vigilance is set higher, and as a consequence, the model learns to categorize perceptually similar inputs with separate localist units. The vigilance parameter also plays a key role in addressing the stability-plasticity dilemma, such that learning new categories (e.g., learning that this specific face belongs to my grandmother) does not erase old knowledge (that my grandmother is an old woman). As a consequence, the model does not have to decide whether to code information at either an abstract or a specific level-it can do both.
Other localist models might be developed to address these concerns as well. For example, consider the model of face identification developed by Riesenhuber and Poggio (1999) . A key feature of this model is its hierarchical structure, in which information is coded at various levels of abstraction. For instance, in one layer of the network, the model includes localist units that code for specific views of familiar persons, and in a subsequent layer, units code for familiar persons independent of viewpoint. So once again, the model does not have to choose whether to code a familiar object at an abstract or specific level because it can do both. The Riesenhuber and Poggio (1999) model does not learn, but it is not implausible to imagine a learning algorithm that develops more levels of localist coding as a function of expertise. Just as we are all experts in face recognition and can distinguish one grandmother from another, a florist can distinguish different types of tulips. In both cases, this might be accomplished by the recruitment of localist representations at a subordinate level (in addition to separate units at a basic level). Of course, neither of these models provides a complete answer to these challenging questions (nor do distributed PDP models), but claims regarding the computational limitations of localist models seem premature.
With regards to the neuroscience, Quian Quiroga and Kreiman (2010) highlight that most neurons in their studies responded to more than one image. Even some of the most selective neurons with the medial temporal lobe (MTL) responded to more than one thing-for example, a neuron that fired to two basketball plays, another to two different landmarks, and yet another that responded to Luke Skywalker and Yoda (characters in Star Wars), among other examples. Nevertheless, a few neurons responded robustly to only one out of all the images tested, and the catalogue of examples is expanding. For example, Quian Quiroga, Kraskov, Koch, and Fried (2009) reported a single neuron in MTL that responded to a written word, spoken word, or image of Saddam Hussein but responded to no other stimulus in the experiment. What is to be made of the mixed set of results? Does the fact that most of these neurons responded to more than one image compromise the grandmother cell hypothesis? More generally, is the grandmother cell hypothesis falsified by the Bayesian analysis reported by Waydo, Kraskov, Quian Quiroga, Fried, and Koch (2006) that demonstrates that a given image will inevitably activate many neurons in MTL and that each of these neurons will inevitably respond to many images? I would suggest not. The critical point that needs to be reemphasized is that the units in localist models respond in a similar way; namely, each localist unit responds to more than one input, and a given input activates more than one unit. That is, lifetime sparseness and population sparseness in both localist models and the MTL are extremely high but are still not at the limit of sparseness. The analysis of Waydo et al. (2006) is an important way forward in characterizing the response profiles of neurons in the MTL, but given the range of possible estimates of these measures at present, it is not appropriate to reject localist representations (or grandmother cells) on the basis of their data just yet. What would falsify a grandmother cell theory is an estimate of lifetime and population sparseness in IT that falls outside the range of plausible values for localist models.
This relates to a more fundamental problem with Quian Quiroga and Kreiman's (2010) position. When they rejected the distinction between what a neuron "codes for" and what it "responds to," they are rejecting a fundamental distinction between localist and distributed networks. By ignoring this distinction, they only end up rejecting a straw-man version of a grandmother cell theory. Our impasse on this point might reflect a confusion of terminology between disciplines, and it might be helpful to put the issue in another way. Consider again the neurobiological model of face perception by Riesenhuber and Poggio (1999) , inspired by single cell recording data. In this model, individual units are tuned to respond to specific familiar faces, and at the same time, a specific input activates more than one face unit (the target face and units tuned to other similar faces). On my definition, this constitutes a localist model in which each unit represents one specific face (and does not contribute to the representation of other faces). To see this, consider what would happen to the identification of a familiar face if all the coactive units were removed from the network (apart from the unit tuned to the target). The answer is that the model would continue to recognize the face just fine. Conversely, if this one unit was removed from the network, the model would fail to recognize the input as a familiar face. This raises the following question: Do Quian Quiroga and Kreiman (2010) take their data as inconsistent with this modeling approach? If not, we are essentially in agreement-single cell recording data are consistent with models that work very much like the localist models in psychology.
Finally, Quian Quiroga and Kreiman (2010) reiterated their claim that all the information required for object recognition is in the retina, but in a distributed and implicit code. They reject my claim that a great deal of information required to identify words, objects, and people is located outside the retina, in higher levels of the visual processing pathway. This is said to violate a data processing inequality, according to which processing cannot add information. But there is something wrong with this characterization of the processing inequality. It is clear is that the retina does not include the information about what letter strings constitute words or what configuration of active ganglion cells constitutes an image from my grandmother. This information is stored in higher levels of the visual system, acquired through experience. Similarly, evolution may have endowed higher level visual systems with computational principles to derive shape from shading, depth cues, and so on. Although I agree that processing (transforming) information in and of itself cannot add new information (all transformations are by definition derivable from the input), bottom-up information can nevertheless access other databases of knowledge that contain new information that cannot be derived from the input alone. For example, on viewing a duck, I can predict that the duck might quack. This surely does constitute a violation of data processing inequality.
To conclude, I make one observation that should prove uncontroversial. Regardless of one's position regarding the localistdistributed debate, the target article (Bowers, 2009 ) highlights a promising approach for evaluating network models in the future, namely, exploring the responses of hidden units one at a time in response to a wide range of inputs. There is a striking disconnect between the methods of neurophysiology, in which neurons are studied one at a time, and the methods in cognitive science, in which hidden units in PDP models are generally studied in combination. This disconnect constitutes a missed opportunity to provide some important constraints on theorizing. An analysis of single units may provide some insights into the conditions under which different coding schemes emerge in neural network models and some insights into why the brain adopts the solutions it does.
