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This paper discusses the practical problems associated with developing a computer 
implementation of an algorithm described by Baumslag, Cannonito, and Miller for computing 
polycyclic quotients ofa finitely presented group. Attention isdrawn to the connection with the 
method of Grrbner bases and techniques for computing nflpotent quotients. Some experi- 
mentation with computing class-2 nilpotent quotients and metabelian polycyclic quotients i  
described. 
1. Introduction 
This paper is concerned with techniques for studying certain solvable quotient groups of a 
group given by a finite presentation. The primary focus is a procedure for computing 
polycyclic quotients due to Baumslag, Cannonito, and Miller. However, the special case of 
nilpotent quotients will also be discussed. An initial implementation of the Baumslag- 
Cannonito-Miller algorithm for metabelian quotients has been written using Grrbner  
basis techniques. Experiments with the program are somewhat encouraging and suggest 
that an implementation of the full polycyclic quotient algorithm may be practical. 
Let G be a group. If k is a positive integer, then the largest quotient group of G which is 
solvable and has derived length at most k is GIG Ck~, where G (kl is the kth term in the derived 
series of G. Here G (~ = G and G (1) = G'. If i > 1, then the abelian group G(~/G (~+t~ may not 
be finitely generated, even when G is finitely presented. This is the case, for example, when 
O is a free group of finite rank of at least 2. If Gli)/G I~+1) is not finitely generated for some 
i< k, then computing in GIG (k~ can be quite difficult. 
Computation in polycyclic groups is substantially easier than computation i general 
finitely generated solvable groups. Polycyclic groups are groups which can be built up 
from the identity subgroup by a finite number of cyclic extensions. Polycyclic groups are 
characterized by the properties that they are solvable and all subgroups are finitely 
generated. Every finitely generated nilpotent group is polycyclic. A great deal of 
information about the properties and structure of polycyclic groups can be found in Segal 
(1983). 
Every polycyclic group can be described by a polycyclie presentation, a finite 
presentation on generators al . . . . .  am, say, which contains for all 1 _< i < j  _< m and all ~ in 
{ 1, - 1 } a relation of the form 
aja~ = a~W(i,j, c~), 
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where W(i,j, ~) is a word involving only at+ 1,..., a,, and their inverses. Given a polycyclic 
presentation for a group H, there are practical solutions to the word problem and the 
generalised word problem for H. In principle at least, conjugacy of elements can also be 
decided. A positive solution to the isomorphism problem for polycyclic groups is 
announced in Segal (1983). 
In Baumslag et al. (1981a, b) a result equivalent to the following is proved. 
THEOREM 1.1. Let G be a group given by a finite presentation and let k be a positive integer. It 
is possible to decide whether GIG (k) is polycyclic. I f  the answer is positive, then a polycyclic 
presentation for G/G tk) can be determined. 
The algorithm implicit in Theorem 1.1 will be referred to as the Baumslag-Cannonito- 
Miller polycyclic quotient algorithm, or BCM algorithm for short. 
The proof of Theorem 1.1 proceeds by induction on k. Suppose that we have a 
homomorphismfof  G onto a polycyclic group P. Let N be the kernel o f f  If N is abelian, 
then G is polycyclic if and only if N is finitely generated. More generally, GIN' is polycyclic 
if and only if N/N'  is finitely generated. Thus the proof of Theorem 1.1 is reduced to the 
following: 
THEOREM 1.2. Let G be a group given by a finite presentation, let f be an explicit 
homomorphism of G onto a group P given by a polycyclic presentation, and let N be the 
kernel o f f  It is possible to solve the word problem for G/N' and to decide whether N /N '  is 
finitely generated. I f  N/N'  is finitely generated, then it is possible to construct a polycyclic 
presentation for G/N'. 
In Theorem 1.2, if N/N'  is finitely generated, then the construction can be iterated with 
P replaced by GIN'. 
The proof of Theorem 1.2 involves showing that familiar results about polynomial rings 
over the integers can be extended in a constructive manner to the integral group ring 
Z[P]. Every right ideal of Z[P] is finitely generated. From this it follows that every finitely 
generated right module over Z[P] has a finite module presentation. An important part of 
the proof of Theorem 1.2 is the following result. 
THEOREM 1.3. Let P be a group given by a polycyelic presentation and let M be a right 
module over Z[P] described by a finite module presentation. Then the word problem for M is 
solvable and it is possible to decide whether M is finitely generated as an abelian group. 
In Theorem 1.3, the module M is given as a quotient of a free 7/[P]-module F of finite 
rank. The word problem for M is the problem of deciding whether an element of F 
represents the zero element in M. 
No attempt was made in Baumslag et al. (1981a, b) to describe the polycyclic quotient 
algorithm in a form suitable for machine implementation, or even to demonstrate that 
such an implementation is feasible. The algorithm is closely related to various attempts to 
develop constructive versions of the Hilbert basis theorem. In Buchberger (1965), the 
method of Gr6bner bases was developed and implemented for ideals in polynomial rings 
with coefficients in a field. Independent of Buchberger's work, Richman (1974) and 
Romanovskii (1974) considered the problem of deciding membership n submodules of free 
modules over rings of integer polynomials. In Buchberger (1984), Gr6bner basis techniques 
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were extended to a class of rings containing rings of integer polynomials. Surveys of the 
use of Grtbner bases are given in Buchberger (1985, 1988). An implementation for ideals in 
polynomial rings with rational coefficients i described in Winkler et al. (1985). 
If P in Theorem 1.2 is abelian, then the group GIN' is metabelian. That is, it has derived 
length at most 2. To begin to understand the problems connected with implementing 
the BCM algorithm, I wrote a program MAQ to compute metabelian polyeyclic quotients., 
More precisely, MAQ implements the algorithm of Theorem 1.2 in the case that P is 
abelian. Here, ~[P] is a quotient ring of a polynomial ring and the existing Grtbner basis 
techniques make possible a fairly straightforward implementation. 
Among the metabelian polycyclic quotients of a finitely presented group G are the 
groups G/~(G), where i ~ 4. Here, y~(G) is the ith term in the lower central series of G and 
the numbering is chosen so that ~I(G)= G and y2(G)=G'= G~1). Since computing 
nilpotent quotients is much easier than computing eneral polycyclic quotients, a brief 
sketch of a class-2 nilpotent quotient algorithm is given in this paper. 
The individual concepts being discussed here have all appeared in print. References have 
already been given for the BCM algorithm and the method of Grtbner bases. The first 
published discussion related to computing nilpotent quotients occurred in Chen et al. 
(1958). The case of computing quotients which are p-groups is described in Havas & 
Newman (1980) and Vaughan-Lee (1984). Computing eneral nilpotent quotients is also 
discussed briefly in Sims (1987). Various proposals for solvable quotient algorithms have 
been made. See Wamsley (1977), Howse & Johnson (1982), Leedham-Green (1984), and 
Plesken (1987). This paper will concentrate on the possibility of bringing these concepts 
together to produce practical algorithms. For the most part, proof will be omitted. Details 
will appear in Sims (1990). 
2. Extending Modules 
One aspect of the BCM algorithm is somewhat obscure in Baumslag et al. (1981a, b). 
This section attempts to present he ideas involved from a different point of view. 
Let H be a group defined by the relations R~ =R 2 . . . .  = R ,= 1 on a finite set X of 
generators, and let M be a right 7?[HI-module containing elements ul,.. . ,  u,. In what 
follows, we shall give a presentation for a group G with XuM as the set of generators. To 
reduce the possibility of confusion between the multiplication i  G and the module action 
of H on M, elements of M will be enclosed in brackets. Within these brackets, multi- 
plication denotes the module action. Outside the brackets, multiplication is the group 
operation in G. Thus, if v is in M and x is in X, then the expression [vx] denotes the 
element of M which is the product of v and the element of H represented by x, while Ev]x 
is a product of two generators of G. 
The defining relations for G are: 
(i) Iv] [w] = I-v + w] for all v and w in M; 
(ii) [v]x = x[vx] for all v in M and all x in X; and 
(iii) R~ = I-u~], 1 < i < n. 
Suppose that w is in M and x is in X. If we let v = wx- t in (ii), then 
[wx-  13x = x [wx-  ~x3 = x[w3, 
or 
[w3x- ~ = x -  1 [wx-  1]. 
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It follows from this and the relations of types (i) and (ii) that the image N of M in G is an 
abelian normal subgroup of G. The quotient GIN is isomorphic to H, so we may consider 
N to be a Z[Hl-module. The map r from M to N is a homomorphism of Z[H]-modules. 
Thus, the kernel M o of q0 is a submodule of M. Let us call G the formal extension of M by 
H. Of course, G depends on the presentation for H and the choice of the elements 
Ul ,  9 . .~ U n- 
In general, determining M0 is difficult. However, when H is polycyclic and the 
presentation is a polycylic presentation, then one can describe a finite generating set for 
M 0. In the case when H is abelian, Section III.8 of Zassenhaus (1958) may be viewed as 
giving such a generating set. Since any polycyclic group is built up by cyclic extensions, the 
methods of Sections III.7 and III.8 of Zassenhaus (1958) suffice to handle the case in which 
H is an arbitrary polycyclic group. For our purposes, we can summarise the discussion at 
the end of Section III.8 as follows, correcting one omission. 
PROPOSIT ION 2.1. Suppose that H is the abelian group generated by a~ . . . . .  a m subject o the 
relations 
a-fla?tajat= 1, l <_i<j<_m, 
aT'= 1, ieI .  
Here I is a subset of the integers from 1 to m and for each i in I the integer n~ is positive. Let 
M be a right ~_[H]-module containing elements vii, 1 < i< jNm,  and ui, i~1. I f i> j ,  set 
vii = -vj~. Let G be the formal extension of M by H in which ajar = a~aj[v~j-], 1<__ i < j <<_ m, 
and a~'~= [us], i~1. Then the image of M in G is isomorphic to M/Mo, where M o is the 
Z[H]-submodule of M generated by the following elements: 
(i) the elements ut(ai--1), where i~1; 
(ii) the elements 
where j e l and i # j; 
(iii) the elements 
where 1 <_ i < j  < k <_ m. 
uj(al- 1)-  vtj(1 +a j+. . .  + a~J-1), 
vij(a k -  1) + vjk(a~- 1) + vki(aj- 1), 
Suppose that H, M, and G are as in Proposition 2.1. Then G is generated by the at, 
1 _< i _< m, and the elements [wl with w in M. Given any word U in these generators, it is 
possible to find a word V defining the same elemeut of G as U such that V has the form 
a?  . . . a~m[w] ,  
where 0 < cq < n~ if i is in 1, and w is in M. The cq are unique, but w is only unique modulo 
M o. Ttie process of computing one such V will be called collection. That collection is 
possible is an easy consequence of the observation that the following relations hold in G: 
[w] -~ = [ -w] ,  wsM, 
[v][w] = Iv+w] ,  v,w~M, 
[w]aT = a~[[wa~], w ~ M, 
aT '=[u J ,  imI, 
ai -1 = a~'-l[-ul],  ie I ,  
ala i --_ a~aj[vd, 
l ~_i ~_m, 
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aj - ~ a~ = a~a; ~ [ -  v~a 71-1, 
ajai- 1 = a? l aj[_ v~ j a7 i], 
ayia? i = a(laj-i[v~ja:;-la-fl], 
where in the last four relations 1 < i < j  < m. 
When computing nilpotent quotients, we extend Z[H]-modules on which H acts 
trivially. In this case, the elements of types (i) and (iii) in Proposition 2.1 are trivial and the 
elements of type (ii) become simply -n~v~j, i# j .  Since n~v o=-  n~vjt, Proposition 2.1 can 
be simplified as follows. 
PROPOSITION 2.2. Suppose that in Proposition 2.1 the group H acts trivially on M. Then Mo 
is generated as an abelian group by the elements nlvtj and njvij, where 1 <_ i < j <_ m and i E I 
in the first case and j ~ I in the second. 
3. Nilpotent Quotients 
Using Proposition 2.2, we can compute interesting class-2 nilpotent quotients by hand. 
As we shall see, determining metabelian quotients is a much more challenging task. 
Let G = (X[R1 . . . . .  R,, = 1) and suppose that we have a homomorphismfof  G onto 
an abelian group H with the presentation described in Proposition 2.1. For each x in X, 
the image f(x) is given by a word W(x) of the form a~ 1 . , .  a,, ,~" where 0 < ~ < n~ if i is in I. 
Since f is surjective, for 1 < i < m there is a word Ut in the elements of X such that 
f lU3 = av The Ui are not unique, but it is possible to compute one such Ut for each i, given 
the words W(x) with x in X. By a sequence of Tietze transformations, we may add extra 
generators b, . . . .  ,bm and relations bt = U~, 1 < i < m, to the presentation for G. The kernel 
N of f is then generated as a normal subgroup of G by the elements 
bT', i~l,  
bflb[-lbjb~, l <_i<j<_m, 
V(x)-lx, x~X, 
where V(x) is the result of replacing ar in W(x) by b~, 1 < i < m, and N/[G, N] is generated 
as an abetian group by the images of these elements. 
To  compute the structure of N/[G, N] and G/[G, N], we take an abelian group M freely 
generated by elements ur with i in I, v~j with 1 <_ i <j ~ m, and wx with x in X. We consider 
M to be a 7/[H]-module on which H acts trivially. We compute the formal extension E of 
M by H in which 
a~' = [ud, ie l ,  
aja~ = a~aj[v~j], 1 < i < j <__ m. 
This is done by using Proposition 2.2 of the previous ection to determine the subgroup 
Mo which is the kernel of the map r from M into E. Elements of E will be described by 
words in the a, and the elements [y] with y in M. 
Let F be the free group on X • {bl . . . . .  b,,}. There is a homomorphism 9 from F to E in 
which x in X maps to W(x)[wx] in E and b~ maps to a~. We compute the images under ~ of 
the relators for G, including the new relators Ui-lb~. More precisely, for each relator Q we 
determine an element z of M such that 9(Q) = ~0(z). The element z is unique module Mo. 
Let Mx be the subgroup of M generated by M 0 and the elements z just obtained. Then 
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N/[G,  N]  is isomorphic to M/M 1. By establishing an isomorphism between M and 7e ~, 
where 
and then row reducing the matrix A whose rows describe the generators of Mr, we may 
obtain a convenient presentation for N/[G, N] ,  from which we can construct a 
presentation for G/[G, N].  
In practice, we compute a set of generators for M1 in one step. We take each of the 
relators for G, replace each x in X by W(x)[w,]  and each b~ by as. We then collect the 
resulting word as described in the previous ection. The result will be [w] for some w in M. 
The group MI is generated by the elements w so obtained together with the elements 
described in Proposition 2.2. 
To illustrate the ideas just discussed, let us use them to determine S/y3(S), where S is a 
subgroup of index 12 in the Cavicchioli group Cz described in Neubfiser and Sidki (I988). 
The group S is generated by t i, t z, t a, t 4 subject o the relations 
t l t2 t l l t~  1 = 1, t~t~ z = l, t~t3tF2t4t~lt t t21 = 1, 
t i t2 ta t~ l ta tg l t~ i t [ l t~  i = 1, talt2t4t~3tffltg 1 = 1. 
The commutator quotient of S is isomorphic to 2[ 2 @ Z(9 Z. If we take H to be the 
group generated by at, a2, a3 and defined by the relations 
a z = a~la~iazax  = a~ia~la3a l  = a~ta~iaaa2 = 1, 
then the words W(tl) = 1, W(t2) = at, W(t3) = a z, and W(t4) = a 3 define a homomorphismf  
of S onto H. The words Ut, U2, Ua may be taken to be t z, ts, and t 4, respectively. Thus we 
add new generators b~, b z, b 3 to G with b~ = t 2, bz = t3, and b s = t 4. Clearly, these 
generators could be eliminated in this simple example, but to follow the prescription given 
above, we keep them. The group M has rank 1 +3+4= 8. We take M to be Z s and set 
ui = (l,0,0,0,0,0,0,0), 
v12 = (0, 1,0,0,0,0,0,0), 
v13 = (0,0, 1,0,0,0,0,0), 
v2~ = (0,0,0, 1,0,0,0,0), 
wt = (0,0,0,0, 1,0,0,0), 
w2 = (0,0,0,0,0, 1,0,0), 
w3 = (0,0,0,0,0,0, 1,0), 
w, = (0,0,0,0,0,0,0, 1). 
Here w~ is an abbreviation for w n. 
By Proposition 2.2, the image of M in E is isomorphic to M/Mo,  where M0 is generated 
by 2v12 and 2v13. Now let g be the homomorphisrn from the free group F on 
{tt,t2, t3,t 4, bl,bz, b3} to E in which 
g(tt) = [w l ] ,  g(t2) - a i [w2] ,  g(ts) -- a2[w3],  
9(t4) =- aa[w4], #(bt) = as, i = 1, 2, 3. 
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Then 
9(ti -t) = [--Wl], 9(t21) = ai-l[--w2] = ala-{2[--wzl = al [ - -u l -w23,  
O(t~ t) = a~l [ -w31,  g(t21) = a~l [ -w4] ,  o(b'~ l) = a'; 1 = a l [ -u~] ,  
~/(b~ 1)= a~ 1, 9(b~ l) = a~ 1. 
The image under 9 of t~t2t?~t~  is 
I -w1]a 1 I-W21 [" --W1](11 F-111 - 14'2] ~-- 1221-w1 -~- w 2 - w1 - u l  1 14)2 ]
= [u~] [ -u , ]  = [0 ] .  
The image under 9 of t~tff 2 is 
[5wl ]a l [ -u l -wz]a l [ -u l -w2]  = a2[5wl-2u1-2w2] = [ul][5w1-2ut-2w2] 
= [5W 1 - -N I -2w2]. 
The images of the three remaining original relations are [wl--v2~], [vlz +v23- w~], and 
[vl3], respectively. The image of Ui-lbi is [--w~+l], i = 1, 2, 3. Thus, M1 is generated by 
the rows of 
"0  2 
0 0 
0 0 
-1  0 
0 0 
A= 0 1 
0 0 
0 0 
0 0 
_0  0 
If we row reduce A over the integers, 
--1 
0 
0 
0 
0 
0 
0 
0 
0 
._0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 5 -2  0 
-1  1 0 0 
-1 0 0 
0 0 0 
0 -1  0 
0 0 -1  
0 0 
we get 
0 0 0 -5  0 0 0"  
1 0 0 0 0 0 0 
0 1 0 0 0 0 0 
0 0 1 -1  0 0 0 
0 0 0 0 1 0 0 
0 0 0 0 0 1 0 
0 0 0 0 0 0 1 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0.. 
0 0"-- 
2 0 
0 0 
0 0 
0 0 
0 I 0 
1 0 0 
0 0 0 
0 0 0 
0 0 0 - i - .  
Thus, M/M1 is cyclic. It is generated by the image of wl. Modulo M1, ul --- 5wl, v23 --- wl, 
and v12==-vi3-w2 =w3=w,=--O. Therefore, S/73(S) is isomorphic to the group K 
generated by a l, a2, a3, c and defined by the relations 
a2=c 5, a2al =ata2, a3al =alct3, a3a2=a2a3 c,
a3a~t=a~laac -1, ca l=a lc  , ca2=a2c, caa=a,,c. 
The map of S onto K is given by 
t 1 ~l~ C~ t21--+ al~ t3 I--+a2, t41--4 a 3 . 
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4. Gr~ibner Bases 
In the previous section we saw how to compute G/[G, N], where N is the kernel of a 
homomorphism of the finitely presented group G onto an abelian group H. In the process, 
we used free abelian groups on which H acts trivially. The main computational tool is row 
reduction of integer matrices. To describe GIN', we use similar methods, but this time we 
use free 2~[H]-modules. The replacement for row reduction is the computation of Gr6bner 
bases. 
The ring Z[HJ is isomorphnic to a quotient ring of a polynomial ring. To establish an 
explicit isomorphism, let us assume that H is described as in Proposition 2.1. That is, H is 
the direct sum of cyclic groups generated by a 1 . . . . .  a m, where a i has order ni > 0 if i is in I 
and a~ has infinite order otherwise. For 1 < i _< m, let Y~ be an indeterminate. For each i not 
in I, let Zt be an additional indeterminate. Set R equal to the ring of integral polynomials 
in the Y~ and Zt thus defined. Then Z[H] is isomorphic to the quotient ring of R by the 
ideal generated by the polynomials Y~"~- I with i in I and Y~Z~- 1 with i not in I. There is a 
one-to-one correspondence b tween modules over Z[H-] and modules over R in which the 
polynomials ~ ' -  1 and the Y~Z,- 1 annihilate very element of the module. In computing 
G/N', we shall be working with R-modules of this type. 
The technique of Gr6bner bases is usually described as a method for deciding member- 
ship in ideals of polynomial rings such as R. However, it can be easily generalised to 
provide a solution to the word problem for R-modules described by a finite module 
presentation. This generalization will be discussed in the next section. The present section 
is devoted to a brief introduction to Gr6bner bases for ideals in 7/IX]. The exposition is 
deliberately aimed at showing the connection with Baumslag et al. (1981b) and hence 
differs considerably from Buchberger (1985). 
Let S be a finite subset of 7g[X]. We would like to study the ideal I generated by S. To 
do so, we try to reduce questions about I to questions about the additive subgroup A 
generated by S. Let d be the maximum degree of the elements in S. Then A is contained in 
the free abelian group of rank d+l  with basis X '~, Xd-1,. . . ,  X, 1. Using integer row 
operations, we can answer questions about A fairly easily. In particular, we can decide 
membership in A. 
Let Id be the set of elements in I which have degree at most d. Then A ~_ Id, but in 
general the inclusion is proper. If we know id, however, then we can decide membership in
I. This fact is not obvious from the usual proof of the Hilbert basis theorem, but is not 
difficult to prove. We can find a polynomial g in I d such that the leading coefficient of g 
divides the leading coefficient of every nonzero element of In. Such a polynomial is not 
unique, but one such 9 can be computed from an additive generating set for In. 
PROPOSITION 4.1. An element f of T/[X] is in I if and only if there exist polynomials q and r in 
•[X] such that f=  qg + r and r is in I a. 
To decide whether f is in I, we try to divide f by 9 to produce a quotient q and a 
remainder r of degree at most d. If this cannot be done, thenfis not in I. If it can be done, 
then f is in I if and only if r is in Id. 
The effect of Proposition 4.1 is to reduce the problem of deciding membership n I to thc 
following: Decide whether A = Id, and if A :~ Id, produce an element h of Id not in A. For 
when we add h to S, the value of d remains unchanged and A is increased. Since the 
ascending chain condition holds for subgroups of a free abelian group of a given rank, 
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eventually we will reach the situation in which A = Ia. At this point we can solve 
membership n I using Proposition 4.1. 
To decide whether A = Ia, we find the subgroup B consisting of those elements of A 
which have degree less than d. Let BX denote the set of products fX,  where f ranges 
over B. 
PROPOSITION 4.2, The condition A = Ia is equivalent to BX ~_ A. 
Since BX is an additive subgroup, we have only to find a set of generators for B, 
multiply each generatorfby X, and test for membership n A. If one of the productsfX is 
not in A, then we have an element of Ia ~ A. 
Let us consider an example. Suppose that S consists of the following polynomials: 
2X4+ 5X 3-13X 2 -4X+ 30, 
2X3+Xz-7X-6 ,  6X3-X2-15X.  
We may represent S by the matrix 
I i  5 -13  -4  3~1 
M 1 = 2 1 -7  . 
6 -1  -15  -0A  
Row reducing Mt over 71, we get 1_14_30] 
M 2 = 2 1 -7  -6  . 
0 4 -6  --18 
The second and third rows of M 2 describe generators for B. We multiply these generators 
by X and add them to the generating set represented by M2. This corresponds to [! 114 
M 3 = 0 4 -6  - -18  . 
1 - -7  - -6  
[-0 4 --6 --18 
After row reducing M3, we have 
M 4 ~-- I! 11 261 2 1 1 66 0 4  -6  . 
0 0 4 
0 0 0 
Since the nonzero rows in M 4 are different 
We form 
m 5 = 
"2 1 
0 2 
0 0 
0 0 
2 1 
0 4 
.0 0 
from those in M2, we must repeat he process. 
1 2 -6  
1 I 6 
4 2 -6  
0 4 6 
1 6 0 
2 -6  0 
4 6 0 
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When we row reduce Ms, the nonzero rows in the result are the same as the nonzero rows 
in M4. Thus, the second condition of Proposition 4.2 is satisfied and the polynomials 
91 = 2X'~ + Xa + X2 + 2X-6 ,  
92 ---- 2X3 q-X2-1-X't'6, 
g3 = 4X2 + 2X-- 6, 
94 = 4X+6, 
give an additive basis for 14. Now Xg2 has the same leading term as 91, so we may replace 
9t by X92. Similarly, we may replace 9a by XO4. Our basis for 14 is now X92, 92, Xg4, 94. 
We only need to remember 92 and 94- Set T = {92, 04}. I f f is  in Z[X], thenfis in I if and 
only if we can reducefto the zero polynomial by subtracting multiples of elements of T by 
monomials aX k in such a way that the degree of f  is decreased after each subtraction. Thus, 
T allows us to solve the membership problem in I. The set T is an example of a Gr6bner 
basis. 
The group ring of an infinite cyclic group is isomorphic to the ring R = Z[X, l /X ]  of 
Laurent polynomials. An ideal of R is determined by its intersection with Z[X]. Suppose 
that we want to decide membership n the ideal I of R generated by a finite subset S of R. 
Since X is a unit in R, we may multiply the elements of S by powers of X so that S is 
contained in 71[X]. Let d be the maximum degree of the elements of S. Set I d equal to the 
set of elements in I ~ Z[X] which have degree at most d. To decide whether the additive 
subgroup A generated by S is equal to Ia, we must compute not only the subgroup B of 
elements of A of degree less than d but a/so the subgroup C of elements of A with zero 
constant term. 
PROPOSITION 4.3. The condition A = In is equivalent o (BX) w(CX -1) ~_ A. 
Using Proposition 4.3, we can devise a procedure for computing analogues of Gr6bner 
bases in ideals of 7/IX, 1/X]. As pointed out earlier, we can also consider 2~[X, 1/X] to be 
the quotient of 7/IX, Y] modulo the ideal generated by XY-1  and apply traditional 
Gr6bner basis techniques. 
5. Bases for Modules 
Let R be the polynomial ring Z[X1,. 9 X,]. Ideals of R are the same as R-submodules 
of R considered as a R-module of rank 1. In this section, we shall describe the computation 
of a GrSbner basis for a submodule M of a finitely generated free R-module F. In the 
previous ection, we showed how to produce a generating set T for an ideal I of 7/IX] such 
that membership n I can be decided by an iterative reduction process imilar to division 
of polynomials. Most treatments of GrSbner bases emphasise the idea of reduction, in 
which an element f of F is repeatedly replaced by another element 9 which is simpler or 
smaller in some sense. The element g lies in f+  M, so f is in M if and only if g is in M. 
We start with a general result about subgroups of free abelian groups generated by well- 
ordered, possibly infinite sets. Let q/ be a well-ordered set and let F be the free abelian 
group generated by q/. A nonzero element f of F can be written uniquely in a standard 
form 
f = al ul + a2u2 + 9 9 9 + asus, 
where the as are nonzero integers and the us are elements of q/ with ul >- u2 >- 9 ;>- us. 
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Here >- denotes greater than with respect o the well ordering in q/. We shall refer to ui, 
al, and al u~ as the leading generator, the leading coefficient, and the leading term o f f  
respectively. If b is a nonzero integer, then the standard form of bf i s  ba~ us + . . .  + babus. 
It will be convenient to extend -< to be a well-ordering of F. To do this, we first well- 
order 7/. The order used here will be 0 ~( 1 -< 2-< . . .  -< - 1 -< -- 2 -< . . . .  Other orderings 
are possible. Buchberger (1984) describes the properties which are needed. We order terms 
au and by with u and v in ~ and a and b in Z -  {0} as follows: au -< by if and only if u -< v or 
u = v and aM b. Finally we order F. The zero element of F comes first. I f f  and 9 are 
nonzero elements of F, then f-< 9 if and only if either the leading term o f f  precedes the 
leading term of 9 o r fand  9 have the same leading term au and f -- au -< 9 -  au. It is not 
difficult to show that this is a well-ordering of F. 
As an example, let us take F to be R and q/ to be the set ~ of power products 
P = X~ ~ . .. X~", where each ~i is a non-negative integer. There are several orderings of 
which have proved useful. Let Q = X~. . .  X, ~ In the pure lexicographic order, P -< Q if for 
some i we have ai < fli and aj = flj. for i < j  _< n. In the total degree ordering, P comes before 
Q if either d = ~ +. . .  + c~, is less than e = fl~ + . . .  + ft, or d = e and P is lexicographically 
earlier than Q. Thus, in the pure lexicographic ordering 
2 3 1 .<X 1 -<X l -<X 1 "<X2 "<X1X2, 
while in the total degree ordering 
1-~ X i  -~ X2 .~ X2 .~ X1X2 -c( X 3. 
Let us return to the general case. Suppose that S is a subset of F such that for each 
element u of q/there is at most a finite number of elements in S with leading generator u. 
We may assume that all elements of S are nonzero. Let M be the subgroup of F generated 
by S. Le t fbe  a nonzero element of F with standard form a~u~ +, . .  +a~u~. Suppose for 
some i, 1 < i<s ,  there is an element h of S with leading term bu~ and Ibl~a~. Let 
a s = qb + r, where q and r are integers uch that 0 _< r < [b I. Then r ~ a;. I f  9 =f - -qh ,  then 
and 9+M =f+M,  
g = a lu  i + . . .  +ai_iui_ i +rui+ . . . .  
Note that if r = 0, this is not the standard form for g. However, O -<fwhether or not r = 0. 
We could now check to see whether another such reduction is possible with O. Since -< is a 
well-ordering, eventually we will reach an element of F which cannot be reduced further. 
The following function carries out one version of the reduction procedure just described. 
The set S may be infinite. When this happens, we must have a finite description of S which 
permits us to list the elements of S with a given leading generator. 
Function ABELIAN_GROUP_REDUCE(S, f )  
Begin 
g : - f ;  
(* At all times the standard form of g wiU be al ul + . . .  + a~u~. 
If g = 0, then s = 0. *) 
i := 1; 
While i N s do 
If there is no element in S with leading term bul such that Ibl ~ as 
then i := i+1; 
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Else 
Begin 
Let h in S have leading term bu~ with Ibl ~ a: 
Let a~ = qb + r, where q and r are integers uch that 0 _< r < [b[; 
g:=g-qh;  
(* Recompute s and the terms aju~ with j _> i. *) 
End; 
Return ~1 
End. 
The operation of ABELIAN_GROUP_REDUCE involves making some choices. For a 
particular iteration of the while-loop, there may be several candidates for h. The final 
result could be different depending on the choices made. We need a condition on S which 
will guarantee that the output of ABELIAN_GROUP_REDUCE is uniquely determined 
by its input. It then follows by an easy argument hat the element returned by 
ABELIAN_GROUP_REDUCE is the first element in f+  M. This would allow us to decide 
membership n M, since 0 is the first element of M. 
Suppose that f and g are elements of S with leading terms au and bu, respectively. 
We may assume that [al-<lbl. Let b=qa+r,  where q and r are integers such that 
0_<r<[a[. We will say that f and g are consistent if some invocation of 
ABELIAN_GROUP_REDUCE(S, g -q  f)  returns 0. We will say that S is consistent if
any two elements of S with the same leading generator are consistent. 
PROPOSITION 5.1. I f  S is consistent, then ABELIAN_GROUP_REDUCE(S,f) always 
returns the first element in f+  M. In particular, if f is in M, then 0 is returned. 
Now let F be the free R-module generated by a finite set ~.  Then F is freely generated as 
an abelian group by the set 0g of elements Pw, where P -- X~'... X~" is a power product in 
and w is in ~.  Let us assume that we have well-orderings ofN and og, both denoted by 
~(, which satisfy the following conditions: 
(i) If P, Q and U are in ~ and P ~( Q, then PU ..( QU. 
(ii) If u is in ag, p and Q are in N, and P -~ Q, then Pu -~ Qu. 
(iii) If u and v are in og, p is in ~, and u -< v, then Pu -~ Pv. 
Condition (i) and the fact that r is well-ordered imply that the first element of ~ is 
1 = X~ X ~ Both the pure lexicographic ordering and the total degree ordering of 
satisfy (i). If we have -~ on ~, then one way to define -( on q/is to choose an ordering of 
and then compare lements/'1 w~ and P2w2 of og either by first comparing P1 and P2 
and if necessary then comparing wl and Wz, or by comparing wl and w2 first and using the 
comparison of P1 and/'2 to break ties. 
Suppose that f=  a l P~wl + ... +asP, ws is a nonzero element of F written in standard 
form. Here the as are integers, the P~ are power products, and the w~ are elements of ~ .  We 
shall call/'1 the leading power product of f and w~ the leading module generator off. The 
element P1 w~ in og will now be called the leading roup generator off. If Q is in N, then the 
standard form of Qf is al QPi w~ +. . .  + a~QPsw s.
Now let T be a finite subset of F. The R submodule M of F generated by T is generated 
as an abelian group by S= {PtIPe9 ~, teT}. Given f in  F, it is possible to carry out the 
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computation of ABELIAN_GROUP_REDUCE(S,f). For given Qw in o~, the only 
elements of S which have Qw as their leading roup generator are the products Pt, where t
is an element of T whose leading module generator is w and whose leading power product 
divides Q, giving P as the quotient. Thus, there are at most ITI such products Pt. Let us 
define the function MODULE_REDUCE by agreeing that MODULE_REDUCE(T,f)  is 
the same as ABELIAN_GROUP_REDUCE(S,f). 
We need a condition on T which will insure that S is consistent. Unfortunately, 
Proposition 5.1 requires us to check infinitely many pairs for consistency. However, this is 
not necessary. Let c~ be the set of pairs of elements Pit1 and P2t z in S such that P1 and P2 
are in N, P1 tl and Pat2 have the same leading group generator, and gcd(P~, P2) = 1. Given 
tl and tz with the same leading module generator, there are unique power products P1 and 
P2 such that the pair P~tl and P2t2 is in ~. Thus c~ is finite. Following the spirit of 
Buchberger (1985), we shall call elements of c~ critical pairs. 
PROPOSITION 5.2. If all critical pairs are consistent, hen S is consistent. 
The set T is a Gr6bner basis for M relative to the orderings on r and o~ if all critical 
pairs are consistent. The basis is reduced if MODULE_REDUCE(T-{t},  t) returns t for 
each t in T. Reduced bases exist and for a given choice of the orderings they are unique. 
The following function converts a finite module generating set for a submodule M of F 
into a Grebner basis for M. The description of the function draws heavily on Buehberger 
(1985), and like the procedures described there, it requires anumber of improvements to be 
really practical. 
Function MODULE_BASIS(T) 
Begin 
B:= T; 
Let ff be the set of critical pairs of elements of B; 
While ~ is not empty do 
Begin 
Select a pair {f  9} in c~ and delete the pair from c~; 
Let the leading terms of f and 9 be au and bu, respectively, 
where u is q/and a and b are in 7/; 
(* We may assume that la[ < Ibl. *) 
Let b = qa + r with q and r in 7 and 0 < r < [al; 
h:= MODULE_REDUCE(B, 9 -q  f); 
If h ~ 0 then 
Begin 
Let ~ be the set of critical pairs obtained from h and 
the elements of B; 
B:=B~{h}; 
End 
End; 
Return B; 
End. 
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The basis returned by MODULE_BASIS will not in general be reduced, but it may easily 
be converted to a reduced basis. 
Once we have a Gr6bner basis for a submodule M of F, we can decide whether F/M is 
finitely generated as an abelian group. 
PROPOSITION 5.3. Let B be a Gr6bner basis for a submodule M of F. Then F/M is finitely 
generated as an abelian group if and only if for each w in ~ and each indeterminate Xt there 
is an element in B with leading term of the form + X~ w, for some non-negative integer . 
Suppose that T is a finite subset of F and let M be the R-submodule of F generated by 
T. Using MODULE_BASIS  and Proposition 5.3, we can decide whether F/M is finitely 
generated as an abelian group. If the answer is positive, then we can find a finite subset ~r 
of ~' whose image in F/M generates F/M as an abelian group and we can determine a
finite presentation for F/M as an abelian group. 
6. Metabelian Quotients 
We are now in a position to describe the BCM algorithm in the metabelian case. The 
input is exactly the same as the input to the class-2 nilpotent quotient algorithm of Section 
3. Thus, G is generated by a finite set X subject o the relations R 1 . . . . .  R, = 1, and H is 
generated by al, . . . ,  a,, subject o the relations that the generators commute and aT'= 1 for 
i in I. There is a homomorphism for  G onto H and for each x in X the imagef(x) is given 
by the word W(x). Let N be the kernel o f f  Our goal is to determine the structure of N/N' 
as a Z[H]-module. Since 7:[H] is commutative, we do not have to distinguish between left 
and right modules. In the following discussion, the notation of left modules will be used. 
Let U 1 . . . . .  Um be words defining elements of G which map to al, . . . ,  a,~, respectively. 
We add generators b~ . . . .  ,bm to G, along with relations b~ = Ut, 1 _< i __ m. Let R be the ring 
of integer polynomials in indeterminates Y~, 1 _< i ~ m, and Z~ with i not in I. Let 5: be 
{Y~"'- 1 l is I} w {Y~Z~- l lir 
so ;~[H1 is isomorphic to the quotient of R by the ideal generated by ~. We take F to be 
the free R-module generated by elements u~ with i in I, v~j with 1 _< i < j  _ m, and w~ with x 
in X. We define vtj to be -v~ when i>j. 
The group N/N' is isomorphic to F/M, where M is the R-submodule of F generated by 
the following elements: 
(Yl-1)u~, ieI ,  
(Y i - l )u j - ( l+Y j+. . .  + Yf:-l)v~j, j~I,  iv~j, 
(Y, -  1)vu+(Y~- 1)vjk+(Yy- 1)vu, i < j  < k, 
together with all products of elements in A" with the free generators of F and the results of 
collecting the images of the defining relations for G. This collection requires a word of 
explanation. The module F is not a 7:[H]-module, but we can still collect words in the ai 
and the elements [z] with z in F using rules such as 
[z]at = at[Y~z] 
and 
a71a~ = aiafl[-Zjv~i], j~I ,  i <j. 
Implementing the Baumslag-Cannonito-Miller A gorithm 721 
The relators for G are transformed by replacing each x in X by W(x)[wx] and each b~ by a~ 
and then collected as described. 
Let us look again at the example S discussed at the end of Section 3. The ring R is 
~['Y1,  Y2, Z2 ,  Y3, Z3-] and 
6p = {Y?-1, Y2Z2-1, Y3Z3-1}. 
The module F is free on 1 + 3 +4 = 8 generators, which will be denoted %,. . . ,  %, where in 
the previous notation 
e 0 = w1, 
e 1 = w2~ 
e 2 = w3,  
e 3 = w4, 
e 4 ~ v12 , 
e5 ~/ )13~ 
e 6 =/323  ,
e 7 =B 1 9 
Here, w~ is again an abbreviation for w,,. 
Let us use the ordering on F in which module generators are compared first with the 
order 
ev~-e6~-es~er  
and then power products are compared using the pure lexicographic ordering with 
Zs>- Y3>-Z2>- Y2>- Y 1. 
We obtain a total of 36 generators for M. There are 24 products of an element of 6 a with 
an e I. There are four generators coming from Proposition 1.1, and eight generators 
obtained from rewriting the relators of G. (There are the five original defining relations and 
three new ones of the form b~ = Us.) 
The Gr6bner basis for M produced by MAQ has 18 elements. The first seven elements 
show that F/M is generated as an R-module by the image of %. 
eT- 5eo, e6+(8Y2-9)e o , es+(SY3-8)eo, 
e4+(8Y2-8)eo, e3, e2, el. 
The remaining 11 elements involve only eo. 
(YaZa - 1)eo, (Z2Za + 10Z3 + 10Z2 - 21)eo, 
(Y2Z3+lOZ3+lOY2-21)eo, (11Zs- 11)eo, 
(Z2Y3+lOYs+lOZ2-21)eo, (Y2Y3+lOY3+lOY2-21)eo, 
(11Ya- 11)eo, (Y2Z2-1)eo, (11Z2- 1 l)e 0 , 
(11Y2-11)Co, (Y1-1)e0. 
Since there is no basis element with leading term of the form 5- Y~e o, we conclude by 
Proposition 5.3 that Q = S'/S" is not finitely generated as an abelian group. It is not hard 
to see that the exponent- 11 quotient of Q is infinite. For any other prime p, the exponent-p 
quotient of Q is cyclic. (To compute the exponent-q uotient of Q we have only to add 
elements qe i to the generating elements for M, or, equivalently, to do a Gr6bner basis 
computation over Z~[Yt, Y2, Z2 ,  Y3, Z3"]') 
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The total time used by MAQ to compute the above Gr6bner basis is about 7 seconds on 
a Sun 3/60 workstation. 
The ability of MAQ to complete its computation depends heavily on whether the group 
H has a sizeable torsion subgroup. When n~ is large, the elements of type (2) in Proposition 
1.1 have large degree. The Gr6bner basis calculation becomes very difficult in this case. 
7. Conclusions 
The program MAQ is moderately successful but has definite limitations. Before moving 
on to the general case of the BCM algorithm, several approaches to improving 
performance in the metabelian case should be investigated. These include: 
(i) refine the strategies used in the farmation of critical pairs within the Gr6bner basis 
computation; 
(ii) devise a GrSbner basis algorithm specifically for the group ring of a finitely 
generated abelian group. This would reduce the number of "indeterminates" in the 
example S of Section 6 from 5 to 3; 
(iii) consider the possibility of modular techniques for Gr6bner basis computation in 
the spirit of the modular approach to Hermite and Smith normal forms described in 
Havas & Sterling (1979) and Domich et al. (1987): A p-adic approach to the 
construction of Gr fbner  bases is proposed in Winkler (1988), but a gap remains to 
be closed before the technique can be made into an algorithm. 
Once the metabelian case is under better control, the next step will be to develop a type 
of Gr6bner  basis algorithm for submodules of free modules over the group ring of a 
polycyclic group. 
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