Abstract. We prove that infinitely presented graphical C(7) and Gr(7) small cancellation groups are acylindrically hyperbolic. In particular, infinitely presented classical C(7)-groups and, hence, classical C ( 1 6 )-groups are acylindrically hyperbolic. We also prove the analogous statements for the larger class of graphical small cancellation presentations over free products. We construct infinitely presented classical C ( 1 6 )-groups that provide new examples of divergence functions of groups.
Introduction
Small cancellation theory has been a rich source of finitely generated infinite groups with exotic or extreme properties. Graphical small cancellation theory is a generalization of classical small cancellation theory introduced by Gromov [Gro03] . It is a tool for constructing groups with given embedded subgraphs in their Cayley graphs. Gromov used methods from graphical small cancellation theory to show the existence of finitely generated groups that weakly contain expander graphs, so-called Gromov's monsters [Gro03] . Arzhantseva-Delzant gave a precise proof of Gromov's arguments and, in particular, showed that the expander graphs in the groups constructed by Gromov are very close to being quasi-isometrically embedded [AD08] . Gromov's monsters are the only known finitely generated groups that do not coarsely embed into Hilbert spaces [Gro00, Gro03, AD08] . They are counterexamples to the Baum-Connes conjecture with coefficients [HLS02] , and it remains open whether they are counterexamples to the Baum-Connes conjecture.
The main result of this article is that infinitely presented graphical C(7)-groups are acylindrically hyperbolic.
The C(7) small cancellation condition for labelled graphs was used by the first author to construct lacunary hyperbolic groups with coarsely embedded given infinite sequences of finite graphs [Gru14a] . Recently, Osajda proved the existence of C(7)-labellings of expander graphs [Osa14] . Together with the construction from [Gru14a] , they provide the first examples of finitely generated groups with coarsely embedded expander graphs. Osajda's labellings satisfy the stronger graphical C ( which always guarantees isometric embedding of the graph [Oll06] . Building on [AO14] , Osajda moreover showed the existence of C(7)-labellings of graphs that provide the first examples of groups that have the Haagerup property but that are not coarsely amenable. Currently, no other such groups are known.
A group is acylindrically hyperbolic if it is non-elementary and admits an acylindrical action on a Gromov-hyperbolic space. This definition of Osin [Osi14] unified several equivalent far-reaching generalizations of relative hyperbolicity [BF02, Ham08, DGO11, Sis11] . Acylindrical hyperbolicity has strong consequences: Every acylindrically hyperbolic group is SQ-universal, it contains free normal subgroups [DGO11] , it contains Morse elements and hence all its asymptotic cones have cut-points [Sis14] , and its bounded cohomology is infinite dimensional in degrees 2 [HO13] and 3 [FPS13] . Moreover, if an acylindrically hyperbolic group does not contain finite normal subgroups, then its reduced C * -algebra is simple [DGO11] and every commensurating endomorphism is an inner automorphism [AMS13] .
Our result, in particular, applies to all infinitely presented classical C (
)-groups as defined in [LS77] . For instance, the infinite groups without nontrivial finite quotients constructed by Pride [Pri89] are not simple because they are SQ-universal and thus have uncountably many proper quotients. The groups with two non-homeomorphic asymptotic cones due to Thomas-Velickovic [TV00] have cut-points in all of their asymptotic cones. Our result, moreover, extends to groups given by infinite graphical small cancellation presentations over free products of groups. Such groups were used to prove various embedding theorems [LS77, Chapter V] and, more recently, to construct many examples of torsion-free hyperbolic groups and direct limits of torsion-free hyperbolic groups without the unique product property [Ste13, AS14] .
The class of acylindrically hyperbolic groups is extensive: It contains all nonelementary hyperbolic and relatively hyperbolic groups, mapping class groups, Out(F n ), the Cremona group in dimension 2, many CAT(0) groups and many groups acting on trees, see [DGO11, MO13] and references therein. It is unknown whether the class of acylindrically hyperbolic groups is closed under quasi-isometries of groups [DGO11, Problems 9.1, 9.2]. Analyzing how given quasi-isometry invariants behave in this class of groups is a way to shed light on this question. Therefore, in the second part of the paper, we consider a quasi-isometry invariant called divergence.
The divergence function of a 1-ended group measures the lengths of paths between two points that avoid given balls in the Cayley graph. It was first studied in [Gro93] and [Ger94] , and in recent years, for example, in [Beh06, OOS09, DR09, DMS10, BD11, BC12, Sis12]. Acylindrically hyperbolic groups have superlinear divergence [Sis14] , as they contain Morse elements. For non-elementary hyperbolic groups the divergence functions are exponential, while for mapping class groups of closed oriented surfaces of genus at least 2 they are quadratic [Beh06, DR09] . For every polynomial p, there exists a CAT(0)-group realizing p as its divergence function [BD11, Mac13] . In general, however, the question which functions can be obtained as the divergence functions of groups is wide open.
We show that such tame behavior as in the mentioned examples cannot be expected in general, even in the class of acylindrically hyperbolic groups: For any given countable set of subexponential functions, we provide an explicit infinitely presented classical C ( 1 6
)-group with a divergence function whose limit superior exceeds each of the chosen subexponential functions, while its limit inferior is bounded by a quadratic polynomial. Previously, no example of a divergence function of a finitely generated group having a behavior of this type was known.
We conclude by providing a tool that enables constructions of groups that are not non-trivially relatively hyperbolic. We use this tool and a small cancellation construction over free products to show that every finitely generated infinite group is a non-degenerate hyperbolically embedded subgroup of a finitely generated nonrelatively hyperbolic group.
1.1. Statement of results. We state our main result on the acylindrical hyperbolicity of graphical C(7)-groups. For precise definitions of the graphical small cancellation conditions we use, see Section 2.
Given a labelled graph Γ, let G(Γ) be the group whose generating set is the (possibly infinite) set of labels and whose relators are the words read on closed paths on Γ. A piece is a labelled path that occurs in two distinct places in Γ. The graphical versions of the C(7) small cancellation condition require that no nontrivial closed path is made up of fewer than 7 pieces. We can interpret any set of relators of a group presentation as a labelled graph that consists of disjoint cycle graphs labelled by the relators. Thus, we obtain generalizations of classical small cancellation conditions.
We consider two variants of graphical generalizations of the classical C(7)-condition: The graphical C(7)-condition does not allow non-trivial label-preserving automorphisms of Γ. All classical C(7)-presentations where no relators are proper powers are graphical C(7)-presentations. The graphical Gr(7)-condition allows non-trivial label-preserving automorphisms of Γ by considering graphical pieces up to automorphisms of Γ. It fully generalizes the classical C(7)-condition, i.e. all classical C(7)-presentations are graphical Gr(7)-presentations. Since any group has a Gr(7)-presentation given by its labelled Cayley graph (see Example 2.4), we always have to make additional assumptions when considering this condition.
To prove acylindrical hyperbolicity, we construct a hyperbolic space Y on which G(Γ) acts. It is obtained from a Cayley graph of G(Γ) by coning-off the embedded copies of components of Γ. In the classical C(7)-case, these components are cycle graphs labelled by the relators. In fact, our construction of a hyperbolic space works in a more general setting by coning-off relators of an infinite presentations satisfying a certain (relative) subquadratic isoperimetric inequality.
Let M (S) denote the free monoid on S S −1 . Proposition 1.3. Let S | R be a presentation of a group G, where R ⊂ M (S) is closed under cyclic conjugation. Let W 0 be the set of all subwords of elements of R.
Suppose there exists a subquadratic map f : N → N with the following property for every w ∈ M (S): If w is trivial in G and if w can be written as product of N elements of W 0 , then there exists a diagram with at most f (N ) faces whose boundary word is w. Denote by W the image of
For the action of G(Γ) on Y we construct a particular type of loxodromic element, called WPD element, see Definition 2.10. It is defined as a suitable product of labels of paths on Γ. In the classical C(7)-case, these labels of paths are subwords of relators. In fact, our proof of Theorem 1.2 does not require all components of Γ to be finite, only some necessary to find the WPD element. The existence of an action of G(Γ) on a hyperbolic space with a WPD element implies that G(Γ) is virtually cyclic or acylindrically hyperbolic. In the case that Γ satisfies the stronger graphical Gr ( 1 6 )-condition, Theorem 4.13 relaxes the finiteness assumption of Theorem 1.2, and Proposition 4.20 provides a description of geodesics in the space Y that allows us to construct an example where the action of G(Γ) on Y is not acylindrical.
We present a new viewpoint on graphical small cancellation theory over free products in Section 2.3 that allows us to immediately generalize our results to the larger class of groups given by graphical small cancellation presentations over free products, see Theorems 4.15, 4.16, and 4.17.
Since every classical C(7)-presentation corresponds to a Gr(7)-labelled graph whose components are cycle graphs labelled by the relators (see Remark 2.5), Theorem 1.2 implies the following: Theorem 1.4. Let G = S | R be a classical C(7)-presentation. Then G is either virtually cyclic or acylindrically hyperbolic.
Since every classical C ( )-presentation is a classical C(7)-presentation, this result, in particular, holds for classical C ( )-groups. Corollary 1.5. Let G = S | R be a classical C(7)-presentation, where S is finite and R is infinite. Then G is acylindrically hyperbolic, whence:
• G is SQ-universal, i.e. for every countable group C there exists a quotient Q of G such that C embeds into Q.
• G has free normal subgroups.
• G contains Morse elements, and all its asymptotic cones have cut-points.
• The bounded cohomology of G is infinite dimensional in degrees 2 and 3.
• The reduced C * -algebra of G is simple.
• Every commensurating endomorphism of G is an inner automorphism.
This follows from Theorem 1.4 since classical C(7)-presentations are diagrammatically aspherical [Ol 91, Theorem 13.3], whence G cannot be finitely presented. The first statement of Corollary 1.5 was proven directly using different arguments by the fist author for the larger class of infinitely presented classical C(6)-groups [Gru14b] .
We next state our result on divergence functions of groups. The group presentations we obtain are explicit if the subexponential functions are given explicitly.
, and for I ⊆ N, let G(I) be defined by the presentation a, b | r i : i ∈ I . Then, for every infinite set I we have:
Let {f k | k ∈ N} be a countable set of subexponential functions. Then there exists an infinite subset J ⊆ N such that for every function g satisfying g f k for some k we have for every subset I ⊆ J:
In Proposition 6.1, we provide a condition that enables constructions of groups that are not non-trivially relatively hyperbolic. In particular, the groups of Theorem 1.6 are not non-trivially relatively hyperbolic, which can also be deduced from the fact that the divergence function of any non-trivially relatively hyperbolic group is at least exponential [Sis12] . We use Proposition 6.1 and explicit small cancellation presentations over free products to prove the following theorem, which provides new examples of non-degenerate hyperbolically embedded subgroups of non-relatively hyperbolic groups. Theorem 1.7. Let G be a finitely generated infinite group. Then there exists a finitely generated group H such that G is a non-degenerate hyperbolically embedded subgroup of H and such that H is not hyperbolic relative to any collection of proper subgroups. )-groups are acylindrically hyperbolic. This was inspired by results of Goulnara Arzhantseva and Cornelia Drutu on geodesics in the Cayley graphs of these groups [AD12] . The present paper arose out of attempts to construct infinitely presented graphical Gr(7)-groups that are not acylindrically hyperbolic. We thank Goulnara Arzhantseva for her helpful comments, Denis Osin for his interest in our work, and Markus Steenbock for an inspiring discussion on free product small cancellation.
Definitions
2.1. Graphical small cancellation conditions. Let Γ be a graph. A labelling of Γ over a set S is a choice of orientation on each edge of Γ and a map assigning to each edge of Γ an element of S, the label. Given a simplicial path p on Γ, the label of p, denoted (p), is the product of the labels of the edges traversed by p in M (S), the free monoid on S S −1 . Here a letter is given exponent +1 if the corresponding edge is traversed in its direction and −1 if it is traversed in the opposite direction. A labelling is reduced if the labels of reduced paths are freely reduced words. The group defined by Γ is given by the following presentation:
The following definition provides us with terminology for the case that Γ has non-trivial label-preserving automorphisms. In classical small cancellation theory, this corresponds to having relators that are proper powers. A label-preserving graph homomorphism is a graph homomorphism that preserves the labelling (i.e. both the orientation and the map to the set of labels).
Definition 2.1 (Essential). Let p and Γ be labelled graphs, and let φ 1 : p → Γ and φ 2 : p → Γ be label-preserving graph homomorphisms. We say φ 1 and φ 2 are essentially equal (or essentially coincide) if there exists a label-preserving automorphism ψ : Γ → Γ such that φ 2 = ψ • φ 1 . Otherwise, φ 1 and φ 2 are essentially distinct.
Definition 2.2 (Piece). Let Γ be a labelled graph.
• A piece is a labelled path p (considered as labelled graph) for which there exist two distinct label-preserving homomorphisms p → Γ.
• An essential piece is a labelled path p for which there exist two essentially distinct label-preserving homomorphisms p → Γ.
We are ready to give the graphical small cancellation conditions as stated in [Gru14a] . A path is non-trivial if it is not 0-homotopic. Definition 2.3. Let Γ be a labelled graph. We say Γ satisfies
• the graphical C(7)-condition (respectively graphical Gr(7)-condition) if the labelling is reduced and no nontrivial closed path is concatenation of fewer than 7 (essential) pieces, • the graphical C ( )-condition) if the labelling is reduced and every (essential) piece p that is a subpath of a nontrivial simple closed path γ satisfies |p| < )-condition is stronger than the graphical C(7)-condition, and the graphical Gr ( )-condition is stronger than the Gr(7)-condition. If Γ admits no non-trivial label-preserving automorphism, the notion of "essentially equal" is the same as "equal".
Suppose every component of a component of a C(7)-labelled graph Γ has nontrivial fundamental group. We show that Γ has no nontrivial label-preserving automorphism: Let v ∈ Γ and let φ be a label-preserving automorphism of Γ. There exists a nontrivial closed path γ based at v. Then φ(v) = v, for otherwise γ would be a piece, contradicting the C(7)-assumption.
Example 2.4. Let G be a group and Γ := Cay(G, S) the Cayley graph of G with respect to a generating set S. Then G(Γ) = G. Let p be a labelled path with label-preserving homomorphisms φ 1 and φ 2 to Γ. Since the group of label-preserving automorphisms of Γ acts transitively on the vertex-set of Γ, φ 1 and φ 2 essentially coincide. Thus, there are no essential pieces on Γ, whence Γ satisfies the Gr (
Remark 2.5. Every classical C(7)-presentation gives rise to a Gr(7)-labelled graph with finite components that defines the same group: Suppose we have a symmetrized presentation S | R . We associate to R a reduced labelled graph as follows: For r ∈ R, let [r] denote the class of cyclic conjugates of r and their inverses. Writing r on a cycle graph of length |r| gives a reduced labelled graph γ r which is independent of the choice of r ∈ [r]. Denote Γ R := [r]⊂R γ r . Then essential pieces on Γ R correspond to classical pieces in the presentation S | R . Therefore, Γ R satisfies the Gr(7)-condition if and only if S | R satisfies the classical C ( )-condition.
Diagrams over graphical presentations.
A diagram is a finite, contractible 2-complex embedded in R 2 whose interior (inside R 2 ) does not contain a vertex of degree 1. (Such a diagram is usually called a singular disk diagram.) A disk diagram is a diagram that is homeomorphic to a 2-disk. We call the images of 1-cells edges and the images of 2-cells faces.
A labelled diagram is a diagram where every edge has an orientation and a label from a given set. The boundary word of a face Π is the word read on the boundary cycle ∂Π of Π (which depends on choices of basepoint and orientation). The boundary word of a diagram D is the word read on the simplicial path traversing the topological boundary of D inside R 2 (which again depends on choices of basepoint and orientation). Given a presentation S | R where R is a set of words in M (S), the free monoid on S S −1 , a diagram over S | R is an S-labelled diagram where every face has a boundary word lying in R.
An arc in a diagram D is an embedded line graph of length at least 1 all interior vertices of which have degree 2 (in D) and whose initial and terminal vertices have degree distinct from 2. A face in a diagram D is called interior if it does not have edges in the boundary of D, otherwise it is a boundary face. The exterior part of a boundary face Π is the union of all edges in ∂Π ∩ ∂D. A (3, 7)-diagram is a diagram where the boundary of every interior face is made up of at least 7 arcs (where we count arcs with their multiplicity in the boundary cycle).
Given an S-labelled graph, a diagram over Γ is a diagram over the presentation of G(Γ) given by S | labels of simple closed paths on Γ . Let p be path in a diagram over Γ that lies in the intersection of faces Π and Π . There lifts p → ∂Π → Γ and p → ∂Π → Γ, which are essentially unique if Γ is Gr(7)-labelled. We say that p essentially originates from Γ if these lifts essentially coincide. Note that if an interior arc does not essentially originate from Γ, then it is an essential piece.
The following lemma is a consequence of van Kampen's Lemma [LS77] and [Gru14a, Lemma 2.13]. It describes the notion of "reduced diagram" for graphical presentations that is suitable for our purposes. The idea is that whenever an arc a in the intersection of two faces originates from Γ, then the two incident faces can be merged into one face by removing a, and the resulting face has the label of a closed path on Γ. This closed path can be decomposed into simple closed paths, which corresponds to foldings in the diagram.
Lemma 2.6. Let Γ be a Gr(7)-labelled graph, and let w be a word in M (S). )-condition, then every component of Γ embeds isometrically into Cay(G(Γ), S). This result was first stated by Gromov [Gro03] and proved in detail by Ollivier [Oll06] using a slighty stronger version of our graphical C ( 1 6 )-condition. We give a new proof of the isometric embedding statement for components of Gr ( )-graphs in Lemma 4.21, which also proves convexity.
2.3. Graphical small cancellation over free products. Given groups G i , i ∈ I with generating sets S i , i ∈ I, let Γ be a graph labelled by the set i∈I S i . In this situation, we define G(Γ) to be the quotient of * i∈I G i by the normal subgroup generated by all labels of closed paths on Γ. Graphical small cancellation groups over free products were first studied in [Ste13] .
We give our interpretation of graphical small cancellation conditions over free products, which allows for a uniform treatment of graphical small cancellation over free products and graphical small cancellation over the free group. Moreover, it presents a convenient way to skip notions such as "reduced forms" and "semi-reduced forms" used in standard definitions for free products. The definition is motivated by viewing a labelling of a graph Γ over a free product as an immersion into a wedge of presentation complexes of the free factors. Figure 1 . An example of Γ and Γ:
Definition 2.7. Let Γ be a graph labelled over i∈I S i , where S i are generating sets of groups G i . Denote by Γ the completion of Γ obtained as follows: Onto every edge labelled by s i ∈ S i , attach a copy of Cay(G i , S i ) along an edge of Cay(G i , S i ) labelled by s i . Γ is defined as the quotient of the resulting graph by the equivalence relation e ∼ e if edges e and e have the same label and there exists a path from ιe to ιe whose label is trivial in * i∈I G i .
See Figure 1 for an example. Note that Γ is a reduced labelled graph by definition. We use the same notion of (essential) piece as above. We say a path p in Γ is locally geodesic if every subpath of p that is contained in one of the attached Cay(G i , S i ) is geodesic. More generally, a labelled path is locally geodesic if it is the isomorphic image of a locally geodesic path in Γ.
Definition 2.8. If Γ is labelled over i∈I S i , where S i are generating sets of groups G i , we say Γ satisfies
• the graphical C * (7)-condition (respectively graphical Gr * (7)-condition) if every attached Cay(G i , S i ) in Γ is an embedded copy of Cay(G i , S i ) and in Γ no path whose label is nontrivial in * i∈I G i is concatenation of fewer than 7 (essential) pieces,
)-condition) if every attached Cay(G i , S i ) in Γ is an embedded copy of Cay(G i , S i ) and in Γ every (essential) piece p that is locally geodesic and that is a subpath of a simple closed path γ such that the label of γ is nontrivial in * i∈I G i satisfies |p| < |γ| 6
. The first parts of the conditions correspond to a notion of "reducedness" of the labelling: The label of a nontrivial closed path is either trivial in * i∈I G i or not contained in one of the G i . Classical free product small cancellation [LS77, Chapter V] considers the case that S i = G i . Graphical free product small cancellation with respect to arbitrary length functions was first considered in [Ste13] . If the groups G i are infinite cyclic and each S i is a set containing a single generator of G i , we recover the graphical small cancellation conditions from Section 2.1 with the one technical difference that in most cases (see Remark 4.23), every power of a generator is an essential piece in Γ. Note that for the graphical C * (7)-and Gr * (7)-conditions, the choice of generating set S i used to construct Γ is irrelevant, i.e. we may take S i = G i .
The analogy of Lemma 2.6 follows from the proofs of [Gru14a, Lemma 2.13] and [Ste13, Theorem 1.11]. A diagram over Γ is a diagram where every face bears the label of a simple closed path on Γ that is nontrivial in * i∈I G i .
Lemma 2.9. Let Γ be a Gr * (7)-labelled graph over S = i∈I S i , where S i are generating sets of groups G i , and let w be a word in M (S). Then w represents the identity in G(Γ) if and only if there exists a diagram D over Γ such that no interior edge of D essentially originates from Γ, such that every interior arc is locally geodesic, and such that D has boundary word w.
Acylindrical hyperbolicity.
We state the definition of acylindrical hyperbolicity that we will use for our proofs:
Definition 2.10. Let G be a group acting on a Gromov-hyperbolic space Y . We say g ∈ G is a WPD element if both of the following hold:
• g acts hyperbolically, i.e. for every x ∈ Y , the map Z → Y, z → g z x is a quasi-isometric embedding and • g satisfies the WPD condition, i.e. for every x ∈ Y and K 0 there exists N 0 such that for all N N 0 the following set is finite:
We say G is acylindrically hyperbolic if G is not virtually cyclic and if there exists an action of G on a Gromov-hyperbolic space for which there exists a WPD element.
Here WPD is an abbreviation for "weak proper discontinuity" as defined in [BF02] . The definition of acylindrically hyperbolic groups is usually given in terms of a formally more restrictive condition about the existence of an acylindrical action on a Gromov-hyperbolic space. See [Osi14] for the equivalence of these characterizations.
The hyperbolic space
Let G be a group given by an (infinite) presentation S | R . We associate to this presentation a (non-locally finite) Cayley graph Y of G by, roughly speaking, coning-off each relator to give it uniformly bounded diameter. Using a result of Bowditch [Bow95] , we show that Y is Gromov-hyperbolic if S | R satisfies a certain subquadratic isoperimetric inequality. M (S) denotes the free monoid on S S −1 .
Proposition 3.1. Let S | R be a presentation of a group G, where R ⊂ M (S) is closed under cyclic conjugation. Let W 0 be the set of all subwords of elements of R. Suppose there exists a subquadratic map f : N → N with the following property for every w ∈ M (S): If w is trivial in G and if w can be written as product of N elements of W 0 , then there exists a diagram with at most f (N ) faces whose boundary word is w. Denote by W the image of
Our proof shows that this proposition holds in the more general language of simply connected 2-complexes. Adding the set W to the generating set corresponds to gluing onto every 2-cell a complete graph along the vertices. We will use the following result of Bowditch, which we state in a simplified version applicable to our case: Theorem 3.2 (Bowditch, [Bow95] ). Let X be a connected graph, let Ω be the set of closed paths on X, and let A : Ω → N be a map satisfying:
• If γ 1 , γ 2 , γ 3 are closed paths with the same basepoint and γ 3 is homotopic to
Proof of Proposition 3.1. Let X := Cay(G, S) and Y := Cay(G, S ∪ W ). Let S W be a set with a bijection f : S W → S ∪ W , where we consider S ∪ W as subset of G. Denote the map W 0 → W by f . Consider the presentation S W | R W , where
This is a presentation of G. Let γ be a closed path in Y . Then the label w of γ admits a diagram D over S W | R W such that D has at most |γ| boundary faces and such that every interior edge of D is labelled by an element of S, i.e. all interior faces have labels in R. If D has minimal area among all diagrams for w, then, by construction, D has at most |γ|+f (|γ|) faces. For a closed path γ, denote by A(γ) the minimal area of a diagram for the label of γ over the presentation S W | R W . Then f (n) := sup{A(γ) | γ ∈ Ω, |γ| n} is a subquadratic map as required. The map A moreover satisfies the first assumption of Theorem 3.2.
To prove the second assumption, it is sufficient to consider the case that γ is a simple closed path, as the general case can be constructed from this. Let γ be decomposed into four subpaths γ = α 1 α 2 α 3 α 4 , and let d 1 := d(im α 1 , im α 3 ) and d 2 := (im α 2 , im α 4 ). We may assume that d 1 > 0 and d 2 > 0. Let D be a minimal area disk diagram for γ. Any two vertices in the image of a face of D in Y are at distance at most 1 in Y . Thus, no path in D connecting α 1 to α 3 (respectively connecting α 2 to α 4 ) is contained in at most d 1 (respectively d 2 ) faces. Induction on
Therefore, we can apply Theorem 3.2.
Corollary 3.3. Let Γ be a Gr(7)-labelled graph over a set S, and let W be the set of all elements of G(Γ) represented by words read on Γ. Then Cay(G(Γ), S ∪ W ) is hyperbolic.
Proof. This follows from Proposition 3.1 by considering the presentation S | R of G(Γ), where R is the set of all words read on closed paths on Γ. Let W 0 be the set of all words read on Γ, and let w = w 1 . . . w N for w i ∈ W 0 . Then there exists a diagram over S | R for w with at most N boundary faces. Let D be a diagram with minimal area among all such diagrams, and among those with minimal number of edges. Then D has no interior edge originating from Γ, since such an edge could be removed, and no interior face has freely trivial boundary word, since such a face could be removed, see [Gru14a, Lemma 2.10] for more details. Therefore, D is a (3, 7)-diagram, whence D has at most 8N faces by [Str90, Proposition 2.7].
In Remark 4.11, we provide alternative arguments showing that Cay(G(Γ), S ∪ W ) is Gromov-hyperbolic which are specific to (3, 7)-diagrams. We choose to use Proposition 3.1 as it might find applications to limits of hyperbolic groups outside the scope of C(7) small cancellation theory.
The arguments of Corollary 3.3, replacing Γ with Γ, also yield the following:
Corollary 3.4. Let Γ be a Gr * (7)-labelled graph over a free product * i∈I G i , and let W be the set of all elements of G(Γ) represented by words read on Γ. Then 
The WPD element
In this section we prove the main theorems for graphical Gr(7)-groups. We then provide a slight refinement for the case of Gr ( 1 6 )-groups, and we explain that all results hold for the corresponding free product small cancellation cases as well. We moreover provide a description of geodesics in the hyperbolic space Cay(G(Γ), S ∪ W ) in the case that Γ is Gr ( 4.1. Geodesic bigons. We start out with results on certain (3, 7)-diagrams which will enable us to prove the existence of a WPD element for the action of G(Γ) on Cay(G(Γ), S∪W ) for a Gr(7)-labelled graph Γ. We use a combinatorial interpretation of Strebel's classification of geodesic bigons over classical C ( The interior degree of a face Π in a diagram D, denoted by i(Π), is the number of arcs in ∂Π that are not contained in ∂D counted with multiplicity with respect to the boundary cycle of Π. The exterior degree of a face Π, denoted by e(Π), is the number of arcs in ∂Π that are contained in ∂D. Definition 4.1. A (3, 7)-n-gon is a (3, 7)-diagram whose boundary decomposes into immersed simplicial subpaths γ 1 , γ 2 , . . . , γ n with the following property: Every boundary face whose exterior part is a single arc that is contained in one of the γ i has interior degree at least 4. We use the words bigon, triangle and quadrangle for 2-gon, 3-gon and 4-gon. In a (3, 7)-n-gon D, a face Π whose exterior part contains an arc that is not contained in one of the γ i is called distinguished.
We will use following result, which is derived directly from the formula for the Euler characteristic of planar graphs and yields the proof of the classification of (3, 7)-bigons below. Note that if a diagram D contains vertices of degree 2, we can iteratively remove them by replacing the respective incident edges by a single edge. 
Here d(v) denotes the degree of a vertex v. )-presentation whose boundary decomposes into two, respectively three, geodesic words, the proofs actually apply to our notion of (3, 7)-n-gon. 4.2. Finding a WPD element. We prove the following theorems by constructing a WPD element for the action of G(Γ) on Cay(G(Γ), S ∪ W ) as in Corollary 3.3. The idea is to define g as product of two words read on Γ that resemble "halves of relators", a method used in [Gru14a] to construct free subgroups of graphical Gr(7)-groups.
Theorem 4.4. Let Γ be a C(7)-labelled graph. Then G(Γ) is trivial, infinite cyclic, or acylindrically hyperbolic.
Theorem 4.5. Let Γ be a Gr(7)-labelled graph whose components are finite. Then G(Γ) is virtually cyclic or acylindrically hyperbolic.
We from now on until the end of the subsection fix a a C(7)-labelled graph for the proof of Theorem 4.4, respectively a Gr(7)-labelled graph Γ for the proof of Theorem 4.5, with the following properties:
• Every element s of the set of labels S occurs on an edge of Γ.
• No s ∈ S occurs on exactly one edge of Γ.
• Γ has at least one component, and every component of Γ has non-trivial fundamental group.
• No two components Γ 1 and Γ 2 of Γ admit a label-preserving isomorphism
• In the case of Theorem 4.5, Γ has at least 2 finite components with nontrivial fundamental groups. We explain why these properties can assumed for the proofs: If the first property does not hold for s ∈ S, then s generates a free factor, and either G(Γ) is free or a nontrivial free product, which implies the claim.
For the second property, let e be an edge whose label s occurs on no other edge of Γ. Removing e from Γ and simultaneously removing s from the alphabet corresponds to a Tietze-transformation if e is contained in a simple closed path. If e is not contained in a simple closed path, it corresponds to projecting to the identity the free factor of G(Γ) that is the infinite cyclic group generated by s. Thus, if we simultaneously remove all such edges and the corresponding labels from the alphabet, we either obtain the original group, or we obtain a group that is a proper free factor in G(Γ). In the latter case, G(Γ) is acylindrically hyperbolic since any nontrivial free product is, and our claim holds.
The third and fourth properties can be arranged by simply discarding superfluous components. If no component remains, G(Γ) is a free group. If the fifth property does not hold, then Theorem 4.5 holds for G(Γ), since, in that case, Γ is finite, whence G(Γ) is hyperbolic (or, if G(Γ) is not finitely generated, it is a nontrivial free product). Since, in the graphical C(7)-case, G(Γ) is torsion-free [Gru14a, Theorem 2.18], Theorem 4.4 also holds if Γ is finite.
Note that if Γ is C(7)-labelled and satisfies the above properties, then Γ has no non-trivial label-preserving automorphisms, whence the notions of essential piece and piece coincide. Moreover, every edge of Γ is a piece. In the Gr(7)-case, we need the following lemma, whose statement holds trivially in the C(7)-case.
Lemma 4.6. Let Γ 0 be a finite component of Γ with nontrivial fundamental group. Then one of the following holds:
• There exist distinct vertices x and y in Γ 0 such that no path from x to y is concatenation of essential pieces.
• There exists a nontrivial simple closed path in Γ 0 that is concatenation of essential pieces.
Proof. Suppose the first claim does not hold. Then any two vertices of Γ 0 can be connected by a path that is concatenation of essential pieces. If every edge is an essential piece, the second claim holds.
Assume an edge e is not an essential piece. Since the label of e occurs more than once on Γ and since no two components of Γ are isomorphic, there exists a label-preserving automorphism φ : Γ 0 → Γ 0 with φ(e) = e. Let γ be a reduced path ιe → φ(ιe) that is concatenation of essential pieces. Since γ is reduced and nontrivial, its label is freely nontrivial.
Since Γ 0 is finite, there exists k > 0 with φ k = id. Therefore, the path γφ(γ)
• x 2 and y 1 are essentially distinct, and y 2 and x 1 are essentially distinct.
• If (α 1 ) = w (α 1 )w , where w is label of a path starting at y 2 , w is label of a path starting at x 2 , and α 1 is a labelled path, then α 1 is not an essential piece.
• If (α 2 ) = w (α 2 )w , where w is label of a path starting at y 2 , w is label of a path starting at x 2 , and α 2 is a labelled path, then α 2 is not an essential piece.
• There exists at most one reduced path α i with (α i ) = w (α i )w as above such that α i is concatenation of at most two essential pieces.
Proof. We prove the first three claims for the cases of Theorems 4.4 and 4.5 and only then the fourth claim. First consider the case of Theorem 4.5. By assumption, Γ contains at least 2 distinct components Γ 1 and Γ 2 . Assume both satisfy the second claim of Lemma 4.6. For i = 1, 2, let γ i be simple closed paths that are concatenations of essential pieces on Γ i , and choose vertices v i in γ i . Consider maps of labelled graphs φ i :
i (Cay(G(Γ), S) \ C). Then p i is not the concatenation of at most 5 essential pieces.
Let w i be the terminal vertex of the maximal initial subpath of p i that is concatenation of 3 essential pieces. Then φ i (w i ) cannot be connected to any vertex of C by a path that is concatenation of at most two essential pieces, for else there would exist a nontrivial closed path that is concatentation of at most 6 essential pieces. This implies the claim for x 1 = w 1 , y 1 = v 1 , x 2 = v 2 , y 2 = w 2 . Note that y 1 and x 2 , respectively y 2 and x 1 , are essentially distinct because they are contained in non-isomorphic components of Γ.
If one or both Γ i satisfy the first claim of Lemma 4.6, then make the above construction letting v i and w i be any distinct vertices on Γ i that cannot be connected by a path that is concatenation of essential pieces.
For the C(7)-case, our assumptions imply that every path is concatenation of pieces.
For the final statement, note that if there are α i and α i as above with freely distinct labels and such that α i and α i are concatenations of at most two essential pieces, then there exists a nontrivial closed path made up of at most 6 essential pieces, a contradiction.
Definition of the WPD element g. In the above notation, let g := (x 1 → y 1 ) (x 2 → y 2 ), where (v → w) denotes the image in G(Γ) of the label of a path from v to w in Γ.
Remark 4.8. The arguments of [Gru14a, Theorem 3.4] show that two elements g and g defined as above for the graphical Gr(7)-case that come from 4 pairwise distinct components of Γ generate a non-abelian free group. Therefore, if a Gr(7)-labelled graph Γ (after removing edges whose labels occur exactly once) has at least 4 pairwise non-isomorphic finite components with nontrivial fundamental groups, then G(Γ) is not virtually cyclic. In the C(7)-case, G(Γ) is only cyclic if every simple closed path has length at most 2 by [Gru14a, Remark 3.3].
Denote X := Cay(G(Γ), S) and Y := Cay(G(Γ), S ∪ W ), where W is the set of all elements of G(Γ) represented by words read on Γ. If γ is a path of length k in Y , a path in X representing γ is a path α in X such that α = α 1 . . . α k with γ = (ια 1 , τ α 1 ) . . . (ια k , τ α k ). Note that each α i is a path contained in the image Γ i in X of a component of Γ and therefore has an associated lift to Γ. (Here we use that every s ∈ S occurs on an edge of Γ.) A path α is equivalent to α if has the same endpoints as α and it is contained in Γ 1 ∪ Γ 2 ∪ · · · ∪ Γ k as above.
Lemma 4.9. Let N ∈ N. Then there exists a path γ in Y from 1 to g N of length 2N with the following properties:
• There exists a path α in X representing γ and a decomposition of α into segments α 1 , α 2 , . . . , α 2N such that there exist paths α 2i−1 : x 1 → y 1 , α 2i : y 2 → x 2 with: -There exist words w i such that for all i we have (α i ) = w i−1 (α i )w −1 i , and w 0 and w 2N are the empty words.
-Given γ, for every choice of α i , w i , and α i as above, every α i is nontrivial and not an essential piece.
• γ is a geodesic in Y .
Proof. Both parts of the first claim follow immediately from the definition of g. We show the second claim.
Let
Let e be an edge in Π ∩ ∂D for a face Π. Then e has two lifts to Γ: one via ∂Π and one via the image of the segment σ it is contained in. If the two lifts essentially coincide, then we can remove the edge e from D: This replaces σ by the path on Γ with the same endpoints as σ obtained by replacing the lift of e by the lift of the complementary path of e in ∂Π. This yields an equivalent path, whence it contradicts the minimality assumptions on D. Thus, the two lifts of e do not essentially coincide, and the intersection of a face with the image of a segment is an essential piece.
Since no segment of α is an essential piece, every face intersects the image of α in at most two essential pieces. Let Π be a face that intersects the image of β. If Π intersects the images of at least 4 consecutive segments of β then Π contains two images of segments which can be replaced a single segment that is contained in the lift of ∂Π, contradicting the minimality of k. Thus, any face whose exterior part is contained in the image of α or β has interior degree at least 4. Therefore, D is a (3, 7)-bigon, whence it has shape I 1 as in Theorem 4.3, or it has at most one face.
If there exists a face in D, then there exists a face Π whose boundary decomposes into at most 3 subpaths: A subpath of α and a subpath of β, whose concatenation consists of at most five essential pieces, and (possibly) an interior arc -which is an essential piece. Thus, if Π exists, then its boundary is made up of at most 6 essential pieces, a contradiction. Therefore, D has no faces, whence it is a line graph, and α = β.
Consider the decompositions into segments α = α 1 α 2 . . . α 2N and α = β 1 β 2 . . . β k . Note that each segment has an associated lift to Γ. Since k 2N , there exist i, j such that β j contains α i . Since α i is not an essential piece, the maps α i ∩ β j → α i → Γ and α i ∩ β j → β j → Γ essentially coincide. Thus β j is the image of a subpath of a path x 1 → y 1 or x 2 → y 2 . We can write α = α 1 α 2 . . . α i−1 β j α i+1 . . . α 2N , where α i−1 is an initial subpath of α i and α i+1 is a terminal subpath of α i+1 . This is a decomposition of α as in the statement. Note that α i−1 and α i+1 are nontrivial and not essential pieces by the first part of the statement.
We can now apply this procedure to the initial subpath of α terminating at ιβ j and to the terminal subpath of α starting at τ β j . Induction yields that the decomposition α = β 1 β 2 . . . β k is as in the statement, whence k = 2N . • γ 1 is the image of a path in X representing a geodesic 1 → g N in Y with a decomposition as in Lemma 4.9.
• γ 2 is the image of a path in X representing a geodesic 1 → g N in Y with a decomposition as in Lemma 4.9.
• δ 1 is the image of a path in X representing a geodesic 1 → g −N hg N in Y . • δ 2 is the image of a path in X representing a geodesic 1 → h in Y .
• Among all such choices, the number of edges of D is minimal.
By the arguments of Lemma 4.9, any path in the intersection of a face with the image in ∂D of a segment is an essential piece. Since no image of a segment in γ 1 or γ 2 is an essential piece, no face intersects γ 1 or γ 2 in more than two segments and thus in no more than two essential pieces. Suppose a face Π intersects δ 1 (or symmetrically δ 2 ) in the images of at least 3 segments. Then Π contains the image of a segment σ. In δ 1 , we can replace the image of σ by the complementary path of ∂Π, thereby removing Π. The image of this new δ 1 in X can be decomposed with the same number of segments, a contradiction to minimality. Therefore, for any face Π, the intersection of Π with one of the four sides of D consists of at most two essential pieces.
This shows that D is a (3, 7)-quadrangle. Let ∆ be a disk component of D. If there exist 4 distinguished faces, then every distinguished face of ∆ with exterior degree at most 1 intersects at most two sides of ∆ in an arc and thus has interior degree at least 3. This contradicts Theorem 4.2 (after removing vertices of degree 2), since the only positive contributions to the sum come from distinguished faces with interior degree at most 1. Similarly, the existence of 3 distinguished faces yields a contradiction. Thus, there exist at most two distinguished faces, whence ∆ is of shape I 1 . Note that ∆ must intersect all 4 sides of D: Each distinguished face must intersect at least 3 sides, as its exterior part must be made up of at least 6 essential pieces. Considering shape I 1 , we see that there cannot exist a non-distinguished face as such a face would have a boundary consisting of at most 6 essential pieces. Thus ∆ has at most two faces.
The images of δ 1 and δ 2 in Y are within Hausdorff distance 2 of geodesics of length K. Since any two vertices in the image of a face of D in Y are at distance 1, our assumptions imply that ∆ cannot intersect both δ 1 and δ 2 , whence ∆ does not exist. Thus, D has no faces, and γ 1 and γ 2 intersect in a path p such that the endpoints of the image of p in Y are at distance at least 5 from each other. If the components of Γ containing x 1 and y 1 are both finite, this leaves only finitely many possibilities for h. This completes the proof in the case of Theorem 4.5. We show that it is actually sufficient for the components to have finite automorphism groups, which also completes the proof in the case of Theorem 4.4, as in that case, the automorphism groups are trivial.
Denote the segments in the decomposition of the preimage of γ 1 by α i , and those for γ 2 by β j . Denote the image of α i in D by a i , and the image of β j by b j . In the following, only consider the images of segments that are contained in p = γ 1 ∩ γ 2 . p contains at least 3 a i and at least 3 b j .
If a i and b j intersect, then there exist lifts a i ∩ b j → α i → Γ and a i ∩ b j → β j → Γ. First assume that these two lifts never essentially coincide. Since no segment is an essential piece, any a i can intersect at most two b j , whence α i is a product of at most two essential pieces. Symmetrically, the assertion holds for β j . Thus α i and β j are unique by the last part of Lemma 4.7. This leaves only finitely many possibilities for h.
If the lifts a i ∩ b j → α i → Γ and a i ∩ b j → β j → Γ essentially coincide, then there exists a label-preserving automorphism φ of Γ that takes ια i to ιβ j . Thus we can write )-labelled graph that has at least two non-isomorphic components that each contains a simple closed path of length at least 2. Then G(Γ) is virtually infinite cyclic or acylindrically hyperbolic.
The definition of the WPD element is exactly as in Lemma 4.7 with the modifications that the γ i are shortest simple closed paths of length at least 2 on the two non-isomorphic components required in the statement. The vertices w i are those on γ i whose images in Cay(G(Γ), S) are farthest from C. The graphical Gr ( 1 6 )-condition yields that w i cannot be connected to C by a path made up of at most 2 essential pieces. (This does not require that γ i are concatenations of essential pieces.) To remove the requirement that the automorphism groups of the components containing the γ i are finite, which we used in the proof of Proposition 4.12, we use the following:
Lemma 4.14. Let Γ 0 , Γ 1 , and Γ 2 be components of Γ such that Γ 0 and Γ 1 are not isomorphic and Γ 1 and Γ 2 are not isomorphic. Suppose there exist vertices y 0 ∈ Γ 0 , x 1 , y 1 ∈ Γ 1 and x 2 ∈ Γ 2 , and assume that x 1 = y 1 and no path from x 1 to y 1 is concatenation of at most two essential pieces. Let φ i : Γ i → Γ i be label-preserving automorphisms such that:
• There exist paths q 0 : y 0 → φ 0 (y 0 ), p 1 : x 1 → φ 1 (x 1 ) such that q 0 and p 1 have the same label.
• There exist paths q 1 : y 1 → φ 1 (y 1 ), p 2 : x 2 → φ 2 (x 2 ) such that q 1 and p 2 have the same label. Then φ 1 is trivial.
Proof. Assume φ 1 is nontrivial. By assumption, for every k there exist reduced paths p : x 1 → φ k 1 (x 1 ) and q : y 1 → φ k 1 (y 1 ) that are essential pieces and whose label is a k-th power of a nontrivial word. By assumption on x 1 and y 1 , p and q have empty intersection. Thus, if φ has infinite order and k is chosen large enough, there exists a simple closed containing arbitrarily long essential pieces, a contradiction. Therefore, φ 1 has finite order K. But in this case, the path p 1 φ 1 (p 1 )φ 2 1 (p 1 ) . . . φ K−1 1 (p 1 ) is a nontrivial closed path whose label is an essential piece, a contradiction. Therefore, φ 1 is trivial.
Proof of Theorem 4.13. In the last case of the proof of Proposition 4.12, the fact that no segment is an essential piece yields that the lifts essentially coincide for three consecutive pairs of images of segments. This gives rise to a situation as in the assumption of Lemma 4.14.
4.4.
The free product case. The corresponding results for groups defined by graphical free product small cancellation presentations also hold with the same proofs if we assume that at least two of the G i are nontrivial. Here "finiteness" means that there exists a finite graph Γ whose completion is Γ. Equivalently, it means that there are finitely many vertices in Γ that are incident at two edges whose labels lie in distinct factors G i , and that for every vertex v, the set of labels of edges incident at v is contained in finitely many G i .
Theorem 4.15. Let Γ be a C * (7)-labelled graph over a free product with at least two nontrivial factors. Then G(Γ) is virtually cyclic or acylindrically hyperbolic.
Theorem 4.16. Let Γ be a Gr * (7)-labelled graph over a free product with at least two nontrivial factors such that the components of Γ are finite. Then G(Γ) is virtually cyclic or acylindrically hyperbolic. )-labelled graph over a free product with at least two nontrivial factors such that Γ contains at least two non-isomorphic components that contain closed paths whose labels are nontrivial in * i∈I G i . Then G(Γ) is virtually cyclic or acylindrically hyperbolic.
We explain how the proofs from Section 4.2 adapt to the case of free products. Since in the case that Γ is finite, we obtain a relatively hyperbolic group, we start out with definitions following [Osi06b] . Given a set S, M (S) denotes the free monoid on S S −1 .
Definition 4.18. Let G be a group and {G i | i ∈ I} a collection of subgroups.
Denote by R i all elements of M (G i ) that represent the identity in G i . A presentation of G relative to {G i | i ∈ I} is a pair of sets (X, R) such that R ⊆ M ( i∈I G i X), and i∈I G i X | i∈I R i R is a presentation of G that is compatible with the inclusion maps G i → G. The relative area of a word w ∈ M ( i∈I G i X) that represents the identity in G, denoted Area rel (w), is the minimal number of faces with labels in R in a diagram over i∈I G i X | R i R whose boundary word is w. The relative Dehn function associated to (X, R) is the map . Now assume that Γ is infinite. We explain how to adapt the proofs from Section 4.2. For simplicity, assume that each G i is nontrivial. Then, automatically, there does not exist an edge whose label occurs exactly once on the graph. When considering "nontrivial" closed paths, we require that they are nontrivial in the sense that their label is not trivial in the free product of the G i . The existence of "at most one reduced path" α i : x i → y i such that α i is concatenation of at most two essential pieces in Lemma 4.7 becomes the existence of at most one element of * i∈I G i labelling α i . When proving the WPD condition, it is necessary that γ 1 ∩ γ 2 contains vertices that are in the intersections of edges labelled by distinct free factors. (Finiteness only holds for such vertices.) This can be assumed since γ 1 ∩ γ 2 is long enough. )-labelled, we prove that geodesics in Cay(G(Γ), S ∪ W ) are close to geodesics in Cay(G(Γ), S). As a consequence, we obtain a description of geodesics in Cay(G(Γ), S) that is similar to the one proved in [AD12, Theorem 4.15] for classical small cancellation groups. [AD12, Theorem 4.15] gave the first description of geodesics in Cayley graphs of infinitely presented small cancellation groups and spurred the question whether they are acylindrically hyperbolic. Again, our proofs apply to free product small cancellation presentations. In particular, Lemma 4.21 shows isometric embedding of the graph Γ in Cay(G(Γ), i∈I S i ). )-labelled graph, and let W be the set of all elements of G(Γ) represented by words read on Γ. Let x = y be vertices in X := Cay(G(Γ), S) and γ a geodesic in X from x to y.
Geodesics in the graphical
• k is the minimal number such that γ = γ 1 γ 2 . . . γ k , where each γ i is the image of a path on Γ or (the inverse of ) an edge labelled by an element of S. This means (ιγ 1 , τ γ 1 ) . . . (ιγ k , τ γ k ) is a geodesic in Y from x to y.
• If Γ 1 , . . . , Γ k are images of components of Γ or of single edges labelled by elements of S such that Γ 1 ∪ · · · ∪ Γ k ⊆ X contains a path from x to y, then γ is contained in Γ 1 ∪ · · · ∪ Γ k and intersects each Γ i in at least one edge.
Remark. Let x = y be vertices in Cay(G(Γ), S). The sequence Γ 1 , Γ 2 , . . . , Γ k considered in Proposition 4.20 has the following properties:
Γ i is connected and no three Γ i pairwise intersect. There exist (not necessarily distinct) Γ i 0 and Γ i 1 that each intersect at most one other Γ i . The second part follows from the minimality of k. Γ i 0 and Γ i 1 are the components containing x and y, respectively.
For a classical C (
)-group G, for any two vertices x = y ∈ Cay(G, S), a sequence Γ 1 , Γ 2 , . . . , Γ k with these two properties was constructed in [AD12, Theorem 4.15]. In this case, each Γ i is either an embedded cycle graph labelled by a relator or a single edge. [AD12, Theorem 4.15] is not concerned with a minimal number k of components and provides further details on metric properties of the sequence such as pairwise distance of non-intersecting Γ i .
We first show that the image of every component of Γ is convex in Cay(G(Γ), S). We also prove that it is isometrically embedded. Isometric embedding was proved in [Oll06] assuming a slighty stronger condition than our graphical C ( )-labelled graph, and let Γ i be a component of Γ. Then, for any choice of basepoints, the map Γ i → Cay(G(Γ), S) induced by the labelling is an isometric embedding. Its image is convex.
Proof. Let σ be the image in Cay(G(Γ, S) of a geodesic path in Γ i . Let τ be a geodesic path in Cay(G(Γ), S) that has the same endpoints as σ. Let D be a diagram for the word (σ) (τ ) −1 over Γ, where no interior edge essentially originates from Γ. Let s be the subpath of ∂D labelled by (σ) and t the subpath of ∂D −1 labelled by (τ ), i.e. ∂D = st −1 . If D has no faces, then σ and τ coincide and the claim holds. From now on assume that D contains at least one face.
Let Π be a face of D. Since t is labelled by a geodesic word, any arc p in Π ∩ t satisfies |p| |∂Π| 2
. Suppose there exists a nontrivial arc p in Π ∩ s. Then there exist lifts p → ∂Π → Γ and p → σ → Γ. If these lifts do not essentially coincide, then p is an essential piece, and |p| < |∂Π| 6
. If they do essentially coincide, then the image of p in Γ is a geodesic subpath of the simple closed path on Γ that is the image of ∂Π.
. Therefore, D is a (3, 7)-bigon, and every disk component is either a single face or it has shape I 1 as in Theorem 4.3.
Let Π be a face of D. Then Π has at most two interior arcs, and both have length less than |∂Π| 6 since every interior arc is an essential piece. Since |Π ∩ t|
, we obtain |Π ∩ s| > |∂Π| 6
. Therefore, p := Π ∩ s is not an essential piece, and the lifts p → ∂Π → Γ and p → σ → Γ essentially coincide. Since this holds for every face Π, there exists a lift of the 1-skeleton of D to Γ i that extends the lift s → σ → Γ i . This implies that τ lies in the same image of Γ i in Cay(G(Γ), S) as σ, whence the image of Γ i is convex. Since σ is the image of a geodesic, we have |τ | |σ|. Thus, the map Γ i → Cay(G(Γ), S) is an isometric embedding. )-labelled graph over i∈I S i , where S i are generating sets of groups G i .
• If a component Γ 0 of Γ is isometrically embeds in Γ, then Γ 0 isometrically embeds in Cay(G(Γ), i∈I S i ).
Remark 4.23. In order for an attached Cay(G i 0 , S i 0 ) to be isometrically embedded and convex in Γ, it is sufficient that the label-preserving automorphism group of Γ does not act transitively on the union of all vertex-sets of all attached Cay(G i 0 , S i 0 ): If it does not act transitively, then every geodesic path in Cay(G i 0 , S i 0 ) is an essential piece. The definition of the small cancellation condition yields that any geodesic path in Cay(G i 0 , S i 0 ) that is an essential piece is a geodesic path in Γ, and any other geodesic path with the same endpoints is contained in the same copy of Cay(G i 0 , S i 0 ).
Proof of Proposition 4.20. For the proof, assume that every letter occurs on an edge of Γ. If this is a priori not the case, it can be achieved by adding for each s ∈ S that does not occur on Γ a new component to Γ that is simply an edge labelled by s. Let γ and γ i be as in the statement, and suppose k is minimal such that the claim is violated, and among these choices, |γ| is minimal. Let l be minimal with the following property: There exist Γ 1 , . . . Γ l embedded copies of components of Γ in Cay(G(Γ), S) and a path σ = σ 1 σ 2 . . . σ l with the same endpoints as γ such that each σ i is contained in Γ i . Then σ represents a geodesic ιγ → τ γ in Cay(G(Γ), S ∪ W ).
Given Γ 1 , . . . , Γ l , we choose σ 1 , . . . σ l such that |σ| is minimal. Then each σ i is a copy of a geodesic in Γ i . Since l is minimal, we have |σ i | 1. By minimality of |σ|, we have that σ is a reduced path, i.e. its label is a reduced word. We moreover assume, given σ, that for each j < k,
−1 where no interior edge essentially originates from Γ. By the minimality assumptions on k and |γ| and by our observation on (σ), (γ) (σ) −1 is a cyclically reduced word. Denote the subpath of ∂D with label (γ) by c and the subpaths of c with label (γ i ) by c i . Denote the subpath with label (σ) by s and the subpaths of s with label (σ i ) by s i . We show: D is a (3, 7)-bigon with respect to the decomposition ∂D = cs −1 . Let Π be a face of D with e(Π) = 1. If the exterior part of Π is contained in c, then i(Π) 4 since c is a geodesic. Suppose the exterior part p of Π is contained in s. Since l is minimal, p must be contained in s i s i+1 s i+2 for some i.
, whence p is not the product of 3 essential pieces. Therefore, for some j ∈ {i, i + 1, i + 2}, the lifts p → ∂Π → Γ and p ∩ s j → σ j → Γ essentially coincide.
This implies that in the decomposition σ = σ 1 . . . σ l , we can replace σ j by an isomorphic imageσ j of p, and correspondingly shorten the paths σ i that are intersected byσ j . The resulting decomposition σ =σ 1 . . .σ l still satisfies that eachσ i is contained in Γ i . However, sinceσ j is not the image of a geodesic path, we can replaceσ j by a shorter path contained on Γ j . This contradicts the minimality of |σ|. Thus D is a (3, 7)-bigon, and each disk component is a single face or has shape I 1 .
We show: For each face Π there exists i with Π ∩ s i = ∅ such that the lifts Π ∩ s i → ∂Π → Γ and Π ∩ s i → σ i → Γ essentially coincide. This implies that γ is contained in Γ 1 ∪ Γ 2 ∪ · · · ∪ Γ l . Since each Γ i is convex, we obtain l = k, and the claims of the proposition follow. We moreover see that σ is a geodesic.
Suppose D contains a disk component ∆. Then we can number the faces of ∆ by Π 1 , Π 2 , ... starting from the one closest to ιs 1 . (This makes sense since ∆ has shape I 1 .) Consider Π 1 . Denote by s 0 the empty path at ιs 1 . By minimality of l, Π 1 ∩ s is contained in some s i−1 , s i , s i+1 . By maximality of i r=1 |σ r |, it is in fact contained in s i−1 , s i with s i ∩ Π 1 containing edges. We have |Π 1 ∩ c| |∂Π| 2 since γ is a geodesic, and Π 1 contains at most one interior arc a and |a| < |∂Π| 6
. Therefore, |Π ∩ s| > r=1 |σ r |, it must be the lift associated to σ i . Now suppose Π 2 exists. Then Π 2 ∩ s is contained in s i s i+1 (i from the above paragraph). Since no interior edge essentially originates from Γ, the above observation yields that Π 2 ∩ (Π 1 ∪ s i ) is an essential piece. Thus, with the same argument as above, the lifts Π 2 ∩ s i+1 → σ i+1 → Γ and Π 2 ∩ s i+1 → ∂Π → Γ essentially coincide. Inductively, we can prove the claim for each Π n .
Proposition 4.20 lets us study the action of G(Γ) on Y . We use it to show that the action need not be acylindrical in general. 
Therefore, the action is not acylindrical.
The C (
)-presentation G := a, b, s 1 , s 2 , . . . s 12 |r 1 , r 2 , . . . with
is a C (
)-presentation that has the above property with w N = ab N and C N = N .
New examples of divergence functions
We now recall the definition of divergence of a geodesic metric space X, following [DMS10] . Choose constants 0 < δ < 1 and γ 0. For functions f, g : R + → R + write f g if there exists C so that for every n, f (n) Cg(Cn + C) + Cn + C, and define , similarly. By [DMS10, Corollary 3.12], if X is a Cayley graph then we have Div X γ (n, δ) Div X 2 (n, 1/2) whenever 0 < δ 1/2 and γ 2. Also, the -equivalence class of Div X γ (n, δ) is a quasiisometry invariant (of Cayley graphs). Given a group G with a specified finite generating set, we write Div G (n) for Div X 2 (n, 1/5), where X is the Cayley graph where every edge is considered isometric to the unit interval.
, and for I ⊆ N, let G(I) be defined by the presentation a, b|r i : i ∈ I . Then, for every infinite set I we have:
Let {f k |k ∈ N} be a countable set of subexponential functions. Then there exists an infinite subset J ⊆ N such that for every function g satisfying g f k for some k we have for every subset I ⊆ J:
The set of relators {r 1 , r 2 , . . . } satisfies the C (
)-condition. Thus, the groups constructed in this theorem are acylindrically hyperbolic. We will give an argument why they are not non-trivially relatively hyperbolic. (See Proposition 6.2.) Remark 5.3. Let J be an infinite subset of N as in the second statement of the Theorem, and let I be a subset of J whose elements are a sequence of superexponential growth. Then, for any I 1 , I 2 ⊆ I, G(I 1 ) and G(I 2 ) are quasi-isometric if and only if the symmetric difference of I 1 and I 2 is finite by [Bow98, Proposition 1]. Hence, given the countable set of subexponential functions {f k |k ∈ N}, we construct an uncountable family of pairwise non-quasi-isometric groups whose divergence functions satisfy the conclusion of Theorem 5.2.
We first prove the second claim of Theorem 5.2. We collect useful facts: ) presentation is at least as large as the length of the relators it contains.
Proof of Equation (2). We recursively define the set J = {j 1 , j 2 , . . . }. Let {g k } be an enumeration of all functions of the form t → Cf m (Ct + C) + Ct + C, where m, C ∈ N. Suppose we have chosen J n := {j 1 , j 2 , . . . , j n }, and let G n := G(J n ). Let δ n be the hyperbolicity constant of G n .
Since every g k is subexponential, for each sufficiently large N we have for every k n:
where ρ n is the length of the longest relator in the presentation of G n . Furthermore, using Lemma 5.4-(iii) we get that if |r j i | 4 2 (N/5−3)/(2ρn) for every i > n, then
Therefore, we choose r j n+1 of length at least 4 2 (N/5−3)/(2ρn) . We proceed inductively to define J, letting the numbers N in the construction go to infinity. Then we have for every g k :
If I is a subset if J, then inequality (5) still holds for ρ n unchanged (i.e. the length of the longest relator in J n ), and δ n and G n defined by the set of relators I ∩ J n . Again, the estimate for the divergence function at N carries over to G(I).
)-presentation, and let X = Cay(G, {a, b}). Let n, N ∈ N such that N 2n. Suppose r N ∈ R. Let x, y be vertices in X with d(x, y) n, and let m be a point in X with d(x, m) = r d(y, m), where r > 0. Then there exists a path from x to y of length at most 20nN + 32N that does not intersect B r/5 (m).
Proof. Let g be a geodesic path from x to y. If g does not intersect B := B r/5 (m), the statement holds. Hence we assume B ∩ g = ∅. Since g ⊂ B n/2 ({x, y}), we obtain r/5 + n/2 r, whence r 5n/8.
Let g be the shortest initial subpath of g containing a vertex of B. Then |g | > 4/5r. Thus, the complementary path of g has length less than n − (4/5)r, whence d(y, m) < n − 4/5r + r/5 = n − 3/5r. Let g 1 be a geodesic x → m, g 2 a geodesic m → y and σ a simple path x → y contained in g 1 ∪ g 2 . Then |σ| < n + 2/5r, and every vertex of σ has distance less than n − 3/5r from m. We decompose σ into subpaths σ 1 , . . . , σ k (k |σ|), each of which is a maximal subpath labelled by a power of a generator or a power of an inverse of a generator. Each σ i satisfies |σ i | < n + 2/5r.
Denote by Ω the set of cycle graphs in X that are labelled by the word r N . A block in such a cycle is a maximal subgraph that is a line graph whose label is a power of a generator. Every element of Ω is an isometrically embedded cycle graph, and the intersection of any two elements of Ω is empty or connected by the small cancellation hypothesis.
We can choose γ 1 ∈ Ω such that σ 1 is an initial subpath of a block of γ 1 . Then we can choose γ 2 ∈ Ω such that σ 2 is an initial subpath of a block of γ 2 , and such that there is a path in γ 1 ∩γ 2 of length at least N −n−2/5r 2n−n−2/5r = n−2/5r that, considered as a subpath of γ 1 , immediately follows σ 1 and, considered as a subpath of γ 2 , immediately precedes σ 2 . Iteratively, we can find a sequence γ 1 , γ 2 , . . . , γ K with these properties.
Denote by δ 1 the maximal simple path in γ 1 starting at x that does not contain edges of γ 1 and by δ k the maximal simple path in of γ k terminating at y that does not contain edges of γ k−1 . For 2 i i − 1, denote by δ i the maximal simple path in γ i that does not contain edges of γ i−1 nor γ i+1 and that connects a vertex of γ i−1 to a vertex of γ i+1 . Then δ := δ 1 δ 2 . . . δ k is a path in X from x to y. Consider δ i for 2 i k − 1. Then there are paths p ⊂ γ i−1 ∩ γ i and p ⊂ γ i ∩ γ i+1 both of length at least n − 2/5r such that γ i = σ i p δ −1 i p. Since γ i is isometrically embedded in X, every vertex in δ i has distance at least n − 2/5r from every vertex in σ i . Since σ i contains a vertex at distance at most n − 3/5r from m, every vertex in δ i has distance at least n − 2/5r − n + 3/5r r/5 from m by the reverse triangle inequality. Suppose δ 1 contains a vertex v at distance less than r/5 from m. Since d(x, m) r, we must have d(v, x) > 4/5r. Now onto γ 1 we can glue another cycle γ 0 such that γ 0 and δ 0 only intersect in x and |γ 0 ∩ γ 1 | n − 2/5r. Denote byδ 0 the maximal path contained in γ 0 that starts at x and does not contain edges of γ 1 and byδ 1 the terminal subpath of δ 1 that does not contain edges of γ 0 . As above,δ 1 does not contain a vertex at distance less than r/5 from m by the reverse triangle inequality. Supposeδ 0 contains a vertex v at distance less than r/5 from m. Then, by the triangle inequality, d(v, v ) < 2/5r. By the above arguments, the vertex v must lie in the initial subpath ofδ 0 of length less than n − 2/5r. Therefore, v and v are endpoints of a geodesic subpath of γ 0 that contains x. By the above observation we have d(x, v) > 4/5r and d(x, v ) > 4/5r, whence d(v, v ) > 8/5r, a contradiction. Similarly, in the case that δ k contains a vertex v at distance less than r/5 from m, we can choose a cycle γ k+1 and replace δ k by a concatenation of pathsδ kδk+1 .
The resulting pathδ is a path that does not intersect the ball of radius r/5 around m. Its length is at most (|σ| + 2)|r N | (n + 2/5r + 2)(16N ) (5/4n + 2)16N 20nN + 32N . To obtain a statement about the divergence function of Cay(G, {a, b}) (with the parameters chosen at the beginning of the section), we also have to consider the case that x, y are in the interior of edges.
Corollary 5.6. Let n ∈ N and G = a, b|R a C ( Proof of Equation (1). If I is infinite, then by Corollary 5.6, Div G(I) (n) is bounded from above by 40n 2 + 84n + 34 at infinitely many values of n.
Constructing non-relatively hyperbolic groups
We give a tool for constructing finitely generated groups that are not hyperbolic relative to any collection of proper subgroups. We use it to show that the groups constructed in Theorem 5.2 are not non-trivially relatively hyperbolic and to construct for every finitely generated infinite group G a finitely generated group H that is not non-trivially hyperbolic and contains G as a non-degenerate hyperbolically embedded subgroup.
Proposition 6.1. Let G be a group with a finite generating set S and X := Cay(G, S). Assume that for each K > 0 there exists a set Ω K of isometrically embedded cycle graphs in X with the following properties:
• ∪ γ∈Ω K γ = X, and • for all γ, γ ∈ Ω K there exists a finite sequence
Then G is not hyperbolic relative to any collection of proper subgroups.
Proof. Suppose that X is hyperbolic relative to a collection of subsets {P i | i ∈ I}. We also assume X = i∈I N 1 (P i ), where N r denotes the r-neighborhood. We will show that there exists a constant C and some i ∈ I so that X = N C (P i ). This easily implies the proposition: If G was hyperbolic relative to proper subgroups H i , then X would be hyperbolic relative to the collection of the cosets of such subgroups. We would then get that the neighborhood of one such subgroup H i is the whole of X, which in turn implies that H i has finite index. However, proper, finite index subgroups cannot appear in the list of peripheral subgroups of an infinite relatively hyperbolic group. Claim 1. There exists a constant C 1 so that for every isometrically embedded cycle γ there exists i γ ∈ I with γ ⊆ N C 1 (P iγ ).
Proof of Claim 1. Let γ be an isometrically embedded cycle. We can regard it as a geodesic triangle where each side has length one third of the length of γ. It follows from results in [DS05, Section 8] that the following property holds, see [Dru09, Definition 4.31]. There exist constants σ, δ, not depending on γ, so that
• there exists i ∈ I so that all sides of γ intersect N σ (P i ). Also, the entrance points in N σ (P i ) of sides of γ with common origin are within distance δ of each other. The two cases of [Dru09, Definition 4.31] would be needed to take care of the case when P i do not cover X, but as we are making this assumption we can simplify the statement.
Also, by [DS05, Lemma 4.15], there exists σ so that any geodesic with endpoints in N σ (P i ) is entirely contained in N σ (P i ). In particular, the subpath of each side of γ connecting the entrance and exit points of the side in N σ (P i ) is contained in N σ (P i ). Hence, the part of γ outside N σ (P i ) is contained in three subpaths of γ, each with endpoints within distance δ of each other and so that the complement of the subpath is of length at least one third of the length of γ. In particular, either γ has diameter at most 3δ, and the claim follows with C 1 = σ + 3δ, or each such subpath as above has diameter at most δ, and in this case the claim follows with C 1 = σ + δ.
As it turns out, P iγ is uniquely defined if γ ∈ C K for K large enough:
Claim 2. There exists a constant C 2 so that P iγ as in Claim 1 is uniquely defined whenever γ has diameter at least C 2 . Also, P iγ = P i γ if the isometrically embedded cycles γ, γ satisfy diam(γ ∩ γ ) C 2 .
Proof of Claim 2. By [DS05, Theorem 4.1], there exists some constant C 2 so that whenever P i and P j are distinct we have diam(N C 1 (P i ) ∩ N C 1 (P j )) < C 2 . So, a cycle of diameter at least C 2 cannot be contained in the C 1 -neighborhoods of two distinct P i . Similarly, if γ, γ are as in the claim, we have diam(N C 1 (P iγ ) ∩ N C 1 (P i γ ) C 2 , which forces P iγ = P i γ .
We are now ready to conclude the proof. By the second assumption, Claim 2, and straightforward induction, we have that there exists P so that P iγ = P whenever γ ∈ N C 2 (P ). By the first assumption, we have N C 2 (P ) = X, as required. Proof. Since I is infinite, for every K > 0 there exists N K + 1 such that r N is in the presentation for G. Let X := Cay(G(I), {a, b}), and let C be the set of embedded cycle graphs in X whose label is r N . A block in such a cycle is a maximal subgraph that is a line graph whose label is a power of a generator. By a 1-st vertex in a block we mean a vertex in the block that is at distance 1 from one of the endpoints of the block.
Let γ ∈ C, and let v be a vertex in γ that that is the 1-st vertex of a block β. Let v be a vertex in X at distance 1 from v. We claim: There exists γ ∈ C with |γ ∩ γ | N − 1 such that v is a 1-st vertex of a block in γ .
Let s be the label of the edge from the endpoint of β (that is closest to v) to v, and let s be the label of the edge v → v . If s = s , then we can choose γ to be the translate of γ by s. Then |γ ∩ γ | N − 1. Suppose s = s . Then, by construction, there exists γ ∈ C containing a subword s −N (s ) N that intersects γ in a path with label s 4N −1 such that v is a 1-st vertex in corresponding block with label s of γ . Now fix γ, γ ∈ C, and take v ∈ γ a 1-st vertex in a block, and v ∈ γ a 1-st vertex in a block. Choose a path p from v to v with |p| = k. As above, we choose a sequence of cycles γ = γ 0 , γ 1 , ...γ k such that |γ i ∩ γ i+1 | N − 1, and v is the 1-st vertex of a block in γ k . If γ k = γ, we are done. If γ k = γ, then the two respective blocks containing v as 1-st vertex have distinct labels, whence there exists a cycle γ k+1 that intersects both γ k and γ in paths of length N − 1 each. )-groups. The statement of Proposition 6.2 can also be deduced from the fact that the divergence function of a non-trivially relatively hyperbolic group is at least exponential [Sis12] .
We conclude by constructing new examples of non-relatively hyperbolic groups with non-degenerate hyperbolically embedded subgroups as defined in [DGO11] . A group H is acylindrically hyperbolic if and only if H is not virtually cyclic and contains a non-degenerate hyperbolically embedded subgroup [Osi14] , i.e. this is another characterization of acylindrical hyperbolicity. . Let H be a group and G a subgroup. Then G is hyperbolically embedded in H if there exists a presentation (X, R) of H relative to G with linear relative Dehn function such that the elements or R have uniformly bounded length and such that the set of letters from G appearing in elements of R is finite. G is a non-degenerate hyperbolically embedded subgroup if it is an infinite, proper subgroup.
Theorem 6.4. Let G be a finitely generated infinite group. Then there exists a finitely generated group H such that G is a non-degenerate hyperbolically embedded subgroup of H and such that H is not hyperbolic relative to any collection of proper subgroups.
Proof. Let S = {s 1 , s 2 , . . . , s k } be a finite generating set of G, where each s i is nontrivial. Consider the following quotient of G * Z by the normal subgroup generated by
Let X := {t n | n ∈ N} and R := {[s i , t n ] 6 | 1 i k, n ∈ N} ∪ {t m t n t −1 m+n | m, n ∈ N}. Then (X, R) is a presentation of H relative to G as in Definition 6.3. It has a linear relative Dehn function by the arguments of [Ste13, Theorem 1], since the labelled graph Γ that is the disjoint union of cycle graph labelled by elements of R 0 satisfies the Gr * ( 1 6 )-condition, where G is considered with the generating set S and Z with the generating set {t}. Thus, G is hyperbolically embedded in H. Moreover, G = H, since G/ H G = Z, whence G is a non-degenerate hyperbolically embedded subgroup.
Corollary 4.22 shows that each component of Γ is isometrically embedded in Cay(H, S ∪ {t}). Using the same observations as in the proof of Proposition 6.2, we can apply Proposition 6.1 to conclude that H is not non-trivially relatively hyperbolic.
Remark 6.5. Theorem 6.4 extends to any finite number of finitely generated groups G 1 , G 2 , . . . G l . In the definition of H, one simply takes G 1 * G 2 * · · · * G l instead of G and adapts the proof accordingly.
