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Abstract 
Interpretation of NDE data can be unreliable and difficult due to the complex interaction 
between the instrument, object under inspection and noise and uncertainties about the system or 
data. A common method of reducing the complexity and volume of data is to use thresholds. 
However, many of these methods are based on making subjective assessments from the data or 
assumptions about the system which can be source of error. Reducing data whilst retaining 
important information is difficult and normally compromises have to be made. This thesis has 
developed methods that are based on sound mathematical and scientific principles and require 
the minimum use of assumptions and subjective choices.  
Optimisation has been shown to reduce data acquired from a multilayer composite panel and 
hence show the ply layers. The problem can be ill-posed. It is possible to obtain a solution close 
to optimum and obtain confidence on the result. Important factors are: the size of the search 
space, representation of the data and any assumptions and choices made. Further work is 
required in the use of model based optimisation to measure layer thicknesses from a metal 
laminate panel. A number of important factors that must be addressed have been identified. 
Two novel approaches to removing features from Transient Eddy-Current (TEC) data have been 
shown to improve the visibility of defects. The best approach to take depends on the available 
knowledge of the system. 
Principal Value Decomposition (PVD) has been shown to remove layer interface reflections 
from ultrasonic data. However, PVD is not suited to all problems such as the TEC data 
described. PVD is best suited in the later stages of data reduction. 
This thesis has demonstrated new methods and a roadmap for solving multivariate problems, 
these methods may be applied to a wide range of data and problems. 
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Nomenclature 
General 
c  Velocity of sound ( )ωG  Object waveform, frequency 
domain 
re  Goodness of fit ( )ωH  Instrumentation waveform, 
frequency domain 
cf  Centre frequency ( )ωS  Acquired waveform, frequency 
domain 
f∆  Frequency bandwidth Z  Acoustic impedance 
( )tg  Object waveform, time domain ( )ωα  Frequency dependent attenuation 
( )th  Instrumentation waveform, time 
domain 
β  Frequency independent attenuation 
i  1−  ( )ωθ  Phase with frequency 
( )ts  Acquired waveform, time domain κ  Spatial frequency 
t  Time ρ  Density 
u  Displacement τ  Time offset 
x , y and 
z  
Spatial axis ω  Angular frequency 
mx  Multi-dimensional axes   
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Specials 
Chapter 2 
r  Radial distance µ  Permeability 
P Noise power σ  Conductivity 
Η  Magnetic field M  Number of time-slices 
 
Chapter 3 
a , b and d  Point in space D  Difference image 
dc  Damping coefficient G  Output matrix 
f  Arbitrary function I  Image data 
sk  Spring stiffness R  Ratio image 
am  Mass S  Input matrix 
n  Pixel value, noise W  Transformation matrix 
p  Pixel value, background X  Matrix 
q  Pixel value, defect η  Arbitrary variable 
ssr  Autocorrelation λ  Eigen value 
v  Kurtosis ϕ  Predictability 
w  Eigen vector Γ  Tikhonov matrix 
A  Matrix Φ  Image pixel value gain  
B  Matrix Ψ  Image pixel value offset  
C  Covariance matrix   
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Chapter 4 / Appendix D 
( )ta  Front wall reflection, time domain ( )ωB  Back wall reflection, frequency 
domain 
( )tb  Back wall reflection, time domain C  Correlation 
j  Width of instrument’s time 
response 
( )ωD  Back wall reflection - modified, 
frequency domain 
m  Offset from mean noise magnitude M  Number of variables 
(instrumentation) 
p  Point along axis N  Number of variables (object) 
op  Probability P  Noise ratio 
r  Offset along axis ( )ωR  Power Spectrum 
4v  Fourth order statistical moment Y  Size of y axis 
w  Width of Gaussian function µ  Statistical mean 
q  Arbitrary variable σ  Standard deviation 
( )ωA  Front wall reflection, frequency 
domain 
  
 
Chapter 5 
d  Thickness N  Number of layers 
f  Arbitrary function Α  Absorption coefficient 
k  Weighting 
vφ  Designed fibre volume fraction 
M  Compression Modulus   
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Chapter 6 
( )κa  Fastener model I  Image data 
f  Arbitrary function J  Bessel function 
ch  Coil height N  Image size 
j and k  Image indices T  Coil turns 
r  Radial distance 0µ  Permeability of free space 
q  Arbitrary variable Φ  Image pixel value scale 
w  Gaussian width Ψ  Image pixel value scale 
( )kjW ,  2D Gaussian mask   
 
Chapter 7 
j and k  Number of Eigen vectors N and M  Matrix size 
A  Mean zeroed data array V  Eigen vector matrix 
B  Reverse PVD matrix λ  Eigen value matrix 
C  Covariance matrix Γ  Input data array 
I  Eigen image matrix   
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Appendix A 
( )ta  Front wall reflection, time 
domain 
M  Compression modulus 
( )tb  Back wall reflection, time 
domain 
P  Acoustic pressure 
d  Thickness R  Acoustic pressure reflection 
coefficient 
k  Wave number T  Acoustic pressure transmission 
coefficient 
n  Arbitrary variable λ  Wavelength 
r  Arbitrary variable - geometric 
series 
nφ  Local ply fibre volume fraction 
p  Radius of pore. 
vφ  Void volume fraction 
q  Arbitrary variable - geometric 
series 
dφ  Designed volume fraction 
( )ωF  Reflected wave, frequency 
domain 
Α  Absorption coefficient 
)(ωI  Incident wave, frequency 
domain 
Γ  Scattering cross section 
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Appendix B 
ph  Piezo electric constant ( )ωU  Electrical magnitude, receiver 
A  Transmission coefficient ( )ωV  Voltage 
0C  Capacitance ( )ωY  Electrical magnitude, transmitter 
( )ωF  Force ( )ω0Z  Electrical input impedance 
( )ωK  Reverberation factor ( )ωeZ  Electrical output impedance 
R  Reflection coefficient Φ  Half wavelength 
T  Transmission coefficient   
    
Appendix C 
( )tf  Arbitrary waveform at  Gaussian width in autocorrelation 
domain 
ffr  Autocorrelation ( )ωF  Arbitrary waveform 
wt  Gaussian width in time domain   
 
 
 
21 
 
 
1 Introduction 
1.1 Overview 
The purpose of Non Destructive Evaluation (NDE) is to reduce the risks and costs associated 
with the manufacture or in-service use of materials, components or structures. NDE involves the 
measurement of the object under inspection using an appropriate technique such as ultrasound 
or radiography, then analysing the data presented in the form of waveforms or images. The 
characteristics of the data are dependent on many factors such as the instrumentation and the 
object’s material properties and geometry. The complex interaction between all these factors, 
and there may be unknowns (for example, the underlying physics may not be fully understood), 
can make it difficult to reliably detect and characterise features of interest such as defects. 
One of the simplest methods of representing the data is a two dimensional grey-scale or pseudo 
colour scale image where each pixel represents a single measurement (single channel) from a 
position on the object, for example radiography.  There are many well developed image 
processing methods for handling single channel data (Chen , 2003,  Mery et al , 2003, Anouncia 
et al , 2006 and Pratt , 1991). However, such data only provides one piece of information per 
inspection point and therefore cannot provide information on depth dependence through the 
object. To do this it is necessary to acquire a 3D data-set. 
Many NDE techniques take multiple measurements at each position, for example pulse-echo 
ultrasound where the multiple measurements represent reflected acoustic pressure against time-
of-flight, typically producing high volume data. Such data could be represented using multiple 
dimensions or channels (for example spatial dimensions or channels representing slices through 
the object), potentially making the data difficult to visually interpret. 
An important role of NDE analysis is to reduce the complexity, volume and dimensionality of 
the data, such that an analyst can make reliable decisions from the data about the object’s 
serviceability. One method of reducing the data is to make assumptions or subjective choices 
and then discard data that is not considered important. Such assumptions and choices may be 
incorrect resulting in a source of error.   
The objective of this thesis is to develop a strategy to reduce the complexity, volume and 
dimensionality of data, using data reduction methods that are based on sound mathematical and 
scientific principles and require the minimum use of assumptions and subjective choices.  
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1.2 Scope 
QinetiQ Ltd (who are sponsors of this thesis) are interested in the analysis of data acquired from 
structurally critical sections of aircraft fuselages. Fuselages traditionally consist of multiple 
layers of Aluminium alloy. Modern fuselages are increasingly being made from composites 
such as Carbon Fibre Reinforced Polymer (CFRP) used on the Boeing 787 or GLAss 
Reinforced fibre metal laminate (GLARE) used on the Airbus A380. The processing methods 
developed were tested using pulse-echo ultrasonic and transient eddy-current data, which are 
commonly used NDE techniques in the aerospace industry.  
 
1.3 The role of NDE 
Many engineering products require inspection particularly high valued assets and/or safety 
critical systems such aircraft, nuclear waste storage vessels, oil pipe lines or railway tracks. 
NDE is carried out where it is worth the investment in time and resources to reduce the risks of 
product failure. 
The need for NDE has increased due to the development of new materials and their use in new 
environments and structures and components being operated beyond their original design life, 
for example ageing aircraft. It now a requirement to inspect large areas of fuselage during the 
production process of these materials (Smith et al , 2009). 
Figure 1.1 shows a typical process for the production of aerospace composites (Vlot , 2001) 
showing that NDE is now becoming an integral part of the process. Usually composite materials 
consist of multiple layers consisting of fibre impregnated with resin. The production of 
composite requires the initial inspection of raw materials such as the carbon or glass fibre. 
Techniques such as autoclaving combine the multiple layers and cure the resin into a well-
consolidated product. Many types of defect may be introduced during the manufacturing 
process such as the introduction of foreign objects, trapped air or unintentional wrinkling of the 
layers, all of which may significantly affect the mechanical integrity of the composite panel 
(Hull et al , 1996 and Vlot ,2001).   
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Figure 1.1 Overview of a composite manufacturing process.  
 
1.4 Inspection 
NDE inspection consists of three processes: preparation, data acquisition and data analysis, 
shown on the right hand side of Figure 1.1 above. 
The preparation process involves: 
• Selection of an appropriate data acquisition technique. Acquisition involves exciting the 
object under inspection and then measuring the reflected or propagated energy. There are 
many techniques for acquiring NDE data, the most common are those based on acoustics 
(such as ultrasound), electro-magnetics (such as eddy-currents) and radiography. 
Techniques may be as simple as tapping a hammer on the object and analysing the 
resultant sound and vibration, to techniques requiring complex equipment and data 
analysis methods such as computer aided tomography.  
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The choice of NDE technique and how it is employed will be based mostly on the 
physical properties of the object under inspection and the size and characteristics of the 
defects to be detected. Factors such as safety and cost will also influence the choice of 
technique.   
• Identification of areas to inspect, such as regions of high stress concentration or areas 
prone to corrosion. 
• Frequency of inspection. 
• Acceptance criteria, for example an acceptable size of a crack.  
The field of fracture mechanics is commonly used to address many of these choices in metals 
(Wei , 2010), but for composites techniques such as fractography (examination of fracture 
surfaces) are not as well advanced and development of the theory of failure continues  
(Greenhalgh et al , 2009). 
 
1.5 NDE analysis 
1.5.1 NDE data 
Figure 1.2 shows an example of NDE data representing part of an airframe panel consisting of 
CFRP. Sampling rate was 50MHz. The data was acquired by immersing the panel in a water 
tank and scanning an ultrasound probe over its surface (Connor , 2005). The probe consists of a 
Lead Zirconate Titanate (PZT) transducer that was excited with a high voltage spike, producing 
an ultrasound pulse that propagates through water and then into the panel. 
The panel contains a number of delamination defects created by impact testing. Delaminations 
occur where the composite layers have become separated due to the impact, and can 
significantly reduce the mechanical integrity of the panel. The impact simulated a tool being 
dropped on the panel.  
Variations in material properties (due to the underlying structure or defects) will cause a portion 
of the ultrasonic pressure amplitude to be reflected back to the transducer. This reflected 
pressure amplitude was amplified and digitised. The waveform in Figure 1.2a shows the 
digitised ultrasonic echo over time, received at one position over the panel. The amplitude 
represents acoustic pressure. The waveform shows three reflections: (1) was caused by a 
reflection from the front surface of the panel, (2) was caused by a reflection from a delamination 
defect and (3) was caused by a reflection from the back surface of the panel. The grey-scale in 
the image in Figure 1.2b represents the time-of-flight of the first crossing over an amplitude 
threshold within a time-gated region (shown by a blue line on the left-hand image). White 
represents early reflections and black represents late reflections. This type of image is known as 
a C-scan, which is a plan view of the object, where each pixel value represents some measured 
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quantity. The larger delamination defects (marked 1-4) show well on the image. There is hardly 
any visual evidence of these defects when inspecting the panel by eye.  It is difficult to see the 
small-sized delamination defect (marked 5) on the image. The light-shaded features (marked 6 
and 7) are probably caused by porosity (air trapped in the composite) although this is not known 
for certain; this is an example of a subjective assessment, relying on the skill and experience of 
the observer.  
The data shown represents a very basic form of image analysis which can reveal much about the 
object under inspection, which could otherwise go unnoticed. 
 
 
Figure 1.2 NDE data representing a carbon-fibre composite panel with delamination defects (1 to 5 
and possibly porosity (6 and 7): (a) Ultrasonic waveform representing acoustic pressure against time 
and (b) C-scan image showing time-of-flight crossing over an amplitude threshold.  
 
1.5.2 Difficulties with data analysis 
Data characteristics that can determine the ability to detect and characterise features of interest 
are resolution and Signal-To-Noise Ratio (SNR). Also, features of interest may be swamped by 
other features not of interest such as those representing the underlying structure of the object. 
These characteristics are dependent on: 
• The characteristics of the data acquisition system (the instrument), for example, 
bandwidth, aperture size, orientation etc. The instrument affects the resolution of the data 
which limits the ability to resolve closely spaced features. The effects of the instrument 
will be explained further in Chapter 2. 
It is the instrument employed that sets the fundamental limit for the SNR and resolution 
of the data.  Any subsequent analysis aims to do the very best with the data made 
available. Thus, the decisions made about the choice of NDE technique and its 
implementation are a vital part of the inspection process, however, the choice of data 
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acquisition technique, whilst an important consideration, is beyond the scope of this 
thesis. 
• The characteristics of the object under inspection, for example, material properties and 
dimensions etc. Energy will be attenuated as it propagates through the object, for example 
due to scattering from small irregularities and/or dissipation in the form of heat, 
potentially making deeply positioned entitiesi difficult to detect and characterise. Other 
effects such as dispersion and diffraction may make it difficult to detect and characterise 
features within an object. Dispersion is the change in phase velocity with wavelength and 
causes the shape of the propagating pulse to change.  Diffraction is a function of 
propagation distance, transducer aperture size, shape (focussing) and wavelength of the 
propagating energy and causes beam spread. Multi-layered objects can also be 
problematic, for example, if the ultrasonic wavelength is of similar size to the layer 
thickness then resonances will occur which may or may not be a desirable factor, as will 
be explained further in Chapter 2  
• Noise. Distinguishing between noise and useful information can be difficult.  This 
distinction could be based on the amplitude or size of features relative to some general 
background noise level. However, features of interest can have low amplitude or be small 
in size and such an approach may miss important information.   
All these problems are compounded by the fact that data is now increasingly represented using 
multiple dimensions, for example a 3Dii map of the object, rather than just a waveform or 2D 
image.  
The orientation of the instrument can increase the complexity of the data. An ultrasonic 
transducer whose beam was aligned obliquely to the surface of a multilayer aluminium panel 
has been used to enhance the detection of cracks that lie in a plane orthogonal to the surface of 
the panel (Edgar et al , 2004). The multiple reflections from the same layer shown produce 
‘apparent layers’ in the data. Figure 1.3 illustrates one reverberation (dotted line) causing an 
apparent layer. 
 
                                                     
i
 A physical part of the object, for example a fastener, edge or defect. 
ii
 The third axis normally represents measurements made over time (for example, time-of-flight 
for an ultrasonic pulse, change in amplitude or phase over time for a magnetic field or 
temperature).  
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Figure 1.3 Illustration of a reverberation causing an apparent layer. 
 
Due to the finite width of the beam, each point on the structure will be represented by a spread 
of reflections with different times-of-flight. Also, in this case diffraction occurs at each reflector 
since the wavelength of the beam is comparable to the reflector’s size. The variations in time-of-
flight and diffraction at each reflector (structural layers, apparent layers, fasteners and defects) 
make analysis and interpretation of this data difficult. The resultant data will also be dependent 
on the phase of each reflection. To reduce the data and remove the effects of the apparent layers 
and fasteners required extensive knowledge of the object, such as fastener positions, layer 
thickness etc (Pitts et al , 2007). Such knowledge is not always available in many practical 
situations.    
NDE can produce complex data from which it can be difficult to make reliable decisions and the 
analysis can become a significant cost burden.  A common response to this problem is to create 
thresholds, and display only a small fraction of the data. Refer to the waveform shown in Figure 
1.2a above. One could ignore very early reflections as these are probably from the front surface 
and back surfaces respectively. Only data above a threshold is retained as it is assumed that low-
amplitude data is not of interest. One could implement another threshold based on feature size, 
which could be applied to the C-scan image, based on the assumption that small features are the 
result of noise and not of interest. 
Thresholds have the potential for removing important information. The use of thresholds 
requires one to make decisions from the complex raw data; for example: gate time-length, 
threshold, etc. One is making decisions from the data before it has been reduced. Such decisions 
may be subjective and not based on the best available knowledge and as a consequence may be 
a source of error.  
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1.5.3 Analysis process 
Figure 1.4 shows the typical processes involved in analysing the data. Normally, data reduction 
is the first process in analysing the data. However, there are exceptions and a pre-processing 
stage may be required, for example, in the case of transient eddy-current data, the variation in 
probe-to-panel separation can adversely affect the data (Bowler et al , 1997a). This effect should 
be removed by applying lift-off compensation (Smith et al , 2002).   
 
 
Figure 1.4 Data analysis process. 
 
Automated feature extraction or measurement may follow data reduction. This involves the 
measurement of features of interest in the images or data to classify and characterise them in 
terms of defect type and severity.  
Data may then be quantitatively compared with agreed acceptance criteria, for example, to list 
the location and severity of cracks greater than 1 cm in length.  It is common for NDE operators 
to require visual evidence of any defects rather than just relying on tabulated data. Data can be 
represented as a grey-scale image, pseudo-colour imageiii , true colour imageiv or false colour 
imagev. Data on three axes can be projected onto two axes or displayed as a pseudo three-
dimensional image. Two dimensional projections can be concatenated into a movie file to view 
the whole object. The presentation of high volumes of 3D data to facilitate informed and reliable 
                                                     
iii
 Each pixel value is mapped to a colour palette. 
iv
 Each pixel consists of three values representing red, green and blue. 
v
 The chosen colours do not represent the visible spectrum, for example thermal imaging. 
29 
 
decisions can be challenging.  Much work has been done on image presentation techniques 
(Foley et al , 1982 and Russ , 2002). 
It is the operator or analyst that makes the final judgement on the data that is presented. 
Decisions made are fed back into the process of managing the costs and risks associated with 
the production or in-service use of the object, for example, the decision may be whether to make 
a concession and release the product, or to implement appropriate repair procedures. 
 
1.6 Aims of this thesis 
This thesis has the following aims: 
• The thesis will concentrate on the data reduction process shown in Figure 1.4 above. This 
is the most critical process in the analysis, since any errors introduced here will result in 
incorrect data being used in later analysis processes. 
• Provide a roadmap for algorithm developers and data analysts so that the methods 
developed could be applied to a new problem. 
• To discuss whether a fully automated analysis system could ever be implemented. 
• To investigate how well the characteristics of the instrument and object must be 
understood before data reduction methods can be developed or whether generic data 
reduction methods are required that are relatively independent of this knowledge.  
• To develop methods that can be used generally on a wide range of data. 
• The methods developed should be based on sound mathematical and scientific principles 
and use the acquired data optimally, if at all possible.  
 
1.7 Structure of the thesis 
Chapter 2 will describe the factors that affect the characteristics of the data. The instrumentation 
and objects used to provide test data will be explained. Chapter 3 is a review of commonly used 
data reduction methods and the choice of methods used for this thesis work.   
The chapters that describe the main research and developmental work are 4 to 7. Chapter 4 and 
5 describe using optimisation for data reduction and its difficulties. Optimisation involves 
choosing the best available value of a variable from an allowed set to minimise or maximise 
some function, for example it can be used to fit a model to some measured data. In this case, the 
aim is to reduce the complexity and volume of the data by describing it using only a few model 
parameters rather than many measured data points.  
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Data can be reduced by removing everything that is known (for example, the underlying 
structure) leaving all that is unknown and of interest. Chapter 6 describes and compares two 
approaches for removing known features from data: one based on physical knowledge of the 
instrument and object and the other an attempt at making logical choices from the data only. 
Chapter 7 describes using a statistical method for reducing data, Principal Value Decomposition 
(PVD). PVD decomposes the data into uncorrelated channels that are ordered in terms of their 
statistical variance. The aim of this chapter is to show whether PVD can be used to reduce the 
complexity, volume or dimensionality of the data.   
Chapter 8 describes conclusions and the implications of the results from a general perspective 
and the contribution of this thesis. A procedure is given that should help a programmer or 
analyst apply the methods developed to a new problem. Recommendations for future work are 
given. 
 
1.8 Summary 
There are many factors that determine the characteristics of the acquired data, some of which 
may be unknown. The result is complex data, from which it can be difficult to make reliable 
decisions. NDE data can also be high in volume and represented using multi-dimensions 
making interpretation difficult.  
Assumptions and subjective choices made from the data to reduce it can be a source of error.  
The objective of this thesis is to develop a strategy to reduce the complexity, volume and 
dimensionality of data, using methods that are based on sound mathematical and scientific 
principles and require the minimum of assumptions and subjective choices.  
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2 NDT techniques and data characteristics 
2.1 Introduction 
This chapter describes the factors that affect the characteristics of the data and provides 
examples of why it can be difficult to make reliable decisions from NDE data.  
 
2.1.1 Overview 
This chapter introduces the instrumentation from a general perspective in section 2.2, followed 
by two sections:  
• Ultrasonic inspection of composites (section 2.3), consisting of: a description of the 
instrumentation used to acquire the data used in this thesis, an introduction to the 
composite materials used (CFRP and GLARE), types of defects that can occur in them 
and an explanation of the difficulties of analysing the data from these materials. 
• Eddy-current inspection of metals (section 2.4), consisting of: an introduction to transient 
eddy-current inspection, a description of the metallic panel inspected and an explanation 
of the difficulties of analysing this type of data.  
A summary is given in section 2.5. 
 
2.2 General factors: instrumentation 
Two of the main system requirements that affect the design of an instrumentation system are 
resolution and Signal-to-Noise Ratio (SNR). There are two types of resolution to consider: 
temporal, see Figure 2.1 and spatial (across the lateral x-y axes shown in Figure 2.1).  
 
 
Figure 2.1 Illustration of the 3D dataset axes. 
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Temporal resolution is the ability to distinguish between one physical entity from another in 
time. Spatial resolution is the ability to distinguish between one physical entity from another in 
space.  
In practice the temporal resolution should be limited by the bandwidth of the excitation source 
and transducer(s), assuming all the connection cables and receiver do not impose limits on the 
bandwidth of the acquired data. The spatial resolution for propagating waves will be limited by 
the effects of beam spread caused by diffraction which is a function of propagation distance, 
transducer aperture size, shape (focussing) and wavelength of the propagating energy.  Any data 
acquired outside the temporal or spatial bandwidth will be noise by definition. 
Two types of electronic noise that occur in all electronic circuits are thermal noise (generated by 
thermal agitation of the charge carriers in a conductor) and shot noise ( occurs when a finite 
number of particles that carry energy is small enough to give rise to detectable statistical 
variations in measurement), (Horowitz et al , 1989). Both types of noise have an approximately 
flat power spectral density (a.k.a. white noise). The noise amplitude has a Gaussian probability 
distribution. In this case the root-mean-square noise power is proportional to the system’s 
bandwidth (Horowitz et al , 1989).  
The receiver ADC will introduce quantisation noise to the acquired data, caused by rounding 
errors during the conversion process. The characteristics of this type of noise are signal-
dependent due to non-linearity of rounding errors across the converters dynamic range 
(Horowitz et al , 1989). The quantisation noise power is: 
 
( )
12
2
vP δ= dBW     (2.1) 
where vδ is the bit level voltage. 
Another potential source of noise is flicker noise (Horowitz et al , 1989) whose magnitude is 
inversely proportional to frequency: 
Flicker noise results from a number of factors such as electronic component material impurities.  
White noise will be referred to as non-systematic noise in this thesis. Any other types of noise 
(whose amplitude is not random) will be referred to as systematic noise. 
 
2.3 Ultrasonic inspection of composites 
This section describes the instrumentation used to acquire the ultrasonic data used in this thesis. 
Composite materials and the problems that can occur during manufacture are introduced.  Data 
representing a 13 ply CFRP panel and 7 ply GLARE panel are shown along with simulated data 
of the panels using an ultrasonic propagation model
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describes the basic principles of the propagation of ultrasonic waves through multi-layered 
materials. Using the measured data from the panels and the modelled data, some of the main 
problems of analysing such data are discussed.  
 
2.3.1 Ultrasonic instrument 
The instrument used to acquire the ultrasonic data for this thesis consists of: 
• A focussed 10MHz piezo-electric Lead Zirconate Titanate (PZT) transducer that is 
excited with a high voltage narrow pulse. The transducer has a 75 mm focal length in 
water from its aperture is 12.5 mm diameter The system operates in pulse-echo mode, i.e. 
the same transducer is used for transmit and receive.  
• A receiver. The receiver consists of signal conditioning electronics (such as an amplifier 
and an anti-aliasing filter) and an Analogue to Digital Converter (ADC). The output 
(acquired data) is a discretely sampled waveform representing the reflected amplitude as 
a function of time. 
A couplant is required to maximise the transfer of energy between the transducer face and the 
surface of the object under inspection. The transducer has been designed to be used with water 
based couplant. The transducer and object under inspection are thus immersed in a water filled 
tank. The transducer is scanned in a plane parallel to the surface of the object. Figure 2.2 shows 
a diagram of the system. 
 
Figure 2.2 Diagram of the ultrasonic instrument. 
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2.3.2 Composite materials 
Composites usually consist of layers of unidirectional fibres pre-impregnated with resin (a.k.a. 
‘pre-preg’). CFRP consists of alternate layers of carbon fibre impregnated with resin (plies) and 
thin resin layers (inter-ply). Figure 2.3 shows a diagram of CFRP . The resin inter-ply layers are 
only approximately 2% of the ply thickness. The purpose of the inter-ply resin is to fill the gap 
between the plies, as the fibres run in different directions for each ply.   
 
Figure 2.3 Diagram of CFRP.  
 
 GLARE consists of alternate layers of Glass Reinforced Polymer (GRP) composite layers and 
aluminium layers. Figure 2.4 shows a diagram of GLARE. Each composite layer consists of 
several glass-fibre plies.  
 
Figure 2.4 Diagram of GLARE. 
 
2.3.3 Composite manufacture 
Defects can be introduced during the manufacturing process which can significantly affect the 
strength of the material (Hull et al , 1996). Composite design engineers are interested in the 
following information during its manufacture (Smith et al , 2009):  
• Porosity which is due to volatile resin components or air trapped within the material. 
• Incorrect Fibre Volume Fraction (FVF). FVF is the ratio of fibre to total volume in a 
cured composite. Incorrect FVF is due to excess or insufficient resin. Assessment of FVF 
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is particularly important for complex shapes where it can be difficult to maintain a 
uniform volume fraction. 
• Fibre misalignment. This causes local changes in fibre volume fraction by preventing 
ideal packing of fibres. 
• Ply misalignment. This is produced as a result of mistakes made during the alignment of 
the plies during manufacture. Incorrect stacking sequence may cause bending during the 
cure process. 
• Wavy fibres. These are produced by unintentional in-plane kinking of the fibres. 
• Ply wrinkling. Out of plane waviness in the plies, usually found at a radius or corner. 
Existing inspection techniques for GLARE (Vlot , 2001) and CFRP (Stone et al , 1975) involve 
measuring the through-thickness attenuation of ultrasound through the object and displaying the 
data as a C-scan image. However, by using such images there is a lack of information about the 
depth distribution of defects.  
 
2.3.4 Ultrasonic data acquired from a CFRP panel 
Figure 2.5a shows a B-scanvi image of a 13 ply satin-weave (5-harness, offset of 2)vii CFRP 
panel. Sampling rate was 100MHz. The ply layers are approximately 333µm thick each. Figure 
2.6 shows a photograph of the scanned panel. The physical locations of each ply interface and 
scan axes have been annotated next to the image. The panel contains simulated porosity defects 
(one area of porosity is marked as 3) which are air filled micro-spheres. Figure 2.5b shows an 
ultrasonic waveform representing acoustic pressure as a function of time-of-flight, taken from a 
position along the y-axis shown. The position of the front-wall reflection and back-wall 
reflection are marked as (1) and (2) respectively.  
                                                     
vi
 A B-scan image represents a section through the object under inspection. Each pixel value 
represents acoustic pressure.  
vii
 The harness is the periodicity in the weave pattern. 
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Figure 2.5 (a) Ultrasonic B-scan of a 13-layer satin weave CFRP panel and (b) A waveform 
representing acoustic pressure with time. 
 
Useful information to obtain from the above data would be, for example: ply thicknesses (to 
find ply wrinkling), inter-ply thickness (to find excess or insufficient resin) or porosity. It can be 
difficult to quantify this type of information from the above data without performing processing 
first. The physical locations of the ply interfaces are not obvious at all from the above data since 
the reflection from each ply interface consists of a number of sinusoidal cycles (due to the 
bandwidth of the transducer). The large area of porosity shown at (3) is much more obvious 
since it is known to be present at that location, however smaller areas of porosity may be more 
difficult to detect or distinguish from other types of defect such as changes to the thickness of 
the thin resin layer between the plies (Smith , 2010). To help explain these problems, the CFRP 
panel is modelled using an ultrasonic propagation model.  
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Figure 2.6 Photograph of CFRP panel (courtesy of Airbus). 
 
2.3.5 Modelled CFRP panel 
The model’s output is the reflected magnitude and phase as a function of frequency, using the 
material properties of carbon and resin (density, compression modulus and absorption) and 
thicknesses of each layer. The model makes the assumption that each ply is unidirectional, 
however the ply has a satin weave. 
The model consisted of 13 ply and 14 inter-ply layers, each ply layer is assumed to be 333µm 
and each inter-ply layer is assumed to be 5µm. Initially, the model panel is bounded at each end 
by an infinite half layer of ply, so that only the interaction between resin and carbon is 
considered in this case and not the interaction with the water – panel boundaries. 
The model output (magnitude) is shown in Figure 2.7a. The sampling frequency of the modelled 
data is 100MHz. The spacing in frequency between the resonant peaks shown is a function of 
the average ply thickness. The sharpness in magnitude of each peak increases with increasing 
number of plies. The inter-ply thickness causes the magnitude of these peaks to increase with 
frequency; reaching a maximum at a resonant peak around 45MHz.  
The inter-ply thickness of the model panel was increased from 5 to 40µm, Figure 2.7b shows the 
result. The resonant peak caused by the thicker inter-ply reduces in frequency to around 
15.0MHz. It can be seen that around 10MHz (which is the centre frequency of the transducer) 
the magnitude of the data increases significantly due to an increase in the thin layer of resin 
between each ply.  
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Figure 2.7 Modelled 13ply CFRP, magnitude against frequency: (a) 5µm inter-ply thickness and (b) 
40µm inter-ply thickness. 
 
The model was then changed so that the panel is now bounded at both ends by an infinite layer 
of water. The model of a PZT ultrasonic transducer is then incorporated. The model of the 
transducer is based on a thickness mode model resonant transducer produced by the University 
of Strathclyde (Hayward et al , 1984). The model is explained fully in Appendix B. The model 
output is the pulse-echo magnitude and phase as a function of frequency of the transducer as if it 
was positioned in-front of a flat planar reflector. The output of this model is multiplied with the 
output from the ultrasonic propagation model and then the inverse FFT computed to produce 
modelled acquired data.  
Figures 2.8a shows the modelled output (where amplitude represents reflected acoustic 
pressure) for inter-ply thicknesses of 5µm.  Figure 2.8b shows the modelled output for an extra 
thick inter-ply layer of 40µm. The later waveform shows the resultant increase in magnitude of 
a reflection (between the front and back wall) due to an extra thick inter-ply layer.  
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Figure 2.8 Modelled 13ply CFRP, acoustic pressure against time: (a) 5µm inter-ply thickness and (b) 
40µm inter-ply thickness. 
 
The waveform shown in Figure 2.8a above is very different to the one shown in Figure 2.5b. 
There are two reasons for this difference: a) The model may be incomplete, for example the 
model in its current configuration does not consider porosity and b) the model parameter values 
used may be incorrect, for example inter-ply thickness may be thicker than 5µm specified. It is 
difficult to determine the cause of the reflection at marker (4) without performing additional 
processing; it may be due to an extra thick resin layer or porosity. 
Figure 2.9 shows the FFT magnitude of the waveform in Figure 2.8a. Comparison with Figure 
2.7a above shows that the addition of the water – ply boundaries has made the magnitude profile 
much more complex. One could measure the average ply thicknesses from the profile shown in 
Figure 2.7a, but it would be difficult to do this from the profile shown in Figure 2.9 without 
removing the effect due to the water-panel boundary. 
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Figure 2.9 Modelled 13ply CFRP, magnitude against frequency, with water boundaries and instrument 
model included. 
 
The bandwidth of the transducer significantly limits the amount of available information about 
the panel, since any data acquired outside this bandwidth (approximately 20MHz to 50MHz in 
this case) will be noise. The finite bandwidth limits the resolution of the data making it difficult 
to distinguish between closely spaced entities such as the individual plies shown in Figure 2.5b 
above. 
If the plies are of different thicknesses then the time-of flight of each reflection from each 
interface will not directly correspond to the physical locations (depth) due to the reverberations 
within the panel. 
The finite bandwidth of the transducer and reverberations within the panel can make it difficult 
to locate the ply boundaries and measure the ply thicknesses from the data. 
 
2.3.6 Ultrasonic data acquired from the GLARE panel 
Figure 2.10a shows a B-scan image of a 7 ply GLARE panel. Sampling rate was 100MHz. The 
composite and aluminium layers are approximately 200-250µm and 300-400µm respectively. 
Figure 2.10b shows a measured ultrasonic waveform representing acoustic pressure as a 
function of time-of-flight, taken from a position along the y-axis shown (showing the first 512 
samples). Figure 2.11 shows a photographed section of an off-cut from the GLARE panel.  
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Figure 2.10 Ultrasonic B-scan of a 7-layer GLARE panel and (b) A waveform representing acoustic 
pressure with time. 
 
    
 
Figure 2.11 Photograph of a section of GLARE (courtesy of Stork Fokker). 
 
The finite bandwidth of the transducer makes it difficult to distinguish the interface locations. 
Each aluminium – GRP interface has a high reflection coefficient with respect to the reflection 
coefficient between each ply (within the GRP layers). Therefore, a major problem with 
inspecting GLARE using pulse-echo ultrasonics is that the acquired data is dominated by these 
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large reflections, potentially masking information of interest such as porosity.  These strong 
reflections can be seen in Figure 2.10b above, after the front wall reflection. The back-wall 
reflection is not visible. 
 
2.3.7 Modelled GLARE panel 
Using the model described in Appendix A, a 7 GRP layer GLARE panel was modelled. Figure 
2.12a shows the modelled reflected acoustic pressure magnitude as a function of frequency for 
the panel. Sampling rate was 100MHz. Each GRP layer was 270µm and aluminium layer 
295µm. These values were obtained by taking the average of measurements from a travelling 
microscope used to measure thicknesses from a panel off-cut. The model is bounded at each end 
by an infinite half layer of GRP material, so that only the interaction between resin, glass fibre 
and aluminium is considered in initially.  
Figure 2.12b shows the inverse Fourier transform of the modelled output (showing the first 512 
samples), representing acoustic pressure against time. In this case the model was bounded at 
each end by an infinite layer of water.  
The large reflections caused by the aluminium – GRP interfaces can be seen in the modelled 
data. A proposed method of removing these reflections is to measure the GRP thickness from 
the ultrasonic data and then model this effect, this work is explained in Chapter 5. 
 
 
 
Figure 2.12 Modelled 7ply GLARE: (a) Magnitude against frequency and (b) Acoustic pressure 
against time with water boundaries and instrument model included. 
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2.4 Eddy-current inspection of metals 
A varying current flowing through a conductor will produce a varying magnetic field (primary 
field). If another conductive object is placed into this magnetic field a current will flow in the 
object by electro-magnetic induction.  This current will produce a secondary magnetic field that 
opposes the primary field. The resultant field is the vector sum of the primary and secondary 
fields.   
Assuming the object is a half-spaceviii conductor, the resultant magnetic field Η satisfies (Libby , 
1979):  
022 =Η−Η∇ α
    (2.2) 
where ωµσα i= , σ and µ are the object’s conductivity and permeability respectively, ω is 
the angular excitation frequency. 
Assuming an infinite sized (lateral plane) incident planar field and considering the magnetic 
field in one direction only (perpendicular to the surface of the object) the magnetic field with 
depth z through the object is approximately (Libby , 1979): 
z
z ez
α−
≈Η )(
     (2.3) 
Equation 2.3 shows that the magnitude of the magnetic field will decay more rapidly with depth 
for higher excitation frequencies. Therefore the resolution of the data acquired will reduce with 
depth. The phase will change linearly with depth.  
 
2.4.1 Transient Eddy-current inspection 
Transient Eddy-Current (TEC) inspection involves exciting a primary coil with a broad-band 
pulse. Figure 2.13 shows a cross section of a TEC instrument positioned over a half space 
conductor. The instrumentation consists of a rectangular cross-section coil wrapped tightly 
around a ferrite cup-core. To avoid resonances caused by the electrical properties of the coil and 
connecting cables it is necessary to low-pass filter the drive signal.  The purpose of the core is to 
concentrate the primary magnetic field. Circular currents (eddy-currents) flowing parallel to the 
object’s surface are induced into the object.  
                                                     
viii
 A homogeneous object has infinite depth from its surface and infinite radius (hemisphere). 
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Conventional Eddy-Current inspection uses harmonic continuous-wave excitation at one or 
more frequencies. The advantage of TEC over this method is that it provides more information 
over a much broader range of frequencies enabling the object to be inspected from a single scan 
rather than requiring a number of scans at different frequencies.  TEC can provide improved 
differentiation between structural variations and defects, for example corrosion and plate 
separation (Smith et al , 2000) compared to conventional eddy-current inspection. 
 
Figure 2.13 Cross section of a transient eddy-current probe positioned over a half-space object. 
 
Bowler et al (1997a) have derived a model for the reflected magnetic field produced by coil 
(excited by a low pass filtered broadband pulse) positioned over a half-space conductor. The 
model computes the reflected magnetic field as a function of radius from the coil centre, 
distance above the object’s surface and time. The model shows that even for a simple structure 
such as a half space conductor, there are many factors that affect the data, such as coil design, 
excitation frequency, lift-off, conductivity and permeability of the object. Models have been 
produced for layered conductors (Bowler et al , 1992) and quarter space conductors (Bowler , 
1997b), but there is no analytical model (as far as the author of this thesis is aware) for more 
complex geometries. Therefore, the physics of propagation through complex geometries is not 
as well understood compared to more simple geometries. 
The field broadens and attenuates as it propagates down into the object and the rate of 
attenuation is greater for smaller incident spatial fields than larger fields (Smith et al , 2002). 
Coil design determines the spatial bandwidth of the primary magnetic field. Large radius coils, 
which provide a large incident spatial field, provide better depth penetration than smaller radius 
coils. The choice of coil radius is a compromise between good near surface spatial resolution 
(small radius coil) or depth penetration (large radius coil).  
A Hall sensor is positioned at the base of the coil. It produces a voltage proportional to the 
resultant magnetic field perpendicular to the surface of the object zH  and has a very wide 
bandwidth (Smith et al , 2000). 
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Coil sensors respond to the rate of change of magnetic field, thus they have a frequency 
dependent response. Hall sensors are preferred to coils as they have better sensitivity at low 
frequencies (Smith et al , 2000) providing better depth penetration through the object, and their 
apertures are smaller, providing better spatial resolution.   
 
2.4.2 Eddy-current inspection of a multi-layered object 
From a QinetiQ perspective, objects of interest are multi-layer aluminium alloy panels held 
together with fasteners. It is assumed that the permeability of the object and fasteners is 
constant. Information of interest is features that represent the response of the eddy-current 
instrument due to cracks, corrosion or plate separation between the layers. Cracks generally 
occur in areas of high stress concentration (i.e. fastener holes and structural corners or edges).  
The eddy-current propagation path and density will be modified by changes in conductivity 
caused by any defects or the section itself.   
Figure 2.14 shows a diagram of a typical section of an aircraft fuselage, consisting of an outer 
skin (1st layer) and sub-structure (2nd and 3rd layers) held together using multiple fasteners. The 
eddy-current probe is scanned over the surface of the 1st layer. Figure 2.15 shows a photo of a 
section of an aircraft, showing the 2nd and 3rd layers on the underside of the section. 
 
 
Figure 2.14 Diagram of an aircraft fuselage. 
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Figure 2.15 Photo of an aircraft fuselage. 
 
Figure 2.16a shows a waveform representing the Hall-sensor output measured with the drive 
coil in air (solid line) and with the coil placed over a section of aircraft fuselage (dotted line). 
The latter waveform is less in amplitude compared with the former due to the secondary 
magnetic field opposing the primary magnetic field. The difference between these waveforms 
represents the reflected (secondary) magnetic field, shown in Figure 2.16b. This waveform has 
been re-scaled in amplitude for clarity. 
 
 
 
Figure 2.16 (a) Hall sensor output with time and (b) Difference between measured and incident field. 
 
The waveform is a well behaved and slowly varying curve (Smith et al , 2000) it can therefore 
be represented by a small number of acquisition points increasing in separation with time (time-
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slices), typically twelve time-slices are used.  Since the rate of change of magnetic field is 
highest at early times more acquisition points are required to represent the waveform at earlier 
times.  
The data was acquired using QinetiQ’s TRECSCAN. For a waveform kf consisting of 
N samples, TRECSCAN averages a number of adjacent samples of the waveform to obtain a 
result for a time-slice. In this case N = 256 and the sampling rate was 20µs. The time of the 
centre sample of the range for time-slice m is defined by: 
2
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(rounded down)   (2.4) 
The one-sided time span of the range for time-slice m is defined by: 
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The averaged (pixel) value for time-slice m is: 
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Where M is the number of timeslices and 0=m  to 1−M  
 
To highlight the features of interest such as defects, it is common to display the reflected field 
relative to that measured at a ‘balance’ position on the object. The ‘balance’ position is chosen 
to be a position on the surface of the object where there are no known defects.  
The data is displayed as a series of 2D images, each image representing a time-slice. The image 
grey-scale represents the reflected magnetic field at that time-slice relative to the balance point. 
Figure 2.17(a to f) shows a sequence of images of transient eddy-current data acquired from a 
portion of the panel shown in Figure 2.15. Lighter shades of grey represent a reduction in the 
reflected field.  
The first image, Figure 2.17 a shows an early time-slice (60µs after start of the drive signal) 
showing features caused by entities positioned close to the surface of the object.  The response 
of the instrument due to any changes in conductivity will be spread over time in a similar 
fashion to that in Figure 2.16b above. Therefore later time-slices such as Figure 2.17c show 
features caused by entities that are positioned close to the surface as well as those that are 
positioned deeper in the object. This can make interpretation of the data difficult, since time-of-
flight does not relate to depth as well as in ultrasonic data. Figure 2.17 c reveals the presence of 
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simulated cracks produced by Electrical Discharge Machining (EDM), extending from fastener 
holes within the object’s sub-layers (shown within the red boxes). Crack positions labelled ‘1’ 
and ‘3’ emanate from a single fastener hole and crack position labelled ‘2’ is a crack that 
extends between three fastener holes. These cracks are in the second layer. There is a crack at 
position ‘4’ which is not visible; it is in the 3rd layer.  
 
 
Figure 2.17 Transient eddy-current time-slice images: (a) First time-slice to (f) Last time-slice. 
 
Figure 2.18 a and b show the 2D FFT log-magnitudeix of the eddy-current images shown in 
Figure 2.17 a and f respectively.  A Gaussian window (positioned in the centre of the images) 
was multiplied with the data before computing the 2D FFT to reduce the amplitude at the image 
                                                     
ix
 A 2D FFT is performed by computing an FFT (Press et al,1989) along all the image rows then 
computing an FFT of the resultant data long each column, then moving each image quadrant 
such that zero spatial frequency is in the centre of the resultant image. 
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edges. The width of the Gaussian window at a magnitude of 1−e was a quarter of the image 
size.  
 
 
Figure 2.18 2D FFT (log - magnitude): (a) First time-slice and (b) Last time-slice data. 
 
The 2D FFT images have a radius axis representing spatial frequency (zero being at the centre 
of the image) and an angular axis that represents orientation. A narrow vertical strip in the 
original image would produce a horizontal strip in the 2D FFT image. It can be seen from the 
2D FFT images that the higher spatial-frequency data are attenuated more in the later time-slice 
(b) compared with the first time-slice (a), inferring a reduction in spatial resolution. 
The features in the eddy-current image shown in Figure 2.17 above are becoming spatially 
broadened with time (from Figures a to f), making deeply positioned and closely spaced entities 
more difficult to detect than ones closer to the surface, particularly those that are close to 
structural edges, such as small cracks emanating from fastener holes. Structural features that 
represent entities such as fasteners tend to dominate the image brightness scale, masking 
features of interest such as neighbouring cracks.  
 
2.5 Summary 
There are many interacting and unknown factors (such as material properties, geometry, 
bandwidth and noise) that make the data complex.  Features of interest (such as defects) may be 
masked by other features such as the underlying structure. It can be difficult making reliable 
decisions from such complex data without reducing it first. 
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3 Data Reduction Methods 
3.1 Introduction 
Chapter 1 introduced the problems of reducing data using thresholds. Using thresholds to reduce 
data can force one to make subjective assessments or assumptions from the data. Such an 
approach may be unreliable and has the potential to remove important information from the 
resultant data. In order to make reliable decisions from the data it is necessary to reduce the 
complexity and volume of the data first. This chapter is a review of commonly used data 
reduction methods that do not require thresholds. An explanation is given for the choice of 
methods used during this thesis. 
 
3.1.1 Overview 
Section 3.2 describes the fundamental principles required to reduce data whilst preserving 
information of interest. It can be difficult to determine whether a data set contains information 
or is just noise, Section 3.3 describes a basic method for determining whether a data set is just 
noise.  
This chapter introduces commonly used data reduction techniques from various fields such as 
satellite imagery, NDE, radar and medicine: computing the difference and ratio between two 
sets of data (section 3.4), statistical techniques (such as Principal Value Decomposition and 
Independent Component Analysis) (section 3.5) and optimisation methods (section 3.6). Section 
3.7 provides a summary of this chapter. This chapter is not an exhaustive explanation of all 
reduction methods. 
 
3.2 Principles 
An algorithm designed to reduce the data as much as possible whilst preserving information of 
interest must follow the following principles:  
3.2.1 Use all known information  
Use all the available information known to be true: 
• The physical and mathematical principles describing the instrument and object under 
inspection, for example, for an ultrasonic system such principles are the boundary 
conditions at interfaces, attenuation, refraction, speed of propagation and dispersion. 
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• Information about the object or instrument that is known to be true, such as material 
properties, geometries, transducer’s centre frequency etc.  
Although in practice there may be many unknowns, the aim is to reduce the dependency of the 
algorithms on assumptions and subjective choices as much as possible. 
 
3.2.2 Compute all variables that describe the data at same time 
The data may be described by many variables, for example, ultrasonic pulse-echo data typically 
consists of thousands of sample points representing acoustic pressure verses time-of-flight. The 
objective of data reduction is to convert all the values describing these variables into new values 
such that the combined result is less complex or to represent the data using much fewer 
variables by fitting a model to the data. 
Consider fitting a model to some data. For simplicity the model has two parameters: 1x  and 2x . 
The aim is find the model parameters that minimise the difference re between the data and the 
model’s output: 
( )21 , xxfer =      (3.1) 
Figure 3.1 shows a contour plot representing the function f of the two variables 1x  and 2x . 
The aim is to find the global minimum of ( )21 , xxfer =  as shown in Figure 3.1. The solid line 
shows the path taken by an ‘all at once’ approach using a steepest descent algorithm which 
follows the contours to the minimum at point a . The dotted line shows the path taken by a 
sequential approach, minimising along 1x  then along 2x , finishing at point b . Clearly, the 
sequential approach has not found the optimum solution. To obtain the optimum solution using 
the sequential approach would require multiple iterations, which is inefficient. If the sequential 
approach is irreversible then any errors produced will mean that any subsequent computations 
will be incorrect.  To obtain the best possible result as efficiently as possible it is necessary to 
compute all the variables (i.e. data samples or model parameters) that describe the data or 
system at the same time, although this does not guarantee the correct result, for example, point 
a  could be a local minimum found by the steepest descent algorithm, and the global minimum 
could be at point d . 
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Figure 3.1 Illustration of a sequential (dotted line) versus ‘all at once’ (solid line) approach to solving 
two variables 1x   and 2x  . The curves are contour lines for the function ( )21 , xxfer = and the 
desired solution is the minimum of the value ( )21 , xxfer = . 
 
The optimum solution to a multivariate problem is to compute all the variables describing the 
instrument and object at the same time.  
 
3.3 Noise and information 
A distinction will need to be made between useful information and noise. In information theory 
(Shannon , 1948) data consisting of just non-systematic (random) noise will contain the 
maximum amount of information since it has maximum entropy, each data point shares no 
information with any other data point.  Autocorrelation provides a basic test for randomness 
(Challis et al , 1991):   
The auto-correlation of ( )ts  is defined as:  
( ) ( ) ( )dttstsrss ∫
∞
∞−
+= ττ .      (3.2) 
If data is completely random, at τ = 0 the correlation will be unity, for 0 <τ  or τ >0 the 
correlation will be zero. However, in practice, data with finite lengths are not truly random, 
therefore there will be small correlations for 0 <τ  or τ >0 .  
Therefore, the auto-correlation of non-systematic noise will be a narrow pulse. 
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3.4 Ratio and subtraction 
Two methods for removing un-wanted data are to compute the difference or ratio between two 
sets of data. These methods are commonly used to compare geometrically registered satellite 
images (Moik , 1980), where the images represent data acquired from different spectral bands.  
Figure 3.2 shows an example of NDE data, showing a CFRP panel before (left) and after (right) 
impact damage. The two images have been geometrically registered (Wolberg et al , 2000) to 
ensure that the same area of object is being inspected and that the data is equally scaled (Erturk , 
2003). 
 
 
Figure 3.2 Images representing ultrasonic C-scans: (a) Before and (b) After impact damage.  
 
The purpose of computing the difference or ratio is to remove common features that are not of 
interest, such as those representing the underlying structure, and to highlight any changes that 
have been caused by defects.   
 
3.4.1 Computing the difference 
This section introduces the concept of computing the difference between two images ( )kjI ,2  
and ( )kjI ,1 ,and the resultant effect on noise, where j and k  are spatial indices. Assume both 
images are represented by an 8-bit gray-scale, 255 represents white. 
The resultant image will be: 
( ) ( ) ( )[ ] Ψ+−Φ= kjIkjIkjD ,,, 22       (3.3) 
Figure 3.3 shows the difference image, where 1I  is the left-hand image and 2I is the right-hand 
image shown in Figure 3.2 above, Φ  = 0.5 and Ψ  = 128. However these may not be the 
optimum choices. The defects are shown as lighter “blobs” since they were lighter in image 2I  
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compared to the same point in image 1I . The underlying structure is not completely removed 
due to residual spatial misalignment after registration. 
     
 
Figure 3.3 Difference image computed from the C-scan data from Figure 3.2.  
 
The following treatment considers what happens to noise that is present in the data. Consider a 
pixel in the first image whose value is the sum of a background amplitude ( )kjp ,  (this could 
represent the underlying structure) and noise of amplitude ( )kjn ,1 . Now consider a pixel in the 
second image at the same spatial position as the pixel described in the first image. The value of 
this pixel is the sum of identical background amplitude ( )kjp , , noise of amplitude ( )kjn ,2  and 
a defect feature of amplitude ( )kjq , .  
The resultant difference will be: 
qnnqnpnp +−=++−+ 2121 )()(    (3.4) 
where nqp ,, are functions of space kj,  
Since 1n  and 2n are orthogonal (uncorrelated with respect to each other) the resultant amplitude 
of noise in the difference image will be 22
2
1 nn + . Assuming both images have the same Root 
Mean Square (RMS) amplitude of noise, the resultant amplitude of noise will be 2n . 
Thus differencing increases the amplitude of noise in the resultant data.  
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3.4.2 Computing the ratio 
This section introduces the concept of computing the ratio between two images ( )kjI ,2 and 
( )kjI ,1 ,and the resultant effect on noise. Assume both images are represented by an 8-bit gray-
scale. 
The resultant image will be: 
( ) ( )( ) Ψ+Φ= kjI
kjIkjR
,
,
,
1
2
       (3.5) 
Figure 3.4 shows the ratio image, where 1I  is the left-hand image and 2I is the right-hand 
image shown in Figure 3.2, Φ  = 1.0 and Ψ  = 128.  There is potential for a ‘divide by zero’ 
error, a conditional statement was included to set the resultant value to 255 if any pixel in 1I is 
zero. 
      
 
Figure 3.4 Ratio image computed from the C-scan data from Figure 3.2. 
 
Light horizontal lines are still apparent (from the underlying structure). This is likely to have 
been caused by slight misalignment after image registration.  
As described in section 3.4.1 above, consider a pixel in the first image whose value is 
( )kjp , + ( )kjn ,1  and a pixel in the second image whose value is ( )kjp , + ( )kjn ,2 + ( )kjq , .   
The ratio R will be:    
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Assume 2np >> , (the noise amplitude is significantly less than the background amplitude) 
then: 
Using an infinite geometric series (defined in Equation 3.7) to expand the last term: 
 ∑
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=
− 01
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m
mη
η  for η < 1    (3.7) 
where 
p
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The ratio is approximately:  
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The first term ‘1’ effectively represents the direct ratio between the background in images 1 and 
2.   
Assume both images have the same magnitude of noise. Since 1n  and 2n are orthogonal, the 
resultant noise will be 
p
n 2
. 
It can be seen that if the noise were to increase in amplitude the higher order terms which were 
ignored above would become more significant. 
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Some parameters are more suited to subtraction such as distances (depths); others are more 
suited to division such as ultrasonic amplitude or attenuation. The choice is whether the 
parameters are expressed using logarithms. 
The difference and ratio methods increase noise. Therefore, these methods should be avoided or 
left to later stages of the analysis.   
 
3.5 Statistical methods 
Three commonly used methods to reduce data based on the statistics of the data are Principal 
Value Decomposition (PVD), Independent Component Analysis (ICA), (Hyvarinen et al , 2001) 
and complexity pursuit, (Stone , 2004). Before performing any of these methods the data has to 
be arranged into channels, where each channel may represent a recorded signal, waveform or 
image.  
 
3.5.1 Principal Value Decomposition 
PVD is a linear transform that decomposes a set of channels into a new set of channels that are 
uncorrelated and ordered in terms of their statistical variance. Depending on how well correlated 
the original channels of data are with respect to each other, most of the statistical variance 
describing data can be represented by only a fraction of the channels. 
Consider a matrix S where each column represents a recorded channel of data. The aim is to find 
a matrix W such that each column in the output matrix G is uncorrelated with respect to any 
other column: 
GSW =
     (3.12) 
PVD is also known as Principal Component Analysis. PVD is used in many fields such as 
remote sensing, medicine and NDE. In remote sensing, channels of data may be image data 
acquired from different spectral bands such as visible, infra-red etc. Since the channels of data 
are typically highly correlated in remote sensing, the number of channels that represent the data 
can be significantly reduced (Moik , 1980) using PVD.  
The PVD algorithm is reversible with no loss of information and does not require any additional 
parameters or decisions to be made by the user. In the context of this thesis, this makes PVD an 
attractive algorithm to use for data reduction. PVD has been used to remove Gaussian noise 
from images (Bacchelli et al , 2004). 
The following demonstrates an example of using PVD on two channels 1x and 2x containing 
arbitrary data, shown in Table 3.1 below. 
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1s  2.5 0.5 2.2 1.9 3.1 2.3 2 1 1.5 1.1 
2s  2.4 0.7 2.9 2.2 3.0 2.7 1.6 1.1 1.6 0.9 
 
Table 3.1 Two channel data. 
PVD involves the following processes: 
• Compute the mean of each channel and subtract from the data so that the average is zero. 
• Compute a covariance matrix C of the data:  






=′=
716555.0,615444.0
615444.0,616555.0
SSC
   (3.13) 
The diagonal elements (top left to bottom right) show the variances of each channel. The 
non-diagonal elements show the co-variance between the channels. The two channels of 
data 1s and 2s are partially correlated since the non-diagonal elements are non zero. 
• Compute the Eigen values λ and vectors W from C : 
WCW λ=
     (3.14) 
There are two Eigen vectors (columns), each with an Eigen value which is the variance of 
the data that the vector describes. 
Calculating the Eigen values gives 1λ = 1.28402 and 2λ = 0.04908. 
Calculating the Eigen vectors gives 1w = -0.735197, -0.677873 and 2w = 0.677873,-0.735
  
Figure 3.5 shows the mean subtracted data and the Eigen vectors as coloured lines: 
1w shown as red line and 2w  shown as a green line. Although the length of the vectors is 
the Eigen value, for clarity they are shown as the same length. The vector with the highest 
Eigen value describes the direction of greatest variance, the other vector is orthogonal.  
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Figure 3.5 PVD of 2 channel data  1s and 2s  , showing the direction of the Eigen vector with the 
highest variance (red line) and orthogonal vector (green line).  
 
• The mean subtracted data is then projected using the Eigen vectors, using Equation 3.12 
above, producing two new channels of data G that are uncorrelated with respect to each 
other. This projection is a multidimensional (in this case two) rotation of the data .
  
Consider a true colour image representing a photograph of a natural scene. Each pixel has three 
axes (red, green and blue), thus there will be three channels of data. PVD will decompose the 
data such that each channel now represents brightness, hue and saturation (Forrest , 2002a). 
PVD may be used to reveal the internal structure of the data which best explains the variance in 
the data. PVD is particularly useful with data consisting of a large number of channels where 
patterns or trends can be hard to recognise.   
Chapter 7 describes work to investigate using PVD on Transient Eddy-Current data and 
ultrasonic data.  
 
3.5.2 Independent Component Analysis 
ICA is a transform that decomposes a set of channels into a new set of channels that are 
statistically independent. ICA is based on the assumption that if different channels of data are 
produced from different physical sources then those channels are statistically independent. In 
practice, measured data consists of a mixture of data created from different sources. ICA relies 
on the fact that if statistically independent channels can be extracted from the measured data, 
then these must represent the separate sources (Stone , 2004).  
Consider Equation 3.12 above. The aim is to find a matrix W such that each column in the 
output matrix G is statistically independent from any other column. 
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ICA computes all the output data at once whereas a method such as Projection Pursuit (PP) 
(Stone , 2004), which is similar to ICA, computes each output channel separately. Therefore, to 
conform to the principles stated earlier (all variables should be computed at once) ICA should 
be used in preference to PP. 
ICA is a method used in speech processing, brain imaging, stock-market prediction and in 
remote sensing.  ICA has been used in NDE for separating acoustic signals, (Salazar et al , 
2005) and for reducing noise in eddy-current lift-off compensation (Cacciola et al , 2007).  
PVD cannot necessarily decompose the data such that each channel is statistically independent, 
since two sets of data may be uncorrelated but still statistically related. Consider two sets of 
data, one set is based on a sine-wave function and the other based on a cosine-wave function. 
Computing the co-variance between the two sets of data will result in zero, meaning that the two 
sets of data are uncorrelated. However, the two sets of data are statistically related since one set 
of data is the 90 degree phase shift of the other.  
Consider the following problem: there are N people speaking at the same time in a room 
containing N microphones, producing N channels of data containing a mixture of all the sources 
(voices). The objective is to un-ravel this mixture of data such that each channel represents one 
source (voice). It is assumed that each source is separate and unrelated, i.e. each source provides 
no information about any other source. Therefore, all the sources are statistically independent. 
This type of problem (separating signal mixtures into sources) is known generically as the 
‘cocktail party problem’. ICA aims to decompose the signals from the microphones into 
N voice signals. ICA can be used to solve the ‘cocktail party problem’ (Stone , 2004) whereas 
PVD cannot.  
To perform ICA a measure of statistical independence is required. The ‘central limit theorem’ 
(DeGroot , 1986) states that the sum of a large number of independent random variables will 
have approximately a Gaussian Probability Density Function (PDF). Therefore, channels of data 
that are statistically independent will have a PDF that is less Gaussian (super-Gaussian or sub-
Gaussian) compared with channels that contain a mixture of data from the sources. This fact is 
often used by ICA to determine whether the channels being separated are independent by 
finding channels of data that are maximally non-Gaussian.  One method of measuring this is to 
compute the Kurtosis of the extracted data, which is the fourth-order cumulant divided by the 
square of the second-order cumulant. It measures deviation from a Gaussian distribution. The 
Kurtosis v  of )(tg consisting of N points is: 
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The minus three is a correction such that the Kurtosis of a Gaussian distributed data is zero. 
A prerequisite for ICA is to perform PVD on the data and then equalise the variance of each 
channel by scaling (whitening). This removes any dependency the data has on variance.   
 
3.5.3 Complexity Pursuit  
Consider Equation 3.12 above, complexity pursuit method finds a matrix W  by seeking an 
output channel (column) which is minimally complex (Stone , 2004). Complexity in this section 
(3.5.3) refers to the ability to predict based on previous data. Sen et al (2006) have used 
Complexity Pursuit for blind source separation of Hyperspectral (hundreds of channels) remote 
sensing imagery.  
Assume each column of data in S  is a recorded waveform. If each value of the waveform is 
easy to predict on the basis of previous waveform values then the signal has low complexity. 
Conversely, if successive values are random then prediction is impossible, such a waveform has 
high complexity. The optimal matrix W will extract a waveform with maximum predictability 
(lowest complexity). Consider a waveform ( )tg representing amplitude against time. Its 
predictability ϕ can be calculated by (Stone , 2004): 
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   (3.16) 
where ( )tg  is the value of the waveform at time t , consisting of N points.  The numerator is 
the variance, with ( )tg being the mean. ( )tg~ is a short-term moving average of previous values 
of g , the denominator is a short-term variance and is a measure of the temporal ‘roughness’ of 
the extracted waveform, such that it is large for ‘rough’ signals and small for ‘smooth’ signals. 
Stone (2004) describes a physical analogy that gives a rough idea of the strategy behind 
complexity pursuit:  
“Consider a length of wire that has been bent into a 3D shape and a light source is shone onto 
the wire. The shadow of this wire is more or less complex depending on the orientation of the 
wire object with respect to the light source. If the object is rotated through all possible 
orientations in 3D space then the projection of its 3D structure forms a shadow with varying 
degrees of complexity. There is one orientation for the object with a projection that is less 
complex than any other orientation. This would be the orientation found by complexity pursuit”.   
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For this example, the matrix S is the 3D position of each point along the wire. The matrix G is 
the projected 2D position of each point on the shadow. The matrix W  finds a particular 
direction of light that projects S  onto G , such that G  is least complex. 
 
3.6 Optimisation 
3.6.1 Minimisation 
Optimisation involves choosing the best available value of a variable(s) from an allowed set in 
order to minimise or maximise some function, for example, consider the following arbitrary 
function ( )xfer = , shown in Figure 3.6:  
    
Figure 3.6 Illustration of an arbitrary function: ( )xfer = . 
 
The aim is to find the value of x that gives the minimum of re . One could exhaustively try each 
value of x and look for the minimum that way, but this would not be computationally efficient. 
Optimisation algorithms attempt to find the minimum more efficiently. Optimisation algorithms 
such as Downhill Simplex by Nelder et al (1965) or Direction Set methods such as Powell by 
Action (1990) begin at some value of x , then progressively search for a new value of x  that 
has a lower value of re , ‘travelling’ downhill only, eventually towards a minimum.   
The value of x  that gives the lowest value of re  is known as the global minimum. It can be seen 
from Figure 3.6 above that the algorithm could become ‘trapped’ in a local minimum, meaning 
that the final value (or optimised value) of x  will be incorrect. 
Algorithms such as Simulated Annealing (Kirkpatrick , 1983) aim to overcome the problem of 
becoming trapped in a local minimum. Simulated Annealing is analogous to the controlled 
heating and cooling of metals. At higher temperatures the atoms have higher mobility with 
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respect to one another. Slow cooling increases the probability of finding configurations of the 
atoms with lower energy than the initial state. The goodness of fit of an optimisation routine is 
analogous to the energy of a cooled system. Optimisation algorithms that ‘travel’ downhill and 
find a minimum as quickly as possible are analogous to the rapid cooling of a system whereas 
Simulated Annealing allows the system to be cooled slowly improving the chance of obtaining 
the best possible fit (global minimum).  
Another method of optimisation is Genetic Algorithms (Holland , 1975) which belong to a class 
of evolutionary algorithms that mimic the process of natural evolution. Genetic Algorithms 
begin with a random population of potential solutions. Upon each generation a number of these 
potential solutions are chosen based on their ‘fitness’ (approximation to the true solution) and 
then recombined with other chosen solutions and randomly mutated to generate new potential 
solutions; eventually producing a solution that is close to the true solution. 
The example shown in Figure 3.6 above is one-dimensional optimisation, i.e. the optimisation 
of a single variable x . Optimisation can be extended to any number of dimensions. For the 
optimisation of multiple variables: 1x , 2x … mx , the values describe a position in multi-
dimensional space, for example, for the optimisation of two variables, the values of 1x and 
2x represent a position in two-dimensional space. The optimisation algorithm has to be primed 
with an initial position in multidimensional space. The aim is to find the multidimensional 
position of the global minimum. The search space size is dependent on the freedom that the 
values of each variable can take and the number of variables to be optimised.   
 
3.6.2 Representing the data 
A waveform representing the acquired data may consist of hundreds of data points. These points 
(variables) may represent, for example, amplitude against time or magnitude against frequency. 
Representing the data in this form (as a waveform) is to be known as free-variables. 
The alternative is to represent the data using a model using much fewer variables that are the 
model’s parameters. The size of the search space will be much smaller than using free-variables 
since there are fewer variables and the values of each variable are constrained by the model. 
Thus it should be easier to find the global minimum. A choice has to be made whether to 
represent the data using free-variables or a model or a combination of both. It is an aim of this 
thesis to find out what the consequences of this decision are, how it affects the resultant data 
and how the programmer or analysts make that decision.  
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3.6.3 Optimisation using models 
A model is commonly used to predict the behaviour of systems. In many practical situations, it 
is a requirement to obtain the model parameters from some measured data that represents 
system’s output. Consider the spring, mass, damper system illustrated in Figure 3.7. The 
displacement u  of a mass m  with time t  follows the second order system described in 
Equation 3.17. 
    
Figure 3.7 Spring, mass, damper system. 
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    (3.17) 
where sk is the spring stiffness (N/m) and dc is the viscous-damping coefficient (Ns/m).  
In most practical situations the displacement u is analogous to the quantity being measured (i.e. 
the acquired data). The objective is to reduce the data to just these three variables by finding the 
model parameter values: am , sk  and dc from the acquired data. These parameters are more 
likely to have value and meaning to systems designers, compared with the acquired data. One 
method of finding these model parameters is to use multi-dimensional optimisation, by 
minimising the mean square difference between the model’s output and the measured data.  
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Using a model to predict a system’s output may be referred to as the ‘forward problem’. 
Obtaining the model’s parameters from measured data may be referred to as the ‘inverse 
problem’. An inverse problem that does not meet all the following criteria is said to be ill-posed 
(Kirsch , 1996): 
• A solution exists (existence).  
• The solution is unique (uniqueness) 
• The solution depends continuously on the data (stability).  
Consider the solution to the following problem: 
12 21 −=+ xx      (3.18) 
23 21 −=+− xx     (3.19) 
121 =+− xx      (3.20) 
Represented in matrix form as: BAX =  
The aim is to minimise 2BAX − to find 1x and 2x . 
The solution is non unique since there are more constraints (equations) than variables 
(unknowns), therefore this problem is overdetermined. There are 3 solutions to this problem, 
shown graphically in Figure 3.8. 
    
 
Figure 3.8  Illustration of an over determined system: 3 equations and two unknowns 1x  and 2x . 
 
The solution can only be unique if the number of constraints is equal to the number of variables. 
Thus, to obtain a unique solution for the above problem there must be additional information 
(an extra variable) since the current model is incomplete. On the other hand, if there are more 
unknowns than constraints then there are an infinite number of solutions, the problem is 
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underdetermined. A solution will not exist if the model is incorrect and can’t fit the data, 
i.e. bAx ≠  , for example, if a constraint was added to limit the search space, the consequence of 
this is that a solution could be prevented from being found.  
Instability occurs when the data is perturbed by noise. If the solution does not depend 
continuously on the data then the computed solution has nothing to do with the true solution.  
One method of dealing with ill-posed problems is to use regularisation (Kirch , 1996). 
Regularisation involves adding additional information Γ as follows: 
22 XBAX Γ+−
    (3.21) 
Regularisation methods, such as Tikhonov (Kirsch , 2006) use a smoothness operator to prevent 
over-fitting of the data.  
Chapter 5 describes some preliminary work undertaken to reduce the complexity of ultrasonic 
data acquired from a GLARE panel. The aim is to find the layer thicknesses from the data by 
fitting an ultrasonic propagation model to the data. This chapter discusses the problems found 
with such an approach. 
 
3.6.4 Deconvolution 
Chapter 2 described how the instrumentation affects the data, for example, for ultrasonic data 
the finite bandwidth of the transducer causes each reflection to consist of a number of cycles 
rather than a single spike, limiting the temporal resolution of the data.  
Assuming that the acquired data is the convolution (linear sum of products) of the response of 
the instrumentation and object, then deconvolution may be used to remove the dependency that 
the data has on the instrumentation. In many cases the characteristics of the instrumentation are 
unknown and must be obtained from the acquired data. This is known as ‘blind deconvolution’. 
Deconvolution has been used in many areas from medicine to NDE and satellite imagery. In a 
famous example, early Hubble Space Telescope images (Walop , 1990) were distorted by a 
flawed mirror. Using known information about the telescope (i.e. its Point Spread Function) the 
images could be much improved using deconvolution.  
Chapter 4 describes work to investigate using optimisation methods to perform deconvolution 
on ultrasonic data acquired from CFRP. Both free-variables and models are used. 
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3.7 Summary 
The objective of data reduction algorithms is to reduce the data whilst preserving information of 
interest. The aim is to use the minimum of assumptions and subjective decisions. The 
algorithms should be based on information about the object or instrument that is known to be 
true and the physical and mathematical principles describing them.  To obtain the optimum 
solution, it is necessary to compute all the variables describing the instrument and object at the 
same time. 
This thesis will use optimisation, removing known features and Principal Value Decomposition 
to reduce data. Independent Component Analysis and Complexity Pursuit are not covered. 
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4 Optimisation 
4.1 Introduction 
This chapter describes work to investigate the use of optimisation to reduce the complexity and 
volume of pulse-echo ultrasonic data acquired from a composite panel. The volume of the 
complexity of the data will be reduced by deconvolution (removing the effects of the 
instrumentation from the data). Optimisation will be used to obtain the response of the 
instrument and object from the acquired data. To increase the likelihood of obtaining the best 
possible result it is necessary to reduce the number of variables to be optimised without 
removing important information and to provide a good estimate to prime the optimisation 
routine.  A number of methods for estimating the data and reducing the number of variables 
(data points) representing the data will be presented. 
Optimisation will also be used to improve the resolution of data beyond the front-wall echo by 
optimisation of parameters of a simplified model representing attenuation through the panel.  
 
4.1.1 Background 
One factor that determines the resolution of the data is the bandwidth of the instrumentation. 
For ultrasonic data each reflected pulse will normally consist of a number of cycles instead of a 
single spike, making it difficult to resolve closely spaced reflections. Deconvolution techniques 
are used to remove the dependency that the data has on the instrumentation, in an attempt to 
improve the resolution of the data. Frequency dependent attenuation caused by the object can 
also make it difficult to detect and characterise entities that are buried deep within the object. 
Chapter 4 describes using deconvolution and a frequency dependent gain correction in an 
attempt to over come these problems.  
The acquired data consists of a waveform )(ts representing reflected acoustic pressure against 
time. It will be assumed that the acquired data is the convolution of the instrument’s time 
response and object’s time response. The instrument’s time response is defined here as the 
pulse-echo output following a delta function input, whilst positioned in front of a flat planar 
reflector. It consists of a waveform )(th  representing acoustic pressure against time. The 
object’s time response is defined here as the object’s pulse-echo output, following a delta 
function input. It will consist of a waveform )(tg  representing acoustic pressure against time. 
It will be assumed that the instrumentation’s response )(th is unknown and must also be 
obtained. The aim is to find all the points (variables) describing )(tg and )(th  from the 
acquired data by optimisation, at the same time. Optimisation will be performed using ‘free 
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variables’ initially, but it will be shown that it may be necessary to represent the instrumentation 
using a model to reduce the number of variables being optimised. 
Although optimisation will be used to perform deconvolution and a frequency dependent gain 
correction of the data, the intention is that the methods developed and the research findings are 
applicable to a wide range of NDE data and problems involving the computation of a large 
number of data points (variables).  
 
4.1.2 Deconvolution techniques 
The frequency bandwidth of the instrument is usually less than the total bandwidthx of the 
acquired data, thus a portion of this total bandwidth will contain just non-systematic (random 
noise). The simplest method of obtaining )(tg  is to deconvolve )(ts with )(th , by division in 
the frequency domain. The problem with such an approach is that division is being carried out 
using small values (i.e. the portion of the total bandwidth containing noise) or zeros in the 
response of )(th .  The resultant data will thus have poor Signal-to-Noise Ratio (SNR).  
4.1.2.1 Wiener deconvolution 
A common method used to obtain an estimate of )(tg is Wiener deconvolution (Sin et al , 1992 
and Cicero et al,2008), which aims to attenuate portions of the total bandwidth that have low 
SNR.  An estimate of the Fourier transform of )(tx  is obtained as follows:  
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where ( )ωH is the Fourier transform of )(th , ( )ωS is the Fourier transform of the acquired 
data )(ts , ( )ωnR  is the estimated power spectral density of the noise in the data and ( )ωxR is 
the estimated power spectral density of )(tg . 
For NDE data, obtaining a good estimate of ( )ωnR and ( )ωxR  can be difficult and often this 
estimate is based on subjective choices made from the data (Honarvar et al , 2004 and Yamini , 
2007).  
There has been much work on the deconvolution of NDE data. Many deconvolution methods 
assume that )(th is known, where it is normally obtained by acquiring data from a flat planar 
reflector such as a thick homogeneous object. Alternatively, other methods attempt to obtain the 
instrument’s response from the acquired data - this is known as blind deconvolution.   
                                                     
x
 The total bandwidth is from zero Hz to Nyquist (half the sampling frequency) 
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4.1.2.2 Inverse filter methods 
Many deconvolution methods use inverse filters. Tong et al (2007) has used an inverse filter to 
find the thickness of thin steel plates from ultrasonic data. A waveform which consists of the 
strongest echo (the front-wall reflection) is taken from the measured data and is assumed to 
represent the time-response of the instrument. A filter is trained using this data. Filter 
coefficients are found that minimise the mean square difference between a narrow pulse (the 
expected deconvolved response of the front wall reflection) and the output of the filter.  The 
filter is then applied to the measured data from the steel plates.  
Hanshaw et al (1999) have used filter based deconvolution to measure the thickness of layers in 
a Titanium-Graphite material using ultrasonic data.  Hanshaw uses a reference specimen (flat 
planar reflector) to obtain the instrument’s time response. 
Ghouti et al (1999) and Yamini (2007) have used higher order statistics (such as fourth order 
cumulants, shown by the numerator in Equation 4.2 below) to perform deconvolution. Such 
methods are not sensitive to additive Gaussian noise, since higher order statistics measure 
distance from a Gaussian distribution. The instrument’s time response is found using data 
acquired from a ‘flawless’ test specimen. 
Oloffson et al (1996) has proposed a method for estimating the instrument’s time-response from 
ultrasonic data acquired from a graphite epoxy panel. The time-response is modelled using a 
rational function (ratio of two polynomial functions).  The model parameters are found by 
finding the best goodness-of-fit between the model output and measured data representing the 
pulse-echo response of the instrumentation. The goodness-of-fit is based on higher order 
statistics rather than mean square error. Once the instrument’s time response has been found, 
deconvolution is performed using Wiener filtering. 
The above methods obtain the instrument’s and object’s response as separate processes. To 
conform to the principles described in Chapter 3, a method is required that can obtain the 
instrument and object’s response at the same time. 
Wiggins (1978) developed a minimum entropy blind deconvolution algorithm for Seismic data. 
For an ideal case )(tg will consist of a series of a few spikes (approximating delta functions) 
representing individual reflectors.  This method finds an inverse filter which produces an output 
that has the smallest number of large spikes that are consistent with the acquired data, by 
computing the fourth order statistics 4v from the output data g : 
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4v is maximum (unity) when g consists of a single spike. 
Nandi et al (1997) have developed this technique further using laser ultrasound NDE data. In 
general, the assumption that the output will consist of a few narrow spikes is not always true, 
since the reflectors may be broadened in time due to absorption or dispersion caused by the 
object itself. 
Benemar et al (2008) and Daewon (2005) have attempted to obtain the instrument and object’s 
response at the same time using optimisation, from ultrasonic data. Benammer uses 
deconvolution to detect delaminations in CFRP and Daewon used deconvolution to detect 
cracks in steam generator tubes. In both cases the instrument’s response is modelled by a 
Gaussian modulated sine-wave. It is assumed that the object’s response consists of a series of 
amplitude and time-of-flight weightings that represent individual reflectors. These weightings 
are convolved with the output of the Gaussian model to obtain a predicted waveform. The 
parameters of the Gaussian model and weightings are optimised to minimise the mean square 
error between the predicted waveform and trial waveform.  
The problem with the aforementioned methods is that they either do not facilitate the instrument 
and object’ s time response to be obtained at the same time or allow the instrument and object’s 
time response to be represented completely by free-variables, i.e. the value of the variables can 
take any value and are not constrained by a model, for example, a waveform representing the 
amplitude of a reflected signal verses time. Using free-variables means that fewer assumptions 
(about the object and instrument) may be required compared to using models. A new method is 
required that enables the instrument and object’s responses to be represented by either free-
variables, models or a combination of both. An aim of this thesis is to find out which is the best 
approach. 
 
4.1.3 Overview 
To obtain the optimum solution (i.e. )(tg  and )(th  that is a true representation of the object 
and instrument’s time responses respectively), the algorithms developed must follow the 
principles discussed in Chapter 3, Section 3.2.  
The instrument’s response )(th and object’s response )(tg will contain many data points 
(variables). By using all ‘free-variables’, the total number of variables to be optimised could be 
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as many as a few thousand. A solution has to be found in a very large multi-dimensional search 
space. There may be many local minima that could trap the optimisation routine (see Chapter 3).  
If )(tg  and )(th  are optimised at the same time, the solution is non unique (i.e. multiple global 
minima), )()()( thtgts ⊕= , where ⊕ = convolution, two possible solutions are:  
• )(tg reduces to a delta function, therefore )()( tsth =   (4.3) 
• )(th reduces to a delta function, therefore )()( tstg = .   (4.4) 
Neither of these solutions is useful. However, by reducing the number of variables the number 
of possible solutions will be reduced. 
This chapter proposes a number of methods to overcome this ill-posed problem and obtain a 
good estimate of the optimum solution. The first stage is to reduce the number of variables 
(search space) that describe )(th  and )(tg , by making as few assumptions and subjective 
choices as possible. Section 4.3 describes a method for reducing the temporal bandwidth of the 
acquired data (and hence number of data points that describe the data) whilst retaining as much 
information as possible. A method is also described that estimates the minimum number of free-
variables required to represent )(th . 
Section 4.4 describes two methods for obtaining )(th and )(tg . The first method is called the 
Hybrid method that initially finds an estimate of the instrument’s and object’s time responses. 
This is done by optimising  )(th  and then )(tg  separately, in each case the solution will be 
unique. The estimated data is then used to prime the optimisation routine to find )(th  and )(tg  
at the same time; in this case the solution will be non-unique. However, depending on how close 
the estimated data is to the optimum solution and the topology of the search space, the 
optimisation routine may then converge to the optimum solution.  
The second method is called the resolution method. This involves reducing the number of 
variables describing the data by reducing its resolution (i.e. by averaging the data). An estimate 
is then found at a lower resolution, this estimate is then used to prime the optimisation routine 
using data at a higher resolution. It is envisaged that a good estimate can be found at a lower 
resolution since the search space will be much smaller and there will be less noise. 
Another method of reducing the search space is to use a model rather than ‘free-variables’. A 
model can reduce the number of variables significantly and will reduce the freedom that the 
values can take. Section 4.5 will describe a method that uses a model of the instrumentation, the 
advantages and disadvantages of this approach.  
The acquired data will typically be a large 3D data-set, consisting of a waveform acquired from 
each inspection location (position of the transducer). Depending on the lateral spatial bandwidth 
of the instrument, it may not be necessary to process data from every inspection location. 
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Section 4.6 describes two methods for measuring the spatial characteristics of the data and 
describes how to use this information to determine the number of locations of data that need to 
be processed.  
The goal of an optimisation algorithm is to find the global minimum (or a solution), i.e. the best 
fit between the measured data and some predicted data. The best possible fit is determined by 
any assumptions made about the object and instrument. Section 4.7 describes a test to provide 
confidence as to whether the global minimum has been obtained.  
Section 4.8 describes how the processing time of the optimisation routine may be reduced. 
Section 4.9 describes how optimisation can be used to apply a frequency dependent gain to that 
data, to improve the detection and characterisation of entities positioned deep in the object. 
Section 4.10 compares the acquired data (non processed data) with the results from the Hybrid 
and model methods and the gain corrected data. Section 4.11 discusses the results and their 
implications from a general perspective and conclusions are drawn in section 4.12. 
 
4.2 Method 
This section describes the method used to obtain a waveform representing the instrument’s time 
response )(th  and a waveform representing the object’s time response )(tg  by optimisation. 
The choice of convergence criterion (i.e. when to stop the optimisation) and optimisation 
algorithm is also described. 
 
4.2.1 The system 
Figure 4.1 shows a block diagram of the optimisation system.  The trial data is the convolution 
of )(th and )(tg . The points (variables) describing these waveforms are optimised to maximise 
the goodness-of-fit between the acquired data )(ts and the trial data. The number of variables 
used to describe )(th  is M  and the number of variables used to describe )(tg is N . The 
number of variables being optimised is therefore M + N . The goodness-of-fit chosen is the 
mean square error, thus the aim is to minimise the mean square error. 
 
74 
 
 
 
Figure 4.1 Block diagram of the optimisation system used to obtain )(th and )(tg from the acquired 
data )(ts . 
 
4.2.2 Choice of optimisation algorithm 
A down-hill search optimisation algorithm is to be used, one that can find a minimum 
reasonably quickly and is simple to use. Methods such as Downhill Simplex by Nelder et al 
(1965) are fairly complex to use since it has to be primed with a number of positions in multi-
dimensional space. Each position is a multidimensional vector whose coefficients are the 
starting values of the variables to be optimised. Other methods require computation of 
derivatives of the goodness-of-fit (Press et al , 1989).  
The Powell method (Press et al , 1989) is used here since it does not require computation of 
derivatives of the goodness-of-fit and only has to be primed with one position in 
multidimensional space. The choice of optimisation routine may have to be re-considered 
depending on the results obtained. 
 
4.2.3 Convergence criterion 
Figure 4.2 shows the natural logarithm of the mean square error after each optimisation 
algorithm iteration. It has been found that the shape of this graph is typical for most 
optimisations. A compromise has to be made between the number of iterations to perform 
(processing time) and the amount of change made to the values of the variables being optimised.  
The mean square error magnitude will depend on how well the trial data fits the acquired data. 
Therefore the gradient of the mean square error is used as a convergence criterion. The chosen 
criterion is therefore when the gradient of the logarithm of the mean square error falls below a 
specified level (0.000005). For the graph shown the optimisation converged at 25 iterations. 
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Figure 4.2 Logarithm of the mean square error after each Powell iteration. 
 
4.2.4 Checking the resultant data 
The Hybrid, resolution and model methods will be tested using simulated data (generated using 
the ultrasonic multilayer model described in Appendix A). The model represents a 13 layer 
CFRP panel immersed in water. The thickness of each ply layer is 333µm and inter-ply layers 
5µm. One inter-ply layer is 40µm to simulate an extra thick resin layer. This data is convolved 
with the output from of model of a PZT transducer, to produce simulated acquired data. The 
transducer model is described in Appendix B.  
The methods will also be tested using real data that has been acquired from a 13 layer CFRP 
panel (the data was described in Chapter 2). The acoustic impedance of the object will always 
be greater than the water coupling medium, therefore there will be no phase reversal at the front 
surface of the object and the corresponding reflection at this surface will be a positive going 
pulse. Likewise any back-wall reflection will be a negative going pulse. Since  )(tg  is the 
deconvolution of )(ts the reflected pulses should be more like spikes (narrow pulses) rather than 
a pulse consisting of a number of sinusoids.   
Figure 4.3 shows the modelled time response of a 13 ply CFRP panel. Sampling rate was 
50MHz. The amplitude represents acoustic pressure. The reflection from the front-wall of the 
object (marked as ‘1’) is a positive going spike and the back-wall reflection (marked as ‘2’) will 
be a negative going spike, as expected. The pulses between (1) and (2) are caused by reflections 
from interfaces between each ply (carbon and resin layer) and inter-ply (a thin resin layer). Note 
that each pulse has a positive and negative going ‘spike’. The positive going spikes are caused 
by the sound reflecting from interfaces between low to high mechanical impedance (i.e. inter-
ply to ply) and the negative going  spikes are caused by the sound reflecting from interface 
between high to low mechanical impedance (i.e. ply to inter-ply).  Since each layer is of similar 
thickness the reflections shown correspond with the physical locations of the interfaces. The 
reflections after the back-wall are caused by reverberations within the object.  
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Figure 4.3 Modelled pulse-echo ultrasound from a 13 layer CFRP object. 
For the real data, the instrument’s response )(th is to be compared against a waveform 
measured from a thick glass panel (representing a flat planar reflector). 
It will be difficult to determine for sure whether the optimisation routine has converged to the 
optimum solution whilst using real data. However, by using knowledge about the characteristics 
of the object’s time response from the model, comparing the instrument’s time response with 
measured data and the use of simulated data to test the methods will provide confidence whether 
the solution obtained is close to optimum. 
 
4.3 Determining the number of variables to optimise 
This section describes a method to determine the minimum number of data points required to 
represent the acquired data, whilst retaining as much information as possible. This will be done 
by estimating the bandwidth of instrumentation and then re-sampling the data such that the new 
sampling rate is the same as the instrument’s bandwidth.  
A method is also described that estimates the minimum number of variables required to 
represent the instrument’s response.  
Figure 4.4a, shows the Fourier transform log-magnitude of the real acquired data (which 
consists of 512 sample points in the time domain). The sampling rate was 100MHz. An auto 
correlation of the top half of the log-magnitude data (25 to 50MHz) is a narrow spike, shown in 
Figure 4.4b. Therefore the data within the upper half of the total bandwidth contains mostly 
non-systematic (random) noise. 
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Figure 4.4 (a) Fourier transform log-magnitude of real acquired data and (b) Autocorrelation of the 
data within the upper total bandwidth shown. 
For this thesis, the temporal bandwidth of the instrument will be defined as being the lower and 
upper frequencies at which the magnitude of the data reduces to that of the noise level. Any data 
beyond the bandwidth of the instrument will be random noise by definition. It can be inferred 
from Figure 4.4a above that this bandwidth is approximately 25MHz.  
The bandwidth of the instrument is less than the total bandwidth of the data, hence the data is 
over-sampled. The number of points representing the data may be considerably reduced without 
losing much useful information.  If the data is over-sampled then it should be re-sampled so that 
the new sampling rate is twice the bandwidth of the instrument.  
 
4.3.1 Obtaining the bandwidth of the instrument 
The amplitude of random noise has a Gaussian probability distribution (Stone , 2004), this 
distribution may be completely described by its mean µ and standard deviationσ .  The 
probability op of the amplitude of Gaussian distributed data being greater than m standard 
deviations from its mean can be computed using the error function: 

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For example: m =3, ≈op  0.0027  
If the acquired data has been over-sampled then the mean and standard deviation may be 
obtained from the portion of the total bandwidth co
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An estimate of the instrument’s bandwidth may be considered to be where the magnitude of the 
data (see Figure 4.4a above) falls below m  standard deviations above the mean noise 
magnitude. A suitable choice of m is 3 since the probability that data above is level is noise is 
very small. It is assumed that the noise mean is flat across the total bandwidth.  
Determining the bandwidth of the instrument can be difficult due to the systematic effects of the 
instrument. Consider an instrument whose time-response is represented by a ‘box car’ shaped 
output shown in Figure 4.5a, the FFT magnitude is shown in Figure 4.5b. It is not obvious from 
the magnitude profile what the bandwidth of the instrument could be, for example, there is a 
small rise in magnitude between 32 and 41MHz. The magnitude at this point may be greater 
than m standard deviations above the mean noise and the data here may contain useful 
information. There is a drop towards zero magnitude at 12MHz, 22MHz, 32MHz and 42MHz, 
potentially crossing the level ( σµ m+ ) a number of times. A problem is which of these points 
should be chosen as the upper cut off frequency? 
 
Figure 4.5 (a) Simulated ‘Box car’ shaped time-profile and (b) Its Fourier transform. 
 
In practice the magnitude profile (i.e. the Fourier transform magnitude, shown in Figure 4.4a 
above) will include noise, thus smoothing the profile to reduce this noise should be carried out. 
Smoothing the profile will help the analyst make the choice of upper cut off frequency. This 
magnitude profile was smoothed using a low pass filter. The smoothed profile was obtained as 
follows: 
• Compute the FFT of the magnitude profile, the result is shown in Figure 4.6a (black line). 
This is similar to computing the Cepstrum (Fourier transform of the Fourier transform). 
Bogert et al (1963) refers to this as the Quefrency domain (hence the x-axis scale), the 
units are time. 
• Multiply the result with a half Gaussian function, shown in Figure 4.6a (red line). 
• Compute the inverse FFT to obtain the smoothed profile shown in Figure 4.6b.  
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The 1−e width of the half Gaussian function should be chosen to provide a sufficiently smooth 
profile such that the resultant profile is continuous. Figure 4.6b also shows the measured noise 
statistics and bandwidth f∆ . The bandwidth measured is 21.3MHz. 
 
 
Figure 4.6  (a) (black line) Fourier transform of the magnitude profile in Figure 4.4a and (red line) 
half Gaussian function used as a low pass filter and (b) Smoothed magnitude profile with the noise 
statistics and bandwidth annotated. 
 
In this case there are no multiple crossing of σµ m+ . For multiple crossings, one has to make 
a compromise between retaining information and reducing noise. This choice requires the 
experience and skill of the analyst and could be subjective.  
Once the instrument’s bandwidth has been obtained the Fourier transform of the acquired data is 
then multiplied with a window, consisting of a half Gaussian function (Harris , 1978), to reduce 
the magnitude of the data beyond this bandwidth. The window function is shown in Figure 4.7. 
The length of the function is 5 samples and width at 1−e is 2 samples.  
    
 
Figure 4.7 Window function used to reduce the magnitude of data above the bandwidth of the 
instrument.  
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The number of points that describe the data between 0 to 21.3MHz is a non integer power of 
two. A direct Fourier transform could be used to transform the data back to the time domain. 
For the FFT routine used an integer power of two points are required. In this case, the points 
between 21.3 MHz and 25 MHz were padded with zeros and an inverse FFT computed. The 
resultant data is now 256 points. The number of points required to represent )(tg is N =256. The 
new sampling rate is now 50MHz. 
 
4.3.2 Finding the time-length of instrument’s response 
For pulse-echo acoustic systems the total time-of-flight through the object is typically much 
greater than the time-length of the waveform )(th that describes the instrument.  Therefore 
)(th may be represented by much fewer sample points (variables) M than the waveform 
describing the object N .  By reducing M the optimisation system can not converge to a point 
where object )(tg becomes a delta function (see Equation 4.3 above), since )(th can’t equal 
)(ts , thus reducing the number of solutions that the optimisation algorithm could converge to. 
The time-length of the instrument’s response could be obtained by taking the difference 
between the time-of-flight of the leading edge of the front-wall reflection and its trailing edge, 
by measurement from the acquired data. However, the temporal resolution of the data (for 
example, the presence of strong near surface reflections) and noise could make such 
measurements inaccurate.  
Consider an instrument whose time-response has a ‘box-car’ shape (illustrated by the shape of 
the pulses in Figure 4.8) and an object consisting of four widely spaced reflectors. Figure 4.8 
shows the convolution )(ts  of the instrument’s and object’s responses.  The time-width of the 
instrument’s response is j  = 9 samples, shown below. 
    
 
Figure 4.8 Simulated data consisting of 4 reflectors convolved with the instrument’s response.  
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A method for determining the periodic properties of data is to compute its autocorrelation, 
defined in Chapter 3, Equation 3.2.  Figure 4.9 shows the autocorrelation magnitude (i.e. 
compute the autocorrelation then the absolute value) of )(ts . The width of the first fringe shown 
( j  = 9 samples) is the time-length of the instrument’s response.  For this simple case, the width 
of this fringe may be obtained by searching for the first zero crossing along the x  axis.  
    
 
Figure 4.9 Auto correlation magnitude of the simulated data shown in Figure 4.8. 
 
Depending on the time-length of the instrument’s response relative to the time-of-flight between 
the object’s reflectors and the presence of any noise, the position of this first minimum may be 
difficult to obtain. Two closely spaced near surface reflectors have been simulated, see Figure 
4.10a. The resultant autocorrelation magnitude is shown in Figure 4.10b. The first zero crossing 
will give an incorrect result, in this case 29 samples. 
 
 
Figure 4.10 (a) Simulated of two closely spaced reflectors and (b) The autocorrelation magnitude of 
(a). 
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A proposed method of overcoming the problem is to fit a model of the instrument’s time 
response (if available) to the autocorrelation of the data.  In the above example, the solution 
could potentially be obtained by fitting a model consisting of a straight line (dotted line) to the 
first fringe shown, where p  is the intercept with the x –axis, from the above data p = 9 
samples. 
For the ultrasonic data, it can be assumed that the magnitude response of a resonant piezo-
electric transducer is approximately Gaussian (Smith , 2010). The autocorrelation of a Gaussian 
function is a half Gaussian, refer to Appendix C. Therefore, a half Gaussian function could be 
used as a model and the 1−e width of the model fitted to the autocorrelated data. 
The relationship between the 1−e width in the time domain tw and the equivalent fitted width of 
the model aw  is: 
2
a
t
w
w =
     (4.7) 
Figure 4.11 shows the autocorrelation magnitude computed from the acquired data (black line). 
The higher frequency ripples caused by the transducer’s resonant response are not of interest in 
this instance; therefore the auto correlation magnitude is smoothed using a low pass filter 
(consisting of half Gaussian function). The smoothed profile is shown in Figure 4.11 (red line).  
    
 
Figure 4.11 (black line) Autocorrelation magnitude and (red line) smoothed profile. 
 
Figure 4.12 shows the output from the model (black line) fitted to the smoothed autocorrelation 
(red line) whose maximum magnitude has been normalised to unity.  The fitted parameter is the 
width aw of the half Gaussian model at 
1−e , which for this data is 9 samples.  The fitting was 
performed using a one-dimensional optimisation method, i.e. Brent method (Brent , 1973).   
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Figure 4.12  (red line) Smoothed autocorrelation and (black line) fitted model output. 
 
The equivalent 1−e model width in the time domain
2
9
=tw samples. Since the full length of a 
Gaussian function is infinite, an estimate has to be made. This estimate is assumed to be the 
model’s time width fw  when its amplitude P has reduced to the noise level σµ m+ .  
2
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where P is the ratio between the noise level and unity (peak amplitude of the model). P can be 
obtained from Figure 4.6b above, where the smoothed peak log-magnitude is 0.5796 and the 
noise level σµ m+  is 0.1585. Since these values are in logarithm base 10 units, the linear ratio 
has to be computed:  
The linear ratio P between the peak magnitude and noise level is: 
1585.0
5796.0
10=P = 4537    (4.9)  
The full time-length of the model is: 
Pww tf ln=  = 20 samplesxi  (4.10) 
Therefore the number of points used to describe the instrument’s response is =M 20. 
  
This section has described methods to minimise the number of variables that are required to 
represent the waveforms )(th and )(tg , whilst retaining as much information as possible. The 
search space has been minimised and amount of noise in the data has been reduced. These 
                                                     
xi
 Rounding up to the nearest integer 
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methods have attempted to use as few assumptions (that the magnitude response is Gaussian) 
and subjective decisions (the compromise that had to be made between noise and information) 
as possible.   
   
4.4 Obtaining an the instrument’s and object’s response 
This section describes two methods for finding the object’s and instrument’s time response: the 
Hybrid method and the resolution method. The Hybrid method works as follows: 
• Obtain an estimate of the instrument’s response, by optimising the variables describing 
)(th  then, 
• Obtain an estimate of the object’s response,  by optimising the variables describing )(tg  
then, 
• Obtain a result closer to the optimum solution, by using the estimates to prime all the 
variables, then optimising them all at once.   
 
4.4.1 Estimating the instrument’s response – Hybrid method 
4.4.1.1 Using simulated data 
Figure 4.13a shows the simulated acquired data, showing the front wall reflection (1), back wall 
reflection (2), reflections in-between caused by the reflections from within the multilayer 
structure and a larger amplitude reflection (3) caused by an extra thick resin layer. 
A second simulated data set was generated with noise. A Pseudo random number generator 
(Park et al , 1988) was used to generate a noise waveform (mean = 0 and standard deviation = 
0.0144) which was added to the simulated acquired data, shown in Figure 4.13b.The standard 
deviation of the simulated data without noise is 0.1370. The Signal to Noise ratio is therefore: 
20log(0.1370/0.0144) = 19.5 dB . This ratio is typical of a well setup pulse-echo ultrasonic 
system.  
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Figure 4.13 (a) Simulated acquired data representing a 13 layer CFRP panel and (b) Same as (a) with 
added noise. 
 
Using the system described in Figure 4.1, the M variables representing the instrument’s 
response )(th are to be obtained by optimisation from the simulated acquired data. Prior to 
optimisation the values of these variables are primed with zeros, since it is assumed no prior 
information is known about these values. 
The front-wall reflector is a positive going spike and its magnitude will be assumed to be unity. 
The value of the variables of )(tg are primed to represent this front-wall reflector.  
Figures 4.14 a and b (black line) shows the simulated instrument’s time response )(th used to 
generate the simulated acquired data. Figure 4.14a (red line) shows the estimated (resultant) 
)(th after convergence, using the simulated acquired data without random noise. Figure 4.14b 
(red line) shows the estimated )(th after convergence, using the simulated acquired data with 
random noise. The simulated and estimated values show a close match, thus a good estimate of 
the instrument’s time response has been obtained with and without noise. 
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Figure 4.14a and b (black line) Simulated instrument’s time response )(th used to generate the 
simulated acquired data,  (a) (red line) estimated )(th after convergence (without noise) and  (b) (red 
line) estimated )(th after convergence (with noise). 
 
4.4.1.2 Using real data 
The same method described in 4.4.1.1 was used to estimate instrument’s time response )(th  
from real data. It will be assumed that the time-of-flight position of the front wall reflector is 
known, i.e. it can be measured accurately form the acquired data.  
Figure 4.15 (black line) shows the estimated )(th after convergence. Data measured from a 
thick glass plate (representing a flat planar reflector) is shown in red. The estimated and 
measured values show a close match, thus a good estimate of the instrument’s time response has 
been obtained. This shows that all the assumptions made so far have been good ones to take.  
    
 
Figure 4.15 (black line) Estimated )(th after convergence and (red line) measured data from a flat 
planar reflector. 
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Figure 4.16a shows the estimated )(th  after convergence if the assumed time-of-flight position 
of the front wall reflector is incorrect (by 2 samples). Figure 4.16b shows the FFT magnitude of 
4.16a. The waveform shown in (a) appears to be distorted (consisting of cycles with different 
time-periods), the leading edge should be at zero amplitude. The magnitude of the FFT should 
be one lobe and not two as shown. In some cases it may be difficult to determine the time-of-
flight position of the front wall reflector, particularly if there is a strong near surface reflection. 
This demonstrates that any assumptions made can significantly affect the results and that it is 
important to test these assumptions.  
 
Figure 4.16 (a) Estimated )(th  after convergence, using incorrect time of flight position of front wall 
reflector and (b) FFT magnitude of Figure 4.16a. 
 
4.4.2 Estimating the instrument’s response – an alternative 
It has been assumed that the time-of-flight of the front-wall reflector and time-length of the 
instrument’s response can be accurately obtained. An alternative may be required if these 
assumptions turn out not to be true. 
For ultrasound imagery, the Point Spread Function (PSF) is the 2D equivalent of the 
instrument’s time response. Taxt et al (2001) describes a method for obtaining the PSF from 
medical ultrasound data. This method computes the complex cepstrum (Fourier transform of the 
Fourier transform, phase is preserved) of the acquired data. By low pass filtering the data in the 
complex cepstrum domain the PSF can be obtained. This method could offer an alternative 
approach to obtain an estimate of the instrument’s time-length and time response. However, 
since phase must be preserved, a phase unwrapping method that is robust to noise is required 
(Michailovichet et al , 2005) and a method of determining appropriate filter parameters will be 
required. This is not covered in this thesis. 
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4.4.3 Estimating the object’s response – Hybrid method 
4.4.3.1 Using simulated data 
Using the system described in Figure 4.1, N variables describing the object’s response )(tg  are 
to be obtained by optimisation. Prior to optimisation the values of these variables are primed 
with zeros since it will be assumed that there is no knowledge about the object. )(ts is primed 
using the simulated acquired data without random noise and )(th primed using the previous 
estimate obtained, shown in Figure 4.14a (red line). 
Figure 4.17a shows the estimated object’s time response )(tg  after convergence and Figure 
4.17b shows the simulated object’s time response )(tg for comparison.  
 
 
 
Figure 4.17 Using simulated acquired data without random noise: (a) Estimated )(tg after 
convergence and (b) Simulated )(tg . 
 
The following observations are made:  
• The estimated data shows the front wall reflection (1), back wall reflection (2), the 
reflections in between caused by the multilayer reflections and the larger amplitude 
reflection due to the extra thick inter-ply layer (3). However, the two reflections in 
between 1 and 3 shown in the simulated data are not visible in the estimated data.  
• The time-of-flight positions of the reflections in the estimated data correspond to the 
time-of-flight of the reflections in the simulated data.  
• The bandwidth of the estimated data is less than the bandwidth of the simulated data 
(since the simulated data was convolved with the instrument’s response to obtain the 
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simulated acquired data). Therefore, the reflections swing positive and negative in the 
estimated data. 
• There is a high frequency ripple in the estimated data, whose period is approximately 3 to 
4 samples, which equates to a frequency between 12.5 to 17MHz. 
Figure 4.18 shows the FFT magnitude of the estimated data (red line) and the FFT magnitude of 
the simulated data (black line). Comparison of the two sets of data shows a close match between 
the estimated and simulated data within the bandwidth of the instrument (21MHz). From 
modelled data (refer to Chapter 2, Figure 2.7a) there is a resonant peak around 14MHz due to 
the multilayer response of the panel. There is a peak in magnitude at this frequency in the 
simulated and estimated data, shown in Figure 4.18. It is likely this peak observed in the 
frequency domain is the ripple observed in the time domain. 
Apart from the high frequency ripple observed and the reflections in between 1 and 3 in Figure 
4.17a above, the estimated data matches the simulated data well. This means the optimisation 
routine has converged to a position in the search space that is close to the optimum solution. 
    
Figure 4.18 (black line) FFT of the simulated data and (red line) FFT of the estimated data. 
 
Figure 4.19a shows the estimated object’s time response )(tg  after convergence (using the 
simulated acquired data with random noise) and Figure 4.19b shows the simulated object’s time 
response )(tg for comparison.  
90 
 
 
Figure 4.19 Using simulated acquired data with random noise : (a) Estimated )(tg after convergence 
and (b) Simulated )(tg . 
 
The resultant estimated object’s time response is not a good representation of the simulated time 
response, due to the noise in the simulated data. This shows that noise has had a significant 
impact on the optimisation process. This will be discussed further later in this chapter. 
 
4.4.3.2 Using real data 
The same method described in section 4.4.3.1 was used to estimate the instrument’s time 
response )(tg  from real data. However, )(th is primed using the previous estimate obtained 
from real data, shown in Figure 4.15 above (black line).  
Figure 4.20a shows the estimated )(tg  after convergence and Figure 4.20b shows the acquired 
data )(ts for comparison. The positions of the front-wall reflection (marked ‘1’), back-wall 
reflection (marked ‘2’) are shown. The physical positions of the ply /inter-ply interfaces 
(obtained from Figure 4.3) are annotated onto Figures 4.20a and b. The front-wall reflection is a 
positive going spike as expected. It is difficult to determine whether the back-wall reflection is a 
positive or negative going one. Later reflections are broadened and attenuated in the time 
domain. This could be due to frequency dependent absorption caused by the resin in the 
composite panel. 
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Figure 4.20 (a) Estimated )(tg after convergence, showing the interface reflections and (b) Showing 
the acquired data )(ts  . The markers 1 and 2 show the front and back wall reflections respectively and 
the effect at marker 3 may be due to a thick inter-ply layer or porosity. 
 
The peaks of most of the reflections between (1) and (2) correspond with the marked positions 
of the interfaces. Therefore these reflections are likely to be the effects of the interface 
reflections. The effect marked at 3 could be due to a thicker inter-ply layer or porosity.   
The front-wall reflection is much narrower in time in the resultant data compared to the 
acquired data. The temporal resolution of the data has been improved sufficiently that most of 
the interface reflections can be more clearly distinguished from each other compared to the 
acquired data. There are high frequency ripples before the front-wall reflection at approximately 
12.5 – 16.5MHz. From modelled data (refer to Chapter 2, Figure 2.7a) there is a resonant peak 
around 14MHz. Therefore this ripple could be due to the resonant response of the multi-layer 
panel and that it has become wrapped around from the end of the waveform.  
 
4.4.4 Attempt at optimising all variables at once – Hybrid method 
The values of the variables to be optimised were primed with the estimates previously obtained 
from real data. Figure 4.21a (red line) shows the resultant )(th after convergence and the (black 
line) shows the previous estimate. Figure 4.21b shows the resultant )(tg after convergence. 
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Figure 4.21 (black line) Estimated instrument’s response )(th , (red line) )(th  obtained by optimising 
all at once starting from the estimated position and (b) )(tg obtained by optimising all at once starting 
from the estimated position shown in Figure 4.20a.  
 
It can be seen that the resultant values obtained by optimising all the variables at once are very 
close to the estimated values. Therefore, the optimisation routine has converged to a position in 
multi-dimensional space near the estimated position (described by the estimated values). This 
may be the optimum solution or it may happen to be a nearby local minimum. Since the 
instrument’s time response closely matches the measured data and the tests using the simulated 
data showed a close match between the estimated and true results, there is a high confidence 
that the resultant values of )(tg obtained from the real data are close to optimum.  
There is no guarantee that the optimisation routine will converge towards the optimum solution 
from the estimated data. If there is a maximum in mean square error between these two 
positions in the search space the optimisation will follow a path downhill that may lead away 
from the optimum solution. One possibility to overcome this problem is to consider using the 
Hybrid method to obtain an estimated position and then use an optimisation algorithm that 
allows up-hill moves (such as Simulated Annealing) to find the optimum solution within a small 
search space.  
 
4.4.5 The resolution method 
The number of variables (search space) is to be reduced by reducing the resolution of the data. 
The resolution is reduced by taking the average of a number of successive points, thus reducing 
noise as well.  This section investigates whether it is possible to obtain a good estimate by 
reducing the resolution of the data. This estimate can then be used to prime an optimisation 
attempt at a slightly higher resolution to obtain a more accurate estimate. This is repeated until 
the optimisation is performed at the original resolution of the acquired data. Normal resolution 
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refers to the temporal resolution of the re-sampled acquired data at 256 points. This method was 
tested using simulated data shown in Figure 4.13a above. 
Figure 4.22a shows the simulated acquired data at a quarter of normal resolution.  The 
resolution was reduced by taking the average of 4 successive sample points. Therefore, the 
number of variables describing )(tg will be 64, these variables are primed with zeros. An 
estimate of the instrument’s response (see section 4.4.1) is used to prime the variables 
describing )(th . The resolution of  )(th  is reduced likewise (now consisting of 5 points in this 
case), shown in Figure 4.22b.    
 
Figure 4.22 Quarter normal resolution by computing the average of four successive points: (a) 
Simulated acquired data and (b) Estimated instrument’s response )(th . 
 
Only the variables describing )(tg were optimised. Thus, the solution (global minimum) is 
unique. However, the optimisation routine may become ‘trapped’ by local minima. Figure 4.23a 
shows )(tg  after convergence, which is an estimate of the object’s response at quarter normal 
resolution. This result was then converted to half resolution by:  
• Computing its FFT, then 
• Doubling the number of points (upper half of the total bandwidth) and padding the extra 
points with zeros, then 
• Computing the inverse FFT.  
The result was then used to prime an attempt at optimisation at half normal resolution. Figure 
4.23b shows )(tg  after convergence, showing an estimate of the object’s response at half 
normal resolution.  
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Figure 4.23 Estimated object’s response )(tg after convergence : (a) Quarter resolution and (b) Half 
resolution.  
 
This process is repeated and an estimate of the object’s response at normal resolution is then 
obtained, shown in Figure 4.24a. The result is very different to the optimum solution, see Figure 
4.24b for comparison.   
 
Figure 4.24 (a) Estimated object’s response )(tg after convergence and (b) Simulated )(tg . 
 
The resolution method was also tested using real data, Figure 4.25 shows the result. The front 
wall reflection in Figure 4.25 should be a single spike as shown by the result obtained using the 
Hybrid method, see Figure 4.21b above. 
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Figure 4.25 Estimated )(tg  after convergence, using real data. 
 
This method has not produced good results, which is quite surprising. The resolution has been 
reduced by taking the average of a number of successive points. This type of ‘box’ averaging is 
not ideal. The frequency response of a ‘box’ shaped pulse will have side-lobes, thus this type of 
averaging will introduce artefacts into the data. It may be that these artefacts have prevented the 
optimisation from obtaining a result that is close to or better than the Hybrid method. Also, at 
the reduced resolution the multi-dimensional search space may have converged to a local 
minimum providing a poor estimate for subsequent attempts at optimisation. The most likely 
explanation that using real data gave worse results than using simulated data is that the 
optimisation routine has converged to a local minimum at reduced resolution. This will then 
produce an error for all subsequent optimisations.  
 
4.5 Using a model of the instrument 
Another way to reduce the search space is to represent the instrument’s response using a model. 
This can reduce the number of variables to be optimised significantly and reduces the freedom 
of the values that the variables may take. In this section the instrument’s response will be 
represented using a model and the object’s response will be represented as free-variables.  
There may be many unknown factors about the characteristics of the instrument, for example its 
size, bandwidth etc. This forces one to make assumptions about its behaviour. The assumptions 
made can prevent the optimum solution from being found, even if a solution (or global 
minimum) can be found. Therefore, any assumptions made should be testable. One method of 
achieving this is to compare the output of the model with measured data. 
The model used is based on a Lead Zirconate Titanate (PZT) thickness mode resonant 
transducer (Hayward et al , 1984). Any model used in an optimisation system should be 
computationally efficient (processing time). Typically, during optimisation, there may be tens of 
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millions of calls to an algorithmic function describing the model. The model described by 
Hayward was simplified to make it more efficient and to reduce the number of model 
parameters as much as possible to reduce the search space. This simplified model and the 
assumptions made are described in Appendix B. It is also assumed that the time-response of the 
receiver and any connecting cables are perfect (i.e. a delta function). 
The model requires three parameters: centre frequency (MHz) cf , acoustic impedance of the 
PZT (MRayls) CZ and acoustic impedance of a backing layer (MRayls) 2Z .   
The model parameters were fitted with the data acquired from a flat planar reflector, by 
optimisation. Figure 4.26 (black line) shows the model’s output and (red line) shows the 
measured data. The simplified model provides a good approximation of the instrument’s 
response. The optimised parameters were: cf = 10.17MHz, CZ = 3.9MRayls and 2Z = 
0.39MRayls. The acoustic impedance of PZT is typically between 30 to 36MRayls (Kossoff , 
1966). Even though the values of the parameters are incorrect a good fit has been obtained. In 
this case it is possible to tell whether the solution is close to optimum by comparing the 
optimised values with what is known to be true. Constraining the values of the model 
parameters could be considered, for example, it is known that the impedance parameters must 
be positive and that CZ > 2Z . Constraints were not used in this case. Constraints are discussed 
further in Chapter 5.  
    
 
Figure 4.26 (black line) Model output h(t)after convergence  and (red line) measured data from a flat 
planar reflector. 
 
An attempt was made to optimise all the variables describing )(tg  and the three model 
parameters describing )(th at the same time, using simulated data. The model parameters 
obtained above were used as estimates to prime the parameters describing )(th  and the 
variables describing )(tg are primed with zeros.  
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Figure 4.27a shows the resultant )(tg after convergence.  The simulated object’s time response 
is shown in Figure 4.27b for comparison. The front and back wall reflections and the reflections 
in-between are less clear compared to the resultant data using the Hybrid method. The reason is 
that the high frequency ripple (observed in section 4.4.3.1 above) whose period is 3 to 4 samples 
is higher in amplitude with respect to the reflections that represent the interface positions. 
 
Figure 4.27 (a) Estimated )(tg  after convergence using simulated data and (b) Simulated )(tg . 
 
Figure 4.28 shows the resultant )(tg after convergence using simulated data with random noise. 
The result is an improvement compared to the results obtained from the Hybrid method (see 
Figure 4.19a). However, the data is very noisy. Most of the interface reflections are not visible, 
showing that noise has a detrimental impact on the optimisation routine. One possible reason 
why the model method is less affected by noise compared to the Hybrid method is that the 
model method has less freedom to move within the search space. 
    
Figure 4.28 Estimated )(tg after convergence using simulated data with noise. 
The optimisation was repeated using real data. Figure 4.29a shows the resultant )(tg after 
convergence. The resultant data from the Hybrid method is shown in Figure 4.29b for 
comparison. The reflections representing the ply/inter-ply interfaces are larger in amplitude in 
the model method results compared to the Hybrid method results.  
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Figure 4.29 Estimated )(tg after convergence using real data: (a) Model method and (b) Hybrid 
method. 
 
If the instruments and object time response are to be found at the same time, reducing the search 
space using a model will reduce the number of possible solutions significantly. However, the 
assumptions and choices made whilst constructing the model can prevent the optimum solution 
from being found. The assumptions made in this case were good ones to take since the model’s 
output matched the measured data well. Chapter 5 will discuss representing all the data )(th and 
)(tg using models. 
 
4.6 Optimisation over a 3D volume 
Figure 4.30 illustrates the 3D data volume axes. The scanner moves across the x-y plane and 
time-of-flight is represented by the axis z. Each inspection point (position on the x-y plane) will 
be referred to as a location in this section. Each location therefore consists of an array of points 
indexed by time-of-flight z. 
 
 
 
Figure 4.30 Diagram of a 3D data volume, showing the scan axes x-y and time-of-flight axis z.  
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For convenience the index distance between the centre of each location will be represented in 
millimetres (mm). The total spatial bandwidth (zero mm 1−  to Nyquist ) is determined by this 
distance. The Nyquist point is twice the index distance. 
If the spatial bandwidth of the instrument is less than the total spatial bandwidth then the data 
has been oversampled across the x-y plane, in which case the number of locations of data that 
need to be processed can be reduced.  
This section describes two methods for estimating the spatial bandwidth of the instrument. The 
first method is based on computing the correlation of data between neighbouring locations and 
the second method is based on the Fourier transform.   
During optimisation of the data, )(th is computed for each location. This section describes a 
method for analysing the change in  )(th  between each location and observing whether there 
are any systematic changes.  This information should help determine whether it is necessary to 
optimise these variables for every location. 
The aim of these methods is to try and reduce the data that has to be processed over a 3D 
volume, by making as few assumptions and subjective choices as possible. 
 
4.6.1 Obtaining the spatial bandwidth of the instrument 
4.6.1.1 Correlation method 
For simplicity, consider the correlation of data between each location in one direction only: 
along the y axis. A slice of data spanning the y-z plane at an arbitrary distance along the x axis 
is chosen. This slice is wrapped around like the cylinder, shown in Figure 4.31. The y axis is 
now the circumference of the cylinder.  
The size of the y axis Y is made an integer power of two (512 in this case).  The ultrasonic data 
is between indexes: y =20 to y = 200, the remaining indexes along the y axis are padded with 
zeros to avoid circular correlation, referred to as circular convolution by Challis et al, 1991. 
A reference waveform rs  (consisting of an array of Z points) at an arbitrary position r along 
the y axis is chosen. The correlationC of this reference waveform with a waveform prs + whose 
position is pr + locations along the y -axis is: 
( )( )
prr
prprrr ssssC
+
++ −−
=
σσ
    (4.11) 
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where rs and rσ is the mean and standard deviation computed from the 
waveform rs respectively ; prs + and pr+σ is the mean and standard deviation computed from the 
waveform prs + respectively. 
 
Figure 4.31 Cylindrical representation of a slice of data (y –z plane).  
 
The following processes are performed: 
1. p is incremented to compute a correlation for all locations along the y axis (1 to Y ) 
relative to position r .   
2. The reference location is then incremented and the process in step 1 repeated, for 
reference positions (1 to Y ).  
3. The average correlation is then computed for each increment p . The average is weighted 
since as p  increases there will be more correlations whose result is zero (due to the 
padding of the data with zeros). 
The averaged correlation is shown in Figure 4.32. The first point ( 0=p ) is the average 
correlation of each location with itself (unity as expected). The second point ( 1=p ) is the 
average correlation of each location with its immediate neighbour. The third point is the average 
correlation of each location with its neighbour but one ( 2=p ); the correlation at this point is 
not particularly strong, approximately 0.5, but more well correlated at 1=p , approximately 0.7.  
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Figure 4.32 Average correlation of each location with its neighbours (y – axis). 
 
If the data was over-sampled across the y axis then it would be expected that the data of each 
location to be strongly correlated (tending to unity) with its neighbour. 
Two random signals (of finite size) will have a correlation close to zero. For Y random signals, 
the correlation graph in Figure 4.32 above would show a peak at unity for 1=p  and the 
remaining values 1>p would be noise whose values are close to zero. 
If the data was under sampled across the y axis (i.e. too few locations acquired than necessary) 
then it would be expected that the correlation between each neighbouring location not to be very 
strong (tending to a small random variation). In this case the data should be re-acquired.  
The average correlation of each neighbouring location is in-between these extremes, implying 
that the spatial bandwidth of the data is neither under or over sampled. This infers that data from 
every location should be processed.  Figure 4.32 above shows a peak at ( )24=p , this 
corresponds approximately to the periodicity of the CFRP weave pattern along the y -axis.   
Note that the averaged correlation increases slightly as p approaches 180, since there is less 
data being averaged. 
 
4.6.1.2 Speeding up the optimisation routine 
The results from the above method can be used to speed up the optimisation routine. If 
neighbouring locations are partially or strongly correlated, then the optimised variables 
( )(tg and )(th ) computed for each location should be used to prime the corresponding 
variables for its neighbouring location. It was found that this can reduce optimisation processing 
time by up to a half, compared to priming the variables at each location with zero before 
optimisation.  
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4.6.1.3 Fourier transform method 
An alternative method for determining the spatial bandwidth is to compute the 2D FFTxii of the 
data across the x - y plane. For simplicity, consider the data in one direction: along the y axis, 
requiring only a 1D FFT in this case. The FFT is computed for the data along the y – axis for 
each time-of-flight position, then the average taken for all time-of-flights, see Figure 4.33a. 
There are a number of peaks within the lower half of the total spatial bandwidth, which 
corresponds to the CFPR weave pattern along the y axis. The autocorrelation of the upper half 
of the total bandwidth, see Figure4.33b, shows multiple peaks. Since this is not a narrow pulse, 
this portion of the bandwidth does not just contain non-systematic noise.  
If the data was over sampled then it would be expected that the data within the upper total 
bandwidth to contain just noise. If the data was under-sampled then it would be expected that 
the data within the upper total bandwidth to have a much higher magnitude than that observed 
in Figure 4.33a. Although the data in the upper half of the total bandwidth is not just noise, its 
magnitude is much lower than the magnitude of data in the lower half of the bandwidth. This 
implies that the data has been sampled at approximately the correct rate, concurring with the 
results from the correlation method above.  
 
Figure 4.33 (a) Average spatial frequency across the y axis for all time-of-flights t and (b) 
Autocorrelation of upper total bandwidth of (a). 
 
The results from the two methods above show that the data has been sampled at approximately 
the correct rate (across the x-y plane). Therefore, data from every location should be processed.  
                                                     
xii
 A 2D FFT of an image is computed by first windowing it using a half Gaussian function, then  
compute the FFT of each column, then compute the FFT of each resultant row, then split the 
image into quadrants and move each quadrant so that the zero spatial frequency is in the centre 
of the image. 
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Using the correlation method, it is easier to observe periodic patterns in the data such as the 
weave pattern whereas the Fourier Transform method provides some additional confidence 
about making the choice as to whether the data has been over, under or correctly sampled.   
 
4.6.2 Measuring systematic changes to the instrument’s response 
This section describes a proposed method to determine whether it is necessary to optimise the 
variables describing the instrument’s response )(th for every location in the 3D data set. This 
can be done by optimising all the variables describing )(th and )(tg for a subset of locations and 
then analyse the resultant variables to see how their values change with respect to a change in 
location.  
A subset of data was chosen from the 3D dataset, a slice of data spanning the y axis at an 
arbitrary distance along the x axis.  The model method was used to obtain )(th  and )(tg from, 
the acquired data. The change in optimised model parameters (centre frequency, PZT acoustic 
impedance and backing layer acoustic impedance) were observed for Y  locations. 
Figure 4.34a shows centre frequency against location. Figure 4.34b shows the magnitude of the 
autocorrelation computed from this data. Since the autocorrelation is a narrow pulse, the 
variation in model centre frequency is pre-dominantly random.  It is therefore unnecessary to 
optimise the model centre frequency for every location in the 3D dataset. Instead, the average 
value is taken from the Y values obtained.  
 
Figure 4.34 (a) Model centre frequency against location (y axis) and (b) The autocorrelation computed 
from (a).  
 
The results show how noise in the acquired data can affect the resultant values after 
optimisation. The value of the centre frequency varies between approximately 9.6 to 10.4MHz. 
If the optimisation was only performed at only a single location, the resultant value could be 
incorrect due to this noise. Therefore, data should be processed from a number of locations to 
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see whether noise is affecting the resultant values. If the value of the parameter changes 
randomly, its average value should be taken. 
Figure 4.35a shows PZT acoustic impedance against location and Figure 4.35b shows its 
autocorrelation. The autocorrelation shows a narrow peak at an offset of approximately 25 
samples, showing that the change in PZT impedance is not random.   
 
Figure 4.35 (a) Model PZT impedance against location (y axis) and (b) The autocorrelation computed 
from (a). 
 
Figure 4.36a shows backing layer acoustic impedance against location and Figure 4.36b shows 
its autocorrelation. The autocorrelation shows a number of peaks inferring that the change in 
backing layer impedance is not random.   
 
Figure 4.36 (a) Model backing layer impedance against location (y axis) and (b) The autocorrelation 
computed from (a). 
 
The same transducer was used to scan the whole object and there were no known changes to the 
instrument during the inspection. Therefore, one would expect all the parameters to either be 
constant or change randomly due to noise.  
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One explanation for the unexpected periodicity shown is that the transducer model may be 
incomplete. There may be some systematic (non random) change occurring in the 
instrumentation or coupling medium that the model has not accounted for. Another explanation 
is that the optimisation routine has chosen to change the model parameter values in preference 
to the objects variables )(tg to obtain a good fit. 
A decision has to be made on how to deal with systematic changes in data across the locations. 
One option is to consider using regularisation (introduced in Chapter 3) to enforce smoothness 
between the values between each location. This has not yet been addressed in this thesis. 
In general, the variables describing the object should also be tested in this way.  
 
4.7 Obtaining confidence that the global minimum has been obtained 
To determine whether the global minimum has been found would require each permutation of 
the instrument’s )(th and object’s response )(tg  to be tested, which is impractical. A method is 
required to provide confidence as to whether a position within the search space close to the 
global minimum has been found. Standard methods to provide a confidence check are (Press et 
al , 1989):  
• Converge to a minimum and then move a finite distance away from it in multidimensional 
space. Attempt optimisation again starting from this position and check whether the 
optimisation routine converges to a lower minimum.  
• Attempt optimisation from random start positions and check whether the algorithm 
converges to the same position after each attempt, if it does then this provides good 
confidence that the optimised position is close to the global minimum. 
The second method was chosen for this thesis. Four attempts were made to find the global 
minimum using optimisation, priming )(tg with random values, each attempt representing a 
different position in the multi-dimensional search space. In practice, it is expected that there 
may be a small difference between the final positions, caused by noise in the data. The 
instrument’s time response was represented by the model during this test. To ensure that there is 
only a unique solution (global minimum) these parameters were not optimised. Instead they 
were primed with the average of the values computed from section 4.6.2. 
Figure 4.37 shows 4 waveforms (shown by different coloured lines) representing the resultant 
)(tg after each attempt at optimisation. There are no discernable features at all such as the front-
wall reflection, each waveform is very different and appears noisy. The resultant waveforms 
show that the optimisation routine has converged to different local minima after each attempt.  
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Figure 4.37 Four attempts at optimisation of )(tg , starting with random values. The different 
coloured lines show the resultant values of )(tg   after each attempt 
It was expected that the final mean square error from each attempt would be very different, 
since each resultant waveform is very different. However, it was observed that the final mean 
square error from each attempt was very similar, implying that the results are similar – in some 
way! 
The FFT of each waveform was computed in an attempt to determine whether there are any 
similarities between them. Figure 4.38 shows the FFT magnitude of )(tg from each attempt, 
shown by different coloured lines. The magnitude of data between circa 5 to 15MHz are very 
similar. 
    
Figure 4.38 Four attempts at optimisation, showed by different coloured lines, , showing the FFT of 
the resultant values. 
 
All four attempts at optimisation have produced approximately the same data within the band 5 
to 15MHz; the data appears noisy outside this band. It appears that the optimisation algorithm is 
choosing only to change the values of )(tg within this band.  
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To better understand what is going on, the optimisation was repeated. This time the values 
describing )(tg were primed to represent a narrow pulse approximating a delta function. This 
narrow pulse will have a flat magnitude across the total bandwidth.  
Figure 4.39 (black line) shows the FFT magnitude of the resultant )(tg after convergence. For 
reference the FFT magnitude of the instrument’s response )(th is shown (red line). The 
magnitude of )(tg is non zero and flat above the instrument’s bandwidth (21.3 MHz). The 
portion of data beyond this bandwidth has not been changed by the optimisation process.  
    
 
Figure  4.39 (black line) FFT of the resultant )(tg after convergence, )(tg was primed with a narrow 
pulse and (red line) FFT of the instrument’s response showing its bandwidth.  
 
During optimisation, the object’s response )(tg is convolved with the instrument’s response; 
therefore the trial data is band-limited. Since the acquired data is also band-limited, the mean 
square error will only be sensitive to changes that are made to the values of )(tg that are in-band 
(i.e. instrument’s bandwidth). The bandwidth of the optimisation routine is limited by the 
bandwidth of the instrument. 
Therefore, the values that are used to prime )(tg must either be band-limited, or if )(tg is 
primed with random values (as described in the tests above) then the final result after 
optimisation must be filtered! 
 
4.7.1 Filtering the optimised data 
The bandwidth of the instrument’s response has been previously estimated to be 0 to 21.3MHz, 
see section 4.3.1. Figure 4.38 above shows that there is significant residual noise in the 
optimised data towards the limits of this bandwidth (circa 0-3MHz and 17-21.3MHz). 
Therefore, a filter bandwidth of 0 to 21.3MHz will be too wide to reduce this noise sufficiently. 
New filter cut off frequencies are required. 
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The magnitude of the instrument’s frequency response is much lower between the outer bands 
of 0-3MHz and 17-21.3MHz compared to the inner band of 3 to 17MHz, shown in Figure 4.39 
above (red line). This means that the optimisation routine will make fewer changes to any 
values of )(tg  within these outer bands compared to values within the inner band.  This is the 
reason why there is residual noise in these outer bands. A compromise has to be made between 
removing this residual noise and removing useful information when selecting the new filter cut-
off frequencies.  
Referring to Figure 4.38 above, a proposed compromise is to select the frequencies at which the 
magnitudes of the optimised data obtained from each attempt diverge. The amount of allowable 
divergence is the noise level measured from the acquired data ( σµ m+ ), see section 4.3.1. The 
data is then filtered by applying a window (using a half Gaussian function as described in 
section 4.3.1) at these chosen frequencies. For the data shown, the new cut off frequencies are 
4MHz and 16MHz.  
Figure 4.40a shows the filtered data (black line). This is one of the waveforms shown in Figure 
4.37 that has been filtered. The difference between this waveform and a filtered waveform from 
one of the other attempts at optimisation is shown as a red line, which is close to zero. The 
filtered data from all four attempts is very similar.  
    
Figure 4.40 (black line) A waveform from Figure 4.37 that has been filtered, (red line) the difference 
between the filtered output from one attempt and another. 
 
Since all attempts produce similar data (shown by the red line), the results above provide 
confidence that the optimisation routine has converged to a position close to the global 
minimum. The presence of out-of-band noise has not prevented the optimisation algorithm from 
finding the global minimum. It was surprising that the waveforms shown in Figures 4.37 
contained useful information.   
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4.7.2 Filtering data from the Hybrid method 
Section 4.4.3 demonstrated the Hybrid method using simulated data with random noise, the 
output is shown in Figure 4.19a above. The resultant data was filtered (using the cut-offs 
described in the previous section) to remove noise outside the bandwidth of the instrument, 
Figure 4.41a below shows the filtered data. There is a significant improvement in the data, since 
the front and back wall reflections, most of the reflections in-between and the reflection due to 
the extra thick resin layer can now be seen. However, the waveform is noisy, showing that in-
band (i.e. instrument’s bandwidth) noise in the simulated data has a detrimental impact on the 
resultant data. Figure 4.41b shows the simulated object’s time response )(tg for comparison. 
 
Figure 4.41 (a) Estimated )(tg after convergence, using simulated data with noise, filtered and (b) 
Simulated )(tg . 
 
4.7.3 Filtering data from the resolution method 
Section 4.4.5 described a method for reducing the search space by reducing the resolution of the 
data. The estimated object’s time response )(tg  using this method is shown in Figure 4.42a, 
using the simulated data. The FFT of this data was computed to try and see why this method had 
not worked (as previously thought).   
Figure 4.42b (black line) shows the FFT magnitude of  the object’s response (black line) and 
(red line) the FFT magnitude of the instrument’s response. The magnitude of the data below 
2MHz is much greater than the magnitude within the instrument’s bandwidth. Since this data is 
outside the bandwidth of the instrument it must be an artefact caused by the optimisation 
performed at successive resolutions. This data must therefore be removed by filtering as 
previously described.  
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Figure 4.42 Attempt at optimisation using the resolution method, simulated data and (b) (black line) 
The FFT magnitude of (a) and (red line) the FFT magnitude of the instrument’s response.  
 
The filtered data (using the cut-offs described in the previous section) is shown in Figure 4.43a. 
The filtered data is very similar to the result obtained from the Hybrid method. Figure 4.43b 
shows the resultant data from using the simulated data with random noise. The result is a slight 
improvement compared to the resultant data using the Hybrid method as the reflections can be 
seen more clearly (compare with Figure 4.41a above). 
 
Figure 4.43 (a) Waveform from Figure 4.43a that has been filtered and (b) Estimated )(tg using 
simulated data with random noise, filtered.  
 
The estimated )(tg , using the real data, is shown in Figure 4.44a. Figure 4.44b shows the 
filtered data.  The output is very similar to that produced by the Hybrid method, see Figure 
4.21b. 
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Figure 4.44 (a) Attempt at optimisation using the resolution method, real data and (b) The waveform in 
Figure 4.44a filtered.  
 
The optimisation at successive resolutions has shown similar results to the Hybrid method, 
using the simulated data and real data. This method of optimisation offers good potential for 
finding an estimate that is close to the optimum solution in a large search space.  
 
4.8 Making the choice about how many optimisation iterations to do.  
An experiment was conducted to observe the change in values of the variables during the 
optimisation process. Prior to optimisation the values describing )(tg were primed with random 
numbers. A total of 259 Powell iterations were performed before convergence. Figure 4.45 (red 
line) shows the FFT magnitude of the optimised data. 
The optimisation was repeated, but stopped after 25 iterations. Figure 4.45 (black line) shows 
the FFT magnitude of the optimised data. Figure 4.45 (blue line) shows the FFT magnitude of 
the instrument’s response. 
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Figure 4.45 (red line) FFT of the resultant )(tg after 259 iterations, (black line) FFT of the resultant 
)(tg after 25 iterations and (blue line) FFT of  )(th . 
 
The data after 25 iterations and 259 iterations closely match between 6.5MHz 13.5 MHz. 
Therefore, only 25 iterations are required to optimise the data within this band. The acquired 
data within this band will have the highest SNR compared to the remaining data, as shown by 
the blue line.  
The optimisation routine has taken 234 iterations (90% of the processing time) to process data 
outside this band, which is the portion of acquired data with lower SNR. Thus, the majority of 
the time spent optimising the data is processing low SNR data.  Therefore a compromise may be 
made between processing time and processing low SNR data.   
 
4.9 Improving the resolution of data after the front-wall reflection 
The optimised data has shown that reflections beyond the front-wall reflection are broadened 
and attenuated in time. A method is required to improve the resolution and increase the 
amplitude of data after the front-wall reflection. 
 
4.9.1 Measuring the attenuation and phase properties from the data 
Appendix A showed how the attenuation and phase with frequency was measured from data 
acquired from a 13layer CFRP panel, by comparing the front and back wall reflections. The 
acquired data )(ts is gated using a Gaussian function as follows to obtain the front-wall 
reflection )(ta and back-wall reflection )(tb : 
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where ft  and bt  are the positions of the peak of the front-wall and back-wall reflections 
respectively,  wt  is the half the width of the model instrument’s time response, see section 
4.3.2. Figure 4.46 shows the positions of the gate functions (dotted line) with respect to the 
position of the reflections. 
    
 
Figure 4.46 Position of gate functions with respect to the acquired data.  
 
It was shown in Appendix A that the dispersion of an ultrasonic wave through the CFRP panel 
was negligible and that the attenuation was approximately linear with frequency. 
 
4.9.2 Obtaining the attenuation and phase properties by optimisation 
Since the acquired data is non-dispersive only magnitude with frequency is considered. 
Removal of the effects of dispersion using dispersion curves has been undertaken by Wilcox 
(2003). This section describes a method to estimate the attenuation through the object by 
comparing the magnitude of the back-wall and front-wall reflections. 
There are many factors that determine the attenuation through a composite panel (such as the 
reflection and transmission coefficients, absorption due to resin and scattering). Determining 
how these factors affect the data requires extensive knowledge about the characteristics the 
object (for example the material properties and thicknesses of each layer) as well as the relevant 
physics. It will be assumed that the thicknesses and material properties are unknown. A 
simplified model is proposed that approximates the attenuation between the front and back wall 
reflections. It is assumed that the Fourier transform of the back-wall reflection )(ωB is related 
to the Fourier transform of the front-wall reflection )(ωA as follows: 
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αωωβω −= eAB .)(.)(
    (4.16) 
where )(ωB is the FFT of )(tb , )(ωA is the FFT of )(ta , β is a parameter representing non-
frequency dependent attenuation and α is a parameter representing frequency dependent 
attenuation.  
α and β  are found by optimisation by minimising the mean square difference between the 
magnitude of a fitted back wall data )(ωD  and the magnitude of the front wall data )(ωA  .  
where ( ) ( ) αωωβω
+
= eAD ..1     (4.17) 
Figure 4.47 (red line) shows the magnitude of the fitted back-wall data )(ωD  (black line) and 
the magnitude of the front-wall data )(ωA . The average fitted parameters are taken using data 
from a number of inspection locations across the 3D data-set where there are no known defects 
such as large areas of porosity that could adversely affect the results. 
The average fitted parameters are: 
α = 0.16dB/MHz (for twice the thickness of the object). 
β = 0.735dB 
    
 
Figure 4.47 (black line) magnitude of the front wall data and (red line) magnitude of the fitted back-
wall data.  
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4.9.3 Applying frequency dependent gain correction to the data 
The object’s response )(tg is corrected by applying the frequency dependent gain as follows: 
1. For τ  time-of-flight samples after the peak of the front-wall reflection the object’s 
response )(tg  is gated by applying a Gaussian function, as shown in Figure 4.46 above, 
however the centre of the Gaussian function ft = τ .  
2. The FFT is computed of the gated data.  
3. The gated data is modified as shown in Equation 4.17 above, however a proportion of 
β and α are applied as a function of distance τ  from the front-wall reflection. It is 
assumed that the attenuation is linear with distance.   
4. Steps 1 and 3 are repeated for all points between the front and back-wall reflections and 
the sum computed. 
5. The inverse Fourier transform of this sum is then computed to obtain the gain corrected 
data. 
Figure 4.48a shows the gain corrected data using )(tg obtained from the model method shown 
in Figure 4.48b for comparison. The amplitude of the data beyond the front-wall has increased, 
but any noise will have increased too. It is difficult to ascertain whether the gain corrected data 
is an improvement over the original data by observing one set of waveforms. A comparison will 
be made by observing 2D data that represents a B-scan.  
 
Figure 4.48 (a) Gain corrected data and (b) Data before gain correction.  
 
The effects of attenuation can restrict the ability to detect and characterise defects that are deep 
within the object.  Removing these effects can be difficult since it requires knowledge of the 
object (such as layer thicknesses) and will be affected by unknown entities such as defects. To 
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overcome these limitations a number of assumptions had to be made to obtain a model based on 
an approximation. 
 
4.10 Comparison of the results 
Figure 4.49 (left) shows B-scansxiii of the following data: (a) acquired data, (b) resultant data 
using the Hybrid method, (c) resultant data using the model method and (d) resultant data using 
gain correction. Figure 4.49(right) shows one waveform from each image. 
The physical positions of all the interfaces can be seen in the B-scan images of the processed 
data. The resultant data shows that by removing the effects of the instrument, the resolution of 
the data can be improved. This is useful for analysing changes in ply direction or thickness. It 
would be difficult to distinguish between changes in inter-ply (thin resin layer) and other defects 
such as porosity without doing further processing. The Hybrid (and resolution) method 
demonstrates that it is possible to obtain good solution (close to the optimum) by making few 
assumptions and within a very large search space. The model method has demonstrated that it is 
also possible to obtain a good solution by significantly reducing the search space. However, 
many assumptions were made in constructing the model. It is important that these assumptions 
are tested. This was done by comparing the model’s output with measured data (from a flat 
planar reflector). 
The volume of the data has not been reduced using ‘free-variables’. Arguably, the complexity 
has been reduced since the dependency of the data on the instrument has been reduced. For this 
data, ply thickness can now be measured from the data whereas it could not from the acquired 
data. However, depending on the information that is required from the data, the complexity may 
not have been sufficiently reduced to make reliable decisions from it; for example, it would be 
difficult to determine inter-ply thickness from the processed data. In this case optimising a 
model of the object would have to be investigated. 
Figure 4.49d (left) shows the gain corrected data represented as a B-scan. The back-wall 
reflection (marked ‘2’) and interface reflections just before it are more visible compared to the 
other processed data and the acquired data. The gain correction method has improved the 
visibility of the interface reflections that represent entities deep in the structure. The back-wall 
reflection is a negative going spike (a black horizontal bar) which is as expected. However, 
there appear to be some artefacts (marked by arrows ‘3’ and’4’) on the image. These may have 
been caused by convergence to a local minimum. 
                                                     
xiii
 An image representing section through the object under inspection, consisting of a collection 
of acquired waveforms. The image y-axis is time-of-flight and image brightness represents 
acoustic pressure. 
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Figure 4.49 (left): B-scans of:  (a) Acquired data, (b) Resultant data using the Hybrid method, (c) 
Resultant data using the model method and (d) Resultant data using gain correction and (right) shows 
one waveform from each B-scan image. 
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4.11 General discussion 
To obtain the optimum solution (in this case )(th  and )(tg that is a true representation of the 
instrument and object’s time response), all the free-variables that represent the data must be 
processed at the same time. Finding the optimum solution or a good estimate that is close to it 
can be difficult or impossible since the solution will be non-unique and due to the topology of 
the search space (i.e. local minima). If )(th  and )(tg  are obtained separately then the solution 
is unique (a single global minimum). 
The first course of action is to determine the minimum number of data points (variables) that are 
required to represent the acquired data, whilst retaining as much information as possible. This 
can be found by estimating the temporal bandwidth of the instrument from the FFT magnitude 
profile of the acquired data. Auto correlation can be used to test which portions of the total 
(Nyquist) bandwidth contain just noise, then the noise statistics (mean and standard deviation) 
are measured. The instrument’s bandwidth is where the magnitude profile falls to a level which 
is the mean noise level plus 3 standard deviations. However, there may be multiple crossings of 
this level due to the systematic effects of the instrument. A compromise will have to be made 
between reducing the number of data points (and noise) and retaining information. This decision 
can be helped by smoothing the magnitude profile to reduce any noise. To make the best 
compromise requires the skill and judgement of the analyst or programmer. If the total 
bandwidth (zero Hz to Nyquist) of the acquired data is greater than the instrument’s bandwidth 
then the data should be re-sampled so that the data bandwidth is the same as the instrument’s 
bandwidth. The number of points that represent the re-sampled data in the time domain is the 
number of variables required to represent )(tg .  
The number of variables that are required for )(th can be estimated by computing the 
autocorrelation of the acquired data, and then if necessary fitting a model of the instrument’s 
magnitude response to the resultant autocorrelation. 
In an attempt to overcome the problems with optimising a large number of free-variables and 
find a solution that is close to optimum, two methods were proposed: A Hybrid method and a 
resolution method. The Hybrid method optimises )(th  and )(tg separately (the solution will be 
unique in each case) to obtain an estimate. The Hybrid method obtained a good estimate (close 
to the optimum solution) of the instrument’s time-response for all the data sets and obtained a 
good estimate of the object’s time response for the simulated and real data. The Hybrid method 
is affected by noise, filtering the data to remove out of band (instrument) noise improved the 
results considerably. The resolution method reduces the number of variables by reducing the 
resolution of the data and thus noise, to obtain an estimate. The data must be filtered after 
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applying the resolution method. The resultant data after filtering was similar to the results 
obtained using the Hybrid method. 
Once a good estimate has been obtained for the instrument and object time response, the 
estimates can then be used to prime all the variables to be optimised at once. Depending on the 
topology of the search space and the non-uniqueness of the solution there is no guarantee that 
the optimisation will converge towards the optimum solution. However, minimising the number 
of variables and providing a good estimate increases the likelihood of achieving this. The 
Hybrid and resolution methods make few assumptions about the object or instrumentation. 
The search space can be reduced (in terms of the number of parameters and the values that the 
variables can take) significantly using a model of the instrument, hence potentially making it 
easier to find a solution close to optimum.  However, any assumptions made by the model can 
prevent the optimisation algorithm from finding the optimum solution. It is important to test 
these assumptions. One method is to compare the output of the model with measured data. The 
instrument and object’s time response were computed at the same time. The model method 
produced a result similar to the Hybrid method; any differences between the two are due to the 
characteristics of the model.  
When optimising either )(th  or )(tg , a test can be performed to gain confidence that the global 
minimum has been obtained. However, due to any assumptions or choices made by the analyst 
or programmer, the global minimum does not necessarily represent the optimum solution. The 
optimisation routine is band-limited by the instrument. It may be necessary to filter the data 
after optimisation if the variables to be optimised were primed with out of band values, for 
example random values or for noisy acquired data.  
One of the most difficult problems is trying to determine how close to the optimum solution has 
been obtained. In some cases it may be obvious that the optimisation routine has converged to 
an incorrect solution (for example, if )(th  converges to a narrow pulse). Confidence in the 
results may be been gained by testing the methods with simulated data, comparing the 
instrument’s time response with measured data, testing for the global minimum and comparing 
the object’s time response with information that is known to be true (for example the front wall 
reflection is a positive going pulse). The problem is, in most practical situations, there is very 
little information that is known to be true about the object. One may not have sufficient 
information to be completely sure that the optimum (correct) solution (global minimum) has 
been obtained.   
It terms of noise performance (after filtering the data), the resolution and Hybrid methods 
produced a result that matched the simulated data better than the model method. Further work is 
required to investigate the noise performance of these methods. 
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Two methods were developed to measure the spatial bandwidth of the 3D dataset. These 
methods help the programmer or analyst decide whether it is necessary to process data from 
every location. A method was developed to measure any systematic changes to the instrument 
parameters being optimised, over a subset of locations, by computing the autocorrelation of the 
optimised values. For parameter values that change randomly, the average value should be 
taken.  
It was discovered that the optimisation routine spends most of its time processing data that has a 
low SNR. Therefore a compromise may be made between processing time and computing low 
SNR data. 
The Hybrid, resolution and model methods show good results in terms of improving the 
temporal resolution of the data. The ply interfaces can be seen in the resultant data and not the 
acquired data.  
The resolution of data beyond the front-wall echo may be improved by applying frequency-
dependent gain to the data. Due to the many unknown factors that affect the change in 
attenuation through the object, a simplified model representing the attenuation between the front 
and back wall reflections was applied. Such a model makes many assumptions about the object. 
The model consisted of two parameters: frequency dependent attenuation and non-frequency 
dependent attenuation. The resultant B-scans of the gain corrected data showed the correct 
polarity of the back-wall reflection (negative going spike) and an improvement in the visibility 
of interface reflections deep in the object. 
121 
 
 
4.12 Concluding comment 
This chapter has demonstrated two processes (deconvolution and a gain correction mechanism) 
that involve finding the solution to a multivariate problem. Optimising all the variables 
describing the object and instrument at once is difficult due to the characteristics of the 
multidimensional search space. This chapter has presented a number of new methods to obtain a 
result that is close the optimum (correct) solution by reducing the search space (i.e. number of 
variables or freedom that the values of the variables can take) and priming the optimisation 
algorithm with a good estimate. The methods attempt to make as few assumptions about the 
object and instrument and as few subjective choices from the data as possible.  
It is possible to obtain a good estimate close to the optimum solution by using the methods 
proposed. It can be difficult to be completely sure whether the correct solution has been found, 
but one can perform a number of tests as described to gain confidence in the results. A 
compromise may have to be made between the difficulties of optimising a large search space 
(free-variables) and using models that involve making many more assumptions and subjective 
choices. 
The methods described have been used to reduce the dependency of the data on the 
characteristics of the instrumentation; as a result the ply interfaces are now visible from the 
resultant data. The optimisation routine can also be adapted to improve the resolution of 
reflections after the front wall reflection.  
The methods developed are applicable for solving a wide range of multivariate problems, for 
example, optimisation has been used to measure the size of features in image data (Connor et al 
, 2008).  The methods developed to estimate the temporal and spatial bandwidth of the data 
should be applied before all processing of data. 
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5 Model based optimisation 
5.1 Introduction 
In the previous chapter the object was represented as free-variables and the instrument as free-
variables or a model. In this chapter both the instrument and objects are represented using 
models. The model’s parameters are to be obtained by optimisation, minimising the mean 
square difference between the measured (acquired) data and the models output (trial data). 
Model based optimisation was introduced in Chapter 3. The advantage of using models over 
free-variables is that the complexity and volume of the data can be significantly reduced. 
Model based optimisation will be used to determine Glass Reinforced Polymer (GRP) layer 
thicknesses of a GLAss REinforced fibre metal laminate GLARE) panel. GLARE was 
introduced in Chapter 2. One of the challenges with GLARE is that the reflections from each 
interface between the GRP and aluminium dominate the acquired data (as shown in Chapter 2), 
making it difficult to detect other features such as porosity defects (Smith , 2010). These 
reflections are dependent on the thickness of the GRP layers and these thicknesses can vary 
from place to place on the panel. These effects can only be removed once the GRP layer 
thicknesses have been obtained.  
A model for the ultrasonic propagation through a multilayer composite is to be used to represent 
the GLARE panel. The model is described in Appendix A. It consists of alternate layers of GRP 
composite and aluminium. The model’s parameters are the material properties and thickness of 
each layer.  
 
5.1.1 Other model based optimisation work 
Norton et al (1993) and Bowler et al (1992) have used model based optimisation to obtain the 
thicknesses or conductivities from eddy-current data acquired from a metallic multi-layer panel. 
Only the thickness or conductivity of a few layers could be obtained. Attempts at obtaining 
thickness and conductivity failed since the optimisation routine converged to a local minimum, 
giving an incorrect result. Badics et al (1998) have developed this area of work further by 
reconstructing simulated flaws (slots) from eddy-current data, using optimisation.  To overcome 
the problem of convergence to local minima, the optimisation routine relies on being primed 
with an estimate of the flaw’s characteristics. As far as the author is aware no one has attempted 
a model based optimisation to obtain thicknesses from GLARE ultrasonic data. 
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5.1.2 Overview 
This chapter begins by describing the methodology, described in section 5.2. An important 
consideration is the choice of model parameters to optimise. A test of the methodology using 
simulated data is described. Section 5.3 shows the results for obtaining GRP layer thicknesses 
from GLARE data using optimisation, a test is also performed to obtain layer thicknesses from 
CFRP. The results are discussed in section 5.4 and conclusions drawn in section 5.5. 
 
5.2 Method 
Figure 5.1 shows a diagram of the optimisation system, which is similar to that shown in 
chapter 4, Figure 4.1. The magnitude and phase of the reflected acoustic pressure as a function 
of frequency are computed from the object’s model. The inverse Fourier transform is computed 
to obtain )(tg . 
 
Figure 5.1 Diagram of the optimisation system with weightings to constrain the values of variables 
being optimised. 
 
The pulse-echo response to a flat planar reflector, )(th , is computed from the transducer model 
(described in Appendix B). It is assumed that the acquired data is the convolution of the object’s 
and instruments time-response; thus the trial data is the convolution of )(th and )(tg . The 
optimisation algorithm minimises the mean square difference between the trial data and the 
acquired data )(ts . The convergence criterion is the same as that proposed in Chapter 4, i.e. 
when the gradient of the mean square error reaches 0.000005, which is a compromise between 
processing time and processing low signal to noise data. 
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It may be necessary to introduce constraints to the parameters being optimised; for this work the 
penalty method is used (Snyman , 2005), which adds a penalty to the goodness-of-fit (mean 
square error) if the constraints are violated.  The blocks labelled f are functions that add a 
weighting to the mean square error output, as shown. The weighting is a function of the 
parameter value being constrained. Figure 5.2 shows an example of a weighting function 
applied to two thickness parameters 0d  and 1d  to constrain their values between the limits zero 
and 100µm. Any limits used are either based on information that is known to be true (for 
example, all thicknesses must be greater than zero) or assumptions made about the object and 
instrumentation. Values beyond these limits will reduce the goodness-of-fit as seen by the 
optimisation routine. The weighting function consists of two half Gaussian functions. 
    
 
Figure 5.2 Weighting applied to layer thickness. 
 
If N parameters are to be constrained then their weightings are summed, for example, 
for N thicknesses: 0d to Nd , the weighting are summed as followed and the result k is summed 
to the mean square error output. 
∑
=
=
N
n n
dfk
0
)(
    (5.1) 
 
5.2.1 The model parameters 
The transducer model parameters are: 
• Centre frequency. 
• PZT mechanical impedance. 
• Backing layer impedance . 
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The object’s model parameters are: 
• N GRP layer thicknesses (GLARE) or N ply layer thickness (CFRP) 
• 1+N aluminium layer thicknesses (GLARE) or 1+N  interply layers (CFRP) 
• Material parameters for each layer:   
o Compression modulusxiv M .  
o Density ρ . 
o Absorption coefficient Α . 
• Designed Fibre Volume Fractionxv dφ  
• Mixture rule. 
For GLARE, each GRP layer consists of several glass-fibre plies, since the reflection coefficient 
of the GRP – aluminium interface is much greater than the reflection coefficient between each 
ply then each GRP layer is assumed to be homogenous. The equivalent material properties are 
computed from the component material properties using the designed fibre volume fraction and 
a mixture rule, as described in Appendix A.  For GLARE a Hashin mixture rule is used (Smith , 
2010) and for CFRP a simple mixture rule is applied.  
 
5.2.2 The choice of model parameters to optimise. 
A decision has to be made about which model parameters to optimise. Should all the model 
parameters be optimised or just those of interest (i.e. GRP layer thicknesses)?  The model 
parameters which are not optimised will be referred to as constants. It will be shown that the 
accuracy of constants can affect the optimised values. This will be done by changing the value 
of one model parameter and observing the change in mean square error. To avoid observing any 
effects caused by noise, the following test will be performed using simulated data.  
                                                     
xiv
 It is assumed that the model is one dimensional, considering only longitudinal propagation. 
Compression modulus is defined as the ratio of uniaxial stress to uniaxial strain when all strains 
in other directions are zero. Compression modulus 2cM ρ=  where c is the sound speed of the 
longitudinal wave where ρ is density of the material 
xv
 The ratio between the volume of fibre and total volume in the composite layer.  
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Consider a single GRP layer of thickness pd and two aluminium layers of thickness ad , shown 
in Figure 5.3. These are bounded at both ends by an infinite layer of GRP, so that only the 
interaction between the aluminium, glass fibre and resin is considered in this case and not the 
interaction with a water boundary which has to be considered with measured data. 
 
 
Figure 5.3 Model of a single GRP layer, GLARE panel. 
 
Models of the GLARE panel and transducer were used to generate simulated acquired data. The 
aluminium layer thicknesses were set to 300µm each and the GRP layer thickness was set to 
250µm. The transducer model parameters were set to: centre frequency 8MHz, PZT mechanical 
impedance 35MRayles and backing layer impedance 12MRayles. Appendix D describes how 
these transducer model parameters were obtained from the GLARE data. The output of the 
object’s model was convolved with the output of the transducer model to produce the simulated 
acquired data ( )ts  
The same model configurations were used to generate the trial data, as shown in Figure 5.1. The 
trial data was changed by varying the GRP layer thickness between 200 to 300µm. The change 
in mean square error observed. No constraints were used. 
Figure 5.4 shows the mean square error against GRP layer thickness (black line); showing a 
minimum at 250µm (the trial data matches the acquired data at this point). From a 
manufacturing perspective, the thicknesses of the aluminium layers could be assumed to be 
known, hence, one could make the assumption that these thicknesses should be made constants. 
However, these thicknesses may not be accurate.  
Suppose the aluminium layers are assumed to be 310µm thick each, rather than 300µm which is 
their true thickness as described by the simulated data. The red line in Figure 5.4 shows the 
resultant measured ply thickness using optimisation. The position of the minimum (the GRP 
layer thickness that would be obtained by the optimisation algorithm) is now 237µm instead of 
250µm.  
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This demonstrates that the accuracy of model constants may significantly affect the resultant 
data. One could assume that these constants are not accurate and then optimise all the model 
parameters in an attempt to find the true values. However, this can cause problems due to 
having a much larger search space with more local minima that could prevent the true values 
from being obtained. Therefore, a problem is deciding which model parameters to optimise. 
Sensitivity Analysis (Saltelli et al , 2000) could be used to help solve this problem; to perform 
the test as described and see what effect the variation in variable values has on the position of 
the global minimum and then from this decide whether they should be made constants.  Another 
method is to optimise all the parameters and impose constraints on their values to limit the 
search space as much as possible.  
    
 
Figure 5.4  Variation of GRP layer thickness: (black line) Aluminium thickness 300µm and (red line) 
Aluminium thickness 310µm. 
 
The thicknesses of the aluminium layers as well as the GRP layer thicknesses will be optimised. 
To reduce the number of possible solutions to the problem, the transducer parameters will be 
constant and well as the material parameters.  
 
5.2.3 Testing the method 
The GLARE panel described in Chapter 2, has 15 layers (7 GRP layers and 8 aluminium 
layers). Simulated data was generated using the models as described above, but with 7 GRP 
layers. Trial data will be generated in the same way using the models; however the thickness of 
each layer will be primed to a different value to the values used to generate the simulated data. 
Optimisation will be used to find the thicknesses used to generate the simulated data. 
Figure 5.5a shows the starting GRP layer thicknesses (green line) and Figure 5.5b shows the 
starting aluminium layer thicknesses (green line). The black lines show the thicknesses used to 
simulate the acquired data and the red line shows the optimised values. No constraints were 
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necessary. There is a good match between simulated layer thicknesses and optimised 
thicknesses, apart from final aluminium layer (8). This layer is the back surface of the panel.  
 
 
Figure 5.5 Primed values (green line), resultant thicknesses after convergence (red line) and actual 
thickness (black line) for: (a) GRP layer thicknesses and (b) Aluminium thicknesses. 
 
The results provide some confidence that the layer thicknesses can be found. To provide a more 
realistic test measured data was used rather than simulated data.   
 
5.3 Finding layer thicknesses from measured data 
The first section describes an attempt to find GRP layer thicknesses from ultrasonic data 
acquired from 7 GRP layer GLARE panel. The second section describes an attempt at finding 
ply layer thicknesses from ultrasonic data acquired from a 13 ply Carbon Fibre Re-enforced 
Polymer (CFRP) panel. 
 
5.3.1 GLARE 
The parameters to be optimised are the 7 GRP layers and 8 aluminium layer thicknesses. To 
prime the layer thicknesses (prior to optimisation) with approximate values, thicknesses were 
measured from an off-cut using a toolmakers travelling microscope.  
The acquired data consisted of 1024 points. The sampling rate is 100MHz. The total (Nyquist) 
bandwidth of the data is 50MHz. Chapter 4, Section 4.3.1 describes how the instrument’s 
bandwidth can be estimated from the acquired data and Appendix D, Section 1 shows the details 
of how the bandwidth was obtained from the GLARE data. The bandwidth of the 
instrumentation estimated from the data is 18.1MHz.Any data above 18.1MHz was removed by 
applying a Gaussian window. The data was re-sampled and is now represented by 512 points. 
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Chapter 4 described a test to gain confidence to whether the global minimum has been found: 
by attempting optimisation a number of times, using random starting values and then comparing 
the resultant values after each attempt. If the values are similar then there is a high confidence 
that the global minimum has been found. In this work, four attempts at optimisation were 
performed. For the first attempt, each GRP layer thickness was primed to 270µm and each 
aluminium thickness was primed to 295µm. These thicknesses were the average of the 
measured GRP layer and aluminium thicknesses using the microscope readings. For the other 
attempts, the starting thicknesses were primed using a random number generator (Park et al , 
1988). The randomised values are described as follows: for the GRP layer thickness the mean 
was 270µm and standard deviation 2.7µm and for the aluminium thicknesses the mean was 
295µm and standard deviation 2.4 µm.  
The transducer parameters were set to: centre frequency: 8.4MHz, PZT mechanical impedance: 
35MRayles and backing layer impedance 12MRayles.  
Figure 5.6a shows the acquired waveform and Figure 5.6b shows the output from the model by 
priming the model thickness parameters with the values obtained from the microscope.  
 
 
Figure 5.6 (a) Acquired data from CFRP panel and (b) Trial waveform using the thicknesses obtained 
from the travelling microscope.  
It was necessary to apply constraints to all the thickness parameters, to be between 0 and 
480µm. 
Figure 5.7 shows the trial waveform after the first attempt at optimisation. Neither the 
waveform representing the microscope values nor the waveform after the first optimisation 
attempt matches the acquired data well. The microscope values may not be a good 
representation of the true values at the point of NDE inspection. The trial waveform after the 
first attempt may not be a good fit either because the optimisation routine has converged to a 
local minimum or the model may be incomplete or incorrect.  
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Figure 5.7 (a) Trial waveform after attempt 1. 
 
Figure 5.8a and Figure 5.8b show the GRP layer and aluminium thickness respectively, 
obtained after each attempt at optimisation. The coloured lines (red, green, cyan and blue) show 
the thicknesses obtained after convergence. The black line shows the thicknesses measured 
using the microscope.  The thickness values are very different between each attempt at 
optimisation, meaning the optimisation routine has converged to different minima. The 
deviation between each attempt becomes greater with depth through the panel.  
 
 
Figure 5.8 Four attempts (red, green, cyan and blue) at obtaining layer thickness from GLARE data 
using optimisation: (a) GRP layer thickness and (b) Aluminium thicknesses. The black line shows the 
measured thicknesses using the microscope.  
Figure 5.9 shows the variation in mean square error with GRP thickness, showing two minima. 
The multidimensional search space does not just consist of one minimum; hence the routine is 
becoming trapped in local minima. 
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Figure 5.9 Mean square error as a function of GRP thickness (1st layer). 
 
The model parameters may be over-fitted, i.e. they represent noise in the measured data rather 
than the overall trend that is required. In Chapter 4, Section 4.6.2, optimisation was performed 
by fitting the output of a transducer model to data acquired from a number of inspection 
locations (across the scan y axis). The purpose was to investigate any systematic changes to the 
optimised model parameter values over a range of inspection locations. It was found that the 
values varied quite substantially and that these variations were random by computing their 
autocorrelation. For ease of reference, the variation in transducer centre frequency across 
inspection locations is shown in Figure 5.10.  This shows that random variations in the data may 
cause large variations in the values being optimised.    
    
 
Figure 5.10 Variation in transducer centre frequency model parameter with inspection location. 
 
This demonstrates that the model parameters should be optimised using data from a number of 
locations. A similar test should be performed for the GLARE data.  
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5.3.2 CFRP 
The parameters to be optimised are the 13 ply and 14 inter-ply thicknesses. Prior to 
optimisation, the transducer parameter values were set with estimates obtained from the 
acquired data; see Chapter 4, Section 4.5. The parameters obtained were: centre frequency: 
10MHz, PZT mechanical impedance: 3.952MRayles and backing layer impedance 
0.3953MRayles.  
Four attempts at optimisation were performed. For the first attempt, each ply layer thickness 
was primed to 333µm and each inter-ply layer thickness was primed to 5µm. The ply layer 
thickness used was the total thickness of the panel divided by the number of plies. For the other 
attempts, the starting thicknesses were primed using a random number generator (Park et al , 
1988). The randomised values are described as follows: for the ply layer thickness the mean was 
333µm and standard deviation 2.7µm and for the inter-ply thicknesses the mean was 5µm and 
standard deviation .27 µm.  
The object’s model assumes each layer is unidirectional. However the panel has a satin weave 
pattern. For CFRP a simple mixture rule is used (Smith , 2010) 
An initial attempt at optimisation resulted in the inter-ply thickness converging to negative 
values or values much greater than that expected, i.e. a few hundred µm. It was assumed that the 
inter-ply thicknesses are less than 100µm. The inter-ply thicknesses were constrained, to be 
positive and less than 100µm.  
Figure 5.11a shows the acquired waveform and Figure 5.11b shows the trial data after the first 
attempt at optimisation. The trial waveform was very similar after each attempt.  
 
 
Figure 5.11 (a) Acquired data from CFRP panel and (b) Trial waveform after optimisation.  
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Figure 5.12a and Figure 5.12b show the ply layer and inter-ply layer thickness respectively, 
obtained after each attempt. The coloured lines (red, green, cyan and blue) show the thicknesses 
obtained after convergence from each attempt at optimisation.  
 
Figure 5.12 Four attempts (red, green, cyan and blue) at obtaining layer thickness from CFRP data 
using optimisation: (a) Ply layer thickness and (b) Inter-ply layer thicknesses.  
The resultant thickness values after each attempt at optimisation are closer compared to the tests 
performed with GLARE data. The optimisation routine is converging to different minima, but 
the minima are closer in multidimensional space. 
 
5.4 Discussion 
A choice has to be made about which model parameters to optimise. On one hand, one could 
only optimise the model parameters of interest (i.e. GRP thicknesses) and set the remaining 
model parameters to be constant. The problem is that the inaccuracy of constants can 
significantly affect the optimised values. The problem with optimising all the parameters is that 
the search space may be very large with many more minima preventing the correct solution 
from being found.  
The accuracy of the material parameter values used is not known. A test should be performed to 
determine which model parameters should be optimised, by observing how the model parameter 
value affects the goodness-of-fit. This called sensitivity analysis. Further work is required to 
conduct sensitivity analysis on these parameters to determine whether they should be made 
variables in the optimisation process. 
In many practical situations, the physical characteristics of the instrumentation and object are 
not fully known, thus assumptions may have to be made about these characteristics in order to 
obtain a model and to reduce the search space as much as possible. Even if the global minimum 
is found, the resultant values may be incorrect due the choices or assumptions made.  
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The model parameter should be optimised using data from a number of inspection locations and 
then observe whether there are any systematic changes to the values as a function of inspection 
location, similar to the tests performed in Chapter 4, section 4.6.2. If the changes are random 
then the average value should be taken for the remaining data in the 3D dataset. Regularisation 
may have to be considered to enforce smoothness if there are systematic any changes. 
An advantage of using models in optimisation compared to free-variables (as described in 
chapter 4) is that the resultant values can be more easily compared with information that is 
known. For the object model used, all thicknesses must be positive whereas it is more difficult 
to implement such a mechanism using values that describe an amplitude verses time-of-flight 
waveform, since it may be difficult to determine thickness from a time-of-flight waveform due 
to reverberations. 
The work so far has shown that the optimisation algorithm has not converged to the global 
minimum for either the GLARE or CFRP data. Algorithms such as Simulated Annealing will 
have to be investigated to overcome this problem. 
Currently, it is not known how close the resultant values are to the optimum (correct) solution, 
since there is no benchmark for comparison. It would be helpful to have a benchmark to 
compare the data against. This may require using ultrasonic data acquired from the GLARE 
panel off cut, where the layer thicknesses can be easily measured using a travelling microscope. 
 
5.5 Concluding comment 
This chapter has described preliminary work to investigate the use of model based optimisation 
to predict GRP layer thicknesses from GLARE data. There is much more work to be done and 
QinetiQ have expressed an interest in developing this work further. Further work involves 
investigating a suitable optimisation algorithm (for example, Simulated Annealing), sensitivity 
analysis to choose the model parameters to optimise, optimisation using data from a number of 
locations and obtaining a suitable benchmark. Further work is required to investigate the 
assumptions made by the model, for example how the resultant values are affected by porosity 
in the data. 
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6 Removal of features 
6.1 Introduction  
6.1.1 Background 
Features of interest, such as defects, can be masked by features caused by known entities such 
as the underlying structure or fasteners, for example. For pulse-echo ultrasonics, consider a 
small amplitude reflection caused by an un-known entity (such as a defect) masked by a much 
larger reflection caused by a known entity (such as a structural edge). This masking effect may 
be due to the instrument’s finite bandwidth limiting the ability to resolve two closely spaced 
reflectors in time or space. The characteristics of the object under inspection can also make it 
difficult to resolve two closely spaced entities that are positioned deep in the object, for 
example, due to absorption of the propagating ultrasonic wave. The scale of the displayed image 
will normally be set according to the largest amplitude range in the data to avoid saturation, 
resulting in small amplitude features having a poor contrast. Such an image could be enhanced 
in an attempt to view smaller features, but the resultant saturation of the image could generate 
artefacts that could be misconstrued as features of interest.  
Figure 6.1 illustrates another example of features being masked. The data is a Transient Eddy-
Current (TEC) time-slice image (the system and data is explained in Chapter 2). The pixel value 
(grey-scale) represents reflected magnetic field relative to a balance point. Image features 
become spatially broadened and attenuated with time, potentially making it difficult to detect 
cracks between closely spaced fastener holes or cracks that lie deep within the object.  
The fastener sits inside a hole in the panel; the physical interface between the two is imperfect, 
effectively forming a circular crack, resulting in a discontinuity in electrical conductivity 
between the fastener and the structure that surrounds the fastener hole. The discontinuity in 
conductivity impedes the circular flow of eddy currents resulting in a change in magnetic field 
compared to the magnetic field measured at the ‘balance’ point. In the image, the fastener 
features are ring shaped representing this change in magnetic field. 
The image also shows simulated cracks (EDM notches), their positions are marked 1 to 4. The 
crack that lies in-between the fasteners shown in position 2, shows an example of closely spaced 
fasteners and a simulated crack running between them. The crack extends from bottom to top 
across three, possibly four fastener holes. There is change in pixel value between the fastener 
features relative to the general background, but that could just be due to the fastener holes rather 
than a crack. Any decisions (for example, crack or no crack) based on this image data could be 
subjective. The cracks at position 4 are not visible at all. This could be due to the scaling of the 
image caused by the fasteners and the underlying structure. The vertical stripe that runs down 
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the centre of the original time-slice images (see Chapter 2, Figure 2.17) is caused by the join 
between the two panels. This has been removed from the data for this Chapter. 
    
 
Figure 6.1 TEC time-slice image, showing simulated cracks (high lighted by the red boxes). 
One method of improving the detectability of cracks is to make local enhancements to the data 
or image around areas of interest, for example: areas known to have high stress concentration 
such as fastener holes. There are a number of problems with this approach:  
• The decisions made from the image data to enhance it will be subjective, potentially 
resulting in data being removed or artefacts being generated.  
• It makes the assumption that the positions of all defects are known.  
• From an industrial perspective, making such enhancements of images, for example 
around every fastener position, is labour intensive.  
There is a large amount of literature that describes work developing methods to detect cracks 
from eddy-current data, for example: Bowler  (1994), Bowler et al (1994) , Albanese et al 
(1999) , Lingvall et al (2000), Yoshida et al (2000) and Theodoulidis et al (2010). The work 
covered in this chapter describes a new approach which involves the removal of adjacent known 
features (fasteners) to improve crack detection. The methods described could be applied to a 
wide range of data and problems, for example removal of edge features from ultrasonic data. 
 
6.1.2 Removing features 
A new way is to be considered in this thesis, to develop processing methods that attempt to 
remove all features caused by known entities, such as those representing the underlying 
structure of the object.  If all these features can be removed, then the image will only consist of 
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features caused by un-known entities (by definition a desirable result), some of which may be of 
interest, such as defects.  Previous work has been done on removing repeated features but in the 
context of 3D scenes (Leung et al , 1996 and Schaffalitzky et al , 1999).  
This chapter proposes two approaches: an image processing approach and a physical model 
approach. The physical model approach uses the physical mechanism (instrument and object) 
that generated the image as a basis. A model of the instrumentation and object is generated 
using the underlying physics. A problem with this approach is that the relevant physics may not 
be fully understood forcing one to make assumptions in an attempt to make the model’s output 
fit the measured data, which may be a source of error. The image processing approach involves 
attempting to make logical decisions from the image data only and does not consider the 
physical mechanism that generated the image. This approach is not so reliant on a detailed 
understanding of the underlying physics of the instrument and object. If the physics is not well 
understood then one should make fewer assumptions about the behaviour of the data by taking 
this approach. However, the decisions made from the image data may be subjective, based on 
ones own opinion or judgement rather than facts. 
 
6.1.3 Overview 
Connor et al (2008) describes a method to remove fastener features from TEC data, which is 
based on an image processing approach.  
This chapter uses TEC data acquired from a multi-layer panel that is representative of an 
aircraft’s fuselage described in chapter 2. The aim of this chapter is to attempt and compare the 
two approaches to remove fastener features from TEC data: image processing approach (section 
6.2) and physical model approach (section 6.3). A comparison is made between the two 
approaches in section 6.4, general discussion of results in section 6.5 and conclusions drawn in 
section 6.6. 
 
6.2 The image processing approach 
The fastener features are to be removed without consideration of the physical mechanisms that 
generate the image data (i.e. the instrument and object). Thus, a decision has to be made about 
the fastener feature from the image data alone, by making logical decisions. From Figure 6.1 
above, each fastener feature consists of a lighter shade ring relative to the surrounding pixels 
representing the neighbouring structure and they all appear to be the same size. 
It will therefore be assumed that the fastener features can be described by a model circular 
symmetric ring with inner and outer radius. This section describes how the model parameters 
and fastener centres are obtained from the data and how the fastener features are removed from 
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the image data. To improve the signal to noise ratio of the data, PVD was performed on the 
TEC time-slice data and the Eigen image with the highest variance used (see Chapter 7). The 
processing was thus performed on the image shown in Figure 6.2.   
 
Figure 6.2 Image data used for the image processing approach (generated from PVD of all the time-
slice images). 
 
6.2.1 Obtaining the model parameters 
The fastener feature model consists of a circular ring with an outer 1r and inner radius 2r . The 
model parameters are obtained by optimisation, minimising the mean square difference between 
the 2D FFT (Fast Fourier Transform) of the image data with the model.   
 
6.2.2 The image data 
A 2D FFT is performed by computing an FFT (Press et al , 1989, four1 function) along all the 
image rows then computing an FFT of the resultant data long each column, then moving each 
image quadrant such that zero spatial frequency is in the centre of the resultant image. 
The image shown in Figure 6.2 was re-sized to be an integer power of two and square. The 
aspect ratio of the original image was maintained (resulting in a border to the left and right of 
the original image data, whose pixel values were set to the average of the original image data). 
The resizing was performed by bilinear interpolation of the pixel values (Press et al , 1989). A 
2D Gaussian window, described by Equation 6-1, was then multiplied with the image data to 
reduce the amplitude of the pixels at the image edges.  
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where j and k is the distance (pixels) from the image centre. 
The value of tw  is a compromise between reducing sharp pixel value transitions at the image 
edges and retaining as much information as possible. A good compromise in this case was:   
tw = 4
N
     (6.2) 
where N is the image size. The value of  tw was chosen so that the pixel level (brightness) at the 
image edges will be reduced to 2−e compared to the level at the centre of the image. The pixel 
level half way between the centre of the image and its edge will be reduced by 1−e thus 
retaining as many of the fastener features as possible. 
 
6.2.3 The model 
The 2D Fourier transform of a solid disc, shown in Figure 6.3a, of radius r , can be represented 
analytically by the following equation including a Bessel function of the first kind and first 
order ( )1J  (Connor et al , 2008) : 
( )
κ
κpi
κ
)(2 1 rJra =
    (6.3) 
whereκ is the spatial frequency. 
Due to the additive superposition properties of the Fourier transform, the 2D Fourier transform 
of a ring (of outer radius 1r  and inner radius 2r ), shown in Figure 6.3b, is simply the transform 
of a solid disc of radius 1r  minus the transform of a solid disc of radius 2r .   
 
Figure 6.3 Illustration of: (a) Solid disc of radius 1r and (b) Ring of radius 1r  and 2r . 
( ) [ ])()(2 212111 κκ
κ
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   (6.4) 
From here on only the magnitude of the transform is considered, since phase only provides 
information about the location of fasteners in the image which is not required at this stage.  
140 
 
It is assumed that the fastener feature is circularly symmetric. An image, shown in Figure 6.4b, 
of the model output was generated, where the radius from the centre of the image was κ and 
pixel value was the log-magnitude of a .  
 
6.2.4 The optimisation 
Figure 6.4a shows the 2D FFT log-magnitude of the image data and Figure 6.4b shows the 2D 
Fourier transform log-magnitude of the model fitted to the image data. 
The optimisation algorithm used was the Powell method (Press et al , 1989). In this case the 
model parameters 1r and 2r where correctly obtained from the image data using optimisation, the 
parameters represent the radii of the model ring in pixels. However, the initial values of the 
parameters before optimisation had to be within plus and minus 3 to 4 pixels of the true values 
otherwise the optimisation converged to a local minimum. 
 
 Figure 6.4 (a) 2D FFT log magnitude of image and (b) Log-magnitude of the model. 
 
In a general, the methods described in Chapter 4 could be applied to ensure that the global 
minimum is obtained; for example: determining the best spatial bandwidth of the data over 
which to perform the optimisation, optimising from different start positions (radii) to gain 
confidence as to whether the global minimum has been obtained.  These were not carried out 
this case.  
The model was tested by using it to obtain the fastener centre locations. It as assumed that if the 
locations could be correctly found then the model is a good approximation of the fastener 
features.   
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6.2.5 Finding the fastener centres 
The fastener centres were found by multiplying the 2D FFT of the full image data (i.e. not 
applying a Gaussian window before the 2D FFT) with the model, the phase is retained. This is 
equivalent to convolution in the spatial domain. This process is a matched filter and will 
produce the highest possible amplitude at each fastener centre. However, this does not provide 
the best fastener position.  
The magnitude of the model’s output is proportional to
κ
1
 , see Equation 6.4 above. Likewise, 
the 2D FFT magnitude of the fastener features will be approximately proportional to
κ
1
. 
Therefore the resultant magnitude (after the above multiplication) will be approximately 
proportional to 2
1
κ
.  
The 2D Fourier transform of a single point in space (representing the best possible fastener 
centre position) has a magnitude that is flat across the total spatial spectrum (zero to Nyquist). 
The best fastener position is therefore found by weighting the 2D FFT of the TEC data image or 
the model with 2κ . The weighting will produce a Fourier response that is approximately flat.  
The result is a small cluster of pixels around each fastener centre, see Figure 6.5a. The exact 
position is found by sorting the image pixels in order of brightness then choosing the brightest 
as the centre. All pixels within the outer radius (defined by the model) except the brightest pixel 
are removed.  
A problem can occur if the highest remaining point in the sorted list is not from a fastener, like 
the dark vertical bar on the far left-hand side of the image shown in Figure 6.5a. A threshold is 
required to decide whether a peak is a fastener, but this needs to be deterministic and automated. 
The presence or otherwise of a fastener image can be determined by the best correlation 
obtainable for a prospective fastener position.  For an actual fastener position the correlation 
will be almost unity. For an incorrect position it will be much smaller. To obtain an estimate of 
a typical incorrect starting position, random positions in the image can be taken, and the 
correlation computed. Highest and lowest results can then be thrown away, effectively a median 
filter, giving a good estimate for a result classed as a reject (i.e. not a fastener).  The threshold 
for detection of a fastener can then be set half way between a good result and a typical reject 
result. This technique is entirely deterministic and removes the need for any arbitrary threshold. 
Figure 6.5b shows red markers indicating the resultant centres of each fastener. The threshold 
has removed some of the fastener locations on the left hand side of the image. This 
demonstrates that there will always be a danger of removing information using thresholds. 
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Figure 6.5 (a) Convolution of weighted model with full image and (b) Removal of false calls, red 
marker shows position of the fastener centres.  
 
Since most of the fastener locations can be obtained, as shown in Figure 6.5 above, the model 
must be a good approximation of the fastener feature. 
 
6.2.6 Feature removal 
Two methods were proposed:  
• The first method assumes that the imaging process is additive; i.e. the pixels describing 
the fastener feature can be removed by subtracting or adding an appropriate amount from 
their values, so that the value becomes similar to the surrounding background. This will 
be referred to as the additive method. Each fastener feature is split into three regions: i) 
background region, beyond its outer radius 1r , ii) region between radii 1r  and 2r and ii) 
region within the inner radius 2r . By adding or subtracting an appropriate amount from 
the pixel values, the mean of the pixel values inside regions 2 and 3 was made the same 
as the mean of the pixels values within the background region local to the fastener. 
• The second method assumes that any data within the outer radius can be discarded, since 
it is assumed that cracks extend outwards from the fastener hole. The pixel values within 
this region are replaced based on the values measured at the outer radius. This is to be 
known as the radial method.  
Connor (2008) provides full details of these methods. A Sobel filter (Pratt , 1991) computes an 
approximation of the gradient of pixel values, thus it is useful for detecting edges in images. 
The application of a Sobel filter helps compare the outputs from the various feature removal 
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methods. After feature removal the resultant data is convolved with a Sobel kernel, in both 
horizontal and vertical directions across the images. 
Figure 6.6a shows the result of the image data (from Figure 6.2) convolved with a Sobel kernel.  
Figure 6.6b shows removal using the additive method and Figure 6.6c shows removal using the 
radial method. 
 
 
Figure 6.6 Sobel operator applied to: (a) Image data and (b) Removal using the additive method and 
(c) Removal using radial method. 
 
The additive method tends to leave a faint outline of the fastener features. It does not result in 
good feature removal. The assumption that the imaging process is additive must be a poor 
approximation. 
The radial method results in better feature removal, but has a tendency to add artefacts if the 
fastener being removed is close to a large transition in pixel values such as that representing a 
structural edge (shown by the black arrow). The defects (EDM notches) marked 1-3 in Figure 
6.1 are clearly shown in Figure 6.6c. The fastener features at the far top and bottom of the image 
were intentionally not removed to show the difference between non-removal and removal in all 
cases. The crack labelled 4 (see Figure 6.1a) does not show at all. This method effectively uses a 
threshold based on a subjective decision made from the image data, i.e. removing data within 
the outer radius of the fastener, potentially removing useful data, for example features that 
represent small cracks between closely spaced fasteners. 
None of the cracks are visible in the image data before removal (see Figure 6.2), and by 
removing the fastener features (using the radial method), the cracks 1-3 are now much more 
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visible. This shows that the fasteners in the original image are masking features of interest and 
that by removing the fastener features the defects can be made more apparent. 
 
6.3 The physical model approach 
6.3.1 State of the art 
This approach considers the image process (i.e. the instrumentation and object) and the 
underlying physics. An understanding of the instrumentation and how eddy-currents propagate 
through objects is required. Currently analytical expressions exist for:  
• Impedance of a coil positioned over a conductive half space xvi or around an infinite 
length cylinder, using single frequency excitation (Dodds et al , 1968). 
• Impedance of a coil positioned over a multilayered (layers running parallel to the object’s 
surface) conductive object, using single frequency excitation (Bowler et al , 1992). 
• Impedance of a coil due to a quarter space conductorxvii (Bowler , 1997b). 
• Magnetic field over a half space conductor, using TEC (Bowler , 1997a). Burke et al 
(1998) has approximated the behaviour of a TEC system where the time propagation to 
the defect is much less than the time for the magnetic field to diffuse through the full 
thickness of the object (conductive plate).  
These analytical solutions assume that the magnitude of the magnetic field tends to zero as the 
radial distance from the coil tends to infinity. As far as the author is aware there are no known 
analytical solutions that consider objects that approximate a fastener, such as the one shown in 
Figure 6.7, where the magnetic field may not tend to zero with radial distance. 
 
Figure 6.7 Simple shape representing a change in conductivity. 
                                                     
xvi
 A homogeneous object with infinite depth from its surface and infinite radius, i.e. a 
hemisphere. 
xvii
 A homogeneous object, but half a hemisphere. 
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6.3.2 A new model 
Since an analytical equation does not exist that describes how eddy-currents propagate around 
and through complex objects, an approximation is required. This section will begin by finding 
an approximation for the field produced by the coil.   
Harrison (2001) provides an analytical solution for the spatial frequency ( )κa  of a magnetic 
field generated by rectangular cross section air-cored coil of height ch , outer radius 2r , inner 
radius 1r and T  turns: 
( ) ( )[ ]cherrfTa κκκ
κ
µ
κ −−= 1,
2 123
0
   (6.5) 
where ( ) ( )∫=
2
1
112 ,
q
q
dqqqJqqf
 , 1J is a Bessel function of the first kind and first order. 
Figure 6.8 (black line) shows the inverse Fourier transform of ( )κa showing the model 
magnetic field amplitude with distance from the centre of the coil, for a coil of outer radius 
6mm, inner radius 3mm, height 5mm and 1000 turns. It will be assumed that the coil is 
circularly symmetric and the coil produces a circularly symmetric magnetic field in its lateral 
plane. 
The TEC coil is tightly wound within a ferrite core which serves to concentrate the magnetic 
flux generated by the coil. To simplify the proposed model, it will be assumed that the 
amplitude of the magnetic field generated will be constant within the area enclosed by the core, 
whose inner radius is 1r , a cross section is represented by the red line in Figure 6.8. This 
assumption will be tested later by fitting the model output to some measured data. 
    
Figure 6.8 Modelled magnetic field amplitude of an air cored coil (black line) and assumed magnetic 
field amplitude for the proposed model (red line).  
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Consider the shape of the magnetic field in the lateral plane, i.e. looking perpendicular to the 
surface of the object.  It will be assumed that the shape of the incident magnetic field can be 
modelled as a circularly symmetric disc. If the coil is placed over a half space conductive object, 
the resultant field will be a circularly symmetric disc. The shape of this disc will change as the 
probe passes over changes in conductivity such as fasteners and will also change with time. It 
will be assumed that lift-off and permeability of the object is constant.    
A fastener presents a discontinuity in electrical conductivity between the fastener and the object 
that surrounds it. This discontinuity in conductivity impedes the circular flow of eddy currents 
resulting in a reduction in the total area of the model disc. This process is illustrated in Figure 
6.9 for a fastener (assumed to be a cylinder shape of single radius fr ) and model incident field 
of radius 1r . Consider the change in radius of a modelled reflected field 2r  as the probe passes 
over the fastener: 
• Position A: the probe centre is positioned over the surrounding object away from the 
fastener. The distance between the fastener centre and coil centre 1rrx f +> . Since the 
circular eddy-currents induced into the object are unperturbed by the fastener, the radius 
of the model reflected field 2r is assumed to be equal to that of the model incident field 
1r . 
• Position B: the probe centre approaches the fastener: ( )1rrx f +<  and frx > . The 
circular eddy-currents are perturbed by the discontinuity in conductivity between the 
surrounding object and fastener causing a reduction in the radius of the model reflected 
field frxr −=2 . 
• Position C: the probe centre is at the fastener edge: frx = .It is assumed that the boundary 
between the fastener and surrounding object is an ideal open circuit and that currents do 
not flow around or underneath the impeding fastener. Therefore, the model reflected field 
radius 2r is zero. 
• Position D: the centre of the probe is positioned within the radius of the fastener frx < . 
Eddy-currents will be induced in the fastener. The radius of the model reflected field will 
be xrr f −=2 . Depending on the relative size between the model incident field and 
fastener, eddy-currents may also be induced into the surrounding object shown in Figure 
6.9d (outer dark shaded ring).  
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Figure 6.9 Model reflected field (dark shaded region) as the probe moves over a fastener (light shaded 
region) – left to right. 
 
Figure 6.10a shows the area of the model reflected field (which is proportional to 22r ) with 
distance from the centre of the fastener x . To take into consideration the finite size of the hall 
sensor, the model output was low pass filtered by multiplying the Fourier Transform of the 
models output with a half Gaussian function. To provide a good fit with the measured data the 
1−e width of the function was one third of the total (Nyquist) bandwidth. The spatial sampling 
period was approximately 1mm. Figure 6.10b shows the filtered model output.  
 
Figure 6.10 (a) Change in area of the model representing the reflected field and (b) low pass-filtered 
model output, to take into consideration the finite size of the Hall sensor.  
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6.3.3 Comparison of the model with measured data 
The probe was moved in a straight line over a fastener, crossing its centre, using a motorised 
scanner arm. The fastener was part of the multilayer panel described in Chapter 2.  A waveform 
representing the resultant magnetic field perpendicular to the surface of the coil was acquired at 
each scan position. The waveforms were acquired using a digital scope connected to the output 
of a signal conditioning receiver (QinetiQ’s TRECSCAN, consisting of an amplifier and band 
pass filter) and Hall sensor. The panel surface was flat and the position of the probe was 
carefully controlled so as to minimise any effects due to lift-off. The coil was excited with a low 
pass filtered step transient. 
Figure 6.11a (red line) is the amplitude of the waveform at 60µs after the start of the excitation 
transient. In terms of the time-slices shown in Chapter 2, this would be equivalent to data from 
the first or second time-slice. The black line represents the change in area of the model resultant 
field (difference between the model incident and reflected field areas). To aid comparison the 
amplitude of the measured values and the model’s output were scaled, such that the values 
representing the field over the surrounding object (to the left of the fastener) are zero and the 
maximum measured field (left-hand peak) is unity. 
 In order to obtain a good fit between the model and measured data, the radius of the model 
incident field 1r was made slightly larger than the actual coil outer radius (7.5 mm) and fastener 
radius fr was the mean between the approximate radius of the head and shank of the fastener 
(3.25 mm).  
Figure 6.11b shows the model compared against another fastener. The right-hand side peak is 
not so close to unity compared to the left-hand side peak. A likely explanation is current leakage 
between the right-hand side of the fastener and surrounding object resulting in a greater 
reflected field (i.e. less resultant field). The results show that the model provides a good 
approximation of the response of the eddy-current imaging system as it passes over a fastener at 
60µs after the start of the excitation transient. 
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Figure 6.11 Modelled field (black line) and measured field (red line) for two fastener positions: (a) and 
(b) –  60µs from start of excitation transient. 
 
Figure 6.12 represents the measured resultant field at a time of 60 µs (black line) and at a time 
of 140µs (red line) after the start of the excitation transient, for two fastener positions (a and b 
respectively). In terms of the time-slices shown in Chapter 2, the later time would be equivalent 
to data from a mid time-slice, see Chapter 2, Figure 2.17c.  
The position of the peaks in amplitude for the later time occur at a slightly greater distance from 
the centre compared to those for the earlier time; the two peaks become more separated with 
time, showing that the field is spreading out with time. The model does not consider the spatial 
and amplitude changes to the field with time, since these are not well understood for finite 
objects (such as the one shown in Figure 6.7 above). As a consequence, the model does not fit 
so well to data measured later in time. However, despite all the assumptions made the model fits 
the measured data well for early time-slice data. 
 
Figure 6.12 Modelled field 60µs (black line) and 140µs (red line) for two fastener positions (a and b). 
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6.3.4 The removal process 
Consider a fastener feature from a TEC time-slice image, one is shown in Figure 6.13. The 
images pixels are represented on a grey-scale. Lighter shades represent less reflected field (as 
the eddy-currents are perturbed by the fastener) relative to a balance position on the object. 
    
 
Figure 6.13 Showing a single fastener feature. 
 
Let bI be the median of several pixel intensities located across the surrounding object close to 
the fastener, this will be referred to as the background level. 
Let )(xI f be the change in pixel value as the probe moves in a straight line across the fastener, 
where x  represents the distance in pixels from the centre of the fastener. 
Let iI  represent the pixel value of the incident field (i.e. if the reflected field was zero). 
The field measured over the background is a proportion of the incident field, thus bI is a 
proportion of iI : 
bI = 1ΦiI       (6.6) 
The field measured over the fastener is also a proportion of the incident field, thus fI is a 
proportion of iI : 
 
)()( 2 xIxI if Φ=     (6.7) 
Therefore, fI is a proportion of bI : 
 
1
2 )()(
Φ
Φ
=∴
xI
xI bf     (6.8) 
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The aim is to remove the fastener feature, by scaling the pixel values in that region 
appropriately so that they are the same as the background. Equation 6.8 shows that the scaling 
between the background level and fastener feature levels is multiplicative: 
To remove the fastener feature, the new pixel value )(
)()(
x
xI
xI fm Ψ
=
    (6.9) 
where Ψ is a scaling required to remove the fastener feature: 
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x
b
p
      (6.10) 
where pI  is the peak pixel value of the fastener feature and )(xa (i.e. resultant model field) is 
the output from the model proposed above.  
If the probe is positioned away from the fastener over the sounding object, from the model 
)(xa = 0 (see Figure 6.11 above). Therefore, )()( xIxI fm = . There is no scaling of the 
measured data fI . 
If the probe is positioned directly over the fastener edge, from the model )(xa = 1. Therefore 
p
fb
m I
xII
xI
)()( = , where the measured value is approximately the peak pixel value: 
pf IxI ≈)( . Therefore, bm IxI ≈)( , the measured value is scaled to be the same as the 
background level; hence the fastener feature should be almost removed.  
The fastener centres can also be obtained as previously described using this model.  
 
6.4 Comparison of the approaches 
The physical model approach should be performed on the TEC time-slice data and not data that 
have been pre-processed using PVD, since the model is not valid for the PVD data. 
 
6.4.1 An early time slice 
Figures 6.14a shows an early time-slice (see Chapter 2, Figure 2.17a) convolved with a Sobel 
kernel.  Figure 6.14b shows the image processing approach (radial method) applied to this data 
then the Sobel filter. Figure 6.14c shows the physical model approach applied to this data then 
the Sobel filter. The fastener features at the top and bottom of the images were intentionally not 
removed to highlight the difference between removal and non-removal in all cases.  
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Figure 6.14b (radial method) shows artefacts close to large pixel value transitions such as an 
edges,  as described earlier, these artefacts are not seen in Figure 6.14c. The results using the 
physical model approach shows an improvement compared to both image processing approach 
methods (additive and radial) to remove fastener features for an ‘early’ time-slice, since little 
evidence of fasteners features can be seen in Figure 6.14c. 
 
Figure 6.14 . (a) Sobel kernel convolved with an ‘early’ time-slice image;( b) Radial method to remove 
fastener features, then Sobel filter and (c) Physical model approach to remove fastener features, then 
Sobel filter.  
 
6.4.2 A later time slice 
Figure 6.15a shows a later time-slice (see Chapter 2, Figure 2.17c).  Figure 6.15b shows the 
radial method applied to this data. Figure 6.15c shows the physical model approach applied to 
this data. The fastener features at the top and bottom of the images were intentionally not 
removed to highlight the difference between removal and non-removal in all cases. Figure 6.16 
shows the Sobel filter applied to the images in Figure 6.15. 
The cracks (marked 1 -3) show well in Figures 6.15b and 6.16b (radial method). Observation of 
Figure 6.15c and 6.16c (physical model approach) shows the crack features between the fastener 
positions; this is because a crack only exists between the fastener holes. Despite the model not 
fitting well the measured data, this approach has worked quite well at removing the fastener 
features. The features representing the cracks can be seen at positions 1, 2 and 3. The presence 
of cracks (particularly at position 2) is perhaps less subjective in the resultant data compared to 
the original time-slice data, since the fastener feature has almost been removed. The crack at 
position 4 (a deep crack in layer 3) is almost visible in Figure 6.15c, shown as a slight increase 
in pixel brightness between the two fastener positions within the box marked ‘4’. The result 
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obtained is the best that the current model can achieve. An improvement in the model at later 
time-slices would be necessary to improve the detectability of such deep cracks. 
From Figure 6.15c the fasteners appear to have been less well removed from the left-hand side 
of the image, since the model does not fit the data well inside the fastener feature. 
 
Figure 6.15 (a) ‘Later’ time-slice image; (b) Radial method to remove fastener features and (c) 
Physical model approach to remove fastener features.  
 
 
Figure 6.16 .(a) Sobel kernel convolved with an ‘later’ time-slice image; (b) Radial method to remove 
fastener features, then Sobel filter and (c) Physical model approach to remove fastener features, then 
Sobel filter.  
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6.5 Discussion 
This chapter has described two approaches for removing fastener features from TEC data: an 
image processing approach and a physical model approach. The physical model approach made 
many assumptions about the behaviour of the image formation mechanism since this is not fully 
understood. However, these assumptions were testable by fitting the models output to measured 
data. For early time-slice data the assumptions made were good since the model fitted the data 
well, but not so well for later-time slices. The assumptions were:  
• The magnetic field is constant with in an area enclosed by the coil. 
• The fastener could be represented by a simple cylindrical shape of single radius. 
• The boundary between the fastener and surrounding object is an open circuit, i.e. no 
current flows around or underneath the fastener. 
• There was no probe lift-off. 
• No spatial spreading or attenuation of the field, since these factors could not be modelled. 
Despite the assumptions made and the model not fitting the later time-slice data as well as 
earlier time-slice data, this approach worked well in removing the fastener features from the 
data shown.  
The image processing approach made fewer assumptions about the behaviour of the data:  
• The fastener features are circularly symmetric and all the same size. 
• The fastener could be described by a model ring with inner and outer radius. 
• Either the image formation process is additive (additive method) or 
• Any data inside the outer ring is not of interest (radial method). 
The first two assumptions could be tested by convolving the model with the image data to 
obtain the fastener centres. If the model was incorrect, this would have resulted in poor fastener 
centre locations. The second two assumptions were testable by physically removing the fastener 
features. The assumption made for the additive method was a poor assumption to make since 
the fastener features were not removed. The assumption made for the radial method may be 
good or bad depending on the size of defects that one needs to detect. This method produces 
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6.6 Concluding comment 
Many features in NDE data are caused by known entities (i.e. they are known to exist) such as 
fasteners or the underlying structure. Of interest are all the features caused by unknown entities 
such as defects. Thus a means of removing all known features, leaving behind all that is 
unknown and of interest would be very useful. This chapter has described two novel approaches 
to remove fastener features from transient eddy-current data.  
The assumptions and choice made by each approach were tested by convolving the model 
fastener with the image data to obtain fastener locations and comparing the model output with 
measured data. Both approaches have worked well to remove the fasteners and improve the 
visibility of neighbouring cracks. 
The approaches described could be applied to a wide set of problems and types of data. A 
problem with the image processing approach is that new assumptions and choices will have to 
be made for each data set, for example the fastener features may not be ring shaped for all types 
of data. It may be difficult to make logical choices from the data and some choices may 
subjective. However, a detailed understanding of the instrument and object is not required. 
A problem with the physical model approach is that many assumptions may have to be made to 
obtain a model that can fit the data well. However, it has been shown that even when there is a 
limited understanding of the interaction between the object and instrument a model can be 
generated that fits the data well. This approach could be applied to a wider set of data, for 
example: for data containing different fastener sizes since no assumptions were made about the 
shape of the fastener features or removing edge features from ultrasonic data.  
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7 Principal Value Decomposition 
7.1 Introduction 
7.1.1 Definition of a channel 
One of the most basic forms of representing data is a single channel image where each pixel 
represents one measured value and is coded using a grey-scale or pseudo colour scale. True 
colour images consist of three channels, for example Red (R), green (G) and blue (B) channels.  
In many applications, for example satellite imagery, hyper-spectral imaging (Pramod et al , 
2004) and NDE, the data may be represented by hundreds of channels. In satellite imagery each 
channel may represent a spectral band.  In NDE each channel may represent time-of-flight or a 
recorded waveform. 
 
7.1.2 Description of PVD 
Principal Value Decomposition (PVD) was introduced in Chapter 3. It is a linear transform or 
multidimensional rotation that decomposes a set of channels into a set of new channels that are 
uncorrelated and ordered in terms of their variance. The PVD algorithm is based purely on the 
statistics of the data, i.e. its variance. PVD is a reversible process with no loss of information 
and the algorithm itself does not require any assumptions or decisions to be made by the analyst 
or programmer, which makes it an attractive algorithm to use.   
 
7.1.3 Reduction of data 
By using PVD, the variance may be concentrated into fewer channels, for example, Moik 
(1980) showed how satellite imagery consisting of several of well correlated channels could be 
reduced to a single channel. Previous work by the author (described in Appendix E, Section 1) 
has shown the benefits of using PVD on NDE data acquired from a CFRP/honeycomb panel. 
The data was acquired using an acoustic low frequency vibration technique. The acquired data 
consisted of 589 well correlated channels representing the frequency response of the panel. 
Using PVD the information of interest was reduced to only 3 channels. The amount of data 
reduction depends on how well correlated the input channels are with respect to each other. 
PVD may be used to reduce the volume and number of channels (dimensionality) of the data. 
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7.1.4 Arranging the data into channels 
A decision has to be made on how to arrange the data into channels. For this work each channel 
will represent a time-slice or time-of-flight. The data is spatially invariant, i.e. the order of the 
pixels in each channel does not affect the resultant Eigen vectors. 
Another method of arranging the channels is to perform spatial PVD, where each channel is a 
pixel. This is used in human face recognition (Turk et al , 1991). The basis is a large set of 
digitised images of human faces which have been acquired under the same lighting conditions. 
The result is a small set of Eigen faces that describe most of the variance in the original data 
since faces have well correlated features. This is not considered in this thesis. However, an 
attempt will be made to re-arrange the ultrasonic data such that each channel represents a B-
scan. The purpose of this is to determine how one could make the decision on how to arrange 
the data.  
 
7.1.5 PVD process 
Figure 7.1 illustrates the axes of a 3D dataset, whose size is X  by Y pixels (inspection points) 
by Z  values representing time-of-flight. 
 
 
Figure 7.1 Illustration of 3D data-set axes. 
 
PVD involves the following process: 
• Arrange the 3D dataset into a 2D array Γ (of size M x N ), where M is the number of 
channels, in this case ZM = and YXN .=  
• Compute the mean channel Γ and subtract it from the data:  
Γ−Γ= mmA      (7.1) 
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• Compute the covariance matrix:  
TAA
N
C .1=
     (7.2) 
• Compute the Eigen values and vectors of C  
VCV λ=
     (7.3) 
where V  is a matrix consisting of M Eigen vectors, where each vector has  
M values and λ is a diagonal matrix consisting of M Eigen values.   
The most significant Eigenvector is the direction of maximum variance in the data. The 
Eigen values describe the variance of each Eigen vector. The remaining Eigen vectors are 
orthogonal and ordered in terms of their variances.  
• Project the input data using the Eigen vectors to obtain a matrix I , consisting of 
M uncorrelated channels. The data in the channels can be re-arranged (inverse of step 1) 
to produce images, these will be referred to as Eigen images. 
AVI =
     (7.4) 
Inverse PVD involves projecting the matrix I  using the transpose of the Eigen vector matrix, 
then adding the mean Γ to the data. 
TIVB =
     (7.5) 
Since only a fraction of Eigen vectors may represent most of the variance in the data, the 
remaining Eigen vectors can be discarded by setting their coefficients to zero.  
 
7.1.6 Overview  
This work performs PVD on NDE eddy-current (described in Section 7.2) and ultrasonic data 
(described in Section 7.3) that represents structurally critical sections of airframes. The aim is to 
see whether PVD can reduce the volume, complexity or dimensionality of the data and what 
assumptions and choices have to be made. A discussion of the results is in section 7.4 and 
conclusions drawn in section 7.5. 
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7.2 Transient Eddy-Current (TEC) data 
7.2.1 Previous uses of PVD on TEC data 
Previous research has used PVD to discriminate between features caused by different types of 
defect such as those caused by corrosion and those caused by cracks. Sophian et al (2003) and 
Tian et al (2005) have used PVD on waveforms representing Transient Eddy-Current transients. 
A number of waveforms were acquired representing Hall sensor voltage against time for 
simulated defects. The defects consisted of a metallic block with drilled holes representing 
subsurface and surface defects and a block of different thicknesses to represent metal loss (to 
simulate corrosion). Tian was able to distinguish between surface defects from the other types 
of defect using PVD, by observing just two Eigen vectors that describe most of the variance of 
the data, but could not distinguish between subsurface defects and metal loss. To do this 
required independent component analysis (Yang et al , 2009). 
Diraison et al (2009) has used PVD on magneto-optical Eddy-Current imaging data acquired 
from a multilayer Aluminium panel consisting of rivets and simulated cracks. A coil is excited 
with a sine-wave and a magneto-optical sensor converts the reflected magnetic field to light 
sensed by a CCD camera. The result is a set of images of each rivet, some with simulated cracks 
extending from the rivet hole.  PVD was used to discriminate between the rivet features and 
crack features. Cracks could be detected in a 5 layer structure down to 8mm. 
The work described above shows the potential for using PVD to distinguish between different 
types of features such as those representing cracks and rivets. A description of the TEC data and 
the instrumentation used is explained in Chapter 2. 
 
7.2.2 Motivation for the work 
It was initially envisaged that PVD could not only be used to reduce the number of channels that 
represent the data, but could possibly separate features from different entities buried in the 
object, such as those representing the underlying structure and defects. The reasoning behind 
this argument are that there are many features representing the underlying structure and 
fasteners that are common to all the time-slice images, therefore these features must be highly 
correlated and could be described by only a few Eigen vectors. It was envisaged the remaining 
Eigen vectors might describe features that are not common to all the images, such as defects. 
Early work by the author showed that PVD separated features representing the structure and 
those representing delaminaton defects in a CFRP panel from two registered C-scan images (the 
images representing the panel before and after damage), see Appendix E, Section 2 for details. 
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7.2.3 Arrangement of data 
All the time-slice data (see Chapter 2, Figure 2.17) is arranged into a 2D array A of size M x N , 
such that each channel represents a time-slice image, the number of channels M = 12 and the 
image size across the X -Y plane is 130x190 pixels ( N = 24700). The mean channel is 
subtracted from the data as described in Equation 7.1. 
 
7.2.4 The covariance matrix   
Computing the covariance matrix C of the data (as described in Equation 7.2) will show how 
well correlated channels are and how much data reduction is possible using PVD. If the data 
consisted of random noise (each channel un-correlated with respect to any other channel) then 
the resultant covariance matrix would be close to a diagonal matrix (non-cross terms would be 
noise and cross terms would be the variance of each channel) and no reduction would be 
possible. 
Figure 7.2 shows the covariance matrix computed from the TEC data, the matrix is represented 
as a grey-scale image. Pixel value is the covariance values, mid-scale (mid grey) represents a 
covariance of zero, lighter shades are positive and darker shades are negative covariance. 
Correlation is related to covariance by the standard deviation, a covariance of zero implies no 
correlation, a covariance of a high positive or negative value shows a good correlation or anti-
correlation respectively.  
 
 
Figure 7.2 Covariance matrix computed from the TEC data. 
 
The covariance matrix of the TEC data shows that data of neighbouring channels (for example 
channels 1 and 2) are well correlated compared to more widely spaced channels such as 1 and 6. 
Interestingly, channels 1 and 12 show good anti-correlation. The cross terms (diagonally from 
the top left-hand corner to the bottom right-hand corner of the image) represent the variance of 
each channel, for example, channel 6 has much less variance than channel 1.  Since the data 
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contains information that is well correlated, the number of channels representing the data can be 
reduced using PVD.  
 
7.2.5 The Eigen values   
The Eigen values λ and vectors V were computed from the covariance matrix, as described in 
Equation 7.3, producing 12 Eigen vectors. 
Figure 7.3 shows the first 11 Eigen values computed from the covariance matrix (red line) and 
the variance of each input channel (black line). The sum of the three highest Eigen values (1 to 
3) is 99.9% of the total sum of Eigen values. This means that only three vectors describe most 
of the variance in the data. At first glance this implies that only a few Eigen vectors need to be 
retained.  
It can be seen that the variance of each input channel (shown by the black line in Figure 7.3) is 
not the same. Since PVD is sensitive to variance in the input data, a decision has to be made 
whether to equalise the variance of each channel before PVD (i.e. whiten the data).  This change 
in variance may be caused by some known process, i.e. change in gain of the instrument, in 
which case its effect could be removed by whitening the data. For this data, the cause of the 
change in variance is unknown and thus could be describing something of interest, in which 
case the data should not be whitened.  
 
 
Figure 7.3 Variance of input channel (black line) and Eigen Values (red line).  
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7.2.6 The Eigen vectors and images  
Figure 7.4 shows the Eigen vectors that describe most of the variance of the data, in descending 
variance: vector 1 (red line), vector 2 (green line) and vector 3 (blue line).  
    
 
Figure 7.4 Eigen vectors that describe most of the variance in the data, in descending variance: vector1 
(red line), vector 2(green line) and vector 3(blue line). 
The matrix I was computed as described in Equation 7.4 and the data in each channel re-
arranged to form an Eigen image. Figures 7.5a-c shows three Eigen images that describe most 
of the variance in the data; in descending variance: image 1 (a), image 2 (b) and image 3 (c).  
Each Eigen image consists of a linear mix of each input channel (time-slice); the weightings of 
this mix are described by the Eigen vectors. The weighting that describes Eigen Image 1 is 
described by Eigen vector 1 (the red line in Figure 7.4 above). The Eigen images use a grey-
scale, zero is shown as mid grey, positive values are shown by light shades and negative values 
are shown by dark shades.  
 
Figure 7.5 . Eigen images (a) Image 1 (highest variance); (b) Image 2 and (c) Image 3. 
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Figure 7.6 shows the covariance matrix image computed from the matrix I ( TII
N
C .1=  ). 
This image shows a diagonal matrix showing that the Eigen images are un-correlated with 
respect to each other. Also, the diagonals are in brightness order because the channels are now 
in variance order. This forms a useful test to ensure the Eigen images are uncorrelated and that 
PVD been performed correctly. 
 
Figure 7.6 Covariance matrix of Eigen images. 
 
7.2.7 Interpretation of Eigen vectors and images 
Interpretation of the Eigen images can be very difficult. The Eigen vectors assist this 
interpretation since they show the weightings of each time-slice channel. Eigen vector1 (red line 
in Figure 7.4) shows that Eigen Image 1 (Figure 7.5a) consists of a higher proportion of data 
from channels 1 to 2 (early time-slice data) and channels 11 to 12 (later time-slice data) 
compared to channels 6 and 7 (mid time-slice data).   
A means of mapping the Eigen image pixel values to some meaningful parameter would be 
useful, for example to map the pixel value to conductivity.  
For Red-Blue-Green colour images of natural scenes the mapping is quite straightforward since 
the Eigen vector with the highest variance represents image brightness, the second vector 
represents hue and the last vector represents saturation, (Forrest , 2002a). In this case, the pixel 
values can be related to something meaningful and possibly useful and thus the Eigen images 
can be easily interpreted.  
However, the mapping of TEC data is considerably more complex. As described in Chapter 2 
the relationship between the object’s material properties (such as conductivity) and the 
measured magnetic field are very complex. There are many decisions that are made during the 
processing of TEC data that affect the pixel values in the time-slice images; for example: the 
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choice of balance point position, lift off compensation and number and spacing of time-slices. 
All this makes interpretation of the Eigen images from TEC data very difficult.  
Eigen image 1 (shown by Figure 7.5a above) will be dominated by image features of high 
variance. For the data shown these features are typically caused by entities such as the 
underlying structure and fasteners. Many of these types of entities are known (i.e. they are 
known to exist), therefore removing these features should be considered, leaving everything that 
is unknown and of interest before performing PVD. 
Eigen image 2 shows the presence of simulated cracks labelled ‘1’,’2’ and’3’that are in the 
second layer, shown by the red markers. This image shows that Eigen images with low variance 
(10% of the total variance) may contain useful information. PVD of ceramic tile images (Forrest 
, 2002b) has also shown that Eigen vectors with low variance may contain useful information. 
Eigen image 3 does not show any features of interest, but they may be masked by the features 
caused by the under-lying structure and fasteners.  
It can be seen from Figure 7.5 above that the underlying structure and fasteners are still apparent 
in all the images. PVD has not separated features such as fasteners, the underlying structure 
from defects as was previously thought. High variance vectors or Eigen images do not 
necessarily show anything of interest.  
 
7.2.8 Determining the number of Eigen vectors to retain 
Many methods for determining the number of vectors to retain are based on the Eigen value 
alone (Jolliffe , 2002). The Guttman-Kaiser Criterion (Yeomans et al , 1982) is based on 
retaining vectors whose variance (Eigen value) is greater than the input data. Using this 
criterion, from Figure 7.3 above, only the vector with the highest variance should be retained.  
Applying the Guttman-Kaiser criterion will remove too much information in this case since 
Eigen image 2 would be discarded. The number of Eigen vectors to retain can’t necessarily be 
based on variance alone.  Ferre (1995) has compared a number of mathematical techniques for 
estimating the number of vectors to retain; Dray (2008) has developed a new technique. 
Investigation of the usefulness of these techniques with NDE data is outside the scope of this 
thesis. 
Depending on the characteristics of the data, the least significant Eigen vectors (i.e. those that 
have the lowest Eigen values) may just describe random noise (Hyvarinen et al , 2001). Figure 
7.7a and b show Eigen images 7 and 12 (least variance) respectively, which appear to contain 
mostly noise. 
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Figure 7.7  Eigen images: (a) 7 and (b) 12 (least variance), which appear to contain mostly noise. 
 
A proposed method to identify Eigen vectors that just describe random noise is compute their 
autocorrelation and use the results to discard data. In this case, since the vectors only contain 12 
points, which may not provide a very good autocorrelation result, a 2D autocorrelation of the 
Eigen images is performed instead. The 2D autocorrelation is performed by:  
• Apply a Gaussian window to the Eigen image to reduce the amplitude around the image 
edges and make the data circularly symmetric. 
• Compute the 2D FFT of the windowed image. 
• Multiply the result with its complex conjugate.  
• Compute the 2D inverse FFT, the result is an autocorrelation image.  
If the data contains random noise, then the resultant autocorrelation image will consist of a 
small point at its centre whose pixel value will be much greater than the rest of the image. 
Instead of showing a 2D image, for better clarity, the result is shown on two axes: magnitude of 
autocorrelation and distance from the centre of the image. Figures 7.8a and 7.8b show the result 
for Eigen images 7 and 12. The autocorrelation of Eigen images 7 and 12 are a narrow pulse 
showing that these images contain mostly random noise. Therefore the Eigen vectors 7 to 12 
can be discarded. 
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Figure 7.8 Autocorrelation of Eigen images: (a) 7 and (b) 12; both showing a narrow pulse meaning 
the images contain mostly random noise and can be discarded. 
 
 
7.3 Ultrasonic data 
7.3.1 Motivation for the work 
Typically, the inspection of composite airframes involves the acquisition and analysis of data 
from every square millimetre of structure (Smith et al , 2009). The data acquired at each 
inspection point consists of a waveform representing the reflected acoustic pressure, which itself 
may consist of hundreds of data samples.  
The motivation for applying PVD to the ultrasonic data is to see whether volume of data can be 
reduced and whether any particular Eigen vector can describe a particular type of feature such 
as the reflection between plies, the front-wall reflection, defects etc.  
 
7.3.2 Brief explanation of the data 
The ultrasonic data used in this work is pulse-echo data acquired from a 13 layer CFRP panel, 
the instrumentation and data were described in Chapter 2. Before performing PVD on this data 
it was deconvolved using the model method described in Chapter 4. 
The ultrasonic data consists of a 3D set, the axis are shown in Figure 7.1. Each inspection 
location is represented by a point across the X -Y plane shown. Time-of-flight is represented by 
the Z axis. Figure 7.9 shows data (representing acoustic pressure verses time-of-flight) at one 
location on the X -Y plane, sampling rate was 50MHz. The period τ shown is the approximate 
time-of-flight between each ply interface reflection.   
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Figure 7.9 Deconvolved data, at one point on the X – Y plane. 
 
The 3D dataset is arranged into a 2D array A (of size M x N ). Each row (channel) is a time-of-
flight index, M = 256. The dataset size across the X -Y plane is 63 x 80 pixels, therefore N = 
5040. The mean channel is subtracted from the data as described in Equation 7.1. 
 
7.3.3 Covariance matrix 
A covariance matrix is computed from the array A  producing a matrix of size 
M x M (256x256). Figure 7.10 shows the covariance matrix, represented as a grey-scale image. 
Pixel value is the covariance value. Mid grey represents no correlation and light and dark 
intensities represent high and anti correlations between the channels respectively. The axes on 
this image represent the channels (i.e. time-of-flight). The time-of-flight position of the front 
wall reflection is approximately the same throughout the data-set and is shown by the marker 
‘F’.  The approximate time-of-flight position of the back wall reflection is shown by ‘B’, but 
this does vary slightly over the dataset. 
 
168 
 
 
 
Figure 7.10 Covariance matrix computed from the ultrasonic 3D data-set. 
 
The image contrast has been enhanced since the effects of the front wall reflection dominated 
the image. The periodicity that is observed in the matrix τ (shown by a magnified section of the 
matrix on the right-hand side of the Figure) is approximately the same as the time-of-flight 
difference between each peak (interface reflection) in the waveform shown above in Figure 7.9 
above.  
The covariance matrix shows that a large proportion of data is not well correlated (mid grey). 
However, the features that represent the interface reflections are well correlated showed by the 
dark/light features in the magnified section (right hand side of Figure 7.10 above).  This implies 
that there may be some scope for data reduction using PVD, perhaps but not as much as the 
TEC data. 
 
7.3.4 Eigen values 
The Eigen values and vectors are computed as described in Equation 7.3, producing a matrix of 
256 Eigen vectors V and 256 Eigen values λ . Figure 7.11 shows the first one hundred highest 
Eigen values. Approximately one third of the Eigen vectors (88) describe 99.9% of the total 
variance in the data, compared to one quarter for the TEC data. 
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Figure 7.11 Eigen Values (variance) of 100 Eigen vectors, computed from the ultrasonic data set. 
 
7.3.5 Eigen vectors 
Figure 7.12a shows Eigen vector 1 (with the highest variance) and Figure b shows vector 2. 
Figure 7.13a shows vector 3 and Figure 7.13b shows the Eigen vector 256 (with the least 
variance). The physical positions of the plies have been annotated onto the figures. 
The first three Eigen vectors show the interface reflections quite well, although vector 2 shows 
noise around the position of the front-wall reflection. The Eigen vector with the least variance is 
not just random noise. This shows that the data has good Signal-To-noise (SNR), this is 
unsurprising since a large proportion of noise was removed before optimisation of the data (see 
Chapter 4). 
If the raw ultrasonic data is used rather than deconvolved data then the Eigen vector weightings 
are dominated by the response of the instrumentation (i.e.  a series of decaying sinusoidal 
waveforms). It is best to deconvolve the data first before performing PVD. 
 
 
Figure 7.12 (a) Eigen vector 1 and (b) Eigen vector 2.  
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Figure 7.13 (a) Eigen vector 3 and (b) Eigen vector 256. 
 
7.3.6 An Eigen vector image 
In this case there are 256 Eigen vectors; it was found that such a large number of vectors are 
best represented as a colour image. Figure 7.14 shows the Eigen vector matrix V represented as 
a colour image. The Eigen vector with the highest variance is represented by the bottom row of 
pixels in the image. The image x-axis represents channel (time-of-flight) and image y-axis 
represents Eigen vector. The approximate positions of the front-wall reflection peak (F) and 
back wall reflection peak (B) are annotated onto the Figure. White pixels represent an Eigen 
vector weighting of zero. The Eigen vectors describe the weighting of each input channel. 
Hence areas of white describe little information and are not of interest.  
 
Figure 7.14 Eigen vector matrix.  
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The areas of interest are pixels whose colour tends towards cyan (positive Eigen vector 
weighting) or magenta (negative Eigen vector weighting). In this case, data of interest lies 
between the time-of-flight position of the front-wall reflection ‘F’ and time-of-flight position of 
the back-wall reflection ‘B’, assuming the back wall position is known and any reverberations 
after it are not of interest.  
The area of interest is enclosed by the black dotted line, showing positive and negative Eigen 
vector weightings between the front and back wall positions. The image shows that the first 
j Eigen vectors appear to describe most of the data between F and B. The Eigen vectors 
between k and j appears to describe data before F and after B and some data before B.  
One could opt to retain only k  vectors at the expense of losing some information before the 
back-wall reflection. In this case k = 45 and j = 83 vectors.  The image features at the top show 
Eigen vectors that have very low variance. Further interpretation would be required to see 
whether these are useful. The above image shows that the Eigen vector matrix can be used to 
help determine the number of Eigen vectors to retain and identify areas of particular interest. 
 
7.3.7 Retaining a subset of vectors and performing inverse PVD 
The Eigen vectors to be discarded have their weightings set to zero. Inverse PVD is then 
performed as described in Equation 7.5 and the resultant data re-arranged back into a 3D-
dataset. The result is a ‘filtered’ 3D dataset using PVD. 
Figure 7.15 shows a slice across the Y - Z plane (B-scan) of the ‘filtered’ dataset. The positions 
of the front wall (F) and back wall (B) reflections are marked onto the image.  
Image (a) shows the data before PVD. Image (b) shows the result if only the three highest 
variance Eigen vectors are retained. The horizontal features representing the interface 
reflections are more apparent than in image (a). However, notice the loss of the back-wall 
reflection (caused by simulated porosity in the panel – its location is shown by the dotted circle) 
in the original image is no longer apparent in the filtered image. This is because the Eigen 
vector(s) that describe this feature must be located beyond vector 3.  
Image (c) shows the result if k (45) vectors are retained.  Image (d) shows the difference 
between image (a) and image (c). There are some features present between the front and back-
wall positions on this difference image which means that some useful information could 
potentially be lost. Therefore retaining only k vectors may loose information of interest.  
Image (e) shows the difference between the result if j (83) vectors are retained and the image 
(a).  There are few features this image (between positions F and B), therefore retaining 
j vectors has retained most information of interest.  
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Figure 7.15 Results of retaining a subset of Eigen vectors and then performing inverse PVD.  
 
Figure 7.16 shows the filtered PVD data retaining vectors 4 to k .  The features with the highest 
variance in the input data such as the front-wall reflection and ply reflections have almost been 
removed. The benefit is that features with small variances will be more apparent. A problem is 
that these variances may be due a number of factors, for example, excess resin or porosity.  
 
Figure 7.16 Retaining vectors 4 to k  and then performing inverse PVD. 
 
This work has shown that an Eigen vector image can be used to help determine the number of 
channels to retain. In this case the features showing the ply reflections could be separated from 
the data by retaining only the first few channels. Other features, such as porosity appear to be 
represented by a larger number of channels.  
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Figure 7.17 shows 7 slices through the 3D volume of ultrasonic data, before PVD. The position 
of the front wall reflections is marked (F) and back wall echo (B). The ply interface reflections 
can be seen between the front and back wall positions. The loss of the back wall reflection for 
images (2) and (3) is due to simulated porosity.  
 
Figure 7.17 Seven slices through the 3D volume of ultrasonic data before PVD. 
Figure 7.18 shows 7 slices through the 3D volume of ultrasonic data, filtered using PVD. This 
filtering involved: perform PVD on the data, retain only the 3 highest Eigen vectors (out of a 
total of 256), then perform inverse PVD. Only the front and back wall reflections and ply 
interface reflections can be seen. Note that there is no evidence of the ply weave pattern either. 
 
Figure 7.18 Seven slices through the 3D volume of ultrasonic data, retaining only 3 (out of a total of 
256) Eigen vectors. 
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Figure 7.19 shows 7 slices through the 3D volume of ultrasonic data filtered using PVD. This 
filtering involved: perform PVD on the data, then retain only vectors 4 to 45, then perform 
inverse PVD. The front wall reflection and ply interface reflections have almost been 
completely removed.  
 
Figure 7.19 Seven slices through the 3D volume of ultrasonic data, retaining vectors 4 to 45 Eigen 
vectors. 
 
In this case PVD has been used to separate features caused by the front wall and ply interface 
reflections and those caused by other features. This is because the ply interface reflections and 
the front wall reflections are well correlated, has a high variance and not so well correlated with 
all other features.  
 
7.3.8 Choice of channels 
Another choice that has to be made is how to arrange the data before PVD. For the data shown 
each channel has either represented a time-slice or time-of-flight. In this section each channel 
represents a position along the x scan axis, thus each channel represents a B-scan.  
The data is arranged such that each channel is a slice across the Y - Z plane, in this case there 
are M = 24 channels and the size of each channel is 256 x 80 pixels ( N = 20480).  
Figure 7.20 shows the covariance matrix computed from the 3D data-set, represented as an 
image. The matrix shows periodicity along the X axis, the period τ is 6 pixels which happen to 
be approximately the periodicity of the CFRP weave pattern along the X axis.  The image 
shows that the cross-terms dominate the matrix values, meaning there is a very weak correlation 
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between the channels and there would be little benefit performing PVD to reduce the volume of 
data.   
   
 
Figure 7.20 Covariance matrix computed from the ultrasonic 3D data-set. 
 
Figure 7.21 shows the Eigen values computed from the covariance matrix (red line). The 
variance of each input channel is shown by the black line. All the Eigen vectors bar one (23) 
describe 99.9% of the total variance in the data. This is unsurprising from the covariance matrix. 
    
 
Figure 7.21 Variance of each input channel (black line), Eigen Values (red line). 
 
In this case there is little benefit to performing PVD. Observation of the covariance matrix helps 
to decide which orientation to perform PVD. 
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7.4 Discussion 
The Covariance matrix shows how well correlated the input channels are and whether there is 
any benefit to performing PVD in terms of data reduction. A strong correlation between each 
channel implies that PVD can reduce the dimensionality (number of channels) considerably. 
PVD is based on the variance of the data. The covariance matrix also helps one make the 
decision on how to arrange the data into channels. 
Eigen vectors whose Eigen values are low in value may contain useful information, therefore 
determining the number of vectors to retain should not necessarily be based on Eigen value 
alone. Two methods for determining the number of vectors to retain have been demonstrated. 
One method is to compute the autocorrelation of the Eigen vectors or images and remove those 
vectors that describe random noise. Another method (particularly useful for a large number of 
Eigen vectors) is to generate an image of the Eigen vector matrix and decide from this image 
which vectors are of interest. A decision is based on the Eigen vector weightings which should 
be scaled accordingly such that positive and negative weightings (of interest) can be 
differentiated from weightings close to zero (that are of less interest). 
The Eigen vectors or images that have the highest Eigen value describe data features that have 
high variance. In the case of the TEC data, such features are those that describe entities such as 
fasteners and the under-lying structure of the object. Known features such as the underlying 
structure or fasteners tend to dominate the Eigen images. Such features should be removed (as 
discussed in Chapter 6) before performing PVD, if at all possible.  
For the ultrasonic data, high variance features tend to be the front and back wall reflections and 
the ply interface reflections. Ultrasonic data should be deconvolved before performing PVD; 
otherwise the effects of the instrumentation may dominate the Eigen vector weightings. This 
implies that PVD should be performed at a late stage in the data reduction process, after 
optimisation (see Chapter 4 and 5) and removal of features (see Chapter 6). 
The interpretation of Eigen vectors or images can be difficult, particularly for TEC data, this is 
due to the complex nature of the data (as described in Chapter2) and the multiple decisions that 
affect the time-slice images (such as choice of balance point). 
It was initially thought that PVD could be used to separate features caused by different entities, 
for example, to separate features caused by the underlying structure from features cause by 
defects. Using transient eddy-current data,  no one vector or image describes any particular 
feature; for example, an Eigen image that shows all the fasteners, another that shows all the 
defects etc. The Eigen vectors or images tend to show a mixture of all these features, so PVD 
can’t necessarily be used to isolate any particular feature of interest. The exception is the 
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interface reflections in the ultrasonic data. By discarding the first 3 Eigen vectors (see Figure 
7.16) then the effects of these interfaces are almost removed. 
Decomposing the data into a set of uncorrelated channels does not imply separation of the 
features caused by different entities in the object. The reason can be more easily explained by 
considering the ‘cocktail party’ problem (described in Chapter 3) where Stone (2004) showed 
that PVD could not to be used to unravel a mix of speech signals into a set of signals that 
represents each source (voice). However, Independent Component Analysis (ICA), which is 
based on statistical independence, could unravel the mixture. The rationale is that it can be 
reasonably assumed that if the data is decomposed into statistically independent channels then 
those channels will represent data produced by different sources, whereas de-correlation does 
not. De-correlated channels may still be statistically related.  
The same applies to the PVD of NDE data. Performing PVD on NDE data generates channels 
that are just uncorrelated, which may be just a new mix of all the features in the input data. To 
separate different types of features, ICA would need to be considered.  
Although the PVD algorithm itself does not require any assumptions or choices to be made from 
the data, in order to use PVD to reduce the volume or dimensionality of data there are a number 
of choices that have to be made, such as the number of channels to retain and how to arrange the 
data (choice of channels). 
 
7.5 Concluding comment 
This chapter has investigated the use of PVD on transient eddy-current data and ultrasonic data. 
The major findings of this work are that PVD does not always decompose the data into anything 
useful (for example, separating different types of features such as defects from the underlying 
structure), in fact the data can be become more complex as was shown using the eddy-current 
data. However, for the ultrasonic data, the interface reflections and front wall reflection were 
almost removed using PVD.  
PVD is more suited to latter stages in the processing, after deconvolution and removal of known 
features. This work has also highlighted the decisions that have to be addressed when 
performing PVD. 
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8 Conclusions 
8.1 Introduction 
There are usually many unknown factors that affect the characteristics of data, such as material 
properties, geometry, underlying physics and the characteristics of the instrumentation. It can be 
difficult to make reliable decisions from such data without first reducing its complexity, 
dimensionality and/or volume.  
This Chapter highlights the contribution of this work from a general perspective and draws 
conclusions on the research findings. In addition, the conclusions recommend further work and 
describe a procedure that should help a programmer or data analyst apply all the methods 
developed to a new set of data.  
 
8.2 Optimisation 
For the CFRP data, optimisation was used to remove the dependency of the data on the 
characteristics of the instrumentation. As a result the ply interface features were more visible.  
Data reduction usually involves the computation of a large number of variables. To obtain the 
optimum (correct) result all these variables must be computed at the same time. A problem is 
that by optimising the variables describing the instrument and object at the same time, there is 
no unique solution. It may be difficult or even impossible to determine whether the correct 
solution has been found. Also, the assumptions and choices made (such as in constructing a 
model) can prevent the optimum solution from being found.  
The work in Chapter 4 work has shown that it is possible to obtain a solution close to optimum 
by reducing the search space (i.e. number of variables describing the instrument and object and 
the range of values that the variables can take) and priming the values of the variables prior to 
optimisation with estimated data. A number of methods were demonstrated with real and 
simulated data. To obtain confidence in whether the correct solution had been found the 
methods were tested with simulated data and with real data, the resultant instrument’s time 
response was compared with measured data and the object’s time response was compared with 
information this is known to be true (for example, the front wall reflection should be a positive 
going pulse). 
For the GLARE data, an attempt was made to obtain layer thickness information using model 
based optimisation. Obtaining layer thickness has not yet been achieved using real data, but has 
been demonstrated using simulated data. The work presented highlights the issues that need to 
be addressed in order to use optimisation to obtain GRP thicknesses such as: choice of 
optimisation algorithm, choice of parameters to optimise (using sensitivity analysis) and 
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analysing the change in the resultant parameter values as a function of transducer location. The 
importance of this work is to remove the effects of the Aluminium – GRP interfaces so that 
defects such as porosity can be detected.   
The major contribution of this work was to demonstrate a number of new methods and 
confidence tests that can be used to solve multivariate problems and reduce the complexity and 
volume of the data, whilst making as few assumptions and subjective choices as possible. This 
work can be applied to a wide range of multivariate problems and a wide set of data types.  
This section describes the main issues faced when using optimisation to reduce data:  
• The search space size. 
• How best to represent the data, i.e. using models, free variables or a combination of both. 
• The assumptions and subjective choices that are made, by the analyst or programmer. 
It has been found throughout the course of this work that these issues form a fundamental part 
of the algorithm design process and have a considerable impact on whether useful results are 
obtained. This chapter illustrates these issues using three axes. The aim is to try and illustrate, 
given a set of data, the position where the current problem would lie on these axes and how this 
position could be moved to maximise the probability of obtaining the best possible result. 
 
8.2.1 Search space 
Consider an axis representing the search space size, illustrated in Figure 8.1.  At the right hand 
end of this axis, the data is represented by too many variables (for example, over sampled data 
or the instrument’s time response is represented by too many points). At the left hand of this 
axis, the data is represented by too few variables.  
The problem is reducing the data as much as possible, but not too much, thus changing the 
nature of the problem and preventing the algorithm from finding the correct solution. 
 
 
Figure 8.1 Search space axis. 
The number of variables can be reduced by reducing the bandwidth of the data (temporally and 
spatially) such that it is equal to or slightly above the bandwidth of the instrumentation, since 
any data outside this bandwidth will be noise. A potential problem is that it can be difficult to 
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determine the bandwidth of the instrumentation, there is no distinct cut off between information 
and noise. Therefore a compromise will have to be made between retaining information and 
reducing the search space. 
An estimate of the instrument’s and object’s time responses can be obtained by optimising them 
separately (the solution will be unique in each case if using free variables), then use the estimate 
to prime all the variables to be optimised at once. However, the depending on the topology of 
the search space, the optimisation routine may diverge away from the optimum solution. An 
important factor is obtaining a good estimate of the instrument’s time response. This estimate 
can be compared with measured data or a model.   
If the solution is unique, the presence of many local minima does not necessarily prevent the 
global minimum from being found, it just becomes much more difficult and time consuming to 
find. There are optimisation algorithms which are designed to deal with many local minima 
such as Simulated Annealing or Genetic Algorithms.  
Knowledge of the topology of the search space would help in making the choice of optimisation 
algorithm and how many attempts may be required to find the global minimum. If the search 
space is monotonic, then one would opt for a fast, efficient downhill search optimisation 
algorithm rather than methods such as Simulated Annealing.  
 
8.2.2 Assumptions and choices 
As demonstrated during this thesis work, any assumptions made can significantly affect the 
resultant data. Assumptions can be subjective if they are not known to be unequivocally to be 
correct.  
On one hand an assumption may prevent the correct solution from being found. In Chapter 5 an 
attempt was made to find GLARE ply thickness from ultrasonic data. It was initially assumed 
that the thickness of each of the aluminium layers could be made constant, and not included in 
the optimisation. This assumption prevented the correct solution from being found because the 
inaccuracy of the aluminium layer thicknesses adversely affects the optimisation, thus, this was 
a poor assumption to make. On the other hand an assumption can help find the solution more 
efficiently or at all, for example by priming the values of the variables to be optimised with 
some estimated values based on a set of assumptions. 
It is important to test any assumptions made. An assumption can be tested by conducting a 
thought experimentxviii using scientific and mathematical principles and logic as a basis and 
compare what was predicted from this experiment with some measured data. Consider an image 
where it is assumed that only half the total spatial bandwidth contains information, i.e. the other 
                                                     
xviii
 Thinking the problem though rather than undertaking a physical experiment. 
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half contains just noise. This assumption could be based on the size of the sensor aperture. In 
this case, the assumption it is not a complete guess, but is based on an understanding of the 
relationship between spatial bandwidth and the size of a sensor’s aperture. This assumption can 
be tested by convolving a narrow pulse (approximating a delta function) with a low pass filter 
(that models the sensor), then compare the shape of the resultant pulse with the image data.   
Many choices made about the data will be subjective, based on one’s own opinion or 
judgement. There is rarely a right or wrong answer to many of the choices that have to be made; 
sometimes a compromise will have to be made.  
Making subjective choices from the data is not necessarily a bad thing to do, since it depends on 
one’s own experience and judgement. In many cases one is forced to do so, since there may be 
many unknowns.  Consider a decision to filter an image in an attempt to remove noise. If this 
decision is not based on facts and one is not aware of the consequences of this decision, then 
this is a poor decision to make. Conversely, if one is aware of the consequences and trying to 
make a compromise between noise and information, then it is no longer a poor decision. 
It is important to understand the consequences of the choices made. To make good choices it is 
important to have at least a good general understanding of the mathematical and scientific 
principles that describes the object and instrument and the ability to make sound logical 
decisions and to have experience and insight into both the data reduction and physical 
processes. 
The fact that one has to make assumptions and choices means that it in most cases it is not 
possible to write a fully automated data reduction algorithm. 
Consider an axis; at one end all information is based on facts at the other all information is 
based on guess work (the decisions made are not based on any sound physics, mathematical or 
logic reasoning), illustrated in Figure 8.2. It is very unlikely that one would be in a fortunate 
enough position to be completely at the right-hand side of the axis. Obviously, one should not 
be on the left-hand side of the axis. One is forced left along this axis by unknowns in the 
problem. The position along this axis may differ from person to person depending on their skill 
and experience. The point is, the further one is towards the right-hand side of the axis then the 
higher the probability that the correct solution will be obtained. 
 
 
Figure 8.2 Choice and assumptions axis. 
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8.2.3 Model or free-variables 
A decision has to be made on how to best represent the instrument and object, i.e. to use: free-
variables, models or a mixture of both. The choice of whether to use models or free-variables or 
even the choice of which model parameters to optimise can lead to significant changes in the 
resultant data. 
Consider an axis, at one end all the data is represented as free-variables at the other end all the 
data is represented by models, illustrated in Figure 8.3.  
 
 
Figure 8.3 Data representation axis. 
 
An advantage of using free-variables is that there is less reliance on assumptions and subjective 
choices compared to using models, thus, using free-variables may be better suited to situations 
were less is known about the characteristics of the instrument or object, or where it may be 
difficult to test any assumptions made, leaving the acquired data to determine the results.  
An advantage of using models is that the number of variables can be reduced to a very small 
number, and models offer the potential for reducing the complexity of the data compared to 
using free-variables.  It may be easier to impose constraints or gain confidence in the variables 
being optimised since the behaviour of most systems tends to be known in the form of 
parameters, such as thickness or density rather than free-variables in the raw data. Consider a 
model used to represent a multilayer object that has layer thickness as a parameter. One could 
impose constraints on the value of the thickness parameter to be positive and below a known 
acceptable level. Imposing a similar constraint would be very difficult for a waveform 
consisting of free-variables, since there is not always a direct relationship between time-of-flight 
and thickness.   
A disadvantage with using models is that one is forcing the data to fit the model, which may be 
incomplete or incorrect, thus using models to reduce the search space may not always be a good 
route to take. 
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8.2.4 Decision axes 
There are three axes that have to be considered during the design of a data reduction algorithm:   
• Size of the search space,  
• The choices and assumptions made, 
• Representation of the data (free variables, models or a combination of both). 
It is possible to choose to use a model to represent the data and have many variables, also it is 
possible to choose to use free-variables to represent the data have few variables (for example, 
the resolution method). 
Fundamental is where the current problem lies on the choices and assumptions axis, since this 
will determine the probability for obtaining the correct result and will determine whether 
models or constraints can be used without preventing the correct solution from being found. The 
point along the representation of data axis will also depend on the data analyst’s requirements, 
since it may be that representing the data just using free-variables may not reduce the 
complexity of the data sufficiently. The optimum point along the search space axis may not be 
obvious, in which case one should be cautious and aim to use slightly too many variables rather 
than too few.  
An optimum method leaves enough variability so that only the acquired data determines the 
results, but is constrained enough for a solution to be obtainable, and with reasonable 
computational efficiency.  
 
8.2.5 Further work 
The following further work is suggested:  
• It would be useful to determine whether the search space topology is monotonic prior to 
optimisation. One possible method of determining this is to attempt to measure the multi-
dimensional distance between each minimum or the multi-dimensional volume of each 
minimum.  
• So far, data from each inspection location has been optimised independently, based on the 
assumption that the propagating ultrasonic pulse is a plane wave and that each point of 
the surface is independent. These assumptions are only approximate. To conform to the 
principle that all data should be optimised at once, data from a number of locations 
should be optimised at the same time. Figure 8.4 represents the object under inspection, 
the scan axes (x and y) and the time-of-flight axis (z). An inspection location is a position 
across the x-y axes. 
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Figure 8.4 Object under inspection, showing the scan axes (x and y) and time-of-flight axis (z).  
 
Figure 8.5 shows the optimisation system, expanded from the system shown in Chapter 4 
Figure 4.1, to optimise data from multiple inspection locations. The variables 
representing the instrument are optimised for every location: )(11 th , )(12 th to )(thXY , 
where XY is the number of inspection locations to be optimised at once. The variables 
representing the object are optimised at once too: )(11 tg , )(12 tg to )(tg XY . The total 
number of variables to be optimised will be NXYMXY + , where M is the number of 
variables representing the instrument and N is the number of variables representing the 
object. If XY =16 locations then the total number of variables would be approximately 
4500 (for M = 20 and N = 256). The acquired data at each inspection location is: )(11 ts , 
)(12 ts to )(tsXY . A challenge is determining the best value of XY which is a 
compromise between reducing the search space size as much as possible so that the 
solution can be found efficiently and obtaining the best possible solution. 
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Figure 8.5 Optimisation system to process data from number of inspection locations. 
 
• QinetiQ has an interest in measuring ply thicknesses from GLARE data using model 
based optimisation. Further work should involve: 
o Optimise the model parameters over a number of inspection locations. Consider 
how the optimised model parameter values change with location and whether these 
should be averaged or smoothed using regularisation.  
o Obtain a set of benchmark thickness measurements to compare the resultant data 
against. 
o Use sensitivity analysis to determine which model parameters to optimise. 
o Investigate a suitable optimisation algorithm that is less likely to become trapped in 
local minima, such as Simulated Annealing. 
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8.2.6 Procedure given a new set of data 
This section describes a procedure for applying the data reduction methods described. This 
procedure demonstrates how these methods could be applied to a new problem.  
• The first process is to determine whether the data has been oversampled by measuring the 
bandwidth of the instrumentation, spatial and temporal. If the data has been oversampled 
it should be re-sampled to reduce the search space and noise, see Chapter 4, Section 4.3.1. 
and 4.6.1. 
• Determine where the problem lies along each of the solution axes described above. The 
following questions need to be posed: 
o What are the requirements of the analyst, should the object be represented using 
free-variables or a model? 
o What assumptions and choices needs to be made for using free-variables, models 
or a combination of both?  
o What facts or logical reasoning are the assumptions and choices based upon?  
o How many variables need to be optimised, what model parameters should be 
optimised, should multiple inspection locations be optimised simultaneously? 
o What are the characteristics of the search space (are there many local minima)? 
o Choice of computational optimisation algorithm, for example Powell or Simulated 
Annealing. This will depend on the search space characteristics. 
o Can constraints be used to limit the search space? Are these constraints based on 
facts or assumptions?  
The aim is to choose a point as far across to the right-hand side of the choice and 
assumptions axis to maximise the probability of obtaining the correct result and to reduce 
the space size as much as possible. 
• Decide when to stop the optimisation process. In Chapter 4 it was found that a 
compromise may be made between processing time and processing the detail in the data 
(data with low signal to noise ratio). 
• Devise a test strategy: 
o How can the assumptions and choices made be tested? 
o How well does the model fit the data?  
o Has the global minimum has been obtained? 
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o How do the optimised values compare with the benchmark values? 
o How do the optimised values change over a number of inspection locations? 
• Obtain an estimate of the instrument’s response, for free-variables see Section 4.4. and/or 
for a model see Section 4.5.  
• Attempt to optimise all variables at once. 
• If the global minimum has not been obtained or the resultant data does not compare with 
the benchmark data well, then the point along the three axes described above will need to 
be moved, for example, increasing or decreasing the number of variables, using a model 
of the instrument instead of free-variables.  
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8.3 Removing known features 
8.3.1 Overview 
The motivation to remove known (i.e. known to exist, such as fasteners or the underlying 
structure) features from data is to leave behind everything that is unknown and of interest. Two 
approaches to removing features were demonstrated in Chapter 6, both methods worked well to 
remove these features and reveal the presence of neighbouring cracks. There are many different 
available processing methods and approaches for revealing the presence of defects. This work 
has presented an alternative approach. 
The contribution of this work is to present a set of principles that could be applied to a general 
problem, compare the two approaches that have been developed, demonstrate the benefits of 
removing features from data and explain how one would select the best approach to take. 
The first approach is to attempt to construct a model of the physical mechanism 
(instrumentation and object) that generated the features and then use this to remove it. This was 
referred to as the ‘physical model’ approach.  An alternative approach is to consider the image 
data only and not the physical mechanism that generated the image data.  This approach was 
referred to as the ‘image processing approach’, since choices are made from the image data 
alone. From a general perspective, the best approach to take depends on the details of the 
situation. 
 
8.3.2 The physical model approach 
In many situations the physics that describes the physical mechanism may not be fully 
understood. To obtain a model that fits the data well, one is forced to make assumptions about 
the behaviour of this mechanism. A decision has to be made about which model parameters to 
fit. If optimisation is used to obtain a fit, the solution may have to be found in a large search 
space with many local minima. The problems associated with this approach are in fact very 
similar to the problems associated with using models as described above. One has to consider 
two of the solution axes described above, to reduce the search space as much as possible 
without preventing the correct solution from being found and to use as many facts (for example, 
to have a good understanding of the physics) as possible to increase the probability of obtaining 
the correct solution. A test strategy is required to check any assumptions made and ensure that 
the correct solution has been obtained (by testing to see whether the global minimum has been 
obtained and checking the fit between the model’s output and the measured data). 
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8.3.3 The Image processing approach 
This approach is based on making choices from the data alone.  Since it does not require such a 
detailed understanding of the physical mechanisms that generated the data, fewer assumptions 
should have to be made. For the TEC data, a simplified model was used to represent the feature 
being removed. This consisted of a model ring with inner and outer radius that was fitted to the 
image data using optimisation.  
To make good decisions from the data requires the ability to make sound logic choices and have 
a good general understanding the physics and mathematics involved, for example, the aperture 
size of the sensor will limit that spatial bandwidth of the image. Due to the finite size of the 
aperture, image features will have smooth edges rather than hard edges. This should be taken 
into account when removing image features. 
A test strategy is required to ensure that any assumptions and choices made are correct or are 
good approximations. For the TEC data described, the model was convolved with the image 
data to obtain fastener centre positions. An incorrect model would have resulted in poor fastener 
centre locations.  
The image processing approach has demonstrated that it is possible to remove features without a 
detailed understanding of the image formation mechanism (i.e. the object and instrument). 
 
8.3.4 Selecting the best approach 
Consider applying these two approaches to a new problem of removing features from TEC data. 
Instead of removing fasteners, structural edges are to be removed instead. A different coil size is 
used. For the physical model approach, the model’s coil size parameter would have to be 
changed. The model is valid since no assumptions were made about the shape of the features to 
be removed. For the image processing approach, a new model would be required since the old 
model makes assumptions about the shape and size of the features to be removed. The physical 
model approach could be applied to a wider set of data and problems without changing the 
model, depending on any assumptions made.  
The physical model approach requires a more detailed understanding of the image formation 
mechanisms (for example, how eddy-currents propagate through the object) compared to the 
image processing approach.  The image processing approach just requires a general (holistic) 
understanding of the mechanisms involved (for example, the relationship between signal to 
noise and bandwidth). 
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8.3.5 Further work 
A better understanding of how TEC propagate around finite size entities (such as fasteners) is 
required so that a mathematical model of the system can be made. Consider the change in 
conductivity shown in Figure 8.6, which represents a fastener. Current analytical equations 
assume half or quarter space objects, a new model will need to consider the boundary conditions 
at the interfaces shown and show how the spatial bandwidth and attenuation of the propagating 
eddy-currents change with time. 
 
Figure 8.6 Illustration of a finite sized entity embedded in a half space object. 
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8.4 PVD 
8.4.1 Overview 
The contribution of this work is to highlight the limitations and benefits of PVD on NDE data 
from a general perspective, and the choices that have to be made. PVD is best suited for later 
stages in the data analysis after operations such as deconvolution and removal of known 
features. 
Principal Value Decomposition (PVD) is a linear transform that decomposes a set of channels 
into a set of new channels that are uncorrelated and ordered in terms of their variance. 
Depending on how well the channels are correlated, most of the variance will be concentrated 
into fewer channels. The aim was to reduce the volume of data by retaining only a fraction of 
the channels and potentially reduce the complexity of the data by using PVD to differentiate 
between different types of features, such as defects from the underlying structure. Decomposing 
the data into channels of data that are uncorrelated with respect to each other does not 
necessarily mean that different types of features can be differentiated. 
The Eigen vectors or images can be difficult to interpret depending on how well the vectors or 
images can be mapped to some useful parameter. Therefore, PVD is not always suitable for 
reducing the complexity of the data, such that more reliable decisions can be made from the 
resultant data compared to the input data. In fact, for the TEC data, the resultant data becomes 
more complex. PVD can be used to reduce the dimensionality (number of channels) or volume 
of the data, depending on how well correlated the input channels are. 
In order to use PVD to reduce data some choices have to be made, some of these are: 
• Whether to equalise the variance of each channel before PVD, 
• Which  Eigen vectors to retain, 
• How to arrange the data into channels. 
There are methods to help make these choices, such as computing a covariance matrix, the 
autocorrelation of data and observation of the Eigen vectors.  
Features caused by known entities tend to dominate the data (high variance), therefore these 
features should be removed (as described in Chapter 6), leaving everything that is unknown and 
of interest before performing PVD. For ultrasonic data, the data should be deconvolved before 
PVD otherwise the response of the instrumentation tends to dominate the Eigen vector 
weightings.   
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8.4.2 Further work 
To undertake studies into using ICA and complexity pursuit (described in Chapter 3) to 
determine whether these methods could reduce the complexity of data, to identify what 
decisions have to be made and how the methods could be applied from a general perspective.  
 
8.5 Overall conclusions 
The objective of this thesis was to develop reduction methods that are based on sound 
mathematical and scientific principles and require the minimum use of assumptions and 
subjective choices.   
 
8.5.1 Main findings 
Optimisation has been shown to reduce the complexity of data (by deconvolving the data) 
acquired from a composite panel, the result is that the ply interfaces are now visible enabling 
measurement of ply thickness. Further work is required on the use of model based optimisation 
to obtain layer thicknesses from GLARE data. The significance of this work is to model and 
then remove the effects of the GRP – aluminium interfaces, to improve the detectability of 
defects such as porosity. A number of factors must be addressed when performing model based 
optimisation: choice of optimisation routine, choice of model parameters to optimise and 
optimisation must be performed using data from a number of transducer locations. 
It is possible to obtain a solution close to the optimum (correct) solution. Tests have been 
defined to obtain confidence in the result. Factors that have a considerable impact on the success 
of an optimisation routine are: the size of the search space (number of variables), the 
representation of the data (models or free variables) and most importantly, the assumptions and 
choices that are made. It is necessary to filter data after optimisation to remove any out-of-band 
(i.e. instrument’s bandwidth) noise.  
Since many subtle choices typically have to be made that are dependent on the skill and 
experience of the programmer or analyst, it will be very difficult to implement a fully automated 
analysis system for most data. 
It has been demonstrated that removing known features from data can improve the visibility of 
defects. Two approaches were demonstrated and compared. The best approach to take depends 
on the available knowledge of the object and instrumentation. The image processing approach 
demonstrated that it is possible to develop algorithms that offer a generic solution to a problem. 
These algorithms are only based on a holistic (general) understanding of the instrument and 
object and require few assumptions to be made. The alternative is to develop algorithms that 
require a detailed understanding of the object and instrument and the physical interaction 
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between them. Such an approach typically requires many assumptions to be made. However, 
this approach (without re-assessing the assumptions and choices made) can potentially be 
applied to a wider set of data and problems. 
PVD can be used to reduce the complexity and dimensionality of the data, as was demonstrated 
using ultrasonic data. A small proportion of the total number of Eigen vectors described the 
features representing the panel layer interface reflections. These reflections could almost be 
removed by discarding these Eigen vectors. For the transient eddy-current data, the data became 
more complex after PVD. This is due to the nature of the data and the many decisions that are 
required to form a time-slice image (such as choice of balance point). PVD should be used in 
the later stages of data reduction after deconvolution and removal of features. PVD may not be 
suitable for all types of data; it depends how well the Eigen images can be mapped to some 
useful parameter (such as conductivity). 
 
8.5.2 Contribution 
This work has demonstrated new methods for solving multivariate problems, the methods 
developed could be applied to a wide range of data. Solving such problems is of particular 
interest in NDE, since data is commonly represented by many variables and on many axes 
(channels).  Two approaches to removing known features from data have been introduced, 
demonstrated and compared. These approaches offer a general solution to detecting defects in 
NDE data. The usefulness and limitations of PVD from general perspective has been described. 
This work has highlighted the choices that have to be made when performing PVD. 
The thesis provides a general roadmap and a set of principles for algorithm developers and data 
analysts for reducing multiple channels of data.  
The potential benefit of this work from an industrial perspective is an improvement in reliability 
of decisions made from data and a reduction in the costs associated with the analysis of NDE 
data. 
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A. Ultrasonic multilayer propagation model 
A.1 Introduction 
This appendix describes a model of the propagation of ultrasound through a multilayer object. 
The interaction of sound with multiple interfaces is described from first principles, beginning 
with a plane sound wave travelling normal to a single interface between lossless media. The 
model is built up to incorporate multiple layers and then losses. The assumptions that the model 
makes are described as well as the model parameters.  
 
A.2 Physics of multi-layer objects 
The factors that affect the propagation of a plane sound wave through a medium are: the 
boundary conditions at interfaces (for example: the front and back surfaces of the object under 
inspection and boundaries between layers) and losses due to absorption and scattering as the 
energy propagates through the medium (Philips , 2001). Dispersion (change in phase velocity of 
the propagating wave) will cause the shape of the propagating wave to change. 
 
A.2.1 A single interface 
Figure A.1 shows the transmission through and reflection from a single interface between two 
lossless media which have acoustic impedances 1Z and 2Z and have semi-infinite thickness as 
shown. The propagating wave is a plane sound wave normal to the interface. For conservation 
of energy at the interface (at x =0, where x  is the distance from the interface as shown) the 
following boundary conditions must be met: continuity of particle velocity u and continuity of 
acoustic pressure P. Thus: 
21 PP = and 21 uu =       (A.1) 
 
Figure A.1 Propagation of a plane sound wave normal to an interface between two lossless media, 
showing the transmitted and reflected wave from the interface.  
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From these boundary conditions the proportion of acoustic pressure amplitude transmitted 
through (transmission coefficient, 12T ) and reflected from (reflection coefficient, 12R ) the 
interface may be expressed as a function of the acoustic impedance of the media 1Z and 2Z : 
21
12
12 ZZ
ZZR
+
−
=
     (A.2) 
21
2
12
2
ZZ
ZT
+
=
     (A.3) 
cZ ρ=
     (A.4) 
where ρ is density of the medium and c is wave velocity through the medium.  
 
A.2.2 Two interfaces 
Figure A.2 shows the transmission through and reflection between two interfaces. The 
propagating wave is a plane sound wave normal to the interfaces. The centre layer is a material 
of impedance 2Z  and has a thickness 2d . The two outer layers are of impedance 1Z  and 
3Z and their thicknesses are infinite in one direction as shown.  
 
 
Figure A.2 Propagation of a plane sound wave normal to the interfaces between three lossless media, 
showing the transmitted and reflected waves from each interface. 
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The incident wave can be described as: 
( ) ( )xktieII 10 −−= ωω     (A.5) 
1
1
c
k ω=
     (A.6) 
whereω is angular frequency, t  is time, x is distance from the first interface shown, c is wave 
velocity and 0I is a constant. 
The reflected acoustic pressure amplitude from the first interface is: 
( ) ( ) 121 RIF ⋅= ωω      (A.7) 
where 12R is the reflection coefficient at the first interface, as shown. 
There are multiple reflections from the second interface due to reverberations in the centre 
layer. Each reverberation leaks 212321 TRR back into medium 1 with a phase increment of 222 dk . 
The reflected acoustic pressure amplitude in medium 1 as a result of these reverberations and 
leakage back into medium 1 can be described as a geometric series: 
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    (A.10) 
where: 
12T and 21T are the transmission coefficients at the first interface as shown and 
21R and 23R  are the internal reflection coefficients in medium 2 at the first and second interfaces 
respectively as shown. 
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The total reflected acoustic pressure is:  
( ) ( ) ( )ωωω 21 FFFR +=     (A.11) 
 
Figure A.3 shows the magnitude of the total reflected acoustic pressure plotted against the ratio 
of thickness 2d and wavelength 2λ  (i.e. 
2
2
λ
d ), where 31 ZZ = = 3.7MRayls and  2Z = 
5.2MRayls. The magnitude at each minimum will be:  
( ) 

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−
+=
2321
212312
1 RR
TRT
RIFR ω     (A.12) 
A minimum occurs when the reflections from both interfaces are 180° out of phase.  A 
maximum (resonance) occurs when the reflections from both interfaces are in phase. 
    
 
Figure A.3 Magnitude of the total reflected acoustic pressure against ratio of thickness and 
wavelength.  
 
When the wavelength becomes much greater than the thickness the reflected acoustic pressure 
tends to zero as shown. If the centre layer represents an in-plane defect (such as a delamination), 
as the thickness becomes much less than the wavelength of the propagating wave, then the 
reflected acoustic pressure from the defect will tend to the minima described in Equation A.12 
above.  
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A.2.3 Absorption and scattering 
Sound will be attenuated through a medium due the transmission coefficients at interfaces, 
absorption and scattering. Absorption is caused by dissipation of energy in the form of heat as 
the energy propagates through a viscous-elastic medium (for example: all fluids and polymers 
such as resin).  Absorption is frequency dependent and its effect on a propagating wave for a 
single pass through a medium is: 
)()()( ωαωω deIT −=
     (A.13) 
where )(ωI is the incident wave to the medium, )(ωT is the wave after a single pass through 
the medium, d is the thickness of the medium and )(ωα  is absorption per unit distance as a 
function of frequency. Absorption causes higher frequencies to be attenuated more than lower 
frequencies, resulting in a reduction in bandwidth as sound propagates through the medium.  
Scattering is caused by reflection and diffraction and increases as the wavelength decreases and 
approaches the size of small entities in the medium such as particles, grains or voids. Alder et al 
(1986) have developed theory for determining the ultrasonic attenuation from scattering due to 
porosity. At the long wavelength limit 1<<kp , where p is the radius of the porosity pore and 
k is the wave number (see Equation A.6), the scattered power decreases with 4k . The 
scattering attenuation coefficient is given by: 
p
pkk va 4
3)(
44Γ
=
φ
α
    (A.14) 
where vφ is the porosity void volume fraction (ratio of void to total volume), Γ is the scattering 
cross section which is a function of the ratio between shear and longitudinal velocities; values of 
cross section can be obtained from of Adler et al (1986) and Ying and Truell (1956). In the short 
wave length limit the scattered power is independent of frequency. Smith (2010) provides 
details on the transition between long and short wave length limits. 
 
A.2.4 Dispersion 
Dispersion is the change in phase velocity of the propagating wave with wavelength. Its effect 
on a propagating wave for a single pass through a medium is to modify the phase only: 
)()()( ω
ω
ωω c
di
eIT
−
=
    (A.15) 
where )(ωc  is the phase velocity with frequency through the medium. 
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Dispersion will cause the shape of the propagating pulse to change over distance.  
 
A.2.5 Attenuation and phase change of an ultrasonic data acquired from CFRP 
Attenuation and phase shift with frequency was measured from data acquired from a 13 layer 
CFRP panel by comparing the FFT of the gated front-wall reflection and back-wall reflection. 
The acquired data )(ts is gated using a Gaussian function as follows to obtain the front-wall 
reflection )(ta and back-wall reflection )(tb : 
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where ft  and bt  are the positions of the peak of the front-wall and back-wall reflection 
respectively (it is assumed that these positions can be obtained from the data),  wt  is the half the 
width of the instrument’s time response, see Chapter 4, Section 4.3.2. Figure A.4 shows the 
positions of the gate functions (dotted line) with respect to the position of the reflections. 
Sampling rate was 100MHz. 
    
Figure A.4 Position of gate functions with respect to the acquired data.  
 
The attenuation and phase with frequency are computed as follows: 
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where ( ) piωθpi ≤≤−  
Figure A.5a shows attenuation with frequency and Figure A.5b (black line) shows phase 
(unwrapped) with frequency. The unwrapping was performed by adding 2pi to the phase 
if ( ) ( ) 1−< nn ωθωθ . 
The change in attenuation with frequency is approximately linear. For the model a single 
parameter is used to represent absorption of the resin, the absorption coefficient Α , which is 
expressed in dB/mm/MHz. The change in phase with frequency is also approximately linear 
(compare with the straight line shown as a red line) demonstrating that there is negligible 
dispersion of the propagating wave.   
 
Figure A.5 (a) Attenuation with frequency and (b) Phase with frequency. 
 
Referring back to the model and taking into consideration any absorption through medium 2 
shown in Figure A.2, the acoustic pressure ( )ω2F  will be: 
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A.2.6 Multiple layers 
Figure A.6 shows how an additional layer n can be added to multiple layers, bounded by an 
infinite half layer of acoustic impedance CZ . fwdT and backT are the complex transmission 
coefficients of the 1−n layers. Total reflected acoustic pressure for n  interfaces is: 
( ) ( ) ( )
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where ( )ω1−RF is the total reflected acoustic pressure for 1−n layers. 
   
Figure A.6 Additional layer n added to multiple layers. 
 
A.2.7  Multilayer model 
A multi-layer ultrasonic bulk-wave propagation model has been developed to simulate the 
reflection and transmission properties of composite materials (Mienczakowski et al , 2008 and 
Smith , 2010) . The model computes the magnitude and phase of the reflected and transmitted 
acoustic pressure as a function of frequency. For this work, since the acquired data is pulse-echo 
data, only the reflected acoustic pressure is considered.  
Carbon Fibre Reinforced Polymer (CFRP) consists of alternative layers of fibre impregnated 
with a resin matrix (ply) and thin layers of resin (inter-ply). The thickness of the inter-ply layers 
are typically 2% of the ply layers (Smith , 2010). 
GLAss REinforced fibre metal laminate (GLARE) consists of alternate layers of Glass 
Reinforced Polymer (GRP) composite and aluminium. Each GRP layer consists of plies of glass 
impregnated with resin. 
The model makes the following general assumptions: 
• Each ply is transversely isotropic i.e. parallel to the panel surface, 
• The propagating wave is a plane-wave, 
• The media are non dispersive, 
• Absorption is linear with frequency. 
Therefore the model is one-dimensional (perpendicular to the panel surface) and only considers 
the longitudinal wave. The configured model does not consider defects such as porosity or de-
laminations. 
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The inputs to the model include: the transverse  (to the fibres and plies) compression modulus, 
density, absorption coefficient and thickness for each layer.  
 
A.2.8 Mixture rule 
The fibres are much smaller (approximately 7µm in diameter) than the wavelength, hence the 
ultrasound responds to the macro properties of the material. Thus each ply may be treated as a 
homogeneous layer.  
For the GLARE, each GRP layer is also treated as a homogenous layer since the reflection 
coefficient between each ply (within the GRP layer) is much less that the reflection coefficient 
between the GRP and Aluminium. 
The equivalent material properties of each homogenous layer is computed from the component 
properties (fibre and resin) using a mixture rule.  
For carbon fibres in resin the simple mixture rule provides a satisfactory approximation of the 
equivalent material parameters (Smith , 2010). The equivalent compression modulus nM and 
density nρ for layer n  is: 
rnfnn MMM )1( φφ −+=    (A.22) 
rnfnn ρφρφρ )1( −+=     (A.23) 
Where fM and rM are the compression modulus of the fibre and resin respectively, fρ  and 
rρ are the densities of the fibre and resin respectively and nφ  is the local fibre volume fraction 
(this is the ratio of fibre to total volume). 
For GRP the simple mixture rule provides a poor approximation, so the Hashin rule (Hashin , 
1965)  is used instead for computing the compression modulus (Smith , 2010). 
A method of determining the local fibre volume fraction nφ is required for the model. It is 
assumed that the number of fibres is constant despite any variation is the ply thickness, over a 
lateral distance that is comparable to the ultrasonic beamwidth (approximately 1mm). Initial 
measurements by Smith (2010) show that this is a reasonable assumption to make.  
The fibre volume fraction for each ply is computed as follows: 
n
dd
n d
dφφ =
     (A.24) 
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where dφ is the designed (intended) fibre volume fraction of the panel, nd is the local ply 
thickness and dd the designed ply thickness.  As the ply gets thicker the local fibre volume 
fraction decreases. 
Typically, Γ = 0.6, but has an absolute maximum of 0.82 (hexagonal packing of circles) as 
shown in Figure A.7.below which represents an end view of 7 packed fibres.  
The longitudinal wave velocity nc through each layer is computed as follows: 
n
n
n
M
c
ρ
=
     (A.25) 
    
Figure A.7 Diagram showing the end view of 7 packed fibres, which describes hexagonal packing. 
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A.2.9 Material parameters  
Table A.1 and Table A.2 shows the model material parameters used for GLARE and CFRP 
respectively. The designed fibre volume fraction was assumed to be 0.6 for each case. The resin 
and carbon parameters were obtained from Smith (2010) and aluminium and glass fibre 
parameters obtained from Kaye and Laby.  
 
Property Material 
 Fibre (glass) Matrix (resin) Aluminium 
Comp. Modulus GPa 80.2 10.7 110.3 
Density kg/m³ 2570 1270 2770 
Absorption dB/mm/MHz 0  0.150 0 
Table A.1 GLARE model material parameters.  
 
Property Material 
 Fibre (carbon) Matrix (resin) Inter-ply (resin) 
Comp. Modulus GPa 16.0 10.7 10.7 
Density kg/m³ 1690 1270 1270 
Absorption dB/mm/MHz 0  0.150 0.150 
Table A.2 CFRP model material parameters.  
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B. Ultrasonic transducer model 
B.1 Introduction 
This appendix describes a model of the transducer used to acquire the ultrasonic data for this 
thesis. A Lead Zirconate Titanate (PZT) thickness model (Hayward et al , 1984) is used as basis. 
It has been simplified to reduce the number of model parameters and processing time, since it 
will be used in an optimisation routine.  
First, an equation showing the electrical output as function of force input to the transducer is 
described (receiver); then an  equation showing the of force output as function of electrical input 
to the transducer is described (transmitter) and then the equations are combined to show the 
pulse-echo response of the transducer. Assumptions are then made to reduce the model and then 
it is tested by comparing its output with measured data acquired from a flat planar reflector. 
Figure B.1 shows a diagram of a PZT thickness mode ultrasonic transducer. The transducer 
consists of:  
• A PZT layer of mechanical impedance cZ . 
• A backing layer of mechanical impedance is 2Z ; which is an absorbent material whose 
purpose is to minimise energy reflected from the back surface of the transducer. The 
result is a reduction in the sharpness of the resonance and an increase in bandwidth.  
• A matching layer of mechanical impedance is 1Z ; which maximises the energy 
transferred to/from the PZT layer from/to the load medium.  It will be assumed that the 
transducer consists of a single matching layer. 
It is assumed that all media are isotropic and loss free. 
 
 
Figure B.1 PZT transducer, diagram of the layers.  
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B.2 Receiver 
Figure B.2 is a block diagram of a thickness mode transducer acting as a receiver of ultrasonic 
waves (Hayward et al , 1984). This diagram represents a general situation, where the waves of 
force may be incident at the front and back surfaces. A fraction fT of the force )(ωfF at the 
front surface is transmitted into the device and a fraction bT of the force )(ωbF at the back 
surface is transmitted into the device. 
The transmission coefficient incident at the PZT front surface is: 
1
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     (B.1) 
 
The transmission coefficient incident at the PZT back surface is: 
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     (B.2) 
The forces are converted to particle displacement by the term 
cZiω
1
. 
The displacement of particles reverberates within the PZT layer since the transducer is a 
multilayered system. This reverberation is described by a reverberation factor (Hayward et al , 
1984),described by Equations B.3 and B.4 below: 
 
Figure B.2  PZT transducer block diagram, receiver.  
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fR is the reflection coefficient for a wave of force incident at the PZT front surface. 
bR is the reflection coefficient for a wave of force incident at the PZT back surface. 
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The net particle displacement is then converted to charge by the piezoelectric constant ph . The 
voltage appearing on the output electrodes is modified by the load )(ωU . If the electrical load 
is finite, the voltage will modify the force at the front and rear faces of the transducer, as shown 
by the feedback loops. Referring to the feedback loops, the 
ωi
1
term converts current to charge 
and ph  charge to force. 
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where ( )ωeZ is the electrical output impedance, ( )ωoZ  is the electrical input impedance and 
capacitance oC . 
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The voltage produced as a function of force for the closed loop system shown is: 
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B.3 Transmitter 
Figure B.3 is a block diagram of a thickness mode transducer acting as a transmitter of 
ultrasonic waves (Hayward et al , 1984). Again, this diagram represents a general situation, 
where waves of force may be generated at the front and back surfaces.  
  
 
Figure B.3 PZT transducer block diagram, transmitter.  
 
)(ωiV  is the excitation voltage, a portion )(ωY of which is applied across the transducer due to 
the electrical input impedance ( )ωoZ and capacitance oC .  The net voltage is converted to 
charge by the capacitance oC , then to particle displacement by ph .  
( ) o
o
Cbi
C
Y
ωω
ω
+
=
1
)(
    (B.11) 
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A fraction fA of the resultant force is transmitted to the load medium at the front surface and a 
fraction bA  of the resultant force is transmitted to the load medium at the back surface. Also, a 
fraction fT and bT is feed back into the transducer as shown by the feedback loops. 
The transmission coefficient into the matching layer is: 
1
12
ZZ
ZA
c
f +
=
     (B.12) 
The transmission coefficient into the backing layer is: 
2
22
ZZ
ZA
c
b +
=
      (B.13) 
The force produced (at the front surface) as a function of voltage for the closed loop system 
shown is: 
( )
( ) ( ) ( )( )
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ω
ωωω
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2
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where  
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B.4 Simplified model 
B.4.1 Open loop 
It is the intension to use this model in optimisation algorithms. To reduce the search space of the 
optimisation routine, the number of model parameters is to be reduced as much as possible. The 
model will be called every time the mean square error is computed; typically this may be many 
tens millions of times before convergence. Therefore the model should be made as 
algorithmically efficient and simple as possible.  
To reduce the model, the following assumptions will be made: 
• There is zero force generated at the back surface of the backing layer.  
• The transducer’s response is open loop, since =ph  
1210650 −× C/N (assumed to be 
PZT-5M), (typical values are available from the Morgan Matroc website), the term on the 
denominator for Equations B.10 and B.14 is approximately unity for ω > 1 
radian/second. 
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• The electrical impedances are represented by a real scalar value. 
These assumptions will be tested by comparing the model’s output with measured data. 
The voltage produced as a function of force is: 
c
fpf
fo Zi
KUhT
FV
ω
ωω
ωω
)()()()( ≈
   (B.16) 
  
The force produced at the front surface as a function of applied voltage is: 
2
)()()()( ωωωω ffpif
KYaAh
VF ≈
   (B.17) 
 
The pulse echo response to a flat planar reflector positioned in front of transducer will be the 
product of Equations B.16 and B.17:   
( ) ( ) ( )
c
fffp
io Zi
KYUAaTh
VV
ω
ωωω
ωω
2
)()()( 22
=
  (B.18) 
Only the frequency dependent magnitude is of interest, thus the non frequency dependent 
parameters ph , fT fA , cZ and a shown in Equation B.18 are ignored. The peak magnitude of 
the model’s output is normalised to unity. 
It will be assumed that ( )ωiV  = 1. This is the excitation signal. 
Thus Equation B.18 simplifies to:  
( ) ( )
ω
ωωω
ω
i
KYU
V fo
2)()()(
≈
   (B.19) 
 
B.4.2 Electrical characteristics  
Figure B.4 (black line) is the modelled pulse-echo closed loop response described by Equations 
B.10 and B.14, showing the magnitude of ( )ω
O
V  as a function of frequency; assuming no 
forces on the back surface of the transducer. Sampling rate was 100MHz. The open loop 
magnitude described by Equations B.16 and B.17 was very similar, demonstrating that the 
assumptions made above are valid. A problem is that the electrical parameters may not be 
known. The reverberation ( )( )2ωfK , shown by the red line provides a good approximation of 
the transducer’s pulse-echo response below 20MHz. 
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Figure B.4 (black line) Modelled pulse echo closed loop response and (red line) reverberation factor 
squared. 
 
For the closed loop model, the parameters describing the electrical characteristics were assumed 
to be: 
=oZ 50Ω, =eZ 10M Ω, =oC 250pF. The mechanical impedance parameters were assumed to 
be as follows: 
=cZ 32MRayls, typically 30 to 36MRayls for PZT (Kossoff , 1966), =2Z 15MRayls (to 
obtain a good fit with the measured data) and centre frequency =cf 10MHz. 
The optimum matching single layer impedance can be achieved when its thickness is a quarter 
wavelength (Desilets et al , 1978) and its impedance is: 
wc ZZZ =1      (B.20) 
where wZ is the mechanical impedance of water (medium at the front face). 
It is known that the bandwidth of the acquired ultrasonic data used in this thesis is 
approximately 20MHz. Therefore in this case, the transducer may be approximated below this 
frequency using the reverberation factor. The model output is truncated at the minimum 
magnitude (at 20MHz) and data above this frequency is removed.  
The output of the transducer to a flat planar reflector is approximately: 
( ) ( )( )2ωω fo KV ≈      (B.21) 
Therefore the number of model parameters has been reduced to only three: cZ , eZ and cf . This 
simplified model only requires the computation of Equations B.3, B.5 and B.6.  
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B.4.3 Test of the simplified model 
Figure B.5( red line) shows the inverse FFT of ( )ωoV from Equation B-21 above and the black 
line represents the acoustic pressure measured from a 10MHz PZT transducer positioned in 
front of a glass block. The simplified model and measured data match well.  
 
    
 
Figure B.5  Inverse Fourier transform of simplified model (red line) and measured data (black line).  
 
A simplified model of a PZT transducer has been produced that only takes into consideration 
the reverberation factor, requiring only 3 parameters and minimal computation. Note that the 
absorption due to the water load has not been considered, this may have to be considered for 
larger physical separations between the transducer and panel front surface. 
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C. Mathematical derivations 
It will be shown the autocorrelation of a Gaussian function in the time domain can be described 
by a half Gaussian function. This appendix derives the relationship between the 
1
−e width of the 
function in the time domain to the equivalent width in the autocorrelation domain.  
C.1 Autocorrelation of a Gaussian 
• The amplitude of a Gaussian function in the time domain centred at 0=t can be 
described as follows: 
 
2
)(



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

−
=
wt
t
etf
     (C.1) 
 where t is time and wt is the width when )(tf falls to 1−e of its peak value. 
 
• The Fourier transform of C.1 is (from www.mathworld.wolfram.com): 
 
( ) ( )2wtwetF ωpipiω −=     (C.2) 
• Multiply C.2 by its complex conjugate:  
 
( ) ( ) ( )222*. wtw etFF ωpipiωω −=    (C.3) 
• Let 2wa tt = to make the inverse Fourier transform easier to obtain 
• Thus: 
 
( ) ( ) ( )2
2
.
2
*
ata e
t
FF ωpi
pi
ωω −=
   (C.4) 
• The inverse Fourier transform of C.4 is: 
2
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    (C.5) 
• Ignoring 
2
atpi
, since only the relationship between the half width in the time-domain t  
and the half-width in the autocorrelation domain is of interest. This relationship is thus 
2wa tt = . 
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D. Measurements from GLARE data 
This Appendix describes the details of how the PZT transducer model parameters were obtained 
from data acquired from a 7 layer GLARE panel. The details of the methodology are described 
in Chapter 4. The first stage is to measure the bandwidth of the instrument, then re-sample the 
data such that the bandwidth of the data is equal to or just above the bandwidth of the 
instrument. The next stage is to estimate the instrument’s time-length and time response 
producing a waveform that represents the pulse-echo response of the transducer. The final stage 
is to fit a model of the transducer (the model is described in Appendix B) to the estimated time 
response data. 
 
D.1 Obtaining the bandwidth of the instrumentation 
Details of obtaining the bandwidth of the instrument are described in Chapter 4, Section 4.3.1. 
Figure D.1 shows the acquired data waveform acquired from a 7 GRP layer GLARE panel (the 
panel is described in Chapter 2), representing acoustic pressure as a function of time. Figure 
D.2a shows the FFT magnitude of the acquired data and Figure D.2b shows the autocorrelation 
of the magnitude between 25 and 50MHz. The sampling rate was 100MHz. The autocorrelation 
is a narrow pulse meaning that the data between 25 and 50MHz is mostly random noise and will 
thus be removed. 
    
 
Figure D.1 Acquired data waveform, from a 7 GRP layer GLARE panel, representing acoustic 
pressure as a function of time. 
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Figure D.2 (a) Acquired data FFT magnitude and (b) Autocorrelation of magnitude between 25 and 
50MHz.  
 
Figure D.3a shows a half Gaussian function (red line) and the Fourier transform magnitude of 
the magnitude profile shown in Figure D.2.a above.  Figure D.3b shows the smoothed 
magnitude profile. The mean noise level µ measured is 0.1269, the standard deviation of the 
noiseσ  is 0.0061 and m = 3. Therefore, the instruments bandwidth f∆ measured from the 
smoothed profile is 18.1MHz. Note that there is a crossing of µσ +m at 21MHz and 26MHz, 
but the amount of information above this threshold between 21 and 26MHz is very small. 
 
Figure D3 (a) Fourier transform magnitude of the magnitude profile shown in Figure D2a (black line) 
and half Gaussian function (red line) and (b) Smoothed data. 
 
The acquired data is windowed at 25MHz, the magnitude between 18.1 MHz and 25MHz are 
set to zero. 
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D.2 Finding the time-length of the instrument’s waveform. 
Details of obtaining the time-length of the instrument’s waveform is described in Chapter 4, 
Section 4.3.2. Figure D.4. shows the autocorrelation magnitude of the windowed acquired data 
(black line). The autocorrelation result is smoothed using a half Gaussian function since the 
higher frequency ripples are not of interest in this instance.  
    
 
Figure D.4. Autocorrelation magnitude of the acquired data (black line) and the smoothed 
autocorrelation using a half Gaussian function (red line). 
 
The peak magnitude of the smoothed autocorrelation is normalised to unity, shown in Figure 
D.5 (black line). A half Gaussian is fitted to this using optimisation. The fitted width tw  is 12 
samples. 
    
 
Figure D.5 Normalised smoothed autocorrelation (black line) and fitted half Gaussian (red line). 
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From Chapter 4, Equation 4.7 and 4.10, the full width (time-length of the instrument’s 
waveform) is
2
ln Pw
w tf =   
Where P  can be obtained from Figure D.3b, the smoothed peak log-magnitude is 0.6467 and 
the mean noise level is 0.1269. 
The linear ratio P between the peak magnitude and σµ m+ is: 
From Equation 4.9. 1452.0
6467.0
10=P = 28345    
    
Thus, =fw  28 samples ( =∴ M 28)   
 
D.3 Estimating the instrument’s waveform 
The methodology of obtaining an estimate of the instrument’s waveform is described in Chapter 
4, Section 4.4.1. Figure D.6 (black line) shows the waveform obtained by optimisation 
of M free variables. It is assumed that the time-of-flight (samples) position of the front-wall 
reflector measured from the acquired data is correct, this is 50 samples. A model of the PZT 
transducer is then fitted to this waveform as described in Chapter 4, Section 4.5. The output of 
the model is shown in Figure D.6 (red line). The fitted model parameters are: Centre frequency 
= 8.4MHz, PZT mechanical impedance = 35MRayls and backing layer impedance = 
12.0MRayls.  
    
 
Figure D.6 Instrument’s waveform by optimising M free variables (black line) and fitted PZT model 
output (red line).  
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E. Miscellaneous work 
E.1 Principal Value Decomposition (PVD) of low frequency vibration data 
It will be demonstrated that PVD can be used to significantly reduce the number of channels 
(dimensionality) of NDE data. 
A pitch-catch probe excited with a 500 Hz to 35 kHz acoustic chirp was scanned over the 
surface of a Carbon Fibre Composite (CFC) / honeycomb panel. The panel is representative of a 
modern aircraft structure.  The received data consists of 589 channels (images); each channel 
represents a single frequency measurement. Figure E.1 shows 6 of the channels. The image 
grey-scale represents magnitude, where white represents the lowest amplitude. 
The panel has two defects in the honeycomb structure (shown by the red arrows). The defects 
are crushed regions of the honeycomb structure caused by mechanical impact. Two impact 
energies were used, the larger defect being caused by the larger impact. The defects cause 
resonance of the acoustic energy and result in an increase in amplitude reflected back to the 
probe; the resonant frequency is dependant on the size of the defect. The large defect is clearly 
visible, shown by the red marker in Figure E.1 (channel 100). The smaller defect is visible, 
shown by the red marker in Figure E.1 (channel 132). The features of interest are the defects; 
the features that represent the surrounding structure are not of interest in this case. 
    
Figure E.1 Low frequency vibration data acquired from a CFC / Honeycomb panel, each channel 
represents frequency, and grey-scale the magnitude. 
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Computing PVD of the above data results in 589 Eigen vectors, 3 of which describe 86% of the 
total variance in the data. Figure E.2 shows the Eigen value (variance) of 20 of the Eigen 
vectors.  
    
 
Figure E.2 Variance of 20 Eigen vectors, showing that most of the variance in the data is represented 
by only 3 vectors.   
Figure E.3 shows 3 Eigen images with the highest variance (the highest variance image is 
shown on the left hand side). Both defects are visible in this channel (red arrows). 
 
 
Figure E.3 Three Eigen images with highest variance, these images represent 86% of the variance in 
the original data.   
 
It has been shown that PVD can significantly reduce the number of channels used to represent 
the data. The data is now represented by 1 channel (image). 
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E.2 PVD, ultrasonic c-scan data 
Figure E4a shows an ultrasonic C-scan of a Carbon Fibre Reinforced Polymer (CFRP) panel, 
before impact damage and Figure E4b shows the same panel after impact damage. The white 
areas marked (1-5) are delamination defects caused by impact testing. The grey-scale in the 
images represents the time-of-flight of the first crossing over an amplitude threshold within a 
time-gated region that is between the front and back wall reflections. The two images have been 
geometrically registered and scaled. 
 
 
Figure E.4 C-scan image of CFRP panel: (a) before and (b) after impact testing. 
 
Principal Value Decomposition was performed on the two images, generating two Eigen images 
shown in Figure E.5a and E5b below. 
 
 
 
Figure E.5 Eigen images of C-scan images in Figure F.4: (a) Eigen image with highest Eigen value 
and (b) Eigen image that is orthogonal to (a). 
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The Eigen image with the highest variance (a) shows the underlying structure and defects. The 
other image (b) shows the defects are more apparent compared to the rest of the image. In this 
case PVD has been shown to highlight the changes (defects) between the images. Intuitively, 
the structural features in each of the original images are highly correlated with each other since 
the images represent scans of the same structure. There is no correlation between the pixels 
representing the defects in the impacted structure with the same pixels (same geometric 
location) on the pre-impacted structure.  Since PVD produces channels of data that are 
uncorrelated it follows that one of the Eigen images will reveal just the defects. There are 
structural features still apparent in the less significant component due to uncorrelated 
differences between the two original images (due to noise and perhaps slight mis-registration).  
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Acronyms 
ADC   Analogue to Digital Converter 
CFC   Carbon Fibre Composite 
CFRP   Carbon Fibre Reinforced Polymer 
EDM   Electrical Discharge Machining 
FFT   Fast Fourier Transform 
FVF   Fibre Volume Fraction 
GLARE   GLAss REinforced fibre metal laminate 
ICA   Independent Component Analysis 
NDE   Non Destructive Evaluation 
PDF   Probability Density Function 
PP   Projection Pursuit 
PSF   Point Spread Function 
PVD   Principal Value Decomposition 
PZT   Lead Zirconate Titanate 
SNR   Signal to Noise Ratio 
TEC   Transient Eddy Current 
TOF   Time Of Flight 
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