An Ulam sequence U (1, n) is defined as the sequence starting with integers 1, n such that n > 1, and such that every subsequent term is the smallest integer that can be written as the sum of distinct previous terms in exactly one way. This family of sequences is notable for being the subject of several remarkable rigidity conjectures. We introduce an analogous notion of an Ulam sequence in the polynomial ring Z[X], and use it both to give new, constructive proofs of old results as well as producing a new conjecture that implies many of the other existing conjectures.
Introduction and Main Results:
Given integers 1 ≤ a < b, define the Ulam sequence U (a, b) to be the sequence starting with a, b, and such that every subsequent term is the smallest integer that can be written as the sum of two distinct prior terms in exactly one way. The sequence U (1, 2) = 1, 2, 3, 4, 6, 8, 11, 13, 16, 18, 26, 28, 36, 38, 47, 48, 53, 57, 62, 69 . . . was originally introduced in 1964 by Ulam [Ula64] , who posed the question of determining the growth rate of this sequence, which remains opens to this day. It is conjectured that U (1, 2) grows linearly, and it has positive density of about 0.079. The growth rate of certain other families of Ulam sequences was confirmed to be linear by proving the stronger result that they are eventually periodic-this was done for Ulam sequences U (2, 2n+1) by Schmerl and Spiegel [SS94] , using previous work of Finch [Fin91, Fin92b, Fin92a] and Queneau [Que72] . Similarly, Cassaigne and Finch [CF95] proved that sequences U (4, n) are eventually periodic if n ≡ 1 mod 4, and Hinman, Kuca, Schlesinger, and Sheydvasser [HKSS19a] found a finite set of sequences U (4, n) with n ≡ 3 mod 4 that are also eventually periodic. In contrast, none of the sequences of the form U (1, n) seem to be eventually periodic, and virtually nothing was known about them until very recently, when Steinerberger [Ste17] gave numerical evidence that there exists a real number λ 2 ≈ 2.443442967784743433 with the curious property that U (1, 2) mod λ 2 is concentrated in the middle third of the interval.
To be more precise, we have the following conjecture, formulated by Gibbs [Gib15] .
Conjecture 1.1. There exists a real number λ 2 ≈ 2.443442967784743433 such that for all > 0, for K sufficiently large,
This conjecture has since been confirmed for the first trillion terms of U (1, 2) by Gibbs and McCranie [GM17] . Numerical evidence suggests that for Ulam sequences U (a, b) that are not eventually periodic, similar behavior occurs-such "magic numbers" for Ulam sequences are referred to as periods in the literature. In particular, there is the following generalization of Gibbs' conjecture in the mathematical folklore 1 .
Conjecture 1.2. For all n ≥ 2, there exists a real number λ n such that for all > 0, there exists a K n > 0 such that,
Furthermore, for n ≥ 4, we can take λ n = 3n + λ , where λ ≈ 0.417031.
The observed empirical fact that for n ≥ 4, the periods λ n grow linearly has been poorly understood up until now. Our goal is to show that this curious phenomenon is deeply tied to the following-seemingly unconnected-numerical observation of Hinman, Kuca, Schlesinger, and Sheydvasser [HKSS19b] . Specifically, they noted that for n ≥ 4, runs of consecutive elements of U (1, n) group into blocks whose endpoints grow linearly. 
such that a i+1 n + b i+1 > c i n + d i n + 1 for all i.
1 It was communicated to the author by Joshua Hinman, who did an extensive numerical study of periods of various families of Ulam sequences. At present, this conjecture is still wide open, but there is a somewhat weaker result.
Theorem 1.1 (Theorem 1.1 of [HKSS19b] ). There exist integer coefficients a i , b i , c i , d i such that for any C > 0, there exists a positive integer N such that for all integers n ≥ N ,
The original proof of this theorem was nonconstructive and in fact model theoretic in nature, although it was shown in [HKSS19b] that assuming Theorem 1.1, one can prove that there exists an algorithm that will both find the coefficients a i , b i , c i , d i and the minimal integer N 0 that will satisfy the conditions of Theorem 1.1, given C > 0. Our present goal is to give an alternate, constructive proof of Theorem 1.1, based around the properties of algorithms that compute the coefficients a i , b i , c i , d i . Specifically, consider the polynomial ring Z[X]. This can be given the structure of an ordered ring by giving it the lexicographical ordering-that is, p(X) > q(X) if and only if the leading term of p(X) − q(X) has a positive coefficient. In Section 2, we define a set
which should be viewed as an analog of an Ulam sequence inside the ordered ring Z[X]. Here [x, y] has the usual meaning that it is the set of all elements z ∈ Z[X] such that x ≤ z ≤ y. The set U (1, X) has an important property: there is a class of algorithms C Ulam to compute it can be transformed into algorithms that compute U (1, n) if n is sufficiently large.
Theorem 1.2. There exists a non-empty class of algorithms C Ulam that return the coefficients a i , b i , c i , d i of U (1, X), and an algorithm M Ulam such that for any algorithm A ∈ C Ulam and k ∈ N, M Ulam (A, k) returns an integer N such that for all n ≥ N ,
The proof is entirely constructive, and in fact we give an explicit example of an algorithm in C Ulam in Section 3-this is Algorithm 3.3. It is evident that Theorem 1.1 is an immediate corollary of Theorem 1.2. Moreover, studying the output of Algorithm 3.3 raises the possibility of proving that
for all n ≥ N for some natural number N . To the best of the author's knowledge, this is the first proposed method of attacking Conjecture 1.3. However, this is not the only benefit of introducing the set U (1, X)-it also makes it convenient to state a conjecture for which we found ample numerical evidence.
Conjecture 1.4. Let a i , b i , c i , d i be the coefficients of U (1, X). There exist real numbers λ ≈ 0.417031, σ 1 ≈ 1.86, σ 2 ≈ −1.3 such that for any > 0, if i is sufficiently large, then
The precise definition of taking a modulus in Z[X] shall be given in Section 4. This conjecture should be seen as an analog of Conjecture 1.2 for the ordered ring Z[X]. In Section 5, we also demonstrate that Conjecture 1.4 has a number of remarkable consequences-for example, it implies that b i grows linearly with respect to a i , and similarly d i grows linearly with respect to c i . Furthermore, Conjectures 1.4 and 1.3 together imply Conjecture 1.2 for n ≥ 4 is given in Section 5.
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Ulam-like Sets in Polynomial Rings:
Although some of our results are more easily stated over R[X], R[X] has a serious deficiency-it is not a computable ring. To fix this, we instead restrict to the ordered sub-rings Q[X] and Z[X]. We note that Q[X] is indeed a computable ordered ring, meaning
(1) there exists an injective function f :
(2) there exists an algorithm A that can decide whether
.
is an ordered ring such that there exist corresponding algorithms that allow us to perform the standard ring operations and comparisons. This is important, as our key observation is that Q[X] contains a set that is analogous to an Ulam sequence.
Theorem 2.1. There exists a unique subset U (1, X) ⊂ Z[X] satisfying the following properties:
such that there exists exactly one way such that x can be written as the sum of two distinct elements y, z ∈ U (1, X).
Proof. This can be seen as a direct corollary of Theorem 1.1. Alternatively, in Section 3, we give an example of an algorithm that computes the coefficients a i , b i , c i , d i , together with a proof of correctness. In either case, the proof is a straightforward but tedious induction argument, and so we omit it for the sake of brevity.
It is easy to see that the results of Hinman, Kuca, Schlesinger, and Sheydvasser [HKSS19b] can be recast into statements about U (1, X) as the image under the evaluation homomorphism
For example, Conjecture 1.3 is equivalent to the statement that eval n (U (1, X)) = U (1, n) for all n ≥ 4. Theorem 1.1 is equivalent to the following.
The upshot of this change of perspective is that algorithms used to compute U (1, X) can be modified into algorithms to compute segments of U (1, n) for n sufficiently large, as long as those algorithms satisfy certain nice properties. To be precise, we make the following definitions.
Definition 2.1. Let S be a computable ordered ring. We say that a formula is S-expressible if it is either
or if can be constructed recursively from other S-expressible formulas according to the following rules.
(
We say that an algorithm A has basic steps over S if it is composed of the following basic steps:
(1) Initializing x ← E, where x is a variable and E is S-expressible.
(2) Retrieving the i-th index of a list l.
(3) Checking an if-statement if(E), where E is S-expressible, and branching accordingly.
For the ring Q[X], we also define what we mean to take the evaluation of a formula.
Definition 2.2. Let E be an Q[X]-expressible formula. We define eval n (E) to be the formula produced by replacing each instance of a constant c in E with eval n (c).
With these definitions, we can state our main result. 
Proof. First, note that for any given input k, any comparison used cannot have any free variables-thus, E evaluates to either or ⊥. Second, as there are only finitely many comparison for any given k, it suffices to prove that for any given comparison E, E is true if and only if eval n (E) for n ≥ N for some effectively computable N , as one can then simply take the maximum of all the computed N 's. Third, we note that it suffices to consider comparisons p(X) < q(X), as all of the other cases are reducible to this one.
If p(X) < q(X), then the leading coefficient of q(X) is greater than the leading coefficient of p(X)-therefore, there exists a computable integer N such that for all n ≥ N , p(n) < q(n). Finally, given such an integer N , for any n ≥ N , define an algorithm A n produced by replacing each Q[X]-expressible formula E in A with eval n (E). Since the truth value of comparisons is preserved and A has basic steps over Q[X], A n produces the same coefficients a i , b i , c i , d i as A, and verifies that if we define a subset
then
(1) a 0 n + b 0 = c 0 n + d 0 = 1 and a 1 n + b 1 = n, (2) a i+1 n + b i+1 > c i n + d i + 1 for all i ∈ N, and (3) for every x ∈ U n , x is the smallest element of Z such that there exists exactly one way such that x can be written as the sum of two distinct elements y, z ∈ U n .
In other words,
It is evident that Theorem 2.2 is an immediate corollary of Theorem 2.3, as long as there exists even a single algorithm satisfying the conditions of Theorem 2.3. In practice, it is more convenient to produce an algorithm A that outputs the coefficients a i , b i , c i , d i , and then to prove that the algorithm A n computes U (1, n) ∩ [1, c k n + d k ]. With this motivation, we make the following definition.
Definition 2.3. The set C Ulam consists of all algorithms A such that:
(1) they have basic steps over Q[X], (2) they return the coefficients of U (1, X), and (3) replacing every Q[X]-expressible formula E in A with eval n (E) gives an algorithm A n that computes coefficients
It remains to prove that C Ulam is non-empty in order to give a proof of Theorem 1.2.
3. An Algorithm to Compute U (1, X):
We shall now produce an algorithm in C Ulam via a modification of the most obvious implementation of an algorithm to compute Ulam sequences. This algorithm will be phrased in terms of sets that are similar to how we defined U (1, X)-for convenience, we give such sets a special name.
We shall refer to the sequences a i , b i , c i , d i as the coefficients of S.
Note that U (1, X) is a DS-subset; our algorithm will make use of a few more. We will need to consider sum-sets of intervals in Z[X], and DS-subsets appear as a natural consequence. First, we consider how we might add together two distinct intervals.
Algorithm 3.1. On an input of two intervals I 1 = [p 1 , q 1 ], I 2 = [p 2 , q 2 ] such that p 2 + 1 < q 1 , this algorithm returns a pair of DS-subsets S 1 , S 2 such that S 1 consists of all elements that can be written as the sum of an element of I 1 and an element of I 2 in exactly one way, and S 2 consists of all elements that can be written as the sum of an element of I 1 and an element of I 2 in more than one way. Proof of Correctness. Clearly, I 1 + I 2 = [start, end], so it is solely a question of how this set is partitioned between S 1 and S 2 . If #I 1 = 1 or #I 2 = 1, then it is easy to see that S 2 is empty and S 1 = [start, end]. Otherwise, start, end ∈ S 1 , but for any x ∈ [start + 1, end − 1] we can write
We shall also need an algorithm that determines the sum of an interval with itself.
Algorithm 3.2. On an input of an interval I = [p, q], this algorithm returns a pair of DSsubsets S 1 , S 2 such that S 1 consists of all elements that can be written as the sum of two distinct elements of I in exactly one way, and S 2 consists of all elements that can be written as the sum of two distinct elements of I in more than one way. 
return S 1 , S 2 Proof of Correctness. It is clear that the subset of Z[X] representable by pairwise sums of distinct elements of I is [2p + 1, 2q − 1]. It is easy to see that 2p + 1, 2p + 2, 2q − 2, 2q − 1 ∈ S 1 if they are in this subset, while the remainder must be in S 2 .
With these preliminaries out of the way, we can proceed to give a description of an algorithm that computes the coefficients of U (1, X).
Algorithm 3.3. On an input of a natural number k, this algorithm returns the first k + 1 coefficients a i , b i , c i , d i . This algorithm keeps track of the following three DS-subsets.
(1) ulam ds maintains the subset of U (1, X) computed thus far.
(2) one rep ds maintains a subset of Z[X] such that every element of one rep ds is larger than every element of ulam ds, and each element of one rep ds can be written as a sum of distinct elements in ulam ds in exactly one way. (3) mult rep ds maintains a subset of Z[X] such that every element of mult rep ds is larger than every element of ulam ds, and each element of mult rep ds can be written as a sum of distinct elements in ulam ds in more than one way. return coefficients of ulam ds Proof of Correctness. For any l ∈ N, let U l consist of the first l + 1 intervals of U (1, X). We shall show that at the end of each cycle of the outer for-loop indexed over i, ulam ds = U i , largest computed is the largest element of ulam ds, one rep ds consists of all elements of U i−1 + U i−1 larger than largest computed + 1 that can be written as a sum of two distinct elements in U i−1 in exactly one way, and mult rep ds consists of all elements of U i−1 + U i−1 larger than largest computed + 1 that can be written as a sum of two distinct elements in U i−1 in more than one way. We prove this claim by induction on i. The base case i = 1 is obvious-this is just the initialization of ulam ds, largest computed, one rep ds, and mult rep ds prior to the for-loop. For all subsequent i, note that in order to find all elements U i−1 +U i−1 that need to be added to one rep ds and mult rep ds, it suffices to consider the sums of the intervals in U i−2 with the last interval of U i−1 , since all other sums have already been handled in prior steps. Thus, for each interval I of ulam ds, we add it to the last interval, producing a pair of DS-subsets one rep guess ds, mult rep guess ds, where one rep guess ds consists of all elements that can be written down as a sum in just one way, and mult rep guess ds consists of all elements that can be written down as a sum in multiple ways-this is established in the proofs of correctness of Algorithms 3.1 and 3.2. We remove anything smaller than largest computed + 2 from both of these sets. Any element in one rep ds that is either in one rep guess ds or mult rep guess ds is moved into mult rep ds, as we have shown that they are expressible as sums in multiple ways. We add to mult rep ds anything in mult rep guess ds as well. Any elements in one rep guess ds that are not in one rep ds or mult rep ds are added to one rep ds, as they have not been found to be expressible as sums in more than one way.
As we go through every single sum in U i−1 + U i−1 in this way, once we have cycled through every interval of U i−1 , one rep ds (resp. mult rep ds) consists of all elements in U i−1 + U i−1 larger than the largest element of U i−1 that can be written as a sum of two distinct elements in U i−1 in exactly one (resp. multiple) ways. Therefore, the smallest element p of one rep ds is an element of U (1, X). We have to compute the largest element q ∈ Z[X] such that [p, q] ∈ U (1, X). If the smallest interval of one rep ds consists of more than one point, then that is the desired interval [p, q]. Otherwise, we note that q < p + Xotherwise, we would have that q = (q − 1) + 1 = p + X, which contradicts the definition of U (1, X). Thus q = p + X − 1 unless there is an element in one rep ds or mult rep ds that is larger than p, but smaller than p + X − 1. This is a simple look-up, at the end of which we have computed the interval [p, q] that we adjoin to ulam ds, giving U i . After updating largest computed, one rep ds, and mult rep ds, we are done.
It is easy to see that if X in Algorithm 3.3 is replaced with an integer n ≥ 2, then this produces an algorithm that computes coefficients a i , b i , c i , d i such that
Thus, Algorithm 3.3 is in the set C Ulam , proving Theorem 1.2.
Numerical Results:
Algorithm 3.3 has in fact been implemented in Python by the author-using this algorithm, it is easy to show that for all n ≥ 10
Unfortunately, this is substantially worse than what was formerly known. A slight improvement can be made by making use of previously gathered data-for a given I ∈ N, if it has already been proved that for all n ≥ 4
then one can define an algorithm A I that is just like Algorithm 3.3, except that we initialize
and change the initializations of one rep ds, mult rep, ds, largest computed accordingly. This improves the smallest N such that the algorithm A I proves that for all n ≥ N ,
but not substantially-see Figure 4 for details. Nevertheless, this result suggests that it may be possible to prove a slightly weaker version of Conjecture 1.3 by proving a result about the sort of comparisons that come up in Algorithm 3.3. It may also be that there are better candidates in the class C Ulam than Algorithm 3.3. After all, in practice, Algorithm 3.3 is not an efficient method of computing the coefficients a i , b i , c i , d i of U (1, X)-a naive implementation puts it in the Θ(k 2 log 2 (k)) complexity class, due to the two nested for-loops and the need to perform binary search for the set operations. In practice, an easier approach toward computing the coefficients a i , b i , c i , d i is to assume that Conjecture 1.3 is true and that Ulam sequences grow linearly, and then to compute U (1, 4) and U (1, 5) up to a suitably large number of terms, from which one can compute the coefficients a i , b i , c i , d i . The results of this method can be proven correct after the fact by using Theorem 3.1 of [HKSS19a] and verifying that there exists a B ≈ 0.13901 such that (1) |b i − Ba i | , |d i − Bc i | < 2.5 for all i, and (2) for n = 4, 5, . . . 14, 6 . Computations of the number of elements u ∈ U (1, n) such that u mod λ n is not between λ n /3 and 2λ n /3. This extraordinary linear dependence is shown in Figure 5 . In this way, using a basic Θ(k 2 ) algorithm for computing Ulam sequences U (1, n), the author was able to compute coefficients a i , b i , c i , d i such that for all n ≥ 4,
As (a 217529 , b 217529 , c 217529 , d 217529 ) = (966409, 134342, 966410, 134340), this is the full list of coefficients a i , b i , c i , d i such that c i n + d i ≤ 966410n + 134340. This data gives further numerical evidence for Conjecture 1.2; specifically, defining λ n = 3n + 0.417031, we consider the sets U (1, n) mod λ n . We find that 99.9% of the terms smaller than 10 7 n lie in the interval [λ n /3, 2λ n /3]-this is shown in Figures 6 and 7 . With this motivation, it is natural to investigate whether there might be some "magic polynomial" λ(X) and a way to define U (1, X) mod λ(X) such that the resulting distribution has interesting properties. Not only is this possible, but the results are startling. First, we give a couple of definitions. If R p,q has a smallest element, we define p mod q = min R p,q . Definition 4.2. We say that an interval [p, q] ⊂ Q[X] is long if deg(q − p) > 0-otherwise, we say that the interval is short.
Remarkably, long intervals in U (1, X) seem to occur almost exactly four times as often as short ones-for the first 217530 intervals, we find that 79.98% are long, and 20.02% are short. These two interval types seem to exhibit slightly different statistical behaviors modulo λ(X), so we split into two cases accordingly.
Long Intervals: Let U L be the subset of U (1, X) consisting of all long intervals, and let a i , b i , c i , d i be the coefficients of U L . For all i such that c i X + d i ≤ 966410X + 134340, we find that a i mod 3 = 1 and c i mod 3 = 2, hence a i X + b i mod λ(X) = X + σ i,1 and c i X + d i mod λ(X) = 2X + σ i,2 . Furthermore, we find that |σ i,1 |, |σ i,2 | < 3 for all i. The statistical distributions of σ i,1 and σ i,2 are given in Figure 8 . (0, 1, 0, 1), a i mod 3 = 1 is true for ≈ 43.7% of indices i, and a i mod 3 = 2 is true for ≈ 56.3% of indices i. Therefore, a i X + b i mod λ(X) = X + σ i,3 or a i X + b i mod λ(X) = 2X + σ i,4 , and we find that |σ i,3 |, |σ i,4 | ≤ 2 for all i. The statistical distributions of σ i,3 and σ i,4 are given in Figure 9 . One final, but important numerical observation is that the bulk of of the σ i,j appear to be bounded-specifically, σ i,1 , σ i,3 ≥ λ /3 and σ i,2 , σ i,4 ≤ 2λ /3 for almost all i. Additionally, σ i,1 ≤ 1.86, σ i,3 ≤ 0.86, σ i,2 ≥ −1.3, and σ i,4 ≥ −0.34 for almost all i. Taking all of this information together, we precisely come up with Conjecture 1.4.
Note additionally that 1.86 ≈ 2 − λ /3 and −1.3 ≈ −1 − 2λ /3; unfortunately, the numerical evidence is not strong enough to conjecture this with any strong degree of certainty.
Relations Between Conjectures:
The importance of Conjecture 1.4 is that, if true, then it sheds light on other open questions about Ulam sequences. We give a few examples.
