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Abstract We extend two rigorous results of AIZENMAN, LEBOWITZ, and RUELLE in their
pioneering paper of 1987 on the SHERRINGTON–KIRKPATRICK spin-glass model without
external magnetic field to the quantum case with a transverse magnetic field of strength b.
More precisely, if the GAUSSIAN disorder is weak in the sense that its standard deviation
v > 0 is smaller than the temperature 1/β , then the (random) free energy almost surely
equals the annealed free energy in the macroscopic limit and there is no spin-glass phase for
any b/v≥ 0. The macroscopic annealed free energy turns out to be non-trivial and given, for
any βv > 0, by the global minimum of a certain functional of square-integrable functions
on the unit square according to a VARADHAN large-deviation principle. For βv < 1 we
determine this minimum up to the order (βv)4 with the TAYLOR coefficients explicitly given
as functions of βb and with a remainder smaller than (βv)6/16. As a by-product we prove
that the so-called static approximation to the minimization problem yields the wrong βb-
dependence even to lowest order. Our main tool for dealing with the non-commutativity of
the spin-operator components is a probabilistic representation of the BOLTZMANN–GIBBS
operator by a FEYNMAN–KAC (path-integral) formula based on an independent collection
of POISSON processes in the positive half-line with common rate βb. Its essence dates back
to KAC in 1956, but the formula was published only in 1989 by GAVEAU and SCHULMAN.
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1 Introduction and definition of the model
A spin glass is a spatially disordered material exhibiting at low temperatures a complex
magnetic phase without spatial long-range order, in contrast to a ferro- or antiferromag-
netic phase [FH91,M93,N01]. Until today most theoretical studies of spin glasses are based
on models which go back to the classic(al) SHERRINGTON–KIRKPATRICK (SK) model
[SK75]. In this simplified model, ISING spins are pairwise and multiplicatively coupled to
each other via independent and identically distributed (GAUSSIAN) random variables and are
possibly subject to an external (longitudinal) magnetic field. The SK model may be viewed
as a random analog (or generalization) of the traditional CURIE–WEISS (CW) model in
which the spin coupling is simply given by a constant of a suitable sign. In both models
the pair interaction is somewhat unrealistic because it is the same for all spin pairs, that is,
of the mean-field type. The latter name reflects the comfortable fact that the mean-field ap-
proximation of statistical mechanics yields exact results for its free energies in the limit of
macroscopically many spins. According to standard textbook wisdom it is easy to calculate
the macroscopic free energy of the CW model and to show that it provides a simplified but
qualitatively correct description of the onset of ferromagnetism at low temperatures [D99].
In contrast, for the SK model the calculation turned out to be much harder due to the inter-
play between thermal and disorder fluctuations, in particular for low temperatures. Never-
theless, by an ingenious application of the heuristic replica approach, see [FH91,M93,N01],
PARISI found that the macroscopic (quenched) free energy of the SK model is given by the
global maximum of a rather complex functional of probability distributions on the unit in-
terval [P80a,P80b]. It became a challenge to mathematical physicists and mathematicians
to understand this PARISI formula [T98]. Highly gratifying for him and his intuition [P09],
the formula was eventually confirmed by a rigorous proof due to the efforts and insights of
GUERRA, TALAGRAND, and others [GT02,G03,ASS03,T06,T11b].
Since magnetic properties cannot be explained at the microscopic level of atoms and
molecules by classical physics alone, some real spin glasses require for fundamental and
experimental reasons a quantum theory. Of course, the SK model may be understood as
a simplistic quantum model by interpreting the values of the ISING spins as (twice) the
eigenvalues of one and the same component of associated three-component spin operators
with spin-quantum number 1/2. But a genuine quantum SK model with quantum fluctua-
tions and quantum dynamics needs the presence of different (non-commuting) components
of the spin operators. The theory of such a model was pioneered by BRAY and MOORE
[BM80] and by SOMMERS [S81]. More precisely, for a quantum spin-glass model with
isotropic (DIRAC–)HEISENBERG mean-field coupling these authors handled the simulta-
neous presence and competition of thermal, disorder, and quantum fluctuations by com-
bining the DYSON–FEYNMAN time-ordering with the replica approach [BM80] or with
the THOULESS–ANDERSON–PALMER (TAP) approach [S81]. For the TAP approach see
[FH91,M93,N01]. Since these authors did not aim at rigorous results, they applied the so-
called static approximation to the rather complex equations derived by them. However, this
approximation is still insufficiently understood – even for higher temperatures.
A simpler quantum SK model is obtained by considering an extremely anisotropic pair
interaction where only one component of the spins is coupled which is perpendicular to
the direction of the external magnetic field. This model was introduced by ISHII and YA-
MAMOTO [IY85] and approximately studied within the TAP approach. It is usually called
the SK model with (or “in”) a transverse field, see [SIC13] and references therein. It is this
model to which we devote ourselves in the present paper. It is characterized by the random
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energy operator or HAMILTONIAN
HN :=− v√
N
∑
1≤i< j≤N
gi jS
z
i S
z
j −b ∑
1≤i≤N
Sxi (1.1)
acting self-adjointly on the N–spin HILBERT space (C2)⊗N ∼=C2N , that is, the N-fold tensor
product of the two-dimensional complex HILBERT space C2 for a single spin. Here N ≥ 2
is the total number of a collection of three-component spin–1/2 operators and Sαi /2 denotes
the spin operator with index i and component α given by the tensor product of N factors
Sαi := 1⊗·· ·⊗1⊗Sα ⊗1⊗·· ·⊗1
(
α ∈ {x, y, z}, i ∈ {1, . . . ,N}) .
The identity operator 1 and the operator Sα , as the i-th factor, act (a priori) on C2 and are
represented in the eigenbasis of Sz by the 2× 2 unit matrix and the triplet of 2× 2 PAULI
matrices
1=
[
1 0
0 1
]
, Sx =
[
0 1
1 0
]
, Sy =
[
0 −i
i 0
]
, Sz =
[
1 0
0 −1
]
.
They satisfy the DIRAC identities (Sx)2 = (Sy)2 = (Sz)2 = 1, SxSy = iSz, SySz = iSx, and
SzSx = iSy, where i≡√−1 is the imaginary unit. The collection (gi j)1≤i< j≤N ofN(N−1)/2
GAUSSIAN random variables with mean E[gi j] = 0 and covariance E[gi jgkl ] = δikδ jl (in
terms of the KRONECKER delta) models the disorder present in real spin glasses. More
quantitatively, the random variable vgi j with standard deviation v > 0 models disorder of
strength v in the coupling between two spins. The other parameter in (1.1), b ≥ 0, stands
for the strength of the (constant) transverse magnetic field. Obviously, at given v quantum
fluctuations become more important with increasing b.
We proceed by introducing basic thermal quantities induced by (1.1). For any reciprocal
temperature β ∈ ]0,∞[, we define the random partition sum or function as the trace
ZN := Tre
−βHN (1.2)
of the BOLTZMANN–GIBBS operator and the (specific) free energy by
fN :=− 1
βN
ln(ZN) , (1.3)
which is the random variable of main physical interest, in particular, in the macroscopic
limit N → ∞. The disorder average E[ fN ] of fN is called the mean or quenched free energy
to distinguish it from the annealed free energy,
f annN :=−
1
βN
ln
(
E[ZN ]
)
. (1.4)
The latter is physically less relevant (for real spin-glasses with “frozen in” disorder), but
easier to control and provides a lower bound on the quenched free energy by the concavity
of the logarithm and the JENSEN inequality [J06] (see also [K02, Lem. 3.5]),
f annN ≤E[ fN ] . (1.5)
Over the years the work [IY85] has stimulated many further approximate and numerical
studies devoted to the macroscopic quenched free energy of the quantum SK model (1.1)
and the resulting phase diagram in the temperature-field plane, among them [FS86,YI87,
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US87,BU90a,GL90,BU90b,MH93,KK02,T07,Y17]. Not surprisingly, this has led to par-
tially conflicting results, especially for low temperatures.
From a rigorous point of view, a solid understanding of the low-temperature regime
seems still to be out of reach. Our main (and modest) goal in this paper is therefore to
present some rigorous and rather explicit results for the opposite regime characterized by
βv < 1. Since in this regime βb ≥ 0 may be arbitrary, we call it the weak-disorder regime.
In the following sections we firstly compile, for general βv> 0, some properties of f annN . Next
we show that f annN has a well-defined macroscopic limit f
ann
∞ with similar and well-understood
properties, in particular for βv < 1, see Theorem 3.1, Theorem 4.3, and Theorem 5.3 below.
Then we prove that the more interesting free energies fN and E[ fN ] have both f
ann
∞ as its
(almost sure) macroscopic limit, provided that βv < 1, see Theorem 6.2 and Corollary 6.5.
Finally we prove the absence of spin-glass order in the sense that limN→∞E
[〈Sz1Sz2〉2] = 0
if βv < 1, see Corollary 6.3. Here 〈 (·) 〉 := eβ fNTre−βHN (·) denotes the (random) thermal
GIBBS expectation induced by HN . These results extend two of the pioneering rigorous
results of AIZENMAN, LEBOWITZ, and RUELLE [ALR87] for the model (1.1) with b = 0
to the quantum case b > 0. For any βv > 1 we only have the somewhat weak result that the
difference between the macroscopic quenched and annealed free energies is strictly positive
if the ratio b/v is sufficiently small.
To our knowledge, the only prior rigorous results concerning the quantum SK model
(1.1) are due to CRAWFORD [C07]. He has extended key results of GUERRA and TONINELLI
[GT02] and CARMONA and HU [CH06] for the model (1.1) with b = 0 to the quantum
case b > 0. More precisely, he has proved the existence of the macroscopic (quenched) free
energy not only for βv < 1, but for all βv > 0 (without an explicit formula). Moreover,
he has shown that the limit is the same for random variables (gi j)1≤i< j≤N which are not
necessarily GAUSSIAN but merely independently and identically distributed with E[g12] =
0, E[(g12)
2] = 1, and E[|g12|3]< ∞.
2 The annealed free energy and its deviation from the quenched free energy
In this section we attend to the annealed free energy f annN for any N ≥ 2, βv> 0, and βb> 0.
According to (1.4) we have to perform the GAUSSIAN disorder average of the partition
function ZN . In order to do so explicitly, we are going to use the POISSON–FEYNMAN–
KAC (PFK) probabilistic representation of ZN in terms of N mutually independent copies
of a POISSON process with constant rate (or intensity parameter) βb:
ZN =
(
cosh(βb)
)N
∑
s
〈
exp
(
−β
∫ 1
0
dt hN
(
sσ (t)
))〉
βb
. (2.1)
Here, the classical HAMILTONIAN, defining the zero-field SK model [SK75], is given by
hN(s) :=− v√
N
∑
1≤i< j≤N
gi jsis j (2.2)
where s := (s1, . . . ,sN)∈{−1,1}N := {−1,1}×· · ·×{−1,1} denotes one of the 2N classical
spin configurations and the notation ∑s indicates summation over all of them. The integrand
in (2.1) is obtained from (2.2) by replacing there each si by the product siσi(t), where
σi(t) := (−1)N i(t)
(
t ∈ [0,∞[ , i ∈ {1, . . . ,N}) (2.3)
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defines the spin-flip process with index i, in other words, a “(semi-)random telegraph sig-
nal” [K74,KR13]. It is a continuous-time-homogeneous pure jump-type two-state MARKOV
process steered by a simple POISSON process Ni in the positive half-line.
∗ The random
variable Ni(t) is N0-valued and POISSON distributed with mean βb t ≥ 0 independent of
the index i. The N POISSON processes N1, . . . ,NN are assumed to be (stochastically) inde-
pendent. The angular bracket 〈 (·) 〉βb denotes the corresponding joint POISSON expectation
conditional on σi(1) = 1 for all i ∈ {1, . . . ,N}. In (2.1) and in the following we often write
σ (t) :=
(
σ1(t), . . . ,σN(t)
)
and suppress the N-dependence of 〈 (·) 〉βb for notational simpli-
city. For the validity of the PFK representation (2.1) we refer to Appendix B.
For performing the GAUSSIAN disorder average of the partition function ZN we start out
with the disorder mean
E
[
βhN(s)
]
= 0 (2.4)
and the disorder covariance
E
[
β 2hN(s)hN(ŝ)
]
= 2λ
(
N
[
QN(s, ŝ)
]2−1) (2.5)
of the classical HAMILTONIAN in terms of the dimensionless disorder parameter λ :=
β 2v2/4 and the overlap
QN(s, ŝ) :=
1
N
N
∑
i=1
siŝi
(
s, ŝ ∈ {−1,1}N) (2.6)
between two classical spin configurations. Formula (2.1) then gives
E[ZN ] =
(
2cosh(βb)
)N
e−λ
〈
Z˜N
〉
βb
. (2.7)
Here, the functional Z˜N : σ 7→ Z˜N(σ ) is a random variable with respect to the N underlying
POISSON processes defined by
Z˜N(σ ):= 2
−Neλ ∑
s
E
[
exp
(
−β
∫ 1
0
dt hN
(
sσ (t)
))]
(2.8)
= 2−Neλ ∑
s
exp
(1
2
E
[(
β
∫ 1
0
dt hN
(
sσ (t)
))2])
(2.9)
= exp
(
Nλ
∫ 1
0
dt
∫ 1
0
dt ′
[
QN(σ (t),σ (t
′)
]2)
(2.10)
=: exp
(
NλPN(σ )
)
. (2.11)
Above we have repeatedly interchanged the order of various integrations according to the
FUBINI–TONELLI theorem. Moreover, (2.9) relies on the GAUSSIANITY of the disorder
average and on (2.4). Eq. (2.10) then relies on (2.5) and (si)
2 = 1. By 0 ≤ [QN(s, ŝ)]2 ≤ 1
the two-fold integral PN is a [0,1]-valued random variable and we have the crude estimates
1≤ Z˜N(σ )≤ eNλ . (2.12)
∗For a concise definition of POISSON (point) processes well suited for our purposes the reader may
consult Appendix A.
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Somewhat to our surprise, we have not succeeded in calculating f annN explicitly, not even
for N → ∞, see, however, Theorem 4.3 and Theorem 5.3 below. But we have derived cer-
tain estimates and properties of f annN . For the formulation of the corresponding theorem we
introduce some notation. We begin with the function µ : [0,1]× [0,1]→ [0,1] defined by
µ(t, t ′) := 〈σi(t)σi(t ′) 〉βb =
cosh
(
βb(1−2|t− t ′|))
cosh(βb)
≥ 1
cosh(βb)
(2.13)
for all i ∈ {1, . . . ,N}. It is the thermal two-point DUHAMEL–KUBO auto-correlation func-
tion of the z-component of a single spin in the absence of disorder, λ = 0, see RemarkA.2
in Appendix A and Remark B.2 (v) in Appendix B. Upon explicit integration we get
∫ 1
0
dt
∫ 1
0
dt ′ µ(t, t ′) =
∫ 1
0
dt µ(t,0) =
tanh(βb)
βb
=: m (2.14)
and ∫ 1
0
dt
∫ 1
0
dt ′
(
µ(t, t ′)
)2
=
(
1−( tanh(βb))2+m)/2=: p , (2.15)
so that
√
2p−m = 1/cosh(βb). Finally, we introduce two positive sequences by
pN := p+(1− p)/N , GN := ln
(
1+ pN(e
Nλ −1)) (N ≥ 1) . (2.16)
Lemma 2.1 (Inequalities between m and p, and bounds on GN )
For any N ≥ 2, βb> 0, and λ > 0 we have the inequalities
0< m2 < p<m<min{1,2p} ≤ 2p < (1+ p)m , (2.17)
pNλ < ln
(
1+ pN(e
λ −1))< GN/N < pNλ +(1− pN)Nλ 2/2 , (2.18)
max{0,λ + ln(pN)/N}< GN/N < λ . (2.19)
Proof The first five inequalities in (2.17) are obvious. The last one is a consequence of the
elementary inequalities sinh(x) ≥ x+ x3/6 and tanh(x) ≥ x− x3/3 for x ≥ 0. The first in-
equality in (2.18) follows from pN ∈ [0,1], the convexity of the exponential, and the JENSEN
inequality. For the second inequality we observe that
(
1+ pN(e
λ − 1))N ≤ 1+ pN(eNλ −
1) = exp(GN) by the convexity of x 7→ xN for x ≥ 0 and the JENSEN inequality. The last
inequality is an application of
ln
(
(1+a(ex−1))≤ a|x|+(1−a)x2/2 (a ∈ [0,1] , x ∈R) (2.20)
for a= pN and x = Nλ . Inequality (2.20) itself follows from x≤ |x|, exp(−|x|)≤ 1−|x|+
x2/2, and ln(y)≤ y−1 for y> 0. The inequalities (2.19) are simple consequences of pN < 1.
⊓⊔
Now we are prepared to present
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Theorem 2.2 (On the annealed free energy)
(a) For any value of the dimensionless disorder parameter λ = β 2v2/4> 0 and any number
of spins N ≥ 2 we have the three estimates
− GN
N
+
λ
N
≤ β f annN + ln
(
2cosh(βb)
)≤−pλ N−1
N
, (2.21)
β f annN ≤−λ
N−1
N
− ln(2) . (2.22)
(b) The dimensionless quantity β f annN depends on the disorder parameter v only via the vari-
able λ > 0. The function λ 7→ β f annN is concave, is not increasing, and has the following
behaviors in the weak- and strong-disorder limits
lim
λ↓0
( 1
λ
(
β f annN + ln
(
2cosh(βb)
))
=−p N−1
N
, (2.23)
lim
λ→∞
1
λ
β f annN =−
N−1
N
. (2.24)
(c) The function β 7→ β f annN is concave.
Proof (a) The claimed inequalities (2.21) are equivalent to
NpNλ ≤ FN ≤GN , (2.25)
where
FN :=λ −Nβ f annN −N ln
(
2cosh(βb)
)
(2.26)
= ln
(〈
exp
(
NλPN
)〉
βb
)
, (2.27)
confer (1.4), (2.7), and (2.11). By an explicit calculation, using (2.13) and (2.15), we
find
〈PN〉βb = pN . (2.28)
Consequently, the lower estimate in (2.25) follows from the convexity of the exponential
and the JENSEN inequality with respect to the POISSON expectation in (2.27). To obtain
the upper estimate in (2.25) we recall from (2.12) that PN ∈ [0,1]. Therefore we have〈
exp
(
NλPN
)〉
βb
≤ 1+〈PN〉βb(eNλ −1) (2.29)
by the (JENSEN) inequality eya ≤ 1+ a(ey − 1), for y ∈ R and a ∈ [0,1], used al-
ready in the proof of the first inequality in (2.18), and by taking the POISSON expecta-
tion. Estimate (2.22) follows from the disorder average of the inequality ZN(βv,βb)≥
ZN(βv,0) := limb↓0 ZN(βv,βb) for the (random) trace ZN ≡ ZN(βv,βb). This, in turn,
is a consequence of the PFK representation. To show the latter we estimate the POIS-
SON expectation in (2.1) from below by restricting it to the single realization without
any spin flip (that is, without any jump) during the time interval [0,1]. This realization
occurs if, and only if, the random variable ∏Ni=1 1(σi), defined by 1(σi) := 1 if σi(t) = 1
for all t ∈ [0,1], takes its maximal value 1. The probability of finding that event is given
by
〈 N
∏
i=1
1(σi)
〉
βb
=
N
∏
i=1
〈
1(σi)
〉
βb
=
(〈
1(σ1)
〉
βb
)N
=
(
cosh(βb)
)−N
. (2.30)
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(b) The first sentence is obvious by (2.27). This equation also shows that β f annN is concave
in λ , because the right-hand side of (2.27) is convex by the HO¨LDER inequality. The
monotonicity in λ then follows from the concavity and β f annN ≤ − ln
(
2cosh(βb)
)
for
all λ > 0 by (2.21) with obvious equality in the limiting case λ = 0. The claim (2.23)
follows from (2.21) and limλ↓0GN/(λN) = pN , see (2.18). The claim (2.24) follows
from (2.22) and the lower estimate in (2.21) by using limλ→∞GN/(λN) = 1, see (2.19).
(c) This concavity follows from definition (1.4) by the HO¨LDER inequality with respect to
the product measure E[Tr(·)]. ⊓⊔
Remark 2.3 (i) The last inequality in (2.19) weakens the lower estimate in (2.21) to −λ +
λ/N. This weaker lower estimate is quasi-classical in the sense of Lemma 2.5 below. It
may also be derived from using the JENSEN inequality exp
(∫ 1
0dt (. . .)
)≤ ∫ 10dt exp(. . .)
in the PFK representation (2.1) or from applying the GOLDEN–THOMPSON inequality
directly to the trace (1.2). The inequality ZN(βv,βb) ≥ ZN(βv,0), underlying the esti-
mate (2.22), may also be derived directly from (1.2) by applying the JENSEN–PEIERLS–
BOGOLYUBOV inequality. For such trace inequalities we refer to [S05].
(ii) The parameter p occurring on both sides of (2.21) is actually a bijective function of
the product βb> 0, see (2.15). It is strictly decreasing, approaches its extreme values 1
and 0 in the limiting cases βb ↓ 0 and βb→∞, respectively, and attains the value 1/2 at
βb= 1.19967 . . . , more precisely, at the solution of βb tanh(βb) = 1. In the first limiting
case the estimates (2.21) yield the well-known result for the zero-field SK model, given
by the right-hand side of (2.22). The result (2.23), in particular, guarantees that f annN in
the absence of disorder (λ ↓ 0) coincides with the free energy of a paramagnet modelled
by non-interacting spins. In the opposite limit of extremely strong disorder (λ → ∞)
the result (2.24) shows that the magnetic field becomes irrelevant in agreement with
“physical intuition” and the zero-field SK model.
(iii) The lower estimate in (2.21) becomes slightly sharpened (for N ≥ 3) when GN is re-
placed with the less explicit expression
WN := ln
(∫ 1
0
dt
∫
R
dxwN(x)
[
cosh(
√
4λ x)+µ(t,0) sinh(
√
4λ x)
]N)
(2.31)
where wN(x) :=
√
N/pi exp
(−Nx2) defines the centered GAUSSIAN probability density
on the real lineR with variance 1/(2N). In fact, we have FN ≤WN ≤GN . Here, the first
inequality follows from (2.26), (2.27), the JENSEN inequality applied to the two-fold
integration in (2.11), a GAUSSIAN linearization using wN , and an explicit calculation.
The proof of the second inequality has only two steps. The first one is the same as in
the proof of the first inequality. But then, instead of performing a GAUSSIAN lineariza-
tion, we apply the (POISSON averaged) JENSEN inequality (2.29) with PN replaced by[
QN
(
σ (t),σ (t ′)
)]2
and use (2.28). We note thatWN (like GN), for any N ≥ 2, may be
viewed to depend on βb only via p because the function βb 7→ p is bijective. For N = 2
we simply haveW2 = G2.
(iv) In the simple case N = 2 the quenched and annealed free energies can be calculated
exactly by determining the four eigenvalues of the two-spin HAMILTONIANH2 with the
results
E[β f2] =−1
2
E
[
ln
(
2cosh
(√
2λ g12
)
+2cosh
(√
2λg212+(2βb)
2
))]
, (2.32)
β f ann2 =−
1
2
ln
(
2eλ +2E
[
cosh
(√
2λg212+(2βb)
2
)])
. (2.33)
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For the remaining GAUSSIAN integrations along the real line there are explicit “closed-
form expressions” available only in the limiting cases βb= 0 and/or λ = 0.
Next we present a theorem which is the basis for our somewhat weak result mentioned near
the end of Section 1.
Theorem 2.4 (On the difference between the quenched and annealed free energies)
(a) For any λ > 0 we have the crude bounds
0≤E [β fN ]−β f annN ≤
GN
N
− λ
N
≤ λ N−1
N
. (2.34)
(b) For any λ > 0 we also have the lower bound
k(λ )− λ
N
− ln(cosh(βb))≤E[β fN ]−β f annN , (2.35)
where
k(λ ) := max
q∈[0,1]
(
λ
(
1− (1−q)2)−E[ ln(cosh(g12√4λq))]) . (2.36)
(c) A simple condition implying strict positivity of the lower bound in (2.35) is
βb< λ
(N−1
N
−
√
8
piλ
)
. (2.37)
The proof of Theorem 2.4, given below, is based on the lower estimate in (2.21), the estimate
(2.22), certain quasi-classical estimates for the (random) free energy β fN ≡ β fN(βv,βb),
divided by the temperature, and on the (so-called replica-symmetric) SK formula k(λ )−
λ − ln(2) for the (zero-field) SK model [SK75] which actually provides a lower bound on
E
[
β fN(βv,0)
]
for all N ≥ 2 according to GUERRA [G01,G03]. Since the quasi-classical
estimates are of independent interest we firstly compile them in
Lemma 2.5 (Quasi-classical estimates for the free energy)
β fN(βv,0)≤ β fN(βv,βb)+ ln
(
cosh(βb)
)≤ β fN(β pv,0)≤− ln(2) . (2.38)
Proof (Lemma2.5) The first inequality in (2.38) follows from applying the JENSEN in-
equality exp
(∫ 1
0dt (. . .)
) ≤ ∫ 10dt exp(. . .) to the PFK representation (2.1). Alternatively,
it may be viewed as an application of the GOLDEN–THOMPSON inequality, confer Re-
mark 2.3 (i). The second inequality in (2.38) follows from applying the JENSEN inequality〈
exp(. . .)
〉
βb
≥ exp(〈. . .〉βb) to (2.1). The last inequality in (2.38) follows from the opera-
tor inequality exp(−βHN)≥ 1−βHN and TrHN = 0 for arbitrary v and b. ⊓⊔
Remark 2.6 (i) The estimates (2.38) are quasi-classical, because the quantum fluctuations
lurking behind the non-commutativity Szi S
x
i =−Sxi Szi , equivalently behind the random-
ness of the POISSON process Ni, are neglected by the first inequality and taken into
account by the second one only to some extent in terms of an effective disorder para-
meter β pv ≤ βv. The last inequality in (2.38) corresponds to the limiting case βv ↓ 0.
(ii) The estimates (2.38) imply, in particular, β fN(βv,βb) ≤ − ln
(
2cosh(βb)
)
. This in-
equality can be derived directly (without using β fN(β pv,0)) from exp(y)≥ 1+y, y∈R,
in (2.1) and ∑s hN
(
sσ (t)
)
= 0. Alternatively, it may be viewed as an application of the
JENSEN–PEIERLS–BOGOLYUBOV inequality, similarly as in Remark 2.3 (i).
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(iii) By combining the first inequality in (2.38) with the random version underlying (2.22),
see also Remark 2.3 (i), we obtain a simple estimate for the maximal influence of the
transverse magnetic field on the free energy
0≤ β fN(βv,0)−β fN(βv,βb)≤ ln
(
cosh(βb)
)
. (2.39)
Proof (Theorem 2.4)
(a) The first inequality in (2.34) is a rewriting of (1.5). For the second inequality in (2.34)
we take the disorder average of the second inequality in (2.38) and combine the result
with the lower estimate in (2.21). This gives
E[β fN ]−β f annN ≤
GN
N
− λ
N
+E
[
β fN(β pv,0)
]
+ ln(2) . (2.40)
Finally, we use the crude estimate
E
[
β fN(β pv,0)
]≤− ln(2) (2.41)
following from the last inequality in (2.38). The last inequality in (2.34) follows from
the last inequality in (2.19).
(b) By combining the disorder average of the first inequality in (2.38) with (2.22) we get
E[β fN ]−β f annN ≥ λ
N−1
N
− ln(cosh(βb))+E[β fN(βv,0)]+ ln(2) . (2.42)
Now we use GUERRA’s (so-called replica-symmetric) lower bound [G01, (5.7)], see
also [T11a, Thm. 1.3.7], which means (for zero field) that
E
[
β fN(βv,0)
]≥ k(λ )−λ − ln(2) . (2.43)
By combining (2.42) and (2.43) we obtain the claimed lower bound in (2.35).
(c) We have k(λ ) ≥ λ −E[ ln(cosh(g12√4λ ))] ≥ λ −√8λ/pi . Here, the first inequality
follows from restricting the maximization in (2.36) to q = 1. The second inequality
follows from the obvious inequality cosh(y)≤ exp(|y|) for y= g12
√
4λ combined with
E[|g12|] =
√
2/pi . Using this obvious inequality also for y= βb> 0 gives the claim. ⊓⊔
Remark 2.7 (i) The upper estimate in (2.34) has an underlying random version, namely
β fN −β f annN ≤ (GN − λ )/N. It follows directly from combining the lower estimate in
(2.21) with the estimate in Remark 2.6 (ii).
(ii) We mention some more or less well-known properties of the function k : λ 7→ k(λ ).
Firstly, we have the simple bounds max{0,λ −√8λ/pi} ≤ k(λ )≤ λ . The lower bound
zero follows from restricting the maximization in (2.36) to q= 0, the other lower bound
was derived in the proof of Theorem 2.4 (c), and the upper bound follows from using
cosh(y)≥ 1 in (2.36). Secondly, we have the equivalence 4λ ≤ 1⇔ k(λ ) = 0. It follows
by considering the first two derivatives with respect to q of the function to be maxi-
mized in (2.36). These can be studied by GAUSSIAN integration by parts. Thirdly, if
4λ > 1, then the function k is strictly increasing in λ according to its first derivative
k′(λ ) =
(
q(λ )
)2
where q(λ ) is the (unique) strictly positive solution of the so-called
SK equation q=E
[(
tanh(g12
√
4λq)
)2]
.
(iii) Obviously, any sharpening of (2.41) or (2.43) improves the bound in (2.34) or (2.35),
respectively.
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3 The topics of Section 2 in the macroscopic limit
From now on we are mainly interested in the macroscopic limit N→ ∞.
Theorem 3.1 (On the macroscopic annealed free energy)
(a) For any λ > 0 the macroscopic limit of the annealed free energy exists, is given by
f ann∞ := lim
N→∞
f annN = sup
N≥2
(
f annN −
λ
βN
)
, (3.1)
and obeys the three estimates
− inf
N≥2
GN
N
≤β f ann∞ + ln
(
2cosh(βb)
)≤−pλ , (3.2)
β f ann∞ ≤−λ − ln(2) . (3.3)
(b) The dimensionless limit β f ann∞ depends on the disorder parameter v only via the dimen-
sionless variable λ > 0. The function λ 7→ β f ann∞ is concave, is not increasing, and has
the following behaviors in the weak- and strong-disorder limits
lim
λ↓0
( 1
λ
(
β f ann∞ + ln
(
2cosh(βb)
))
=−p , (3.4)
lim
λ→∞
1
λ
β f ann∞ =−1 . (3.5)
(c) The difference between the (macroscopic) annealed and paramagnetic free energies van-
ishes in the high-field limit according to
lim
b→∞
(
β f ann∞ + ln
(
2cosh(βb)
)
= 0 . (3.6)
(d) The function β 7→ β f ann∞ is concave.
Remark 3.2 (i) For the lower estimate in (3.2), Lemma 2.1 implies the bounds
pλ < ln
(
1+ p(eλ −1))≤ inf
N≥2
GN/N ≤ GM/M (3.7)
≤ pλ − (1− p)λ 2/2+(1− p)λ (Mλ +2/M)/2 , (3.8)
max
{
0,λ + ln(p)/2
}≤ inf
N≥2
GN/N ≤ GM/M < λ = lim
N→∞
GN/N (3.9)
for all λ > 0, βb> 0, and all natural M ≥ 2. Another upper bound is
inf
N≥2
GN/N ≤ ln(1+(3/2)pe2λ )/2 , (3.10)
which follows from (3.9) by choosing M ≥ 2/p and observing p ≤ 1. It is smaller than
λ if and only if p< (2/3)(1− e−2λ ).
(ii) The infimum over M ≥ 2 in (3.8) is attained and depends on λ . The smaller λ is, the
larger is the minimizingM. In particular, if λ < 1/3 then, and only then, the minimizing
M is larger than 2.
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(iii) Returning to infN≥2GN/N itself, the minimizing N ≥ 2 depends on λ and, via p, also
on βb. In the weak- and strong-disorder limits we have
lim
λ↓0
g(λ ) = p , lim
λ→∞
g(λ ) = 1 (3.11)
for g(λ ) := infN≥2GN/(λN). The strong-disorder limit is obvious from (3.9). For the
proof of the weak-disorder limit we use (3.8) to obtain limsupλ↓0 g(λ ) ≤ p+ (1−
p)/M = pM . Taking now the infimum over M ≥ 2 and observing p ≤ g(λ ) from (3.7)
completes the proof of (3.11). For intermediate values of λ in the sense that 2λ <
ln(1+2/p), equivalently G4/4< G2/2, the infimum in (3.2) is attained at some N ≥ 3.
A numerical approach suggests that the minimizer is N = 2 for all λ ≥ 1 if βb ≤ 1/2.
In this context we recall from (2.25) the inequality F2 ≤ G2, for all λ and βb, and from
(2.33) and (2.26) that F2 can be calculated exactly. However, while −F2/2 provides a
sharper lower bound in (3.2) than −G2/2, it is a more complicated function of λ and
βb.
Proof (Theorem 3.1)
(a) For the proof of (3.1) we show that the sequence (FN)N≥2, as defined in (2.26), is sub-
additive. Indeed, for two arbitrary natural numbers N1,N2 ≥ 2 and classical spin config-
urations s, ŝ ∈ {−1,1}N1+N2 we have
[
QN1+N2(s, ŝ)
]2 ≤ N1
N1+N2
( 1
N1
N1
∑
i=1
siŝi
)2
+
N2
N1+N2
( 1
N2
N1+N2
∑
i=N1+1
siŝi
)2
(3.12)
by the convexity of the square and the JENSEN inequality. By combining this with (2.27),
(2.10), and (2.6) and by using the independence of the involved POISSON processes we
get the claimed sub-additivity, FN1+N2 ≤ FN1 +FN2 . According to FEKETE [F23] (see
also [K02, Lem. 10.21]) this establishes the convergence result
lim
N→∞
FN
N
= inf
N≥2
FN
N
≥ pλ > 0 , (3.13)
where we have used also (2.25) and (2.16). By (2.26) this gives the claim (3.1). The
estimates (3.2) and (3.3) follow from (3.1) applied to (2.21) and (2.22), respectively.
(b) The first sentence follows from (3.1) and the corresponding one in Theorem 2.2 (b). The
function λ 7→ β f ann∞ is concave and not increasing, because it is the pointwise limit of
a family of such functions according to (3.1) and Theorem 2.2 (b). The proof of (3.4)
follows from (3.2) and (3.11). The proof of (3.5) follows from (3.3), the lower estimate
in (3.2), and (3.11).
(c) This follows from (3.2), (3.10), and lim
b→∞
p= 0.
(d) The function β 7→ β f ann∞ is concave, because it is the pointwise limit of a family of such
functions according to (3.1) and Theorem 2.2 (c). ⊓⊔
Remark 3.3 (i) The lower estimate in (3.2) becomes sharpened (for intermediate values of
λ ) when GN is replaced byWN . This is a consequence of Remark 2.3 (iii).
(ii) A high-field relation analogous to (3.6) also holds for the macroscopic quenched free
energy limN→∞E[ fN ]. This follows from combining (3.6) with (1.5) and the disorder
average of (2.38). Here we rely on the fact that limN→∞E[ fN ] exists for all λ > 0. For the
classical limit b = 0 this has been shown by GUERRA and TONINELLI in their seminal
paper [GT02]. Its extension to the quantum case b > 0 is due to CRAWFORD [C07]
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by building on [GT03]. For λ < 1/4 this extension also follows from our main result
∆∞ := limN→∞
(
E[ fN ]− f annN
)
= 0 obtained by probabilistic arguments in Theorem 6.2
below. Returning to the high-field relation for the macroscopic quenched free energy we
note that it is consistent with the inequality
lim
N→∞
E[β fN ]≤min
{
lim
N→∞
E[β fN(βv,0)],− ln
(
2cosh(βb)
)}
(3.14)
following from the disorder averages of (2.38) and (2.39) for any b > 0. We note that
(asymptotic) equality in (3.14), for given v > 0, only holds in the limiting cases b ↓ 0
and b→ ∞, as follows from (2.38) and the strict concavity of limN→∞E[β fN ] in b ∈R.
This contrasts the quantum random energy model (QREM) for which equality holds
in the analog of (3.14) for all b (and v) according to [G90]. Although the QREM is
much simpler than the quantum SK model (1.1), a rigorous proof of this statement was
achieved only recently by MANAI and WARZEL in the preprint [MW19].
(iii) In the limit N→ ∞ the bounds in Theorem 2.4 take the form
max
{
0, k(λ )− ln(cosh(βb))}≤ β∆∞ ≤ inf
N≥2
GN
N
. (3.15)
The upper bound in (3.15) is due to the disorder average of (2.38) and the lower estimate
in (3.2). At the expense of weakening this bound for intermediate values of λ , it can
be made somewhat more explicit with the help of (3.8) and (3.9) or (3.10) for small
and large λ , respectively. Nevertheless, by (3.7) the upper bound in (3.15) is not sharp
enough to vanish for λ < 1/4. But it vanishes for any λ ∈ ]0,∞[ in the high-field limit
b→ ∞ due to (3.10).
(iv) According to the monotonicity mentioned in Remark 2.7 (ii) the lower bound in (3.15)
is strictly positive for sufficiently large λ > 1/4, in particular, if βb < λ −√8λ/pi ,
see (2.37). It follows from (3.15) that the difference ∆∞ ≥ 0 between the macroscopic
quenched and annealed free energies is strictly positive for any pair (β ,b) ∈ ]0,∞[×
[0,∞[ provided that v > 0 is sufficiently large. Physically more important is the situa-
tion of a fixed v > 0. Then strict positivity holds for any b ≥ 0 provided that β > 0 is
sufficiently large and, conversely, for any β > 1/v provided that b > 0 is sufficiently
small. Nevertheless, the lower bound in (3.15) is not sharp enough to characterize the
(maximal) region with ∆∞ > 0 in the (1/β ,b)-plane for b > 0,
† but it is so for b = 0.
The latter can be seen by combining the main result in [ALR87] (or Theorem 6.2) with
(2.43) and the equivalence in Remark 2.7 (ii). These facts are illustrated in Figure 3.1,
where we also have included the result of Theorem 6.2 and a cartoon of the border line
between the spin-glass and the paramagnetic phase obtained by approximate arguments
and/or numerical methods as in [FS86,YI87,US87,GL90,T07,Y17].
(v) For any b ≥ 0 the lower bound in (3.15) is good enough to coincide with the upper one
for asymptotically large λ in the sense that limλ→∞ β∆∞/λ = 1. It follows from (3.11)
and limλ→∞ k(λ )/λ = 1 according to the simple bounds in Remark 2.7 (ii). Combining
this observation with (3.5) yields limλ→∞ limN→∞E[β fN ]/λ = 0, reflecting the finite-
ness of the (specific) macroscopic quenched ground-state energy which, in its turn, fol-
lows from (2.39) and (2.43). Finally we note that the lower bound in (3.15) also implies
limβ→∞ ∆∞ = ∞ in agreement with (3.3).
†The region characterized by ∆∞ > 0 is larger than the region following from (3.15). For example, for
1/(βv)< 1/
√
4ln(2) = 0.60056 . . . there is a region, where the “annealed entropy” β 2∂ f ann∞ /∂β is negative
as follows from Theorem 3.1 (d), the lower estimate in (3.2), and (3.3). This region does not completely
belong to the region following from (3.15).
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Fig. 3.1 : In the temperature-field plane there is one region where the dif-
ference ∆∞ = limN→∞
(
E[ fN ]− f annN
)≥ 0 is strictly positive (light gray) ac-
cording to (3.15) and another one where it is zero (heavy gray) according
to Theorem 6.2. The region with ∆∞ > 0 is larger than the first region, but
we do not know how large. The (red) dashed line is a cartoon of the bor-
der line between the spin-glass and the paramagnetic phase obtained by
approximate arguments and/or numerical methods. See Remark 3.3 (iv).
4 Variational formulas for the macroscopic annealed free energy
In the last section we have seen that the macroscopic annealed free energy f ann∞ exists and
obeys explicitly given lower and upper bounds which become sharp in the limits of weak
and/or strong disorder, λ ↓ 0 and λ → ∞, respectively. Furthermore, the bounds in (3.2)
coincide asymptotically also in the limits of low and high field, that is, b ↓ 0 and b→ ∞.
However, so far we have no formula which makes the λ -dependence of β f ann∞ more “trans-
parent” for general λ > 0 and b > 0. This will be achieved, to some extent, in the present
section. More precisely, we will show that β f ann∞ may be viewed as the global minimum of a
bounded non-linear functional with a simple λ -dependence and defined on the real HILBERT
space L2
(
[0,1]× [0,1]). This follows from an asymptotic evaluation of the right-hand side
of (2.27) as N→ ∞ by using the large-deviation theory due to VARADHAN and others.
For the formulation of the corresponding theorem we need some preparations. At first
we introduce some further notation. We consider the real HILBERT space L2 := L2
(
[0,1]×
[0,1]
) ≃ L2([0,1])⊗L2([0,1]) of all LEBESGUE square-integrable functions ψ : [0,1]×
[0,1]→R, (t, t ′) 7→ψ(t, t ′)with scalar product 〈ψ ,ϕ〉 := ∫ 10dt ∫ 10dt ′ψ(t, t ′)ϕ(t, t ′) and norm
‖ψ‖ := 〈ψ ,ψ〉1/2 for ψ ,ϕ ∈ L2. If ψ ∈L2, then obviously its absolute value |ψ | also belongs
to L2, where |ψ |(t, t ′) := |ψ(t, t ′)| (for almost all (t, t ′) ∈ [0,1]× [0,1] with respect to the
two-dimensional LEBESGUEmeasure). The tensor product σi⊗σ j of two random functions
(2.3) is defined pointwise by (σi⊗σ j)(t, t ′) := σi(t)σ j(t ′) so that σi⊗σ j ∈ L2, obviously. In
particular, we consider the sequence (σi⊗σi)i≥1 of independent and identically distributed
L2-valued random variables and its empirical averages ξN := ∑
N
i=1 σi⊗σi/N with mean
〈ξN〉βb = µ for all N ∈N. Finally, we introduce the non-linear functional Λ : L2→R∪{∞},
ψ 7→Λ(ψ), generating the cumulants of ξ1 = σ1⊗σ1, by
Λ(ψ) := ln
(〈
exp
(〈ψ ,ξ1〉)〉βb) (4.1)
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and its LEGENDRE–FENCHEL transform Λ∗ : L2 →R∪{∞}, ϕ 7→Λ∗(ϕ) by
Λ∗(ϕ) := sup
ψ∈L2
(〈ψ ,ϕ〉−Λ(ψ)) (4.2)
with its effective domain D∗ := {ϕ ∈ L2 :Λ ∗(ϕ)< ∞}. We stress that Λ , Λ ∗, and D∗ depend
on βb> 0, equivalently on p. But we suppress this dependence for notational simplicity, as
we have done with µ , m, and p introduced in (2.13), (2.14), and (2.15).
Lemma 4.1 (Some properties of the functionals Λ and Λ ∗)
For any ψ ,ϕ ∈ L2, with µ ∈ L2 as defined in (2.13), and with 1∈ L2 denoting the (constant)
unit function we have
(a) for Λ the inequalites
−∞ < 〈ψ ,µ〉 ≤Λ(ψ)≤Λ(|ψ |)≤ 〈|ψ |,1〉 ≤ ‖ψ‖< ∞ , (4.3)
〈ψ ,1〉− ln(cosh(βb))≤Λ(ψ) , (4.4)
(b) for Λ ∗ the equality and inequalities
0= Λ ∗(µ)≤Λ ∗(ϕ) , Λ ∗(1)≤ ln(cosh(βb)) . (4.5)
Moreover, we have the properties:
(c) The functional Λ is convex which is reflected by the inequalities
〈Λ ′(ψ),ϕ−ψ〉 ≤Λ(ϕ)−Λ(ψ)≤ 〈Λ ′(ϕ),ϕ−ψ〉 . (4.6)
Here, the non-linear mapping Λ ′ : L2 → L2,ψ 7→ Λ ′(ψ), deriving from Λ via the in
(t, t ′) exchange symmetric and continuous L2-function
Λ ′(ψ) := e−Λ (ψ)
〈
e〈ψ ,ξ1〉ξ1
〉
βb
=:
〈
ξ1
〉
βb,ψ
, |Λ ′(ψ)| ≤ 1 , (4.7)
satisfies, for ψ ≥ 0, the equality and inequalities
µ = Λ ′(0)≤Λ ′(ψ) , (4.8)
0< p≤ 〈Λ ′(ψ),µ〉 ≤ m≤ 〈Λ ′(ψ),1〉 ≤ 1 . (4.9)
(d) The functional Λ is LIPSCHITZ continuous with constant 1,
|Λ(ψ)−Λ(ϕ)| ≤ 〈|ψ−ϕ |,1〉 ≤ ‖ψ −ϕ‖ , (4.10)
and also weakly sequentially continuous, that is, sequentially continuous with respect to
the weak topology on L2. Furthermore, the functional Λ has at any ψ ∈ L2 the linear
and continuous GAˆTEAUX differential L2 →R,ϕ 7→ 〈Λ ′(ψ),ϕ〉 because
d
da
Λ(ψ +aϕ)
∣∣
a=0
= 〈Λ ′(ψ),ϕ〉 (a ∈R) . (4.11)
(e) The mapping Λ ′ is LIPSCHITZ continuous with constant 1
‖Λ ′(ψ)−Λ ′(ϕ)‖ ≤ ‖ψ −ϕ‖ . (4.12)
(f) The finiteness Λ ∗(ϕ) < ∞, equivalently ϕ ∈ D∗, implies |ϕ | ≤ 1, 0 < 〈1,ϕ〉, and 0 ≤
〈ρ⊗ρ ,ϕ〉 for all ρ ∈ L2([0,1]).
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(g) The functional Λ ∗ is convex and weakly lower semi-continuous. Furthermore, all its
lower-level sets D∗r := {ϕ ∈ L2 : Λ ∗(ϕ)≤ r}, r ∈ [0,∞[ , are not empty, convex, weakly
sequentially compact, and weakly compact.
Proof (a) The first and last inequality in (4.3) are obvious. The second one is the JENSEN
inequality combined with (2.13), the fourth one follows from 〈|ψ |,ξ1〉 ≤ 〈|ψ |,1〉, and
the fifth one is the SCHWARZ inequality. The third inequality follows from the TAYLOR
series of the exponential in (4.1) and estimating termwise according to
〈〈ψ ,ξ1〉n〉βb ≤〈〈|ψ |,ξ1〉n〉βb for n ∈N. This estimate is due to ψ ≤ |ψ | and the positivity implied by
the inequalities 〈
∏
k∈I
σ1(tk)
〉
βb
≥ µ(ti, t j)
〈
∏
k∈I\{i, j}
σ1(tk)
〉
βb
≥ 0 . (4.13)
These are proved within a more general setting in Appendix A. Here, t1, . . . , t2n denote
2n arbitrary points of the time interval [0,1] and i, j denote two arbitrary elements of the
index set I := {1, . . . ,2n}. For the proof of (4.4) we restrict the POISSON expectation in
definition (4.1) to the single realization without any spin flip during [0,1] by inserting
1(σ1), confer the proof of (2.22). By this we get Λ(ψ) ≥ 〈ψ ,1〉+ ln
(〈1(σ1)〉βb) =
〈ψ ,1〉− ln(cosh(βb)).
(b) By definitions (4.2) and (4.1) we have Λ ∗(ϕ)≥ 〈0,ϕ〉−Λ(0) = 0 for any ϕ , in particu-
lar, Λ ∗(µ)≥ 0. On the other hand, (4.2) also gives Λ ∗(µ) ≤ 0 by Λ(ψ)≥ 〈ψ ,µ〉 from
(4.3). The second inequality in (4.5) follows from using (4.4) in (4.2).
(c) The functional Λ is convex by the HO¨LDER inequality. The first inequality in (4.6)
follows from the JENSEN inequality with respect to the expectation 〈 (·) 〉βb,ψ and the
FUBINI–TONELLI theorem. The second inequality then follows from interchanging
ψ and ϕ . The exchange symmetry (t ↔ t ′) of the function (t, t ′) 7→ (Λ ′(ψ))(t, t ′) =
〈ξ1(t, t ′)〉βb,ψ =
〈
σ1(t)σ1(t
′)
〉
βb,ψ
is obvious. The proof of the continuity of this func-
tion is postponed until the proof of (d). The estimate in (4.7) is due to the triangle in-
equality |〈 (·) 〉βb,ψ | ≤ 〈|(·) |〉βb,ψ , combined with |ξ1|= 1, and ensures that Λ ′(ψ)∈ L2.
The (pointwise) equality in (4.8) is obvious. The inequality there follows from the
TAYLOR series of the exponential under the expectation in (4.7) and using (4.13) with
n+ 1 instead of n. The inequalities (4.9) are immediate consequences of the estimates
0< µ ≤Λ ′(ψ)≤ 1, see (4.7) and (4.8), and the definitions (2.14) and (2.15).
(d) Inequality (4.10) follows from (4.6) and the inequality in (4.7). Moreover, for any se-
quence (ψn)n≥1 ⊂ L2 weakly converging to some ϕ ∈ L2 we have a := supn≥1 ‖ψn‖< ∞
as a consequence of the BANACH–STEINHAUS theorem. Therefore we get 〈ϕ ,ξ1〉 =
limn→∞〈ψn,ξ1〉 and 〈ψn,ξ1〉 ≤ ‖ψn‖ ≤ a for all realizations of the underlying POIS-
SON process N1. The claimed weak sequential continuity Λ(ϕ) = limn→∞ Λ(ψn) now
follows from the LEBESGUE dominated-convergence theorem with respect to the POIS-
SON expectation. For the proof of the (global) GAˆTEAUX differentiability we replace
ϕ in (4.6) by ψ +aϕ with a ∈ ]0,∞[ and get 〈Λ ′(ψ),ϕ〉 ≤ (Λ(ψ +aϕ)−Λ(ψ))/a ≤
〈Λ ′(ψ+aϕ),ϕ〉. The proof of (4.11) is now completed by observing that lima↓0〈Λ ′(ψ+
aϕ),η〉 = 〈Λ ′(ψ),η〉 for all ϕ ,η ∈ L2. The latter follows from (4.7), (4.10), and by
dominated convergence with respect to the POISSON expectation and to the integra-
tion underlying the scalar product of L2. For the postponed proof of the continuity of
(t, t ′) 7→ η(t, t ′) := 〈ξ1(t, t ′)exp(〈ψ ,ξ1〉)〉βb for given ψ ∈ L2 we apply the SCHWARZ
inequality to the POISSON expectation and obtain for the time being∣∣η(t+u, t ′+u′)−η(t, t ′)∣∣2 ≤ 2eΛ (2ψ)(1−〈ξ1(t+u, t ′+u′)ξ1(t, t ′)〉βb) . (4.14)
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The last POISSON expectation with t, t ′ ∈ [0,1] and t+u, t ′+u′ ∈ [0,1] is bounded from
below by µ(t + u, t)µ(t ′ + u′, t ′) according to (4.13) with n = 2. Thus, the left-hand
side of (4.14) tends to zero for all t, t ′ ∈ [0,1] as (u,u′) tends to (0,0). This implies the
continuity of Λ ′(ψ) = η exp
(−Λ(ψ)) in (t, t ′).
(e) The claimed inequality (4.12) is equivalent to
〈
Λ ′(ψ)−Λ ′(ϕ),η〉≤ ‖ψ −ϕ‖‖η‖ (ψ ,ϕ ,η ∈ L2) . (4.15)
In fact, (4.12) follows from (4.15) by choosing η = Λ ′(ψ)−Λ ′(ϕ). Conversely, (4.15)
follows from (4.12) by the SCHWARZ inequality. For the proof of (4.15) we write
〈
Λ ′(ψ)−Λ ′(ϕ),η〉= ∫ 1
0
da
d
da
〈
Λ ′
(
ϕ +a(ψ−ϕ)),η〉= ∫ 1
0
da
d
da
〈〈ξ1,η〉〉a (4.16)
using the abbreviation 〈 (·) 〉a := 〈 (·) 〉βb,ϕ+a(ψ−ϕ), see (4.7). The integrand turns out to
be the a-covariance of the centered random variables A := 〈ξ1,ψ−ϕ〉−
〈〈ξ1,ψ −ϕ〉〉a
and B := 〈ξ1,η〉−
〈〈ξ1,η〉〉a and has an a-independent upper bound according to
d
da
〈〈ξ1,η〉〉a = 〈AB〉a ≤ (〈A2〉a〈B2〉a)1/2 ≤ ‖ψ −ϕ‖‖η‖ . (4.17)
Here, the first estimate is the SCHWARZ inequality with respect to the expectation 〈 (·) 〉a.
The second estimate follows from 〈B2〉a =
〈(〈ξ1,η〉)2〉a−(〈〈ξ1,η〉〉a)2 ≤ ‖η‖2 by the
positivity of squared real numbers, the SCHWARZ inequality for the scalar product, and
‖ξ1‖= 1. Analogously, we have 〈A2〉a ≤ ‖ψ −ϕ‖2.
(f) For the first claim we useΛ(ψ)≤〈|ψ |,1〉 from (4.3) in (4.2) to obtainΛ ∗(ϕ)≥〈ψ ,ϕ〉−
〈|ψ |,1〉. Now we pick an arbitrary ε > 0 and apply the last inequality to a function
ϕ ∈ L2 satisfying the lower estimate |ϕ | ≥ 1+ ε on some BOREL measurable set B ⊆
[0,1]× [0,1] of strictly positive LEBESGUE area |B| := 〈χB,1〉 > 0, where χB denotes
the indicator function of B. For such a ϕ we choose ψ = aϕχB ∈ L2 with a ∈ ]0,∞[
and get Λ ∗(ϕ) ≥ a〈|ϕ |(|ϕ |− 1),χB〉 ≥ a(1+ ε)ε |B| > 0. Taking the supremum over
a > 0 gives Λ ∗(ϕ) = ∞ which is equivalent to the first claim. For the second claim we
restrict the supremum in (4.2) to ψ = −a1 with a > 0 and obtain Λ ∗(ϕ) ≥ −Λ(−a1)
if 〈1,ϕ〉 ≤ 0. Since the [0,1]-valued random variable 〈1,ξ1〉 =
(∫ 1
0dtσ1(t)
)2
has the
strictly positive variance 2(1−2m+ p)/(βb)2 [> 2(1−m)2/(βb)2], the supremum over
a > 0 gives Λ ∗(ϕ) = ∞ which is equivalent to the second claim. For the third claim
we note that Λ(−aρ ⊗ρ) ≤ 0 by (4.1) and 〈ρ ⊗ρ ,ξ1〉 ≥ 0. By (4.2) we therefore get
Λ ∗(ϕ)≥−a〈ρ⊗ρ ,ϕ〉 for all ϕ ∈L2. Taking the supremum over a> 0 givesΛ ∗(ϕ)=∞
if 〈ρ⊗ρ ,ϕ〉< 0. This is equivalent to the third claim.
(g) The functional Λ ∗ has the claimed two properties because it is, by definition (4.2), the
pointwise supremum of a family of affine and weakly continuous functionals. The lower-
level set D∗r is not empty because µ ∈ D∗0 ⊆ D∗r , and convex because Λ ∗ is convex. It
is (norm-)bounded because D∗r ⊂ D∗ and D∗ is contained in the (norm-)closed unit-
ball {ϕ ∈ L2 : ‖ϕ‖ ≤ 1} according to the previous claim (f). Therefore any sequence
(ϕn)n≥1 ⊂D∗r is uniformly (norm-)bounded and, hence, has a sub-sequence weakly con-
verging to some ψ ∈ L2, see [BB15, Thm. 19.3]. We actually have ψ ∈ D∗r because D∗r
is weakly closed by the weak lower semi-continuity of Λ ∗. To conclude, D∗r is weakly
sequentially compact and, hence, by the SˇMULIAN–EBERLEIN equivalence also weakly
compact. ⊓⊔
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Remark 4.2 (i) Since the GAˆTEAUX differential ϕ 7→ 〈Λ ′(ψ),ϕ〉 in Lemma 4.1 (d) is linear
and continuous, it is even the FRE´CHET derivative of Λ at ψ .
(ii) The inequalities (4.6) imply monotonicity of Λ ′ in the sense that 〈Λ ′(ψ)−Λ ′(ϕ),ψ−
ϕ〉 ≥ 0. In fact, this monotonicity is equivalent to the convexity of Λ , see [BB15,
Thm. 34.5].
(iii) We also have a pointwise monotonicity of Λ in the sense that 0 ≤ Λ(ψ) ≤ Λ(ϕ) if
0≤ψ ≤ ϕ . This is a consequence of 0≤ 〈µ ,ϕ−ψ〉 ≤ 〈Λ ′(ψ),ϕ−ψ〉 ≤Λ(ϕ)−Λ(ψ).
Here, the first inequality is obvious by 0< µ , the second one follows from (4.8), and the
third one is (4.6).
(iv) We only have the inequalities 0 ≤ 〈Λ ′(ψ),1〉 ≤ 1 and 0 ≤ 〈Λ ′(ψ),µ〉 ≤ m instead of
(4.9) for general, not necessarily positive ψ ∈ L2. The first positivity follows from 0 ≤(∫ 1
0dt σ1(t)
)2
= 〈σ1⊗σ1,1〉 = 〈ξ1,1〉. The proof of the second positivity contains an
additional argument according to 0 ≤ ∫dσ2 (∫ 10dtσ1(t)σ2(t))2 = ∫dσ2 〈σ1 ⊗ σ1,σ2⊗
σ2〉 =
〈
σ1⊗σ1,〈σ2⊗σ2〉βb
〉
= 〈ξ1,µ〉. Here, we are using
∫
dσ2 ( ·) := 〈( ·)〉βb as an
alternative notation for the POISSON expectation underlying the single spin-flip process
σ2.
Eventually we are prepared to present
Theorem 4.3 (Variational formulas for the macroscopic annealed free energy)
(a) For any λ > 0 the limit β f ann∞ of the dimensionless annealed free energy satisfies the
following two equivalent variational formulas:
β f ann∞ + ln
(
2cosh(βb)
)
= inf
ϕ∈D∗
(
Λ∗(ϕ)−λ 〈ϕ ,ϕ〉) (4.18)
= inf
ψ∈L2
( 1
4λ
〈ψ ,ψ〉−Λ(ψ)
)
. (4.19)
In (4.19) one may restrict the infimization to positive and exchange symmetric ψ ∈ L2
without loosing generality.
(b) The infimum in (4.18) and the infimum in (4.19) are attained and each resulting (global)
minimizer ϕλ ∈ D∗ in (4.18) (at given βb > 0) corresponds to a minimizer ψλ ∈ L2 in
(4.19), and vice versa, through the relation ψλ = 2λϕλ .
(c) Each minimizer ψλ ∈ L2 in (4.19) has an exchange symmetric and continuous represen-
tative in L2 solving the (critical) equation
ψ = 2λΛ ′(ψ) (4.20)
and obeying the (pointwise) bounds 2λ µ ≤ ψλ ≤ 2λ 1 (so that 2λ√p≤ ‖ψλ ‖ ≤ 2λ ).
(d) For any λ < 1/2 there exists only one solution of (4.20) and hence, by (c), only one
minimizer ψλ ∈ L2 in (4.19).
Proof (a) For the proof of (4.18) we firstly rewrite (2.27) as
FN = ln
(〈
exp
(
Nλ 〈ξN ,ξN〉
)〉
βb
)
(4.21)
by using (2.11), (2.6), and the empirical averages ξN introduced above Lemma 4.1. Sec-
ondly, by referring to [S84, Thm. 3.34] (see also [DZ98, Sec. 6.1]) and to Lemma 4.1 we
see that the sequence (ξN)N≥1 satisfies a large-deviation principle (LDP) with convex
(good) rate functional Λ ∗. Equivalently, this LDP is satisfied by the sequence (DN)N≥1
of the distributions on (the (norm-)BOREL sigma algebra of) L2 induced by (ξN)N≥1,
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where DN is characterizable by its LAPLACE functional ψ 7→
∫
L2DN(dϕ) exp
(〈ψ ,ϕ〉)
on L2 given by exp
(
NΛ(ψ/N)
)
.¶ That given, the VARADHAN integral lemma [DZ98,
Thm. 4.3.1], as the corresponding extension of the classic asymptotic method of LA-
PLACE, then yields
lim
N→∞
FN
N
= sup
ϕ∈L2
(
λ 〈ϕ ,ϕ〉−Λ ∗(ϕ))= sup
ϕ∈D∗
(
λ 〈ϕ ,ϕ〉−Λ ∗(ϕ)), (4.22)
because the quadratic functional ϕ 7→ 〈ϕ ,ϕ〉= ‖ϕ‖2 is (norm-)continuous and ‖ξN‖≤ 1
(see also [K02, Thm. 27.10]). The second equality in (4.22) holds because λ 〈ϕ ,ϕ〉−
Λ ∗(ϕ) =−∞ for all ϕ ∈ L2 \D∗. The proof of (4.18) is completed by using (2.26) and
(3.1). Now we recall from Lemma 4.1 that Λ is finite, convex, and weakly sequentially
continuous, hence, weakly sequentially lower semi-continuous (w. s. l. s. c.). The equal-
ity (4.19) therefore follows from LEGENDRE–FENCHEL duality [T79, Sec. 2.1]. One
may restrict to positive ψ in (4.19) because 〈ψ ,ψ〉= 〈|ψ |, |ψ |〉 and Λ(ψ)≤Λ(|ψ |) ac-
cording to (4.3). One may restrict to exchange symmetric ψ because 〈ψ ,ψ〉≥ 〈ψ+,ψ+〉
and Λ(ψ) =Λ(ψ+). Here, ψ+(t, t
′) :=
(
ψ(t, t ′)+ψ(t ′, t)
)
/2 defines the exchange sym-
metric part ψ+ of ψ .
(b) In order to show that the infimum in (4.19) is attained, we firstly claim that the underly-
ing non-linear functional
Ω (ψ) :=
1
4λ
‖ψ‖2−Λ(ψ) (ψ ∈ L2) (4.23)
is w. s. l. s. c., because it is the sum of two such functionals. As for the first functional,
let (ϕn)n≥1 ⊂ L2 converge weakly to ψ ∈ L2. Then we get the well-known w. s. l. s. c.
‖ψ‖2 ≤ liminfn→∞ ‖ϕn‖2 of the (squared) norm from the obvious inequality ‖ψ‖2 ≤
‖ϕn‖2+2‖ψ‖2−2〈ψ ,ϕn〉. The other functional,−Λ , is w. s. l. s. c. because Λ is weakly
sequentially continuous according to (4.6) and (4.7). For the infimum I := infψ∈L2 Ω (ψ)
we have the a-priori bounds −λ ≤ I ≤ 0. The lower bound we know already from (3.1),
(4.18), and (4.19). It also follows directly from (4.23) by using Λ(ψ)≤ ‖ψ‖ from (4.3).
The upper bound is obvious by I ≤ Ω (0) = 0. While the lower bound guarantees the
finiteness of I, the upper bound implies that I = infψ∈K0 Ω (ψ) with K0 :=
{
ψ ∈ L2 :
Ω (ψ) ≤ 0} being the negativity range of Ω . Combining Ω (ψ)≤ 0 with Λ(ψ) ≤ ‖ψ‖
gives ‖ψ‖ ≤ 4λ so that K0 is (norm-)bounded. Therefore any sequence (ψn)n≥1 ⊂ K0
has a sub-sequence weakly converging to some ϕ ∈ L2, see [BB15, Thm. 19.3]. We even
have ϕ ∈ K0 because Ω is w. s. l. s. c. so that Ω (ϕ)≤ liminfn→∞ Ω (ψn)≤ 0. It follows,
as in the proof of Lemma 4.1 (g), that K0 is weakly sequentially compact. In line with
the so-called direct method of the calculus of variations we conclude by an extension of
the BOLZANO–WEIERSTRASS theorem: Since Ω is w. s. l. s. c. on the weakly sequen-
tially compact K0, the infimum of Ω is attained by some minimizer ψλ ∈K0 in the sense
that I = Ω (ψλ ), see also [BB15, Thm. 33.3]. The other claims about the minimizers fol-
low from the simplicity of the quadratic functional ‖ψ‖2/(4λ ) and from the finiteness,
convexity, weak sequential continuity, and GAˆTEAUX differentiability of Λ according
to [T79, Sec. 2.1] or by extending an argument in the proof of [CET05, Thm. A.1] from
the EUCLIDEANRd to the real HILBERTIAN L2.
¶This kind of a functional LDP is a natural extension from Rd- to L2-valued random variables of the
pioneering refinement of the weak law of large numbers due to CRAME´R (1938) and CHERNOFF (1952).
20 H. Leschke et al.
(c) In the first step we assert the inequalities
λ‖Ω ′(ϕ)‖2 ≤Ω (ϕ)−Ω (ψλ)≤
1
4λ
‖ϕ−ψλ ‖2 (4.24)
for any ϕ ∈ L2 with Ω ′(ϕ) = (2λ )−1ϕ−Λ ′(ϕ) being the GAˆTEAUX/FRE´CHET deriva-
tive of Ω at ϕ . For the proofs we rewrite the second inequality in (4.6) as λ‖Ω ′(ϕ)‖2−
‖ψ −2λΛ ′(ϕ)‖2/(4λ ) ≤ Ω (ϕ)−Ω (ψ). The first inequality in (4.24) now follows by
taking the supremum over ψ . It yields ‖Ω ′(ϕ)‖2 = 0 if ϕ is a minimizer of Ω , and
therefore (4.20). The second inequality in (4.24) will be used only later in the proof of
Theorem 5.3 in the next section. It follows from the rewritten inequality (4.6) above by
choosing therein ϕ =ψλ , observing the just obtained Ω
′(ψλ )= 0, and, finally, renaming
ψ by ϕ . The claimed exchange symmetry and continuity just reflect the corresponding
properties of Λ ′(ψ) for any ψ ∈ L2, according to Lemma 4.1 (c). The claimed bounds
follow from (4.20) combined with (4.7) and (4.8).
(d) For two solutions ψ (1), ψ (2) ∈ L2 of (4.20) we have ∥∥ψ (1)−ψ (2)∥∥ = 2λ∥∥Λ ′(ψ (1))−
Λ ′
(
ψ (2)
)∥∥ ≤ 2λ∥∥ψ (1)−ψ (2)∥∥ by (4.12). It follows that 1 ≤ 2λ if ψ (1) 6= ψ (2). This
implication is equivalent to the claim. ⊓⊔
Remark 4.4 (i) The variational formula (4.19) may be derived informally, and without re-
ferring to (4.18), from rewriting (4.21) as follows
FN = ln
(∫
WN(dφ) exp
(
NΛ(
√
4λ φ)
))
. (4.25)
Here we have interchanged the POISSON expectation with the “linearizing” integration
over the sample paths [0,1]× [0,1] ∋ (t, t ′) 7→ φ(t, t ′) of (two-time, centered) GAUSSIAN
white noise with (generalized) covariance
∫
WN(dφ)φ(t, t
′)φ(u,u′) = δ (t − u)δ (t ′−
u′)/(2N) in terms of the DIRAC delta. Using (4.25), the symbolic equation “WN(dφ) =
dφ exp
(−N〈φ ,φ〉)” for the GAUSSIAN probability measure WN , and the (classic)
asymptotic method of LAPLACE then suggests a variational formula which turns into
(4.19) by the scaling φ 7→ ψ/
√
4λ . In the physics literature such a derivation often
goes under the name HUBBARD–STRATONOVICH trick or transformation, in particular
when a DYSON–FEYNMAN “time-ordered exponential” or “product integral” [instead
of the PFK representation (2.1)] is employed in order to “disentangle” non-commuting
HILBERT–space operators. See, for example [M75,BM80,S81,KK02]. For a rigorous
approach to FEYNMAN’s disentangling formalism we refer to the monograph [JL00].
(ii) Upon dividing by β , the functional (4.23) in (4.19) may be viewed as a LANDAU–GINZ-
BURG–WILSON free energy [H87] obtained by integration over the paths σ1 : t 7→ σ1(t)
of a single spin-flip process in the sense of (2.3):
β−1Ω (ψ) =−β−1 ln(〈exp(−βH1(ψ ,σ1))〉βb) . (4.26)
Here, the effective HAMILTONIAN H1(ψ ,σ1) associates to a path σ1 a non-instan-
taneous self-interaction energy according to βH1(ψ ,σ1) := 〈ψ ,ψ〉/(4λ )− 〈ψ ,σ1⊗
σ1〉 ≥ −λ . The corresponding thermal GIBBS expectation is given by 〈( ·)〉βb,ψ , see
(4.7). The critical equation Ω ′(ψ) = 0, see (4.20) combined with (4.7), then identifies
the interaction function ψ “self-consistently” with the auto-correlation function of the
spin 〈σ1⊗σ1〉βb,ψ up to the factor 2λ . For similar relations see [BM80,FS86,YI87,
GL90,MH93].
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(iii) By restricting the infimization in (4.18) to the single function ϕ = µ , using Λ ∗(µ) = 0
from (4.5), and observing 〈µ ,µ〉 = 〈µ2,1〉 = p from (2.15) we rediscover the upper
estimate in (3.2). The lower estimate in (3.2) does not seem to be obtainable so easily
from (4.18). However, the weaker lower estimate −λ , see (3.9), immediately follows
from Λ ∗(ϕ) ≥ 0 and 〈ϕ ,ϕ〉 ≤ 1 for all ϕ ∈ D∗, see Lemma 4.1. These two estimates
may also be obtained easily from (4.19) by using the inequalities 〈ψ ,µ〉 ≤Λ(ψ)≤ ‖ψ‖
from (4.3) and by completing the respective square. The estimate (3.3) also follows
from (4.18) or (4.19) by restricting to the constant function ϕ = 1 or ψ = 2λ 1 and
by observing (4.5) or (4.4), respectively. From (4.18) and (4.19) we also immediately
rediscover that β f ann∞ depends on v only via λ > 0 and that β f
ann
∞ is not increasing in λ
because it is the pointwise infimum of a family of such functions. Since infψ∈L2 Ω (ψ)=
infψ∈L2
(
λ 〈ψ ,ψ〉−Λ(2λψ)) by scaling, the concavity of β f ann∞ in λ is seen to follow
similarly from the convexity of Λ .
(iv) The LIPSCHITZ continuity (4.12) implies
〈
Λ ′(ψ)−Λ ′(ϕ),ψ−ϕ〉≤ ‖ψ −ϕ‖2 by the
SCHWARZ inequality. Applying this to (4.23) yields
〈
Ω ′(ψ)−Ω ′(ϕ),ψ−ϕ〉≥ ( 1
2λ
−1
)
‖ψ −ϕ‖2 (4.27)
and hence strict monotonicity of Ω ′, equivalently strict convexity of Ω on L2, if 2λ < 1.
This shows again that for 2λ < 1 there is at most one minimizer of Ω , without referring
to the critical equation (4.20).
5 The macroscopic annealed free energy for weak disorder
Unfortunately, we do not know explicitly any minimizer in (4.18) or (4.19) if λ > 0.§ In
this section we therefore compare the global minimum Ω (ψλ ) = β f
ann
∞ + ln
(
2cosh(βb)
)
,
see Theorem 4.3 (b) and (4.3), to its simple upper bound Ω (2λ µ), that is, to the functional
(4.23) evaluated at ψ = 2λ µ . Fortunately, it turns out that Ω (2λ µ) not only does share
the properties of convexity and monotonicity in λ with Ω (ψλ ), but also constitutes a very
good approximation to Ω (ψλ ) for small λ . In fact, their respective asymptotic expansions,
as λ ↓ 0, coincide up to the second order.‡ The corresponding second-order coefficient is
a rather complicated function of βb > 0 being strictly negative but larger than −0.14. The
main drawback of Ω (2λ µ) is the fact that it does not yield the true behavior of Ω (ψλ ) for
large λ . However, it is the weak-disorder regime, 4λ < 1, for which Ω (ψλ ) is physically
relevant, due to our main result Theorem 6.2 in the next section. We begin with
Lemma 5.1 (Some properties of Ω (2λ µ))
The function λ 7→Ω (2λ µ) = pλ −Λ(2λ µ)
(a) is concave and strictly decreasing,
(b) obeys for any λ > 0 the three estimates
−(2m− p)λ ≤Ω (2λ µ)≤−pλ , (5.1)
Ω (2λ µ)≤−(2m− p)λ + ln(cosh(βb)) , (5.2)
§In the limiting case λ ↓ 0 we simply have ϕ0 = µ , see (4.5), and ψ0 = 0ϕ0 = 0.
‡Coincidence up to the first order follows already by an argument in Remark 4.4 (iii).
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(c) has the second-order TAYLOR formula
Ω (2λ µ) =−pλ −2c0λ 2− 4
3
r(λ )λ 3 (5.3)
with the variance
c0 :=
〈〈µ ,ξ1〉2〉βb− p2 = m− p4(βb)2 + 2p−m6 −
(2p−m
2
)2
(5.4)
and some continuous function r : [0,∞[→ [−m3,m3], λ 7→ r(λ ),
(d) has the strong-disorder limit
lim
λ→∞
1
λ
Ω (2λ µ) =−(2m− p) . (5.5)
Proof (a) The concavity follows from the convexity of Λ . The strict monotonicity follows
from concavity and the fact that the first derivative at λ = 0 equals −p< 0.
(b) The estimates follow from 2pλ ≤Λ(2λ µ)≤ 2mλ , see (4.3), and (4.4).
(c) We use the abbreviations q := 〈µ ,ξ1〉 and 〈( ·)〉λ := 〈( ·)〉βb,2λ µ , see (4.7). Since q ∈
[0,m], see Remark 4.2 (iv), the convex function λ 7→ Λ(2λ µ) = ln(〈e2λq〉0) is three
times continuously differentiable and its second-order TAYLOR formula (at λ = 0 with
remainder in LAGRANGE form) affirms that for each λ > 0 there exists some (unknown)
number a ∈ ]0,1[ such that
Λ(2λ µ) = (2λ )〈q〉0+ (2λ )
2
2!
〈
(q−〈q〉0)2
〉
0
+
(2λ )3
3!
r(λ ) (5.6)
with the third cumulant r(λ ) :=
〈
(q−〈q〉aλ )3
〉
aλ
∈ [−m3,m3]. The claim now follows
from 〈q〉0 = p and a straightforward but somewhat tedious calculation of 〈q2〉0.
(d) The limit (5.5) follows from (5.2) and the lower estimate in (5.1). ⊓⊔
Remark 5.2 (i) Since the explicit expression (5.4) for c0 is rather complicated, we mention
the simple bounds
(m− p)2
cosh(βb)
≤ c0 ≤ p(m− p) . (5.7)
In the notation of the proof of Lemma 5.1 the lower bound follows from c0 =
〈
(q−
p)2
〉
0
≥ 〈(q− p)21(σ1)〉0 = (m− p)2〈1(σ1)〉0, confer the proof of Theorem 2.2 (a). The
upper bound simply follows from q2 = qq≤ qm. The lower bound implies the expected
strict positivity of c0. The upper bound shows that c0 vanishes (only) in the limiting
cases βb ↓ 0 and βb→ ∞, and is smaller than p/4.
(ii) As a function of βb the variance c0 is continuous and attains its maximal value 0.0695 . . .
at βb= 0.9089 . . . (according to a simple numerical computation).
(iii) Obviously, (5.5) does not reflect the true strong-disorder limit (3.5) because 2m− p ≤
m2/p < 1. By generalizing Ω (2λ µ) to the variational expression minx∈[0,1] Ω
(
2λ (µ +
x(1−µ))) ≤ Ω (2λ µ) this true limit may be included (for x= 1) without changing the
weak-disorder behavior in (5.3).
The next theorem shows that Ω (2λ µ) is a very good approximation to the global minimum
Ω (ψλ ) = β f
ann
∞ + ln
(
2cosh(βb)
)
for small λ , see Theorem 4.3 (b) and (4.23).
Quantum spin-glass model 23
Theorem 5.3 (The macroscopic annealed free energy up to second order in λ )
We have the following error estimates
0≤Ω (2λ µ)−Ω (ψλ )≤ 4λ 3 (λ > 0) (5.8)
and the two-term asymptotic expansion for weak disorder
β f ann∞ + ln
(
2cosh(βb)
)
= Ω (ψλ ) =−pλ −2c0λ 2+O(λ 3) (λ ↓ 0) (5.9)
with c0 given by (5.4) and the usual understanding of the LANDAU big-Oh notation that
O(λ 3) stands for some function of λ with limsupλ↓0 |O(λ 3)|/λ 3 < ∞.
Proof The first inequality in (5.8) is obvious because ψλ is a minimizer of Ω . For the second
inequality we observe ‖2λ µ −ψλ ‖ = ‖2λΛ ′(0)−2λΛ ′(ψλ )‖ ≤ 2λ‖0−ψλ ‖ ≤ (2λ )2 by
(4.8), Theorem 4.3 (c), and (4.12). Using this estimate on the right-hand side of (4.24) yields
(5.8). Combining (5.8) with (5.3) yields (5.9). ⊓⊔
Remark 5.4 (i) The first two terms on the right-hand side of (5.9) reflect the concavity and
monotonicity of Ω (ψλ ) in λ . Both of the (positive) coefficients p and c0 vanish in the
limit b→ ∞ in agreement with (3.6), see also Remark 3.3 (ii).
(ii) The inequalities (5.8) may be generalized to
λ‖Ω ′(2λ µ)‖2 ≤Ω (2λ µ)−Ω (ψλ )≤min
{
4λ 3, inf
N≥2
GN/N− pλ
}
. (5.10)
The lower estimate in (5.10) follows from the lower estimate in (4.24) and is strictly
positive (if and only if λ > 0). The second upper estimate in (5.10) follows from the
lower estimate in (3.2) and the upper estimate in (5.1). For given λ > 0 it sharpens the
one in (5.8) for sufficiently small and sufficiently large βb, see Remark 3.2 (i). We also
have the (simplified) relative error estimates
‖Ω ′(2λ µ)‖2 ≤ Ω (2λ µ)−Ω (ψλ )|Ω (ψλ )|
≤min
{4λ 2
p
,1− p
}
. (5.11)
The lower and the first upper estimate follow by combining (5.10) with the estimates
pλ ≤ |Ω (ψλ )| ≤ infN≥2GN/N ≤ λ from (3.2) and Remark 3.2 (i).The second upper
estimate follows from writing the relative error as Ω (2λ µ)/|Ω (ψλ )|+1 and using again
Ω (2λ µ)≤−pλ as well as |Ω (ψλ )| ≤ λ .
(iii) In view of (4.20) combined with (4.12) the (unique) minimizer ψλ of Ω for 2λ < 1 may
be determined (numerically) with arbitrary precision by the successive approximation
ψ
(n+1)
λ
:= 2λΛ ′
(
ψ
(n)
λ
) (
ψ
(1)
λ
:= 2λ µ , n ∈N) . (5.12)
The convergence of this minimizing sequence is exponentially fast according to
‖ψ (n)λ −ψλ ‖ ≤ (2λ )n−1‖ψ
(1)
λ −ψλ ‖ ≤ (2λ )n‖ψλ ‖ ≤ (2λ )n+1 . (5.13)
Here, the first inequality follows from (4.12) by mathematical induction. For the next
inequalities see the proof of Theorem 5.3.‡ Using ϕ = ψ
(n)
λ in (4.24) combined with
(5.13) yields an approximation to the macroscopic annealed free energy with an error
not larger than (2λ )2n+1/2. In particular, we rediscover (5.8) by choosing n= 1.
‡This is, of course, consistent with the BANACH fixed-point theorem.
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(iv) By Theorem 5.3 we know that Ω
(
ψ
(1)
λ
)
coincides with Ω (ψλ ) up to the order λ
2, as
λ ↓ 0. By choosing n = 2 in (5.13) we see that ψ (2)λ coincides with the minimizer ψλ
up to the same order. Therefore it is of interest to determine ψ
(2)
λ up to that order. To
this end, we firstly recall that for each η ∈ L2 the mapping ψ 7→ 〈η ,ψ〉η defines a self-
adjoint operator on L2, which we denote by |η〉〈η | following DIRAC. Then the POISSON
average E :=
〈|ξ1〉〈ξ1|〉βb is a self-adjoint integral operator with continuous [−1,1]-
valued kernel
〈
ξ1(t, t
′)ξ1(u,u′)
〉
βb
where (t, t ′),(u,u′) ∈ [0,1]× [0,1]. By an extension
of (5.6) we now have
Λ(2λϕ) = (2λ )〈ϕ ,µ〉+ (2λ )
2
2!
〈ϕ ,(E−|µ〉〈µ |)ϕ〉+O(λ 3) (5.14)
for any ϕ ∈ L2 with the derivative
Λ ′(2λϕ) = µ +2λ (E−|µ〉〈µ |)ϕ +O(λ 2) . (5.15)
Hence, we arrive at
ψ
(2)
λ = 2λΛ
′(2λ µ) = 2λ µ +(2λ )2(E− p1)µ +O(λ 3) (5.16)
with 1 denoting the unit operator on L2. By (4.13) we have the (pointwise) inequality
Eψ ≥ 〈µ ,ψ〉µ for all ψ ≥ 0, so that also the second-order term in (5.16) is a positive
L2-function, in agreement with ψ
(2)
λ ≥ 2λ µ for all λ by (4.8). The function Eµ can be
calculated explicitly which implies 〈µ ,Eµ〉 = p2+ c0 in agreement with (5.4). Further
properties of the operator E are given by the operator inequalities 0 ≤ |µ〉〈µ | ≤ E ≤ 1
and the equality trE = 1 for its trace. Consequently, the uniform norm of the operator
difference A := E−|µ〉〈µ | ≥ 0 obeys ‖A‖ ≤ trA= 1− p.
Sometimes variational problems in function spaces like (4.19) are drastically simplified by
restricting the set of all variational functions to the one-parameter subset of functions of the
form ψ = y1 where 1 is the constant unit function (in L2 for the present case) and y ∈ R
is arbitrary. This is often called, for an obvious reason, the static approximation, confer for
example [BM80,S81,YI87,US87,KK02,T07]. In view of Lemma 5.1 and Theorem 5.3 it is
not surprising that this approximation in the present case does not yield the true behavior for
small λ , not even up to the first order in λ . As opposed to that, Ω (2λ1) has the same strong-
disorder limit as Ω (ψλ ) which, however, is not believed to correctly reflect the behavior of
the macroscopic (quenched) free energy. The main properties of the static approximation to
the macroscopic annealed free energy are compiled in
Corollary 5.5 (On the static approximation and its insufficiency for weak disorder)
Let the restriction of the infimization in (4.19) to the one-dimensional subspace of all con-
stant L2-functions be denoted as
J(λ ) := inf
x∈R
Ω (2λx1) = inf
x∈R
(
λx2−Λ(2λx1)) . (5.17)
Then the function λ 7→ J(λ )
(a) is concave and not increasing,
(b) obeys for any λ > 0 the three estimates
−λ ≤ J(λ )≤−m2λ , (5.18)
J(λ )≤−λ + ln(cosh(βb)) , (5.19)
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(c) obeys for any λ ≤ r/(2(1−m)), with arbitrary r ∈ ]0,1[ , the lower estimate
− m
2λ
1− r ≤ J(λ ) , (5.20)
(d) has the weak- and strong-disorder limits
lim
λ↓0
J(λ )
λ
=−m2 , lim
λ→∞
J(λ )
λ
=−1 . (5.21)
Proof (a) The claim holds because it is true for any function defined by an arbitrary restric-
tion of the infimization in (4.19), confer Remark 4.4 (iii). More explicitly, J is concave
because it is the pointwise infimum of a family of such functions according to the con-
vexity of Λ . And similarly, J is not increasing because it is the pointwise infimum of a
family of such functions according to J(λ ) = infy∈R
(
y2/(4λ )−Λ(y1)).
(b) The lower estimate in (5.18) is obvious from −λ ≤Ω (ψλ )≤ J(λ ). The upper estimate
in (5.18) follows from restricting to x=m in (5.17) and usingΛ(ψ)≥〈ψ ,µ〉 from (4.3).
The estimate (5.19) follows from restricting to x= 1 in (5.17) and using (4.4).
(c) For the small-λ estimate (5.20) we introduce the [0,1]-valued random variable q :=(∫ 1
0dt σ1(t)
)2
. Then we have 〈y1,ξ1〉= yq and
Λ(y1) = ln
(〈eyq〉βb)≤ ln(〈1+q(ey−1)〉βb) (5.22)
= ln
(
1+m(ey−1))≤ m|y|+(1−m)y2/2 (5.23)
for all y ∈ R. For the (POISSON averaged JENSEN) inequality in (5.22) we recall the
proof of the second inequality in (2.18). The inequality in (5.23) is an application of
(2.20). This gives
y2−4λΛ(y1) ≥ (1−2(1−m)λ)y2−4λm|y| ≥ (1− r)y2−4λm|y| (5.24)
for all y ∈R. The proof of (5.20) is now completed by completing the square in (5.24)
and dividing by 4λ .
(d) The strong-disorder limit follows from (5.19), the lower estimate in (5.18), and (3.11).
For the weak-disorder limit we note that m2/(r−1)≤ liminfλ↓0 J(λ )/λ by (5.20). The
claim now follows from taking the supremum over r ∈ ]0,1[ and observing the upper
estimate in (5.18). ⊓⊔
Remark 5.6 (i) The small-λ estimate (5.20) is not only useful for the proof of the weak-
disorder limit in (5.21), which is different from the true limit in (5.9) because m2 < p,
but it also implies that J(λ ) is strictly larger than the infimum Ω (Ψλ ) in (4.19) for
sufficiently small λ > 0. More precisely, by choosing r< 1−(m2/p) we get from (3.2),
(4.19) and (4.18), and (5.20) that
β f ann∞ + ln
(
2cosh(βb)
)
= Ω (Ψλ )≤−pλ < J(λ ) (5.25)
for all λ < (p−m2)/(2p(1−m)) [< (m− p)/(2p) < 1/2]. This upper bound on λ
is a continuous and strictly increasing function of βb > 0 and approaches its extreme
values 0 and 1/2 in the limiting cases βb ↓ 0 and βb→ ∞, respectively. It attains the
value 1/4 approximately at βb= 3. The true strong-disorder limit in (5.21) implies that
J(λ )≤−pλ for sufficiently large λ .
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(ii) Our proof of Corollary 5.5 is based on rather crude estimates of Λ(y1) that easily follow
from its definition. Additional information on J(λ ), for intermediate values of λ , may
be obtained from the formula
Λ(y1) = ln
(∫
R
dze−piz
2
cosh
(√
4piyz2+(βb)2
)/
cosh(βb)
)
(y≥ 0) . (5.26)
This formula follows from a GAUSSIAN linearization and a consequence of the PFK
formula, see Remark B.2 (iii) in Appendix B. The restriction to y ≥ 0 in (5.26) causes
no problem, because the equality in (5.22) combined with q ≥ 0 shows that one may
restrict to x ≥ 0 in (5.17) without loosing generality. This is actually a special case of
Λ(ψ)≤Λ(|ψ |) from (4.3).
(iii) In contrast to the present quantum SK model (1.1), the restriction to constant variational
functions does not imply any loss of generality for the quantum, or transverse-field, CW
model (without disorder). This has been shown in [CCIL08], see also [D09].
6 The macroscopic free energy and absence of spin-glass order for weak disorder
In this section we are going to prove that for weak disorder, more precisely for any 4λ (=
β 2v2) in the open unit interval ]0,1[ and any βb > 0, the free energy fN coincides al-
most surely with the annealed free energy f annN in the macroscopic limit N → ∞. We be-
gin by comparing the first and the second moment of the partition function with respect
to the GAUSSIAN disorder average. By the positivity of general variances we know that(
E[ZN ]
)2 ≤E[(ZN)2]. In the present case we also have
E
[
(ZN)
2
]≤ c(E[ZN ])2 with c := e−2λ√
1−4λ > 1 (6.1)
provided that 4λ < 1. This is a special case of the following lemma, which in its turn is
an extension of [T11b, Lem. 11.2.3] for the zero-field SK model to the present (quantum)
case with a transverse field. For its formulation we recall definition (2.6) and introduce three
“tensor expectations”. We write 〈 (·) 〉⊗βb for the joint (conditional) expectation with respect
to the given set {N1, . . . ,NN} of POISSON processes and an independent copy (or replica)
{N̂1, . . . ,N̂N} thereof. The joint thermal GIBBS expectation 〈 (·) 〉⊗ corresponding to the
duplicated quantum SK model with HILBERT space C2
N⊗C2N and HAMILTONIAN defined
as the sum of HN ⊗1, see (1.1), and a copy 1⊗HN thereof (with the same (gi j)1≤1< j≤N )
then, in the spin-flip process representation, takes the form
〈〈 (·) 〉〉⊗ :=
( (cosh(βb))N
ZN
)2
∑
s,ŝ
〈
exp
(
−β
∫ 1
0
dt
[
hN
(
sσ (t)
)
+hN
(
ŝ σ̂ (t)
)])( · )〉⊗
βb
.
(6.2)
Two simple examples are〈〈∫ 1
0
dt
∫ 1
0
dt ′ siσi(t)ŝiσ̂i(t ′)
〉〉⊗
= 〈Szi Ŝzi 〉⊗ = 〈Szi 〉2 = 0 (6.3)
and 〈〈∫ 1
0
dt
∫ 1
0
dt ′ siσi(t)s jσ j(t)ŝiσ̂i(t ′)ŝ jσ̂ j(t ′)
〉〉⊗
= 〈Szi Szj Ŝzi Ŝzj 〉⊗ = 〈Szi Szj 〉2 (6.4)
for i, j ∈ {1, . . . ,N}. The third equality in (6.3) is due to the identities UNSziU∗N = −Szi and
UNHNU
∗
N = HN with the unitary operator UN := exp
(
i pi
2 ∑
N
n=1 S
x
n
)
= (iSx)⊗N on C2N .
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Lemma 6.1 (Controlling a generalized second moment of ZN by its first moment)
For any N ≥ 2, λ > 0, and γ ∈R with 0≤ 4(λ + γ)< 1 we have
E
[(
ZN
)2〈〈
exp
(
2Nγ
∫ 1
0
dt
∫ 1
0
dt ′
[
QN
(
sσ (t), ŝσ̂(t ′)
)]2)〉〉⊗]≤ e−2λ
(
E[ZN ]
)2√
1−4(λ + γ) . (6.5)
Proof Throughout the proof we will, without further notice, repeatedly interchange the or-
der of various integrations according to the FUBINI–TONELLI theorem. In a first step, we
observe the following identity for the GAUSSIAN disorder average
E
[
exp
(
−β
∫ 1
0
dt
[
hN
(
sσ (t)
)
+hN
(
ŝ σ̂(t)
)])]
= e−4λ Z˜N(σ )Z˜N(σ̂)exp
(
2Nλ
∫ 1
0
dt
∫ 1
0
dt ′
[
QN
(
sσ (t), ŝσ̂ (t ′)
)]2)
. (6.6)
Here we have used (2.4), (2.5), (2.10), and (2.8). In a second step, we use the JENSEN
inequality
exp
(
2Nλ
∫ 1
0
dt
∫ 1
0
dt ′
[
. . .
]2)≤ ∫ 1
0
dt
∫ 1
0
dt ′ exp
(
2Nλ
[
. . .
]2)
(6.7)
and the linearization formula
exp
(
2Nλ
[
QN
(
sσ (t), ŝσ̂(t ′)
)]2)
=
∫
R
dxwN(x)exp
(
x
√
8λ
N
∑
i=1
siσi(t)ŝiσ̂i(t
′)
)
(6.8)
with the GAUSSIAN probability density wN given by wN(x) =
√
N/pi exp
(−Nx2), as in
Remark 2.3(iii). By using (6.6) on the left hand-side (LHS) of (6.5) and by replacing λ in
(6.7) and (6.8) with λ := λ + γ we obtain the inequality
LHS ≤ e−4λ (cosh(βb))2N ∫
R
dxwN(x)
∫ 1
0
dt
∫ 1
0
dt ′
×
〈
Z˜N(σ )Z˜N(σ̂)∑
s,ŝ
N
∏
i=1
exp
(
x
√
8λ siσi(t)ŝi σ̂i(t
′)
)〉⊗
βb
. (6.9)
By combining the identity
∑
s,ŝ
N
∏
i=1
exp
(
. . .
)
=
N
∏
i=1
∑
si,ŝi
exp
(
. . .
)
=
N
∏
i=1
4cosh(x
√
8λ ) =
(
4cosh(x
√
8λ )
)N
(6.10)
with (2.7), inequality (6.9) takes the simpler form
LHS ≤ e−4λ (2cosh(βb))2N〈Z˜N(σ )〉2βb
∫
R
dxwN(x)
(
cosh(x
√
8λ
)N
(6.11)
= e−2λ
(
E
[
ZN
])2 ∫
R
dxwN(x)
(
cosh(x
√
8λ )
)N
. (6.12)
Now, the obvious inequality cosh(y)≤ exp(|y|) for y ∈R implies (cosh(y))N ≤ exp(Ny)+
exp(−Ny) so that the last integral is seen to be bounded from above by 2exp(2Nλ) for
all λ ≥ 0. Interestingly enough, if 4λ < 1, then there exists the N-independent bound
1/
√
1−4λ as claimed in (6.5). It is obtained by the inequality cosh(y) ≤ exp(y2/2) for
y ∈R, which in its turn follows by comparing the two associated TAYLOR series’ termwise
and using n!2n ≤ (2n)! for n ∈N. ⊓⊔
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Inequality (6.5) will be applied with a suitable γ > 0 in the proof of Corollary 6.3 below. The
special case γ =−λ leads to equality in (6.5). The special case γ = 0, see (6.1), is the main
ingredient for the proof of the next theorem. The theorem and its two corollaries extend two
of the pioneering results of AIZENMAN, LEBOWITZ, and RUELLE in [ALR87] for the zero-
field SK model, see also [FZ87,CN95] and [T11b, Ch. 11], to the present (quantum) model
with a transverse field b> 0.
Theorem 6.2 (The macroscopic quenched free energy for weak disorder)
If 4λ < 1, then the macroscopic limit of the quenched free energy exists and is given by that
of the annealed free energy, in symbols
lim
N→∞
E[ fN ] = lim
N→∞
f annN = f
ann
∞ . (6.13)
Proof By Theorem 3.1 it is sufficient to show that the (positive) difference ∆N := E[ fN ]−
f annN tends to 0 as N→∞. In order to do so we adopt the so-called second-moment method as
applied in [T11b, Ch. 11] to the zero-field SK model. For this method to work we build on
the large-deviation estimate of Lemma C.2 in Appendix C and on the elementary PALEY–
ZYGMUND inequality [PZ32] (see also [K02, Lem. 4.1])
(1−q)2
(
E[X ]
)2
E
[
X2
] ≤P{X ≥ qE[X ]} (6.14)
for any real-valued, positive random variable X with E[X ] ∈ ]0,∞[ and for any q ∈ [0,1].
Here P denotes the probability measure underlying the expectation E.
We begin by rewriting the given (non-random) difference as the sum of two random
differences
0≤ ∆N = fN− f annN +E[ fN ]− fN ≤ fN − f annN +
∣∣ fN−E[ fN ]∣∣ . (6.15)
Next we show that there exist constants ε > 0 (independent of N) and γN > 0 (with γN ↓ 0 as
N → ∞) such that the probability of finding the right-hand side of (6.15) to be smaller than
γN , is larger than ε . This then yields ∆N ≤ γN and hence limN→∞ ∆N = 0.
In fact, with an (initially) arbitrary energy δ > 0 we estimate as follows:
1/(4c)−2exp(−δ 2/(2v2))
≤P{ fN− f annN ≤ ln(2)/(βN)}+P{∣∣ fN−E[ fN ]∣∣≤ δ/√N}−1 (6.16)
≤P{ fN− f annN ≤ ln(2)/(βN) and ∣∣ fN −E[ fN ]∣∣≤ δ/√N} (6.17)
≤P{ fN− f annN + ∣∣ fN−E[ fN ]∣∣≤ ln(2)/(βN)+δ/√N} . (6.18)
Here (6.16) is due to (6.14) with X = ZN and q = 1/2, combined with (6.1), and due to the
large-deviation estimate (C.2) in Appendix C using N−1 < N and replacing δ by βδ/√N.
Inequality (6.17) relies on the inclusion-exclusion formula for two sets, while (6.18) is due
to the monotonicity of (probability) measures. Now we choose δ so large that ε := 1/(4c)−
2exp
(−δ 2/(2v2))> 0 and put γN := ln(2)/(βN)+δ/√N. ⊓⊔
Theorem 6.2 has two important consequences.
Corollary 6.3 (Absence of spin-glass order for weak disorder)
If 4λ < 1, then we have
lim
N→∞
E
[〈Sz1Sz2〉2]= 0 . (6.19)
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Proof By applying the JENSEN inequality to the left-hand side (LHS) of (6.5) with respect
to the joint expectation E[〈〈(·) 〉〉⊗] we obtain (for any N ≥ 2)
ln(LHS)−2E[ ln(ZN)]
≥ 2N γE
[〈〈∫ 1
0
dt
∫ 1
0
dt ′
[
QN
(
sσ (t), ŝ σ̂(t ′)
)]2〉〉⊗]
(6.20)
= 2(N−1)γE
[〈〈∫ 1
0
dt
∫ 1
0
dt ′ s1σ1(t)ŝ1σ̂1(t ′)s2σ2(t)ŝ2σ̂2(t ′)
〉〉⊗]
+2γ (6.21)
= 2(N−1)γE[〈Sz1Sz2〉2]+2γ . (6.22)
For the last identity confer the example (6.4). By combining this with (6.5) we get
γE
[〈Sz1Sz2〉2]≤ NN−1(E[β fN ]−β f annN )− 4(λ + γ)+ ln
(
1−4(λ + γ))
4(N−1) (6.23)
under the assumption 4(λ + γ) ∈ [0,1[ of Lemma 6.1. By choosing 4γ ∈ ]0,1−4λ [ ( 6= /0) at
fixed 4λ < 1 the claim (6.19) follows by observing E[〈Sz1Sz2〉2]≥ 0 and Theorem 6.2. ⊓⊔
Remark 6.4 Following [ALR87], see also [PS91,WB04], one may call the left-hand side of
(6.19) the spin-glass order parameter, because its pre-limit expression E
[〈Sz1Sz2〉2] is, by
spin-index symmetry, identical to the disorder average of
2
N(N−1) ∑
1≤i< j≤N
〈Szi Szj 〉2 =
N
N−1
〈( 1
N
N
∑
i=1
Szi Ŝ
z
i
)2〉⊗
− 1
N−1 (6.24)
using the GIBBS expectation
〈
( ·)〉⊗ induced by the quantum SK model (1.1) upon duplica-
tion. In the spin-flip process representation this identity takes the form (6.21) (if γ 6= 0).
Corollary 6.5 (The macroscopic free energy for weak disorder)
If 4λ < 1, then the sequence of random variables ( fN)N≥2 defined by (1.3) converges almost
surely to the macroscopic limit (3.1) of the annealed free energy, in symbols
lim
N→∞
fN = lim
N→∞
f annN = f
ann
∞ (P-almost surely). (6.25)
Proof By Theorem 3.1 it sufficies to show that limN→∞ | fN− f annN |= 0, almost surely. By the
triangle inequality and by (1.5) we have
| fN− f annN | ≤E[ fN ]− f annN +
∣∣ fN−E[ fN ]∣∣ (6.26)
By Theorem 6.2 the first difference on the right-hand side tends to 0 as N → ∞. Moreover,
the large-deviation estimate (C.2) in Appendix C implies the summability
∞
∑
N=2
P
{∣∣β fN −E[β fN ]∣∣> δ}≤ 2q2
1−q < ∞ , q := e
−δ 2/(8λ ) (6.27)
for any δ > 0. A simple and standard application [B96, 11., Example 1] of the (first) BOREL–
CANTELLI lemma [B96, 11.1 Lem.] now shows that also the second difference in (6.26)
tends to zero, P-almost surely. ⊓⊔
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Remark 6.6 In the above proof we have used the fact that the summability (6.27) implies
the almost-sure relation limN→∞( fN −E[ fN ]) = 0. Clearly, the summability and hence the
relation hold for all λ > 0. It may be dubbed as “self-averaging in the mean” of the sequence
( fN)N≥2. The physically indispensable self-averaging (or ergodicity) in the sense of the
almost-sure relation limN→∞ fN = limN→∞E[ fN ] additionally requires the existence of the
latter limit. Until now the (present) SK model with transverse field seems to be the only
quantum mean-field spin-glass model for which this macroscopic limit of the quenched free
energy is known to exist. For general λ > 0 this is due to CRAWFORD [C07]. Theorem 6.2
above provides for 4λ < 1 a (variational) formula for the limit and therefore its existence for
the weak-disorder regime as a by-product, similarly as in [ALR87] for the case b= 0. In view
of the complexity of the PARISI formula [P80a,P80b,D81,T06,P09,T11b,P13] even for
vanishing longitudinal field, we conjecture a much more complicated (variational) formula
to hold for 4λ ≥ 1 and b> 0.
7 Concluding remarks
Despite 35 years of research the quantum SHERRINGTON–KIRKPATRICK spin-glass model
characterized by the HAMILTONIAN (1.1) is not nearly as well understood as its “classical
limit” b ↓ 0, at least from a rigorous point of view. Several investigators have provided stim-
ulating and possibly correct results by approximate arguments and/or numerical methods.
But for low temperatures these results are typically less reliable, for example due to the un-
justified interchange of various limits or because of too small “LIE–TROTTER numbers”.
Therefore one should find rigorous arguments to prove or disprove the (red) dashed line in
Fig. 3.1. Even more ambitiuous would be to aspire after the analog of the PARISI formula
for the macroscopic (quenched) free energy of the quantum SK model (1.1).§ Here we only
mention that the inequalities (2.38) may be used to bound this free energy from below and
above in terms of the zero-field PARISI formula. On the other hand, it could be that the true
“quantum PARISI formula” is somewhat simpler than the classical one because of quantum
fluctuations, confer [BU90b].
A The positivity of certain POISSON-process covariances
For the proofs of (2.13), (4.13), and related facts it is convenient to consider POISSON (point) processes being
more general than the one used in the main text (see, for example, [K02,LP18,K93]). A POISSON process
in a general measure space (Γ ,A,ρ) is a random measure ν on (Γ ,A). The distribution of ν is uniquely
defined, in terms of ρ , by the elegant and powerful formula
〈
exp
(
−
∫
Γ
ν(dx) f (x)
)〉
= exp
(
−
∫
Γ
ρ(dx)
(
1− e− f (x))) (A.1)
for its LAPLACE functional, which dates back to CAMPBELL [C09]. Here and in Appendix B the angular
brackets 〈(·)〉 denote the expectation with respect to the probability measure steering the randomness of ν
and f :Γ → [0,∞[ is an arbitrary measurable function into the positive half-line. For f = aχA with a ∈ [0,∞[,
A∈A, and ρ(A)<∞ the right-hand side of (A.1) equals the LAPLACE transform of the POISSON distribution
with mean ρ(A). Hence the random variable ν(A) is POISSON distributed onN0 with mean 〈ν(A)〉= ρ(A).
In words, the mean number of POISSON points lying in A equals its ρ-measure. By choosing f = ∑mj=1 a jχA j
§Shortly after the present paper appeared as a preprint (arXiv:1912.06633 [math-ph]) ADHIKARI and
BRENNECKE released the very interesting preprint [AB19]. Therein they provide a formula for the macro-
scopic quenched free energy of the model (1.1) for all βv > 0. This formula is given by a suitable d → ∞
limit of a PARISI-like functional for a (classical) d-component vector-spin-glass model, due to PANCHENKO.
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it also follows from (A.1) that the random variables ν(A1), . . . ,ν(Am) are independent for (pairwise) disjoint
sets A1, . . . ,Am ∈A of finite ρ-measures for all m ∈N. Finally, we note that (A.1) remains valid when f is
replaced by the imaginary function i f with f : Γ →R obeying ∫Γ ρ(dx)min{| f (x)|,1} < ∞.
In the main text we are mainly interested in binary random variables corresponding to σ(A) := (−1)ν(A)
with A ∈A obeying ρ(A)< ∞. By choosing f = ipi ∑mj=1 χA j with an arbitrary collection of m∈N such sets,
Â := {A1, . . . ,Am} ⊂A, we get from (A.1)
〈
σ(Â)
〉
= exp
(
−
∫
Γ
ρ(dx)
(
1− τ
Â
(x)
))
(A.2)
in terms of the {−1,1}-valued products σ(Â) := ∏mj=1 σ(A j) and τÂ := ∏mj=1
(
1− 2χA j
)
. In particular, we
have 〈σ(A j)〉= exp
(−2ρ(A j)) by choosing Ak = /0 for all k 6= j. If B̂ := {B1, . . . ,Bn}⊂A is another arbitrary
collection of n ∈N such sets, we obtain the positive covariance
〈
σ(Â)σ(B̂)
〉≥ 〈σ(Â)〉〈σ(B̂)〉 (A.3)
by (A.2), the pointwise inequality τ
Â
τ
B̂
≥ τ
Â
+ τ
B̂
− 1, and the functional equation of the exponential. A
simple consequence of (A.3) by iteration is
〈
σ(Â)
〉≥ m∏
j=1
〈
σ(A j)
〉
= exp
(
−2
m
∑
j=1
ρ(A j)
)
> 0 . (A.4)
As in the main text we are going to introduce a conditional POISSON expectation. For a fixed Λ ⊆ Γ
with Λ ∈A and ρ(Λ )< ∞ the KRONECKER deltas δσ(Λ ),±1 can be written as δσ(Λ ),±1 =
(
1±σ(Λ ))/2. The
POISSON expectation conditional on σ(Λ ) = 1, equivalently on even ν(Λ ), can therefore be written as
〈
( ·)〉
Λ
:=
〈δσ(Λ ),1 ( ·)〉
〈δσ(Λ ),1〉
=
〈( ·)〉+ 〈σ(Λ )( ·)〉
1+ e−2ρ(Λ )
. (A.5)
By (A.5) and (A.3) we immediately see that
〈
σ(Â)
〉
Λ
≥ 〈σ(Â)〉. The “conditional analog” of (A.3) is
Lemma A.1 〈
σ(Â)σ(B̂)
〉
Λ
≥ 〈σ(Â)〉
Λ
〈
σ(B̂)
〉
Λ
. (A.6)
Proof From (A.2) and (A.5) we get the “conditional analog” of (A.2)
〈
σ(Â)
〉
Λ
=
cosh
(
IΛ (Â)
)
cosh
(
ρ(Λ )
) exp(−∫
Γ \Λ
ρ(dx)
(
1− τ
Â
(x)
))
(A.7)
with IΛ (Â) :=
∫
Λ ρ(dx)τÂ(x). Corresponding formulas hold for
〈
σ(B̂)
〉
Λ
and
〈
σ(Â)σ(B̂)
〉
Λ
. In the latter case
τ
Â
has to be replaced with the product τ
Â
τ
B̂
and IΛ (Â) with IΛ (Â, B̂) :=
∫
Λ ρ(dx)
(
1− τ
Â
(x)τ
B̂
(x)
)
. In order
to prove (A.6) we firstly employ again the above inequality τ
Â
τ
B̂
≥ τ
Â
+ τ
B̂
−1. Then it remains to show that
cosh
(
ρ(Λ )
)
cosh
(
IΛ (Â, B̂)
) ≥ cosh(IΛ (Â))cosh(IΛ (B̂)). To this end, we refer to the elementary product
formula 2cosh
(
ρ(Λ )
)
cosh
(
IΛ (Â, B̂)
)
= cosh
(
ρ(Λ ) + IΛ (Â, B̂)
)
+ cosh
(
ρ(Λ )− IΛ (Â, B̂)
)
. Therefore the
two inequalities ρ(Λ )± IΛ (Â, B̂) ≥ |IΛ (Â)± IΛ (B̂)|, based on the pointwise identities 1± τÂτB̂ = |τÂ ± τB̂|
and the triangle inequality, combined with the identity cosh(|y|) = cosh(y) for y ∈R complete the proof. ⊓⊔
Remark A.2 (i) If A j ⊆ Λ for all j, then the exponential factor in (A.7) takes its maximum value 1. For
example, in the case of two such sets, A and B say, we simply have
〈
σ(A)σ(B)
〉
Λ
= cosh
(
ρ(Λ )−2ρ(A)−2ρ(B)+4ρ(A∩B))/cosh(ρ(Λ )). (A.8)
If A ⊆ B or B ⊆ A, then the argument of the hyperbolic cosine in the numerator simplifies to ρ(Λ )−
2
∣∣ρ(A)−ρ(B)∣∣.
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(ii) In the main text and in Appendix B we only consider the special case corresponding to Γ = [0,∞[, A=
B
(
[0,∞[
)
:=BOREL sigma-algebra, ρ = βb×LEBESGUEmeasure, and Λ = [0,1]. There we write N (t)
and σ(t) = (−1)N (t) = (−1)−N (t) instead of ν([0,t]) and σ([0,t]), respectively, for any t ∈ [0,∞[. We
also write 〈( ·)〉βb instead of 〈( ·)〉[0,1]. It is well-known that the stochastic process
{
N (t) : t ∈ [0,∞[}
has independent and, in distribution, time-homogeneous increments N (t+u)−N (u)= ν(]t,t +u]) for
u ≥ 0. This implies that it is a MARKOV process, more specifically, a continuous-time homogeneous
MARKOV chain with transition probabilities
pn,n′ (t,t
′) := e−βb(t−t
′)
(
βb(t− t ′))n−n′
(n−n′)!
(
0< t ′ ≤ t, n,n′ ∈N0, n′ ≤ n
)
. (A.9)
Also the spin-flip process
{
σ(t) : t ∈ [0,∞[} is such a MARKOV process. Its transition probabilities are
ps,s′ (t,t
′) :=
[
1+ ss′ exp
(−2βb(t− t ′))]/2 with s,s′ ∈ {−1,1}.
B The POISSON–FEYNMAN–KAC formula
In this appendix we consider an independent collection of N ∈N POISSON processes in the positive half-line
[0,∞[ with common rate βb > 0 in the sense and notation of RemarkA.2 (ii). We begin with the case of a
single spin. Here g ∈R is an arbitrary parameter. The rest of the notation has been introduced in Section 1.
Lemma B.1 (Operator-valued PFK formula for a single spin)
For a single spin we have the operator identity
exp
(
βbSxi +βgS
z
i
)
= eβb
〈(
Sxi
)Ni(1) exp(βgSzi ∫ 1
0
dtσi(t)
)〉 (
i ∈ {1, . . . ,N}) (B.1)
on the N-spin HILBERT space (C2)⊗N ∼=C2N .
Proof It is enough to prove (B.1) on the single-spin HILBERT space C2, so we suppress the spin index i. For
the auxiliary operator Kg(u,t) := exp
(∫ u
t dt
′ βgSzσ(t ′)
)
with 0≤ t ≤ t ′ ≤ u we write
Kg(u,0) = 1−
∫ u
0
dt
d
dt
Kg(u,t) = 1+
∫ u
0
dt Kg(u,t)βgS
zσ(t) (B.2)
and define the operator
Tg(u) := (S
x)N (u)Kg(u,0) = T0(u)+
∫ u
0
dt (Sx)N (u)Kg(u,t)βgS
zσ(t) . (B.3)
The last integrand can be rewritten as follows
(Sx)N (u)−N (t)(Sx)N (t)Kg(u,t)βgSzσ(t) = (Sx)N (u)−N (t)Kgσ(t)(u,t)βgSz(Sx)N (t) . (B.4)
Here we have moved
(
Sx
)N (t)
to the very right by using N (t) times the relation Sx f (Sz) = f (−Sz)Sx,
where the operator f (Sz) is understood in the functional-calculus sense for any BOREL measurable function
f , possibly complex-valued. Now we assert that the expectation of (B.3) leads to
〈
Tg(u)
〉
=
〈
T0(u)
〉
+
∫ u
0
dt
〈(
Sx
)N (u)−N (t)
Kgσ(t)(u,t)
〉
βgSz
〈
T0(t)
〉
(B.5)
=
〈
T0(u)
〉
+
∫ u
0
dt
〈
Tg(u− t)
〉
βgSz
〈
T0(t)
〉
(u≥ 0) . (B.6)
Eq. (B.5) relies on the fact that the increments N (u)−N (t) and N (t ′)−N (t) occurring in Kgσ(t)(u,t) =
exp
(∫ u
t dt
′ (−1)N (t′)−N (t)βgSz) are independent of N (t)−N (0) =N (t). For (B.6) we recall that N (t ′)−
N (t) has the same distribution asN (t ′− t)−N (0) =N (t ′− t) by time-homogeneity. Since
(Sx)N (u) = 1δσ(u),1+S
xδσ(u),−1 =
1
2
(1+Sx)+
1
2
(1−Sx)σ(u), 〈σ(u)〉= e−2βbu , (B.7)
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we see that the mapping u 7→ 〈T0(u)〉 = exp
(
uβb(Sx −1)) is the “free” semigroup on C2 (correspond-
ing to g = 0 and up to the factor euβb). Consequently, the combination of (B.5) and (B.6) implies that
u 7→ 〈Tg(u)〉 satisfies the same DUHAMEL–DYSON–PHILLIPS integral equation as the “full” semigroup u 7→
exp
(
uβb(Sx −1)+ uβgSz). Actually, this equation is equivalent to the differential equation ∂
∂u
〈Tg(u)〉 =
〈Tg(u)〉
(
βb(Sx−1)+βgSz) with the initial condition 〈Tg(0)〉 = 1. Since the solution is unique, the proof
is complete by considering 〈Tg(1)〉. ⊓⊔
Remark B.2 (i) Formula (B.1) dates back to KAC [K74]. There he has not written down it explicitly, but it
is the backbone of his PFK formula for the solution of the telegraph (or damped wave) equation. For a
modern account of this genre see [KR13] and also [CD06].
(ii) We learned the PFK formula (B.1) for a single-spin semigroup from GAVEAU and SCHULMAN [GS89]
who proved it by a suitable LIE–TROTTER formula. Our proof avoids time-slicing and is in the spirit of
SIMON’s “second proof” of the (WIENER–)FEYNMAN–KAC formula for SCHRO¨DINGER semigroups
[S05, Thm. 6.1], see also [R94, Sec. 2.2].
(iii) The PFK formula (B.1) is equivalent to the explicit formulas
L−1(g) =
b
w
sinh(βw) , L1(g) = cosh(βw)+
g
w
sinh(βw) , w :=
√
b2+g2 (B.8)
for the LAPLACE transforms of the two conditional distributions of the random variable β
∫ 1
0dt σi(t),
Lsi (g) := e
βb
〈
δσi(1),si exp
(
βg
∫ 1
0
dtσi(t)
)〉 (
si ∈ {−1,1} , i ∈ {1, . . . ,N}
)
, (B.9)
up to a g-independent factor. This follows from (B.7) with u = 1 and the elementary (2× 2-matrix)
identities
H2 = 1w2 , exp(−βH) = 1cosh(βw)−H sinh(βw)
w
, H :=−bSxi −gSzi . (B.10)
(iv) Clearly, we have Tr exp(−βH) = 2cosh(βw) by the second equality in (B.10). On the other hand, eval-
uating this trace in the eigenbasis of Szi and using (B.1) we get its spin-flip representation
Tre−βH = eβb ∑
si
〈
δσi(1),1 exp
(
βgsi
∫ 1
0
dtσi(t)
)〉
= cosh(βb)∑
si
〈
exp
(
βg
∫ 1
0
dt siσi(t)
)〉
βb
. (B.11)
(v) For a simple example of a GIBBS expectation value in the spin-flip representation we consider the case
g = 0 and the operator
Szi (t) := e
−βb tSxi Szi e
βb tSxi = cosh(2βbt)Szi + i sinh(2βbt)S
y
i
(
t ∈ [0,∞[ , i=√−1) (B.12)
in the “imaginary-time” HEISENBERGpicture. Then we have for the DUHAMEL–KUBO auto-correlation
function of the z-component of a single spin the formula
Tr
(
eβbS
x
i Szi (t)S
z
i (t
′)
)/
TreβbS
x
i =
〈
σi(t)σi(t
′)
〉
βb
(
0≤ t ′ ≤ t ≤ 1) . (B.13)
This follows from Szi (t)S
z
i (t
′) = exp
(−2βb(t− t ′)Sxi ) and (A.8). In the case t < t ′ the factor order of
the two spin operators in (B.13) has to be reversed.
Corollary B.3 (Operator-valued PFK formula for several spins)
Let Sα1 , . . . ,S
α
N be a collection of N ∈N pairwise commuting spin operators with component α ∈ {x, y, z}
and let N1, . . . ,NN be associated mutually independent POISSON processes in [0,∞[ with the common rate
βb> 0. Moreover, let vN :R
N →R be a BORELmeasurable function and consider the BOLTZMANN–GIBBS
operator
RN(β) := exp
(
βb
N
∑
i=1
Sxi +βvN (S
z
1 , . . . ,S
z
N
))
. (B.14)
Then the operator identity
RN(β) = e
Nβb
〈( N
∏
i=1
(
Sxi
)Ni(1))exp(β ∫ 1
0
dt vN
(
Sz1σ1(t), . . . ,S
z
NσN(t)
))〉
(B.15)
holds on the N-spin HILBERT space C2
N
.
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Proof Apply the arguments used in the proof of LemmaB.1 for the i-th spin also for all other spins ( j 6= i).
⊓⊔
Remark B.4 (a) Two examples: v1(s1) = gs1 , vN (s1, . . . ,sN ) =
v√
N
∑1≤i< j≤N gi jsis j (N ≥ 2) .
(b) Formula (B.11) naturally extends to
TrRN(β) =
(
cosh(βb)
)N
∑
s1 ,...,sN
〈
exp
(
β
∫ 1
0
dt vN
(
s1σ1(t), . . . ,sNσN(t)
))〉
βb
. (B.16)
Alternative proof of LemmaB.1
Proof It is enough to prove (B.1) on the single-spin HILBERT space C2, so we suppress the spin index i.
Using the auxiliary operator Kg(u,t) := exp
(∫ u
t dt
′ βgSzσ(t ′)
)
with 0≤ t ≤ t ′ ≤ u we want to show that
u 7→ Tg(u) :=
〈(
Sx)N (u)Kg(u,0)
〉
(B.17)
is an operator semigroup onC2 with generator βb(Sx−1)+βgSz. In the first step, we pick u,t ≥ 0 and get
Tg(u+ t) =
〈(
Sx
)N (u+t)
Kg(u+ t,0)
〉
=
〈(
Sx
)N (u+t)−N (t)(
Sx
)N (t)
Kg(u+ t,t)Kg(t,0)
〉
(B.18)
=
〈(
Sx
)N (u+t)−N (t)
Kgσ(t)(u+ t,t)
(
Sx
)N (t)
Kg(t,0)
〉
(B.19)
=
〈(
Sx
)N (u+t)−N (t)
Kgσ(t)(u+ t,t)
〉
Tg(t) = Tg(u)Tg(t) . (B.20)
The first two equations are obvious. In (B.19) we have moved
(
Sx
)N (t)
to the right of Kg(u+ t,t) by using
N (t) times the relation Sx f (Sz) = f (−Sz)Sx, where the operator f (Sz) is understood in the functional-
calculus sense for any BOREL measurable function f , possibly complex-valued. The first equality in (B.20)
relies on the fact that the increments N (u+ t)−N (t) and N (t ′)−N (t) occurring in Kgσ(t)(u+ t,t) =
exp
(∫ u+t
t dt
′ (−1)N (t′)−N (t)βgSz) are independent of N (t)−N (0) = N (t). For the second equality in
(B.20) we recall that N (t ′)−N (t) has the same distribution as N (t ′ − t)−N (0) = N (t ′ − t) by time-
homogeneity. In the second step, we observe
Kg(u,0) = 1−
∫ u
0
dt
d
dt
Kg(u,t) = 1+
∫ u
0
dt Kg(u,t)σ(t)βgS
z (B.21)
and
(Sx)N (u) = 1δσ(u),1+S
xδσ(u),−1 =
1
2
(1+Sx)+
1
2
(1−Sx)σ(u), 〈σ(u)〉= e−2βbu . (B.22)
By combining the definition (B.17) with (B.21) and (B.22) we get
Tg(u)−1= 1
2
(
1− e−2βbu)(Sx−1)+u∫ 1
0
dt
〈
(Sx)N (u)Kg(u,ut)σ(ut)
〉
βgSz . (B.23)
Due to
∥∥(Sx)N (u)Kg(u,ut)σ(ut)∥∥ ≤ euβ |g| the dominated-convergence theorem gives (in the operator-norm
sense) limu↓0(Tg(u)−1)/u= βb(Sx−1)+
∫ 1
0dt 〈1〉βgSz = βb(Sx−1)+βgSz as claimed. This completes
the proof of (B.1) by considering Tg(1). ⊓⊔
C Large-deviation estimate for the free energy
For the reader’s convenience we begin by quoting Theorem 1.3.4 in [T11a] without proof.
Proposition C.1 (GAUSSIAN concentration estimate)
For d ∈N let F :Rd →R be a (globally) LIPSCHITZ continuous function, |F(x)−F(x′)| ≤ L|x− x′|, with
some constant L > 0, arbitrary x,x′ ∈ Rdand |( ·) | denoting the EUCLIDEAN norm on Rd . Moreover, let
g := (g1, . . . ,gd ) be an independent collection of d GAUSSIAN random variables with common mean 0 and
variance 1. Then
P
{∣∣F(g)−E[F(g)]∣∣> δ}≤ 2exp(− δ 2
4L2
)
(C.1)
for any δ > 0.
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It is the basis of
Lemma C.2 (Large-deviation estimate for the free energy)
Let fN be the (random) free energy defined in (1.3) for v > 0. Then we have
P
{∣∣β fN −E[β fN ]∣∣> δ}≤ 2exp(− N2δ 2
2(N−1)(βv)2
)
(C.2)
for any total number of spins N ≥ 2 and any δ > 0.
Proof We interprete the variables (gi j)1≤i< j≤N in the quantum HAMILTONIAN HN , defined in (1.1), as the
components of a non-random vector g ∈Rd with d = N(N− 1)/2, and write HN (g) and fN(g) for its free
energy. In view of Proposition C.1 we then only have to show that the function g 7→ β fN (g) is LIPSCHITZ
continuous on Rd with constant L = βv
√
N−1/(N√2). To this end, we introduce the GIBBS expectation
〈( ·)〉g := eβ fN (g)Tre−βHN (g)( ·) induced by HN (g). Then the JENSEN–PEIERLS–BOGOLYUBOV inequality,
see for example [S05], gives
β fN (g
′)−β fN (g)≤ β
N
〈
HN(g
′)−HN (g)
〉
g
=
βv
N3/2
∑
1≤i< j≤N
(
gi j−g′i j
)〈Szi Szj 〉g (g,g′ ∈Rd) (C.3)
≤ βv
N3/2
∑
1≤i< j≤N
∣∣gi j−g′i j∣∣∣∣〈Szi Szj 〉g∣∣≤ βv
N3/2
|g−g′|1 ≤ L|g−g′| . (C.4)
For (C.4) we have used the triangle inequality, the operator inequalities −1 ≤ Szi Szj ≤ 1, and the (JENSEN)
inequality |x|1 ≤
√
d |x| between the 1-norm and the 2-norm of x= (x1, . . . ,xd )∈Rd . By considering the last
chain of inequalities also with g and g′ interchanged we get the desired LIPSCHITZ continuity. ⊓⊔
Remark C.3 A result similar to LemmaC.2 was already given by CRAWFORD [C07]. We include the lemma
for two reasons. First, it serves to make the present paper reasonably self-contained. Second, the above proof
is simpler than the one in [C07]. It does neither need “GAUSSIAN interpolation” nor the PFK spin-flip rep-
resentation and can easily be extended to quantum spin-glass models with additional mean-field interactions
between the spins, for example to the quantum mean-field HEISENBERG spin-glass model with or without an
external magnetic field [BM80,S81].
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