We suggest a method to estimate affine term structure models using linear regressions. Our approach combines cross-sectional pricing and bond return forecasting by specifying market prices of risk as affine functions of the state variables. Our method is fast, easy to implement and allows estimation of models with a large number of pricing factors. Our bond return regressions generate small in-sample pricing errors. A five factor specification outperforms commonly used three-factor specifications in out-of-sample forecasts of yields. Expected bond returns are mainly driven by factors which explain little of the contemporaneous cross-sectional variation of yields.
Introduction
Many term structure models start with three assumptions: 1) the pricing kernel is exponentially affine in the shocks driving the economy, 2) prices of risk are affine in the state variables, and 3) innovations to state variables and log yield observation errors are conditionally Gaussian and independent (see Dai and Singleton (2000 , 2002 , Goldstein and Dufresne (2001) , Duffee (2002) , Kim and Wright (2005) for examples). These assumptions give rise to log yields that are affine in the state variables, and whose coefficients on the state variables are subject to no-arbitrage constraints across maturities (see Duffie and Kan (1996) , Piazzesi (2003) , and Singleton (2007) for overviews). Empirically, the affine term structure literature commonly uses maximum likelihood methods to estimate coefficients and pricing factors, thus exploiting the distributional assumptions as well as the no-arbitrage constraints.
In this paper, we propose an alternative, regression based approach to estimating the time series and cross section of interest rates. We follow the literature in assuming that prices of risk are affine functions of the state variables. We depart from the literature by not making explicit assumptions about the functional form of the pricing kernel; we instead assume a particular functional form of the return generating process. Starting with observable pricing factors and no-arbitrage equations, we propose a three-stage ordinary least squares estimator. In the first stage, we decompose pricing factors into predictable components and factor innovations by regressing factors on their lagged levels. In the second stage, we estimate exposures of bond returns with respect to lagged levels of pricing factors and pricing factor innovations (the latter obtained in the first stage). In the third stage, we decompose the exposures of returns on the lagged pricing factors (from the second stage) into prices of risk and yield factor loadings from a cross-sectional regression.
We compute standard errors that adjust for the generated regressor uncertainty from the previous stages via bootstrap.
While we can estimate all model parameters including the physical and risk neutral dynamics from our three step estimator, our model does not give rise to closed form solutions for log bond prices. Instead, we take an approximation of log returns to returns, and assume that the higher order terms of the approximation are part of the yield pricing error. Given this approximation, we show that log bond prices are affine functions of the state variables with pricing parameters that are subject to linear recursive cross-equation restrictions. In addition, changes in the log bond pricing error are linear functions of the return approximation error and the return pricing error. Return pricing errors are quantitatively small. Moreover, return pricing errors and yield pricing errors have no forecasting power for returns or yields. Yet, per construction, the yield pricing error is highly autocorrelated, which is not a violation of no arbitrage in our setting.
We treat pricing factors as observable. In our preferred specification, we use the first five principal components of the yield curve as pricing factors. We find that a smaller number of yield factors is not able to adequately capture the dynamics of both returns and yields. In our preferred five factor specification, the Cochrane and Piazzesi (2005) return forecasting factor does not add significant forecasting power for excess bond returns.
Our starting point of using yield principal components as factors is not essential.
Indeed, we show that we can alternatively use forward rates or the parameters of the Nelson-Siegel-Svensson curve from which our zero-coupon term structure is constructed as pricing factors. The choice of pricing factors does not seem essential as long as the factors span both the time-series and cross-sectional variation of the term structure of interest rates.
One major point of departure from existing models is that we do not impose the cross-sectional yield no-arbitrage constraints when we estimate our model. Under the null that the model is correctly specified, imposing the constraint should not change any of the parameter estimates. Instead, we compute model implied yields from the estimated return parameters, and compare these implied yields to observed yields. We find that the resulting yield pricing errors are small across the yield curve.
Our estimation procedure is computationally fast, as it only relies on linear regressions.
It is thus easy to use the model for out-of-sample forecasts. We show that our preferred five factor specification gives rise to smaller out-of sample pricing errors than A) the random walk model, B) a three factor specification, C) the Diebold and Li (2006) model.
Our model can thus be readily used in real time policy analysis. It can also be estimated when the number of pricing factors equals the number of yields, as is the case in empirical applications of the Heath, Jarrow, and Morton (1992) methodology.
Using the three step regression approach comes at the cost of reduced efficiency compared to estimation via maximum likelihood. However, it is straightforward to estimate our model via two-step or iterative GMM to achieve efficiency, even if pricing errors are autocorrelated, heteroskedastic, and non-normal. This GMM estimator also has the advantage to be closely related to the empirical equity asset pricing literature (see Campbell, Lo, McKinley (1997) and Cochrane (2005) for surveys).
Instead of starting with a particular specification of the pricing kernel, we start with a model for expected bond returns that are affine in state variables. We derive this functional form for returns from two alternative sets of assumptions about the pricing kernel. Our pricing equations can be derived from an affine pricing kernel which does not require particular distributional assumptions about shocks. Alternatively, the pricing equations can be derived by assuming an exponentially affine pricing kernel, conditionally normal shocks to the state variables, and conditionally normal bond returns. These assumptions are not mutually exclusive, but they do have implications for the distribution of yield pricing errors. Finally, we also develop the regression approach to term structure estimation in the case of the usual affine set-up with conditionally Gaussian shocks and an exponentially affine pricing kernel.
Our paper is organized as follows. In Section 2, we discuss our model and the three step estimator. In Section 3, we present our main empirical findings, showing that the noarbitrage constraint is rejected for the three factor model, but not the five factor model.
In Section 4, we present specification tests and extensions. Section 5 concludes.
The Model

State variables and expected returns
We assume that the dynamics of a K × 1 vector of state variables X t evolve according to the following vector autoregressive process:
This specification of the dynamic evolution of the state variables can be interpreted as a discrete time analog to the state variable dynamics of Merton's (1973) ICAPM or Cox, Ingersoll, and Ross' (1985) general equilibrium setup. We do not necessarily assume that shocks v t+1 are conditionally Gaussian, identical, or independent. We do assume that the expectation of v t+1 conditional on the history of X t is zero, and that the variance of v t+1
conditional on the history of X t exists:
where {X s } t s=0 denotes the history of X t . Note that innovations to state variables can be expressed as v t+1 = S t t+1 where V ar t t+1 | {X s } t s=0 = I and Σ t = S t S t . We denote R (n−1) t+1 the holding period return of a bond maturing in n periods, and R F t the risk free rate. All conditional expectations are taken relative to the history of {X s } t s=0 . We start with the assumption that expected excess returns E t R (n−1) t+1 depend linearly on prices of risk, and that prices of risk are affine functions of the state variables (λ 0 + λ 1 X t ):
where
t . In Sections A.1 and A.2 of the Appendix, we derive this return equation from alternative assumptions about the functional form of the pricing kernel and the distribution of shocks. Equation 4 is a common prediction of asset pricing models: expected returns depend on the product of exposures to risk factors, multiplied by the prices of risk of the factors.
We can then decompose excess returns into an expected and an unexpected component:
The unexpected return R (n−1)
can be further decomposed into a component that is correlated with the innovations of the states, v t+1 = X t+1 − E t [X t+1 ], and a return pricing error e (n−1) t+1
that is orthogonal to the state innovations:
for some γ (n−1) t . Note that, by construction, E e (n−1)
, v t+1 = 0. By replacing (6) into (4), it follows that:
. It then follows that excess returns are an affine function of lagged state variables X t , state variable innovations v t+1 , and return pricing errors e (n−1) t+1 :
The excess return thus depends on the expected return, a component that is correlated with the innovations of the states, v t+1 = X t+1 − E t [X t+1 ], and a return pricing error
that is orthogonal to the state innovations. Therefore, the innovations to the state variables are cross-sectional pricing factors, and the levels of the states are forecasting variables. Per construction, the return pricing error e (n−1) t+1 is orthogonal to current and lagged state variables.
Estimation
Based on equation (7) above, we propose the following three stage estimator for the parameters of the term structure model. For simplicity, we assume that β
Time-varying coefficients can be obtained by estimating rolling-window regressions, or by estimating β (n) t using an appropriate filter.
1. Estimate µ and Φ via OLS. This allows the decomposition of X t+1 into a predictable componentμ +ΦX t , and an innovation v t+1 .
2. Regress excess returns on lagged pricing factors and contemporaneous pricing factor innovations,
and recover the coefficientsâ (n−1) ,β (n−1) , andĉ (n−1) . Stacking them across maturi-
a is a vector of length N , and whereb andĉ are matrices of dimension N × K, respectively.
3. Estimate the prices of risk parameters λ 0 and λ 1 via a cross sectional regression. We know from (7) that a (n) = β (n) λ 0 and c (n) = β (n) λ 1 ∀n. We therefore haveâ =βλ 0 andĉ =βλ 1 . Hence, we can obtain estimates for λ 0 and λ 1 viâ
Note that when N = K, these estimators amount to settingλ 0 =β
.
Relation to Fama-MacBeth regressions
The last step of our three stage OLS estimation amounts to cross-sectional regressions of a onβ andĉ onβ. Our approach thus bears a close relationship to the cross-sectional regressions of Fama and MacBeth (1973) . In contrast to Fama-MacBeth regressions, we assume a particular affine form for prices of risk. Alternatively, we could follow FamaMacBeth (1973) 
Standard errors
Our three-stage estimation approach uses generated regressors whose estimation uncertainty has to be taken into account in computing standard errors. We use bootstrapping methods to adjust standard errors for the two layers of generated regressor uncertainty by using the following procedure. We save the residuals {v t } from the VAR(1) regression of the pricing factors on their lagged levels, and the residuals {ê t } from the regression of excess returns on the lagged pricing factors and their innovations. Using the stationary block bootstrap of Politis and Romano (1994a,b) which is robust to serial correlation, we then generate 1000 artificial samples of the state vector and the cross-section of returns.
In each bootstrap iteration, we simulate the state equation (1) and generate a set of artificial excess returns via (8). For each of the 1000 generated samples of excess returns and factors, we then estimate the market price of risk parameters using our three-stage regression approach and report the standard deviations from the generated sample of estimates as standard errors. Standard errors for the three stage regression approach could alternatively be computed analytically (see, for example, Adrian and Rosenberg, 2008) .
The three stage estimation approach also introduces a potential for errors in variables.
For example,v t+1 is estimated in the first stage, and can potentially lead to a distortion in the estimation ofâ,β, andĉ in the second stage. The errors in variables problem can be addressed by estimating the three regressions jointly in one stage. We present estimates of a one stage GMM based estimator in section 4.2.
Affine yields
We fit our model to returns of nondefaultable zero coupon bonds. In this section, we can derive additional cross-sectional constraints for the term structure of log bond prices. We obtain an expression for log bond prices via a first-order approximation of holding period excess returns by log excess returns:
are the higher order terms of the first-order approximation, P
(1) t denotes the price of a zero coupon bond that matures in one period, and P (n−1) t+1 denotes the time t price of a zero coupon bond with maturity t + n.
We assume that log bond prices are affine in the states X and an error term u
Instead of making assumptions about the error term u (n) t , we can derive its properties as a function of the return pricing error e (n) t and the return approximation error ω (n)
t . By replacing (12) into (11), we find:
This expression for returns has to equal the return expression (7) that we derived from no arbitrage, so that we find:
This equation has to hold state by state. Let A 1 = −δ 0 and B 1 = −δ 1 and matching terms, we obtain a system of recursive linear restrictions for the bond pricing parameters A and B:
whereω (n−1) denotes the average approximation error, andω
the demeaned approximation error:
Then we obtain the following expression for the log bond pricing errors:
Log Bond
Pricing Error = e (n−1) t+1
Return Pricing
Error
Two remarks are in order regarding the above derivation. First note that we could perform a second-order approximation of excess returns around zero. This would provide us with cross-equation restrictions similar to traditional affine models which involve second-order terms of log bond prices. Accordingly, the second-order approximation would require estimation of additional parameters related to conditional second moments of the state variables. Our aim is to develop a bond pricing model from minimal assumptions.
We therefore restrict ourselves to reporting results based on the linear cross-equation restrictions derived above. We show in Section 3 below that these provide a very good fit to the yield curve. We derive the yield pricing equations with convexity adjustment in the context of our model in section 4.3. In equation (15), we effectively introduce a convexity adjustment by adding the average return approximation errorω (n−1) to the log bond recursion. If bond returns are assumed to be conditionally normal, this average approximation error would correspond to a Jensen's inequality term.
Second, notice that expression (19) above implies that long bond pricing errors are cross-sectionally and serially correlated. Indeed, even in the absence of an approximation error, we would have that u
t+1 . By way of definition of log excess returns, the same is true in standard affine models (see Section A of the Appendix).
However, estimation of these models using likelihood methods assumes independence of the yield pricing errors, an assumption that appears to be violated if return pricing errors have no autocorrelation.
Empirical results
In this section, we provide estimation results from our regression approach for a selection of approximate affine models with varying factor specifications. As baseline examples,
we choose a K = 3 and a K = 5 factor specification where the pricing factors are computed as the first K principal components from a cross-section of yields for maturities n = 1, . . . , 120 months. We will show in Section 4.1 below that the good empirical performance of our approach does not hinge on this choice of pricing factors.
We start by providing in-sample estimation results for the different model specifications. We then turn to out-of-sample yield forecasts and document that the five factor specification of our model predicts yields well out-of-sample relative to benchmark models.
Data
We estimate our model based on the zero-coupon yield data constructed by Gurkaynak, Sack, and Wright (2006) . 1 The construction of these data is based on the NelsonSiegel-Svensson curve, the parameters of which are published along with the estimated zero-coupon curve. We use these parameters to back out the cross-section of yields for maturities n = 1, . . . , 120 months from which we then compute the principal components that we employ as pricing factors in our baseline specifications.
We estimate the models for the sample period 1987:01-2008:03 and use as inputs excess holding period returns for bonds of maturities n = 12, 18, 24, . . . , 120 months. This provides us with a cross-section of N = 19 maturities for which he have a total of T = 255
observations. Recall that the excess holding period return for a bond of maturity n is defined as R
where P (n) t denotes the price in period t of a bond 1 We thank the authors for making these data available for download on the website http://www. federalreserve.gov/Pubs/feds/2006/200628/feds200628.xls which matures in t + n.
In sample estimation
We estimate the parameters (µ, Φ, λ 0 , λ 1 ) using our three step estimation approach. We further obtain estimates of the short rate parameters δ 0 and δ 1 by regressing the log one-month yield on the pricing factors. We then feed all parameters into the recursions (15) and (16) to obtain the pricing parameters under no-arbitrage and use the latter to compute the model-implied yields. Table 1 below reports the time series properties of the yield pricing errors implied by the three factor specification of our model. As these results show, the three factor model explains yields of intermediate maturities very well, implying maximum average pricing errors of the order of about 2 basis points across the entire maturity spectrum. Moreover, yield pricing errors are skewed for most maturities. Figure 1 shows a plot of the average yield curve as observed and fitted by the three factor model. As can be seen from this plot, the three factor specification provides a very good fit of the average yield curve. This finding is underscored by Figure 2 , which shows the unconditional standard deviations of observed and model-implied yields. While these almost coincide for intermediate maturities, there is some notable difference at the short and long end of the curve. Figures 3 and 4 show the time series of observed and fitted yields and excess holding period returns for a set of different maturities. These plots provide additional evidence that the three factor specification of our approximate affine model gives a close fit to the term structure of interest rates.
Three Factor Specification
Recall that we use the first three principal components of the yield data as the pricing factors in the three factor specification of our approximate affine model. According to their loadings on individual bond yields, these are commonly labeled "level", "slope", and "curvature". Our arbitrage-free term structure model allows us to derive the risk premia associated with shocks to these components. Figure 5 provides a plot of the yield loadings − 1 n B n implied by our model. Shocks to the first principal component affect yield of all maturities by about the same amount, so it can clearly be interpreted as a level factor.
Moreover, the yield loadings of the second and third factor show that these can readily be viewed as representing slope and curvature. Hence, the three principal components keep their interpretation when used as state variables in our no-arbitrage model.
While the loadings of yields of different maturities on the level, slope, and curvature factors have often been documented in the literature, relatively little attention has previously been given to their impact on expected excess returns. In our arbitrage-free model, this is straightforward to analyze. Figure 6 shows the loadings B n λ 1 of expected returns on the three factors. The slope factor represents the most important driving force behind variations in risk premia, its impact on expected excess returns linearly decreasing with maturity. The curvature factor features a hump-shaped impact on expected returns and exerts the strongest influence on expected returns at maturities between three and four years. Finally, note that the yield curve level affects expected excess returns at the long end of the curve more strongly than at the short end.
Five Factor Specification
We have seen in the previous section that a three factor specification of our pricing model, although implying small pricing errors, still leaves some of the variation of interest rates at the very short end of the yield curve unexplained. We now show that a five factor specification of our model fits the yield curve about equally well in-sample. Since traditional term structure models are estimated imposing non-linear cross-equation restrictions, estimation of these models with more than three factors becomes computationally very demanding. In contrast, our estimation approach is based on simple linear regressions, and it therefore comes at no cost to add pricing factors to the model. Table 3 reports the time series properties of the yield pricing errors implied by the five factor specification of our model. The average yield pricing errors are very small, ranging between 1.3 and 2.7 basis points. Moreover, the standard deviation of the pricing errors is very small, not exceeding 1.8 basis points for any of the maturities. However, consistent with our decomposition of yield pricing errors, we still find some evidence for serial correlation. Figures 7 to 10 visualize these results. As can be seen from these plots, the five factor specification provides a very good fit to the yield curve across the entire maturity spectrum. Taking into account that the pricing factors are the principal components of yields, this may not seem surprising at first sight. It is important to keep in mind, though, that the model has been fitted to returns and that all parameters have been obtained via linear regressions without imposing the cross-equation restrictions. These have only been used ex-post to back out the model-implied yield curve.
While the first three principal components of yields have a common interpretation as level, slope, and curvature, higher order principal components of yields have traditionally not been given much attention in the term structure literature as they only explain minimal shares of the cross-sectional variation of yields. In Figure 11 , we plot the yield loadings implied by our five factor approximate affine model. According to this plot and consistent with the in-sample pricing errors, the fourth and fifth principal component carry a very small amount of explanatory power at the very short end of the curve, but explain little to no variation in longer maturities. Turning now to the effects of these two factors on expected excess returns shown in Figure 12 , this picture changes dramatically.
Indeed, shocks to the fourth and fifth principal components are the main driving forces behind movements in risk premia. While the expected return loadings for level, slope, and curvature almost do not change, the fourth principal component has a strong positive hump-shaped effect on expected one-month excess returns. In contrast, the fifth principal component exhibits strongly negative coefficients on expected excess returns. In spirit, these results are in line with the findings in Cochrane and Piazzesi (2005) who document that a factor which has a negligible contemporaneous effect on the yield curve predicts future excess returns.
Out-of sample forecasts
We have seen above that both a three factor and a five factor specification of our approximate affine term structure model fit the yield curve very well in-sample. While the additional factors in the do not noticeably enhance in-sample fit, they seem to be the key driving force behind model-implied expected excess returns. In this subsection, we thus assess whether the added pricing factors carry additional predictive power.
To this end, we perform the following recursive out-of-sample forecast exercise. We use the subperiod 1987:01-2002:12 as our training sample and recursively re-estimate the model for all months from 2003:01 until 2008:03 using data from 1987:01 to the month when the forecast is made. That is, we extract the first K principal components from the yields up to date t, use these as pricing factors, estimate the model parameters with our three-stage regression approach, and then predict yields according to y (n) t+h|t =â n +b nXt+h|t whereâ n andb n have been back out from (15) and (16) based on estimates of the model parameters obtained using data up to date t, and whereX t+h|t is the h-step ahead conditional forecast of the state variables implied by their VAR(1) representation. Table 5 reports the root mean squared forecast errors for the yield predictions implied by the three and five factor specifications of our model at forecast horizons 1-month, 6-months, and 12-months ahead. We further provide results obtained from the five factor specification augmented by an estimate of the Cochrane-Piazzesi return forecasting factor.
All RMSEs are stated relative to those implied by a simple random walk model for yield levels. As a means of comparison, we also compute yield forecasts based on the dynamic extension of the Nelson-Siegel (1987) model that has been suggested by Diebold and Li (2006) . Nelson and Siegel's model is not arbitrage-free, but simply decomposes variations in the cross-section of yields at every point in time into three factors with pre-specified loadings. Diebold and Li (2006) give a dynamic interpretation to these time-varying fitted parameters, estimate their dynamics with a simple VAR, and show that this generates good out-of-sample yield forecasts.
Let's first compare the out-of-sample predictive ability at the one-month ahead horizon. The Nelson-Siegel model is outperformed by the random walk as indicated by relative RMSEs that are larger than one. The same is true for the three factor specification of our approximate affine model for all maturities but the 12-month yield. In contrast, the five factor specification outperforms all other models including the random walk for maturities up to five years. The improvement relative to the RW forecast appears to be relatively small, though.
However, the improvement is considerably larger for forecasts six and twelve months ahead. Indeed, we find that our five factor specification achieves a reduction in RMSEs with respect to the random walk of the order of 20% for maturities up to five years. This is comparable in magnitude to the reduction in yield forecast errors that can be achieved using principal components extracted from a large cross-section of macroeconomic variables as pricing factors as in Moench (2008) . Our model also clearly outperforms the Nelson-Siegel model. We interpret these results as evidence that factors which may have little explanatory power in the cross-section, might well be useful for predicting future yields and hence represent important state variables. This is again in line with the results in Cochrane and Piazzesi (2005) who find that a linear combination of forward rates which only explains a small share of the cross-sectional variation of yields is a strong predictor for one-year excess holding period returns. As a rough check of whether the fourth and fifth principal components span the information in the CP-factor, we also compare the results of our five factor specification to one that is augmented by an estimate of the CP-factor from our data sample.
2 These results show that the CP-factor only marginally reduces forecasts errors, and in some cases even slightly deteriorates yield predictions at the long end of the curve. We therefore conclude that the CP-factor does not carry important predictive information beyond the first five principal components of yields in our sample.
Specification Analysis and Extensions
Alternative factors
The empirical results of our model documented in the previous sections have been based on principal components of yields as pricing factors. This choice has merely been one of convenience. Indeed, our approach produces very similar in-sample and out-of-results using a set of forward spreads, individual yields or the time-series of Nelson-Siegel param-eters as pricing factors, respectively. 
Generalized Method of Moments
The three step regression approach introduces potential errors in variables, and does not necessarily provide efficient parameter estimates. Instead of running three stages of OLS regressions, we can estimate the model via two stage or iterative GMM to obtain efficient estimates, following Hansen (1982) . Consider:
where θ = {µ, Φ, b , λ 0 , λ 1 }. Then minimizing
where W is the identity matrix in the first stage, and the inverse of the Newey-West 
Convexity adjustment
In section 2.5, we use a first order approximation to yields in order to generate the crosssectional no-arbitrage recursions. Alternatively, one can make the following convexity adjustment:
are the higher order terms relative to the second-order approximation. We assume that log bond prices are affine in the states X and an error termũ
Moreover, following the literature on affine models with CIR type state variable processes, we assume that the conditional variances and covariances Σ t of the state variable innovations can be expressed as affine functions of the state variables themselves, i.e.
Then, instead of making assumptions about the error termũ t . We find:
If we assume that the higher order terms of the approximation are uncorrelated with the state variables, this expression for returns has to equal the return expression that we derived from no arbitrage (7), so that we find:
This equation has to hold state by state. Letting A 1 = −δ 0 and B 1 = −δ 1 and matching terms, we obtain a system of recursive linear restrictions for the bond pricing parameters A and B :
In comparison to equations (15) and (16), we thus have additional Jensen's inequality terms in this higher order approximation to the log yields. We show in section A.3 of the appendix that a traditional affine term structure model with an exponentially linear pricing kernel gives the same set of cross-equation restrictions as this second-order approximation of excess returns.
Conclusion
We outline an empirical approach to the estimation of a particular class of affine term structure models. Our approach is computationally fast, gives rise to small pricing errors, and very good out-of-sample forecasts compared to benchmark models. Our contribution is readily implantable for absolute pricing applications-such as in the macro-finance literature-and to other asset classes. Most importantly, our method is practical for real time analysis.
A Appendix: Pricing Kernel Assumptions
In sections A.1 and A.2 of this appendix, we derive equation (4) from two alternative assumptions about the pricing kernel and shocks. We then derive a regression based approach to traditional conditionally Gaussian term structure model with exponentially affine pricing kernel in section A.3.
A.1 Derivation of equation (4) from an affine pricing kernel
In this section of the appendix, we make no distributional assumptions about the state variable shocks v t+1 . We derive equation (7) by assuming that the pricing kernel
is affine:
This price of risk formulation encompasses the price of risk specifications of the completely affine model of Dai and Singleton (2000) and the essentially affine model of Duffee (2002) .
The assumption of no-arbitrage implies (see Dybvig and Ross (1987) ):
Using the definition of covariance, the no-arbitrage condition (A-3) can be written as:
Using the specification of the pricing kernel (A-1) and replacing t+1 = S −1
and λ t = S −1 t (λ 0 + λ 1 X t ), we find:
where β
is the vector of conditional OLS betas of regressing returns on the vector of state variables X t+1 .
A.2 Derivation of equation (4) from an exponentially affine pricing kernel
In this section of the appendix, we make particular distributional assumptions about the state variable shocks v t+1 and the holding period returns R (n)
t+1 . To start, we assume that t+1 has a Gaussian distribution:
The pricing kernel is exponentially affine, and prices of risk are affine:
where r t is the continuously compounded risk free rate. Following the same logic as in appendix A.1, we find that the no-arbitrage condition E t M t+1 Mt R (n) t+1 = 1 can be written as:
We assume that holding period returns R
is a continuously differentially function of Gaussian shocks t+1 , we can apply Stein's Lemma:
So we find equation (4):
A.3 Regression approach to the standard exponentially-affine yield curve model with Gaussian shocks
In this section, we show that traditional affine term structure models with an exponentially linear pricing kernel and Gaussian shocks give rise to return regressions that are similar to the ones that we derive from our expected return beta representation.
As in our model, assume that there is a K-dimensional vector X of state variables that govern the evolution of yields. The joint dynamics of the state vector are described by the affine vector autoregressive process with conditional hetereoskedasticity
where we assume that V ar t [ t+1 |X t ] = I and that vec(S t S t ) = S 0 + S 1 X t ., i.e. conditional variances and covariances are linear functions of the states. This is the discrete-time analog of the Cox-Ingersoll-Ross (1985) specification of state-variable dynamics. Note that in the homoskedastic case S 0 = vec(Σ) and
Assume that the vector of shocks t+1 is conditionally normally distributed, and that the pricing kernel has the following functional form:
where r t denotes the continuously compounded short rate. The short rate is assumed to be given by the following affine function of the states X:
To obtain closed-form bond prices, one needs to define market prices of risk such that S t λ t is affine in X t . Following Duffee (2002), we let λ t = S −1
t λ 1 X t where λ 0 is a K × 1 vector and λ 1 a K × K matrix. Note that to prevent market prices of risk to go to infinity when the conditional volatility S t of the pricing factors approaches zero, additional restrictions need to be imposed on the matrix λ 1 . For a discussion of these restrictions see Duffee (2002) .
We follow the literature by assuming that log bond prices are an affine function of state variables:
The absence of arbitrage-opportunities requires:
Then we find the following restrictions on parameters and the distribution of u (n) t :
Note that exp u
is a statement that the exponential of the bond pricing error u follows a martingale. Note that the log bond pricing error u (n) t is usually not replaced in the no arbitrage recursion, as it is assumed to be an i.i.d. observation
error. The problem with this assumption is that it leads to autocorrelated return errors.
If we assume that u
is Gaussian we find:
So under the additional assumption that u
is a random walk with a drift that is proportional to half its conditional variance. Thus in the presence of pricing errors, the assumption that u 
We define the one-period log excess return as
Then we find:
= a n−1 + c n−1 X t Expected Return
Return Pricing Error (A-24) where
We can stack the regression coefficients for different maturities n to obtain -29) where a and σ 2 are vectors of size N , and where B and C are matrices of dimension N × K, respectively. According to the relationship between a n , b n , and c n above, we have:
where B * is a N × K 2 matrix with n−th row given by (B n ⊗ B n ). One can thus easily get B * from B. Reorganizing terms, the above relationships show that -33) and henceλ A-35) This implies that given the parameters S 0 and S 1 , one can obtain estimates of the market price of risk parameters λ 0 and λ 1 from the coefficients of the regressions of one-period excess holding returns on the model states and their innovations. This figure provides a plot of the expected return loadings B n λ 1 implied by the Three Factor Approximate Affine Model. The coefficients can be interpreted as the response of the expected one-month excess holing return on an n-month bond to a contemporary shock to the respective factor. This figure provides a plot of the expected return loadings B n λ 1 implied by the Five Factor Approximate Affine Model. The coefficients can be interpreted as the response of the expected one-month excess holing return on an n-month bond to a contemporary shock to the respective factor. 
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