Synchronization of complex human networks by Shahal, Shir et al.
SYNCHRONIZATION OF COMPLEX HUMAN NETWORKS
A PREPRINT
Shir Shahal, Ateret Wurzberg, Inbar Sibony, Hamootal Duadi
Faculty of Engineering and the Institute of Nanotechnology and Advanced Materials
Bar-Ilan University
Ramat Gan 5290002, Israel
Elad Shniderman, Daniel Weymouth
Department of Music
Stony Brook University
Stony Brook, NY 11794, USA
Nir Davidson
Department of Physics of Complex Systems
Weizmann Institute of Science
Rehovot, Israel
Moti Fridman
Faculty of Engineering and the Institute of Nanotechnology and Advanced Materials
Bar-Ilan University
Ramat Gan 5290002, Israel
mordechai.fridman@biu.ac.il
June 11, 2019
ABSTRACT
The synchronization of human networks is essential for our civilization, and understanding the
motivations, behavior, and basic parameters that govern the dynamics of human networks is important
in many aspects of our lives. Human ensembles have been investigated in recent years, but with
very limited control over the network parameters and in noisy environments. In particular, research
has focused predominantly on all-to-all coupling, whereas current social networks and human
interactions are often based on complex coupling configurations, such as nearest-neighbor coupling
and small-world networks. Because the synchronization of any ensemble is governed by its network
parameters, studying different types of human networks while controlling the coupling and the delay
is essential for understanding the dynamics of different types of human networks. We studied the
synchronization between professional violin players in complex networks with full control over the
network connectivity, coupling strength of each connection, and delay. We found that the usual
models for coupled networks, such as the Kuramoto model, cannot be applied to human networks.
We found that the players can change their periodicity by a factor of three to find a stable solution to
the coupled network, or they can delete connections by ignoring frustrating signals. These additional
degrees of freedom enable new strategies and yield better solutions than are possible within current
models. Our results may influence numerous fields, including traffic management, epidemic control,
and stock market dynamics.
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The synchronization of coupled ensembles appears in numerous fields, including biology [1, 2], astronomy [3],
psychology [4, 5], optics [6, 7, 8], economics [9] and politics; at different size scales, from the synchronization
of planets [3] to the synchronization of subatomic particles [10]; and in different time-scales, from slow-moving
mechanical structures [11, 12] to coupled ultrafast lasers [13, 14]. Synchronization is crucial for the life of all living
species on our planet [1, 2], from the cellular level [15, 16] to the crowd synchrony of large groups [17]. In particular,
the synchronization of human networks is essential for our civilization [18, 19, 20] and can impact the physical and
mental well-being of individuals in groups [4, 5]. Understanding the motivations, behavior, and basic parameters that
govern the dynamics of human networks is important for many aspects of our lives, including stock market dynamics [9],
traffic management [21], epidemic control [22] and investigating the decision-making processes in different types of
groups [23, 24, 25, 26]. Additionally, studying the dynamics of human networks will help predict the consequences of
introducing artificial intelligence into our highly connected world, where each node in a computer network will have
complex decision-making ability [27, 28].
Human ensembles and crowd synchrony have been investigated in recent years. Synchronized brokers in the stoke
market were found to earn more money [9], the synchronization of crowd attention was shown to be a basic survival
mechanism [29, 30], pedestrians walking on the London Millennium bridge synchronized their footsteps through the
bridge vibrations to form macroscopic oscillations of the bridge above a critical number [11], the collective movement
of concert audiences showed vortexes and gaslike states [31, 32], the synchronized movements of dancers differ from
those of nondancers [33, 34], and an audience clapping hands shows both synchronization and period doubling [35, 36].
However, all these seminal studies had limited control over the network parameters, namely, the connectivity of the
network, coupling strength, and delay between individuals, and were subject to noisy environments. In particular, these
studies focused mostly on all-to-all coupling, whereas current social networks and human interactions are often based
on complex coupling configurations. To date, there are no studies of the synchronization of complex human networks,
e.g., one-dimensional, two-dimensional, scale-free or small-world connectivity [37, 38]. Additionally, the influence of
changing the coupling strength or the delay between two individuals is critical for the dynamics of the network and has
not been studied in human networks thus far.
We studied the synchronization between professional violin players in complex human networks with full control over
the network connectivity, the coupling strength of each connection, and the delay. We set sixteen isolated electric violin
players to repeatedly play a musical phrase. We collected the output from each violin and controlled the input to each
player via noise cancellation headphones. The players could not see or hear each other apart from what was heard in
their headphones. All the players started playing together with the help of an external conductor who set the rhythm
during the first period. The only instruction to the players was to try synchronize their rhythm to what they hear in their
headphones. A picture of the experimental setup is shown in Fig. 1, and the musical phrase is shown in the inset. We
established different network connectivities and introduced delayed coupling between the players while monitoring the
phase, periodicity, volume and frequency of each player with a mixing system. 1
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Figure 1: Sixteen coupled electric violin players repeating a musical phrase presented in the inset. The audio output from
each violin is connected to our computer-controlled mixing system. Then, the mixing system sends to the headphones
of each player a sum of audio signals of the desired connectivity, strength and delay.
Our results reveal that the usual models for coupled networks such as the Kuramoto model [39, 40, 41, 42] cannot
be applied to human networks. We found that the players can change their periodicity to find a stable solution to
1The measured raw data is available online: www.eng.biu.ac.il/fridmama/research/data/
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the coupled network with delayed coupling [35, 36, 43] and deleting connections by completely ignoring frustrating
signals. These additional degrees of freedom enable new strategies and yield better solutions than are possible within
the simple Kuramoto model. To analyze the dynamics of a human network and the influence of different parameters on
its global behavior, we developed a new model based on the Kuramoto model that takes into account these important
abilities of the human mind, which have been neglected thus far. A detailed description of the model is presented in the
supplementary materials.
In our first experiment, we set the coupling between the players to zero, causing the players to hear only themselves.
We measured the time it took for each of the players to play the musical phrase and denoted this time as the periodicity
of the player. In Fig. 2(a), we show the phase of each player as a function of time, where blue denotes the beginning of
the musical phrase and yellow denotes the end. In Fig. 2(b), we show the periodicity of all the players and the standard
deviation of the periodicity as a function of time. The opening phrase, accompanied by an external rhythmical beat,
verified that all the players started with the same periodicity; after the beat stopped, the periodicity of each player
deviated towards his natural one. The periodicities of the players were spread as a function of time, reflecting that the
players could not hear each other.
Then, we introduced coupling between the different players with our mixing system. The coupling strength between each
pair of players was calibrated by a logarithmic scale of the volume [44]. We arranged the players in two configurations,
a one-dimensional open chain and an all-to-all coupling where each player was coupled to all the others. In each
configuration, we started with a coupling strength of 0.5 and reduced it linearly to zero over a period of 4 minutes. We
measured the in-phase order parameter in the network as a function of the coupling strength and present the results in
Fig. 2(c). The in-phase order parameter is calculated by 〈cos (ϕi − ϕj)〉, where ϕi is the phase of the i’th player, ϕj is
the phase of its coupled neighbor, and we average over all connections. Similar to other networks, the order parameter
of the all-to-all configurations remained high for lower coupling strength than the one-dimensional configuration. 2
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Figure 2: (a) The phase of each violin player as a function of time without coupling, where blue denotes the beginning
of the musical sentence and yellow denotes the end. (b) The periodicity of each player (color dots) and the standard
deviation of the periodicity (asterisks) with a fitted linear curve as a function of time when the coupling is set to
zero, showing that with no coupling, each player is changing its periodicity without any correlation to other players.
(c) In-phase order parameter of the network as a function of the coupling strength for two different configurations:
one-dimensional chain with nearest neighbor coupling and a global all-to-all coupling. The error bars are obtained by
repeating the same configuration several times.
Next, we set the coupling strength to 0.5, which is strong enough to insure synchronization, as shown by Fig. 2(c).
Then, we imposed a delay on the coupling between the players, starting from zero delay and slowly increasing it until
the delay is equal to the duration of the musical phrase. The delay prevents the players from synchronizing with each
other, which leads them to shift from in-phase synchronization to other states of synchronization. We demonstrate these
states of synchronization by examining the synchronization of two coupled violin players as a function of the delay,
schematically shown in Fig. 3(a). In Fig. 3(b), we present the progress of each player by a color code. In Fig, 3(c), we
show the periodicity as a function of the delay together with the out-of-phase order parameter, 〈sin (ϕi − ϕj)〉. The
results reveal three states of synchronization, namely:
• Initially, the delay is zero, so the two players are perfectly synchronized in phase. With the introduction of the
delay, they increase the periodicity (play slower) to keep the delay small relative to the duration of each note.
This state is emphasized on the left side of Fig. 3(b) and is indicated by the increased periodicity, presented in
Fig. 3(c). This effect was also observed when playing over the Internet with a small delay [45].
2The order parameter does not reach zero since the playing time is limited to 4 minutes to keep the players focused.
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• When the delay was further increased, the players could not maintain an in-phase synchronization state, as one
of them started to ignore the other and returned to its original periodicity. In our case, player #1 ignored player
#2, while player #2 still followed player #1, which is emphasized in the middle part of Fig. 3(b).
• When the delay was increased to approximately half of the periodicity, an out-of-phase synchronization
emerged that satisfied both players. This state is highly stable; therefore, when the delay is further increased,
the players increase the periodicity to ensure that the periodicity is always double the delay. This is shown in
Fig. 3(c), where the out-of-phase order parameter is presented by the red curve. Once this order parameter
approaches unity, it stays there, and the periodicity increases linearly with the delay. This is also observed by
the checkerboard pattern on the right side of Fig. 3(b).
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Figure 3: Two coupled violin players with a delay between them, as schematically shown in (a). (b) The phase of each
player along the musical phrase. We emphasize three states of synchronization: in phase; player #1 is ignoring player
#2; out of phase. (c) The periodicity of the players together with the out-of-phase order parameters as a function of the
delay averaged over a moving window.
When increasing the number of the coupled violin players to 4, 6 or 8, as shown in Fig. 4(a), (d) and (g), they follow the
same behavior as the delay is increased: we first observe an in-phase synchronization with a reduction in periodicity;
next, each player spontaneously decides to ignore one of its inputs. If all the players are ignoring the same side,
they create a vortex synchronization, as seen in Fig. 4(h), while if some are choosing one side and others choose
another side, they create an arrowhead-shaped synchronization, as seen in Fig. 4(e). Finally, when the delay reaches
approximately half of the periodicity, a stable and highly ordered out-of-phase synchronization emerged, as evidenced
by the checkerboard pattern emphasized at the right side of Fig. 4(b), (e) and (h), together with the linear increase
in periodicity as a function of the delay, as seen in Fig. 4(c), (f) and (i) and the out-of-phase order parameter, which
approaches unity.
For odd numbers of violin players, the out-of-phase state of synchronization is no longer stable [46, 47, 48]. In such
cases, the players spontaneously choose to ignore one of the connections, which breaks the chain to form an open chain
where the out-of-phase synchronization state is possible. Thus, the players change the connectivity of the configuration
into one with a stable solution. In Fig. 5, we present the results for three and five coupled violin players. When the
delay is low, the players remain in an in-phase synchronization, as shown on the left side of (a) and (c), while increasing
the periodicity, as shown in (b) and (d). When we increase the delay, the players choose either a vortex state, as shown
in (a), or an arrowhead state, as shown in (c). Finally, when the delay reaches half of the periodicity, the players prefer
the out-of-phase state of synchronization while ignoring one of the connections, as shown on the right side of (a) and
(c). When this state is achieved, it is highly stable, as seen by the out-of-phase order parameter shown in (b) and (d)
calculated for open-chain connectivity. When the delay is further increased, the players increase the periodicity, keeping
it twice the delay, to maintain the out-of-phase synchronization state, as shown in (b) and (d).
For nine or more coupled violins, as schematically shown in Fig. 6(a), the violin players can find an approximate
out-of-phase synchronization state without breaking the connection by shifting each player by 2pi/9 toward the top of
the out-of-phase synchronization. The combination of an out-of-phase state with a vortex state is shown on the right
side of Fig. 6(b). We evaluated the out-of-phase order parameter, which reaches 0.9 instead of unity due to this vortex
shown in Fig. 6(c). Nevertheless, this state is as stable as the regular out-of-phase states, as evidenced by the increase in
periodicity as a function of the delay while keeping the order parameter at 0.9.
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Figure 4: Four, six, and eight violin players coupled as schematically shown in (a), (d) and (g) with increasing delay
between the players. The phase of each violin player along the musical phrase as a function of the delay is shown in
(b), (e) and (h). When the delay is low, an in-phase synchronization is observed; when the delay is increased, we see a
vortex or an arrowhead synchronization; and when the delay is half of the periodicity, we see a stable out-of-phase
synchronization. In (c), (f) and (i), we present the periodicity as a function of the delay together with the out-of-phase
order parameter. As shown, when the players experience out-of-phase synchronization, indicated by an order parameter
of unity, the periodicity increases linearly with the delay, remaining twice the delay to preserve the highly stable
out-of-phase state of synchronization.
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Figure 5: Three and five coupled violin players as an example of an odd number of coupled players where the out-of-
phase state is no longer stable. In these cases, the players change the connectivity and ignore one of the links, reducing
the system to an open chain where out-of-phase synchronization is stable again. (a) Three coupled players showing
in-phase, vortex, and out-of-phase synchronization states. (b) The periodicity and the open-chain out-of-phase order
parameter as a function of the delay, showing that once the players obtain an out-of-phase synchronization state, they
maintain it by increasing the periodicity with the delay. (c) Five coupled players, showing in-phase, arrowhead, and
out-of-phase synchronization states. (d) The periodicity and the open-chain out-of-phase order parameter, showing the
same behavior as the three players.
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Figure 6: Nine coupled violin players illustrating an out-of-phase vortex state. (a) Schematics of the coupled players.
(b) The phase of each player along the musical phrase, showing the checkerboard pattern on the right, indicating an
out-of-phase state; (c) periodicity and out-of-phase order parameter as functions of the delay. The order parameter
reaches 0.9 due to the vortex but stays there while increasing the periodicity as a function of the delay, indicating a
stable state.
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Finally, we measured the synchronization of the players when arranging them in square lattice and in triangular lattice
configurations while increasing the delay. The results are shown in Fig. 7. the measured results of the square lattice
are shown in Fig. 7(a) and the measured results of the triangular lattice are shown in Fig. 7(b). For zero delay in the
square lattice configuration, the players are synchronized in phase, and with increased delay, they create vortex states
until reaching the out-of-phase state of synchronization, which is a stable solution to the square configuration. In the
triangular configuration, the players start with in-phase synchronization, and with increased delay, they cannot find
a stable solution [49, 46], so they ignore some of the connections and change the connectivity of the network to one
based on square motifs or open chains. This result is shown by the resulting lattice on the right side of Fig. 7(b). When
repeating the experiment, the players converge to a different solution every time, as shown in Fig. 7(c), (d) and (e),
presenting solutions that include rings of four and six players and the breaking of the network into smaller coupled
clusters.
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Figure 7: Sixteen violin players arranged in two two-dimensional lattices: square and triangular configurations. (a) The
evolution of the square lattice configuration as a function of the delay showing in-phase, vortex and out-of-phase states
of synchronization. (b) The evolution of the triangular configuration showing that for the out-of-phase synchronization
state, the connectivity of the network changes to obtain a stable solution. We repeated the experiment and obtained a
different solution each time based on the same motifs. Three representative solutions are shown in (c) - (e).
To develop a model for coupled human networks, we extended the simple Kuramoto model for coupled oscillators [39,
40, 41, 42] to include broad-bandwidth oscillators and the ability of each oscillator to ignore some of the connections.
A detailed description of the model, including all the stages in its development, is presented in the supplementary
materials. First, we simulated even numbers of coupled oscillators while increasing the delay between them with the
simple Kuramoto model. We found that as the delay increases, the periodicity likewise increases until an out-of-phase
state of synchronization is achieved. However, since the oscillators were narrow-band, they did not shift their periodicity
by more than 15%. Therefore, the system could not maintain the out-of-phase state of synchronization upon increasing
the delay, so the system switched to a different state. Then, we switched to broad-bandwidth oscillators [50] and
repeated the same simulations. Indeed, the system found the out-of-phase state of synchronization and stayed in it by
increasing the periodicity together with the delay, as observed in the experiment.
For odd numbers of players, the simple Kuramoto model failed to reproduce the measured results and showed only
vortex states of synchronization [49, 46]. Therefore, we extended the model to include the ability to delete contradicting
connections. This extended model showed the same dynamics as we measured for odd numbers of coupled violin
players, including the deletion of connections and reduction of the network until enabling a stable out-of-phase state of
synchronization. We tried different mechanisms for choosing which connections to delete, including keeping connections
with similar periodicity, keeping connections with similar phases, and choosing randomly which connections to delete
and which to keep. The results show that all these mechanisms led to the same dynamics. Therefore, we conclude that
the mechanism by which each player chooses which connection to delete and which to keep is not significant. As long
as each player can delete a connection, the network will change the connectivity until it finds stable out-of-phase state
of synchronization. Therefore, the specific psychology of each player has no role in the macroscopic network dynamics
of coupled violin players.
To conclude, we investigated the synchronization of different types of complex human networks where all the parameters
of the networks are under control. We measured the phase and synchronization of coupled violin players in different
network configurations and when introducing delay between the coupled players. We found that human networks differ
from previously studied networks in their ability to adjust the periodicity and the network connectivity by ignoring a
coupled player and effectively deleting the connection. When we coupled an even number of players on a ring, the
players found a stable out-of-phase synchronization state and tuned their periodicity accordingly as the delay was
increased. When we coupled an odd number of players on a ring, the players changed their connectivity and then
adjusted their periodicity. Our system will be extended to investigate decision making models in different configurations,
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bifurcation and phase transition in human networks, and the nonlinearity of crowds. This research may impact numerous
fields, including economics, decision making research, epidemic spreading, information transfer modeling, traffic
control, and more.
References
[1] David JT Sumpter. The principles of collective animal behaviour. Philosophical Transactions of the Royal Society
of London B: Biological Sciences, 361(1465):5–22, 2006.
[2] Larissa Conradt and Christian List. Group decisions in humans and animals: a survey. Philosophical Transactions
of the Royal Society of London B: Biological Sciences, 364(1518):719–742, 2009.
[3] Steven Strogatz. Sync: The emerging science of spontaneous order. Penguin UK, 2004.
[4] Stanley Wasserman and Katherine Faust. Social network analysis: Methods and applications, volume 8. Cambridge
university press, 1994.
[5] Margaret E Morris. Social networks as health feedback displays. IEEE Internet Computing, 9(5):29–37, 2005.
[6] Rajarshi Roy, TW Murphy Jr, TD Maier, Z Gills, and ER Hunt. Dynamical control of a chaotic laser: Experimental
stabilization of a globally coupled system. Physical Review Letters, 68(9):1259, 1992.
[7] David J DeShazer, Romulus Breban, Edward Ott, and Rajarshi Roy. Detecting phase synchronization in a chaotic
laser array. Physical Review Letters, 87(4):044101, 2001.
[8] Moti Fridman, Micha Nixon, Nir Davidson, and Asher A Friesem. Passive phase locking of 25 fiber lasers. Optics
letters, 35(9):1434–1436, 2010.
[9] Serguei Saavedra, Kathleen Hagerty, and Brian Uzzi. Synchronicity, instant messaging, and performance among
financial traders. Proceedings of the National Academy of Sciences, page 201018462, 2011.
[10] Steven H Strogatz. Sync: How order emerges from chaos in the universe, nature, and daily life. Hachette UK,
2012.
[11] Steven H Strogatz, Daniel M Abrams, Allan McRobie, Bruno Eckhardt, and Edward Ott. Theoretical mechanics:
Crowd synchrony on the millennium bridge. Nature, 438(7064):43, 2005.
[12] Tal Arane, Ana KR Musalem, and Moti Fridman. Coupling between two singing wineglasses. American Journal
of Physics, 77(11):1066–1067, 2009.
[13] TR Schibli, Jungwon Kim, O Kuzucu, JT Gopinath, SN Tandon, GS Petrich, LA Kolodziejski, JG Fujimoto,
EP Ippen, and FX Kaertner. Attosecond active synchronization of passively mode-locked lasers by balanced cross
correlation. Optics Letters, 28(11):947–949, 2003.
[14] Moti Fridman, Rami Pugatch, Micha Nixon, Asher A Friesem, and Nir Davidson. Measuring maximal eigenvalue
distribution of wishart random matrices with coupled lasers. Physical Review E, 85(2):020101, 2012.
[15] Penny K Davis, Alan Ho, and Steven F Dowdy. Biological methods for cell-cycle synchronization of mammalian
cells. Biotechniques, 30(6):1322–1331, 2001.
[16] AV Oleskin. Network structures in biological systems. Biology Bulletin Reviews, 4(1):47–70, 2014.
[17] Jerome Buhl, David JT Sumpter, Iain D Couzin, Joe J Hale, Emma Despland, Edgar R Miller, and Steve J Simpson.
From disorder to order in marching locusts. Science, 312(5778):1402–1406, 2006.
[18] Marco Alberto Javarone and Daniele Marinazzo. Evolutionary dynamics of group formation. PloS one,
12(11):e0187960, 2017.
[19] BT Werner and Dylan E Mcnamara. Dynamics of coupled human-landscape systems. Geomorphology, 91(3-
4):393–407, 2007.
[20] Jens Krause, Graeme D Ruxton, and Stefan Krause. Swarm intelligence in animals and humans. Trends in ecology
& evolution, 25(1):28–34, 2010.
[21] Xin-Gang Li, Zi-You Gao, Ke-Ping Li, and Xiao-Mei Zhao. Relationship between microscopic dynamics in traffic
flow and complexity in networks. Physical Review E, 76(1):016110, 2007.
[22] Maurizio Porfiri, Daniel J Stilwell, and Erik M Bollt. Synchronization in random weighted directed networks.
IEEE Transactions on Circuits and Systems I: Regular Papers, 55(10):3170–3177, 2008.
[23] David JT Sumpter, Natalia Zabzina, and Stamatios C Nicolis. Six predictions about the decision making of animal
and human groups. Managerial and decision economics, 33(5-6):295–309, 2012.
7
A PREPRINT - JUNE 11, 2019
[24] Paul E Smaldino and Peter J Richerson. The origins of options. Frontiers in Neuroscience, 6:50, 2012.
[25] Larissa Conradt and Timothy J Roper. Consensus decision making in animals. Trends in ecology & evolution,
20(8):449–456, 2005.
[26] Cedric Sueur and Marie Pele. Social network and decision-making in primates: a report on franco-japanese
research collaborations. Primates, 57(3):327–332, 2016.
[27] Stuart J Russell and Peter Norvig. Artificial intelligence: a modern approach. Malaysia; Pearson Education
Limited„ 2016.
[28] Anders Krogh and Jesper Vedelsby. Neural network ensembles, cross validation, and active learning. In Advances
in neural information processing systems, pages 231–238, 1995.
[29] Andrew C Gallup, Joseph J Hale, David JT Sumpter, Simon Garnier, Alex Kacelnik, John R Krebs, and Iain D
Couzin. Visual attention and the acquisition of information in human crowds. Proceedings of the National
Academy of Sciences, 109(19):7245–7250, 2012.
[30] Zhongqiang Sun, Wenjun Yu, Jifan Zhou, and Mowei Shen. Perceiving crowd attention: Gaze following in human
crowds with conflicting cues. Attention, Perception, & Psychophysics, 79(4):1039–1049, 2017.
[31] Jesse L Silverberg, Matthew Bierbaum, James P Sethna, and Itai Cohen. Collective motion of humans in mosh
and circle pits at heavy metal concerts. Physical review letters, 110(22):228701, 2013.
[32] J Felipe Méndez-Valderrama, Yunus A Kinkhabwala, Jeffrey Silver, Itai Cohen, and TA Arias. Density-functional
fluctuation theory of crowds. Nature communications, 9(1):3538, 2018.
[33] Akito Miura, Kazutoshi Kudo, Tatsuyuki Ohtsuki, and Hiroaki Kanehisa. Coordination modes in sensorimotor
synchronization of whole-body movement: a study of street dancers and non-dancers. Human Movement Science,
30(6):1260–1271, 2011.
[34] Steven M Boker, Eric S Covey, Stacey S Tiberio, and Pascal R Deboeck. Synchronization in dancing is not
winner-takes-all: Ambiguity persists in spatiotemporal symmetry between dancers. Proceedings of the North
American Association for Computational, Social, and Organizational Science (Notre Dame, IN), 2005.
[35] Zoltán Néda, Erzsébet Ravasz, Yves Brechet, Tamás Vicsek, and A-L Barabási. Self-organizing processes: The
sound of many hands clapping. Nature, 403(6772):849, 2000.
[36] Zoltán Néda, Erzsébet Ravasz, Tamás Vicsek, Yves Brechet, and Albert-Lázló Barabási. Physics of the rhythmic
applause. Physical Review E, 61(6):6987, 2000.
[37] Steven H Strogatz. Exploring complex networks. nature, 410(6825):268, 2001.
[38] Steven H Strogatz. Nonlinear dynamics and chaos: with applications to physics, biology, chemistry, and
engineering. CRC Press, 2018.
[39] Yoshiki Kuramoto and Ikuko Nishikawa. Statistical macrodynamics of large dynamical systems. case of a phase
transition in oscillator communities. Journal of Statistical Physics, 49(3-4):569–605, 1987.
[40] Yoshiki Kuramoto. Chemical oscillations, waves, and turbulence, volume 19. Springer Science & Business
Media, 2012.
[41] Steven H Strogatz. From kuramoto to crawford: exploring the onset of synchronization in populations of coupled
oscillators. Physica D: Nonlinear Phenomena, 143(1-4):1–20, 2000.
[42] Juan A Acebrón, Luis L Bonilla, Conrad J Pérez Vicente, Félix Ritort, and Renato Spigler. The kuramoto model:
A simple paradigm for synchronization phenomena. Reviews of modern physics, 77(1):137, 2005.
[43] Dane Taylor, Edward Ott, and Juan G Restrepo. Spontaneous synchronization of coupled oscillator systems with
frequency adaptation. Physical Review E, 81(4):046214, 2010.
[44] SS Stevens, Miguelina Guirao, and A Wayne Slawson. Loudness, a product of volume times density. Journal of
Experimental Psychology, 69(5):503, 1965.
[45] Chris Chafe, Juan-Pablo Caceres, and Michael Gurevich. Effect of temporal separation on synchronization in
rhythmic performance. Perception, 39(7):982–992, 2010.
[46] Micha Nixon, Moti Friedman, Eitan Ronen, Asher A Friesem, Nir Davidson, and Ido Kanter. Synchronized cluster
formation in coupled laser networks. Physical review letters, 106(22):223901, 2011.
[47] Otti D’Huys, Raul Vicente, Thomas Erneux, Jan Danckaert, and Ingo Fischer. Synchronization properties of
network motifs: Influence of coupling delay and symmetry. Chaos: An Interdisciplinary Journal of Nonlinear
Science, 18(3):037116, 2008.
8
A PREPRINT - JUNE 11, 2019
[48] Atsuko Takamatsu, Reiko Tanaka, Hiroyasu Yamada, Toshiyuki Nakagaki, Teruo Fujii, and Isao Endo. Spatiotem-
poral symmetry in rings of coupled biological oscillators of physarum plasmodial slime mold. Physical Review
Letters, 87(7):078102, 2001.
[49] Micha Nixon, Eitan Ronen, Asher A Friesem, and Nir Davidson. Observing geometric frustration with thousands
of coupled lasers. Physical review letters, 110(18):184102, 2013.
[50] Wenxue Wang and Bijoy K Ghosh. Stability analysis on kuramoto model of coupled oscillators. IFAC Proceedings
Volumes, 41(2):514–518, 2008.
9
