S2 Glacier surface elevations
This explains the differences in our methods as we dealt with spatially incomplete surface elevation datasets.
S2.1Co-registration and DEM differencing
For the partial data sets we used the 2010 LiDAR-based DEMas a reference, and differenced each of the other data sets from it. Similar to the complete data sets, we used universal co-registration (Nuth and Kääb, 2011) to make minor datum adjustments to match the 2010 DEM. We differenced the datasets directly on each products native postings (grid cell centers for 2011, 2012, and 2014 gridded datasets; profile coordinates for the 2007 profiles) using a bilinear interpolation of the 2010 DEM. We used available data within each bin (colored areas in Fig. S1 ) to estimate the elevation change as the median difference in each bin to avoid biases resulting from advection of crevasses and small scale topography (Johnson and others, 2013; Larsen and others, 2015) in the incomplete datasets. S3 Uncertainties in the additional data sets S3.1. 2007-2010 Both the 2007 LiDAR profiles and the 2010 LiDAR have nominal absolute errors of 0.3 m. For this period we estimate the bias by examining the differences between elevations of stable, off-glacier areas after the DEMs were co-registered. We make the conservative assumption of a high degree of spatial auto-correlation, and use the normalized median absolute deviation (NMAD), a robust statistic appropriate for strongly non-Gaussian populations associated with elevation differences (Höhle and Höhle, 2009; Shean and others, 2016) , as an estimate of the maximum potential bias within each elevation bin. That value is 0.49 m. Within each bin, uncertainty about how well the sampled population represents the mean elevation change of the bin is quantified by the median 0.68 quantile of the typically non-gaussian population of elevation differences measured within that bin (Johnson and others, 2013; Larsen and others, 2015) . We again made the worst case assumption that errors within each bin are completely correlated. The range of the 0.68 quantile varies from 0.68-7.2 m. The total uncertainty within a given bin is then the 0.68 quantile expanded by the bias estimate (±0.49 m) on either side.
For comparison with our approach to the extrapolation uncertainty described above, we applied a version of the "simu-laser" approach (Berthier and others 2010) . Previous applications of this technique to the UAF LiDAR data concluded that centerline profiles are representative of elevation changes across the entire bin (Johnson and others, 2013; Das and others, 2014) . We assessed the representativeness of the 2007 profiles at Eklutna Glacier in the same way, by resampling the full coverage 2010 and 2014 datasets on the profile postings, differencing them, and comparing the calculated uncertainty estimate to our best estimate of the true difference using all available data. We found that, within each bin, our best estimate of the 2010-2014 DEM difference using full DEM coverage was within the range of the uncertainties for the 
S3.2. 2010-2011, 2010-2012
The 2010 
S3.3. 2010-2014
The nearly full coverage of the 2014 DEM allowed us to assess bin-wide uncertainties through an assessment of spatial auto-correlation as we previously did with the 2015 DEM. The resulting range of the total uncertainty within a given bin is 0.30-1.18
S4 Results
Raw surface elevation changes and the partitioned elevation changes to make those measurements comparable with the mass balance measurements are shown in Fig. S2 for each of the additional time periods. Annual results for all of the data (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) are shown for the firn model, late season ablation estimates, and flux divergence rates in Figs. S3, S4 , and S5. The ice fluxes for each period are shown in Fig. S6 . 
S5 Geodetic check
The geodetic check requires glacier-wide estimates of thinning rates, but in 2007 there were some areas above the highest elevation measurements, and the 2014 DEM does not cover the terminus. To estimate thinning rates for these unmeasured elevations we assumed the flux divergence was steady over the study period, and used the balance profiles and Equation (2) to estimate the volume change. This assumption introduces some error. Over the various time periods between 2007 and 2014, the maximum range of flux divergence rates at a given elevation was 1.8 m (Fig. S5) , so we assigned an uncertainty of ±2.0 m for the areas and time periods with unmeasured surface elevation changes. The geodetic mass balance was then calculated from the total volume change, assuming a density of 900 kg/m 2 for ice and directly accounting for the change in density structure above the ELA with the firn model results. 
S6 Results from the "simulaser" analysis
In both branches the median value from the full DEM differences is within the extracted simulaser estimate in all cases ( Figure S8 ). In the main branch 14 of the 18 error bars overlap, with a maximum of 0.23 m between the outside of the full DEM difference based estimate and the outside of the simulaser estimate. In the west branch only 8 of the 18 error bars overlap, and the maximum difference between the outside of the simulaser estimate and the outside of the DEM estimate is 0.37 m. 
