Abstract-The Bayesian Ziv-Zakai bound on the mean square error (MSE) in estimating a uniformly distributed continuous random variable is extended for arbitrarily distributed continuous random vectors and for distortion functions other than MSE. The extended bound is evaluated for some representative problems in time-delay and bearing estimation. The resulting bounds have simple closed-form expressions, and closely predict the simulated performance of the maximum-likelihood estimator in all regions of operation.
I. INTRODUCTION

L
OWER bounds on the minimum mean square error (MSE) in estimating a set of parameters from noisy observations are widely used for problems where the exact minimum MSE is difficult to evaluate. Such bounds provide the unbeatable performance of any estimator in terms of the MSE. They can be used to investigate fundamental limits of a parameter estimation problem, or as a baseline for assessing the performance of a specific estimator. In this paper, we focus on the derivation of good, computable lower bounds and demonstrate their application.
We are primarily interested in applying bounds to signal parameter estimation problems in which the source signal is a nonlinear function of the unknown parameter. Typical unknown parameters include the time-delay, frequency, phase, or bearing of a signal. In these types of problems, several distinct regions of operation can be observed. In the asymptotic region, which is characterized by long observation time and/or high signal-to-noise-ratio (SNR), the MSE is small. In the a priori performance region where observation time and/or SNR are very small, the observations provide little information and the MSE is close to that obtained from the prior knowledge about the problem. Between these two extremes, there may be an additional ambiguity region, or simply a transition Publisher Item Identifier S 0018-9448(97) 00630-5. region. We are interested in bounds which closely characterize performance in all regions and accurately predict the locations of the thresholds between regions.
The most commonly used bounds include the Cramér-Rao bound (CRB) [1] - [3] , the Barankin bound (BB) [4] , the Ziv-Zakai bound (ZZB) [5] - [8] , and the Weiss-Weinstein bound (WWB) [9] , [10] . The Cramér-Rao and Barankin bounds belong to the family of deterministic "covariance inequality" bounds [11] , which treat the parameter as an unknown deterministic quantity, and provide bounds on the MSE in estimating any selected value of the parameter, say . Other bounds in this family include the Bhattacharyya [12] , Hammersley-Chapman-Robbins [13] , [14] , Fraser-Guttman [15] , Kiefer [16] , and Abel [17] bounds. The CRB is generally the easiest to evaluate, but it does not adequately characterize performance outside of the asymptotic region. The Barankin bound is tighter than the CRB, and has been used for locating thresholds and for analyzing ambiguity region performance. It is more difficult to evaluate, however, and requires optimization over a set of "test points."
The major drawback of local bounds is that the estimators to which they apply must be restricted in some manner. Otherwise, the trivial bound of zero can be obtained, for example, when the estimator is chosen to be a constant equal to . The CRB and BB require estimators to be unbiased. This restriction limits the applicability of the bounds since biased estimators are often unavoidable. For example, in the commonly encountered situation of a parameter whose support is finite, no estimators can be constructed which are unbiased over the entire parameter space (see, e.g., [5] ). Furthermore, local bounds do not take into account any a priori information about the parameter space.
The extent to which the bounds are impacted by these considerations is illustrated in Fig. 1 for a typical case in bearing estimation. The details of this example can be found in [18] . In this problem, the parameter of interest is the bearing, or direction-of-arrival, of a signal observed by an array of sensors. The a priori parameter space is limited to a finite interval by physical considerations. In Fig. 1(a) , the Cramér-Rao bound, Barankin bound, and the MSE of the maximum-likelihood estimator (MLE) obtained from simulations are plotted versus SNR. In the asymptotic region, both bounds are equal and closely predict the performance of the MLE. The MSE of the MLE exhibits a sharp increase when the SNR drops below the asymptotic region threshold, then flattens out as the size of the estimation errors becomes limited by 0018-9448/97$10.00 © 1997 IEEE the size of the a priori parameter space. The Barankin bound provides a reasonably good indication of the location of the asymptotic region threshold. However, both bounds exceed the MSE of the MLE in the low SNR region. This behavior can be attributed both to the violation of the unbiased estimator assumption, and to the lack of a priori information in the bounds. Similar observations were made in [17] .
The Ziv-Zakai and Weiss-Weinstein bounds are Bayesian bounds which assume that the parameter is a random variable with known a priori distribution. They provide bounds on the global MSE averaged over the a priori probability density function (pdf). There are no restrictions on the class of estimators to which they apply, and they incorporate knowledge of the a priori parameter space via the a priori distribution. The ZZB was originally derived by Ziv and Zakai in [5] , and improved by Seidman [6] , Chazan, Zakai, and Ziv [7] , and Bellini and Tartara [8] . The Bellini-Tartara bound is the tightest in the group [8] , [19] . These bounds relate the MSE in the estimation problem to the probability of error in a binary detection problem. The WWB is a member of a family of Bayesian bounds derived from a "covariance inequality" principle. This family includes the Bayesian Cramér-Rao bound [20] , Bayesian Bhattacharyya bound [20] , Bobrovsky-Zakai bound (for parameter estimation) [21] , and the more general family of bounds proposed by Bobrovsky, Mayer-Wolf, and Zakai [22] .
The ZZB and WWB, and the global MSE of the MLE obtained from simulations are plotted for comparison in Fig. 1(b) for the same bearing estimation problem. These bounds are tight and reliable in all regions of operation. In addition, they provide a better indication of the asymptotic region threshold than the Barankin bound. However, because they bound the global MSE, Bayesian bounds can be strongly influenced by the performance at the parameter values which have the largest errors. They are most useful when performance is nearly the same for all values of the parameter, as is the case in the example shown. Bayesian bounds can also be computationally complex. Evaluation of the WWB involves choosing test points and inverting a matrix, while the ZZB requires evaluation of several integrals, often numerically.
While the CRB, BB, and WWB are applicable to estimation of vectors of parameters, the ZZB is applicable only to estimation of uniformly distributed scalar random variables. Nevertheless, the ZZB has been used to analyze a variety of nonlinear signal parameter estimation problems in [5] - [8] and [23] - [31] . In this paper, the Bellini-Tartara form of the ZZB is extended to arbitrarily distributed continuous vector random variables, and to distortion functions other than MSE. The extended bound is then analyzed for some representative problems in time-delay and bearing estimation which could not be handled previously by the ZZB. The evaluation is straightforward, and the resulting bounds have simple closedform expressions which are good for all regions of operation. Additionally, simulation results similar to those shown in Fig. 1 are provided to verify that the bound closely predicts the performance of the MLE.
The organization of the paper is as follows. In Section II, the ZZB is extended to arbitrarily distributed continuous vector parameters, and to other distortion functions. In Section III, some properties of the extended bound are developed. Examples are given in Section IV, and concluding remarks are given in Section V.
II. EXTENDED ZIV-ZAKAI BOUND
The original Ziv-Zakai bound [5] and the improvements in [6] - [8] were all derived for the special case of a continuous uniformly distributed scalar random variable. Ziv and Zakai also derived a version for discrete scalar parameters with arbitrary probability mass functions in [32] . In this paper, we focus on continuous parameters. We begin by generalizing the Bellini-Tartara form of the ZZB for continuous scalar random variables with arbitrary a priori pdf's. The derivation uses elements from [7] , [8] , and [32] , but is organized differently. This formulation provides the framework for further generalizations of the bound to arbitrarily distributed continuous vector random variables, and to distortion functions other than MSE.
A. Scalar Parameters
Consider estimation of a continuous scalar random variable based upon noisy observations . We assume that is a subset of the real line and that has a priori mean , variance , and pdf . Let denote the conditional pdf of given , and denote the joint pdf of and . For any estimator , the estimation error is . We are interested in lower-bounding the MSE (1) where expectation is taken over both and .
The derivation starts from the identity [33, p. 24]:
Since both and are nonnegative, a lower bound on the MSE can be obtained by lower-bounding . This is done as follows:
Now let and , where is fixed. This yields (6) Multiplying and dividing by ,
Now consider the detection problem defined by (8) with (9) and the suboptimal decision rule in which the parameter is first estimated and a decision is made in favor of its "nearest neighbor"
Decide if
Decide if (10) The term in square brackets in (7) is the probability of error for this suboptimal decision scheme. It can be lower-bounded by the minimum probability of error obtained from the likelihood ratio test, . Therefore,
This inequality can be improved using a technique from [8] .
Since is a nonincreasing function of , it can be more tightly bounded by applying a "valley-filling" function to the right-hand side of (11) . For any function , the function is a nonincreasing function of obtained by filling in any valleys in , i.e., for every , is given by [25] : (12) The valley-filling function is illustrated in Fig. 2 . After applying the valley-filling function to the right-hand side of (11), we have (13) Substituting (14) into (2) gives the final bound (14) When is uniformly distributed on , the bound (11) on reduces to Kotelnikov's inequality [34, p. 91], [8] , and the MSE bound (14) becomes (15) which is the Bellini-Tartara bound [8] . The Chazan-Zakai-Ziv bound [7] is obtained by omitting the valley-filling function. Note that when is uniform, the prior probabilities of the two hypotheses in the detection problem in (9) will be equal to for all possible combinations of parameter values. When is not uniform, the prior probabilities vary as a function of the a priori pdf.
B. Vector Parameters
Now consider estimation of a -dimensional continuous vector random parameter based upon noisy observations . We now assume that is a subset of , and that has a priori mean , covariance matrix , and pdf . Let denote the conditional pdf of given , and denote the joint pdf. For any estimator , the estimation error is , and the error correlation matrix is defined as (16) where expectation is taken over and . We are interested in lower-bounding for any -dimensional vector . Of special interest is the case when is the unit vector with a one in the th position. This choice yields a bound on the MSE of the th component of .
When estimation performance for only one component of , say , is of interest, there are several approaches which may be taken to obtain a bound. One approach is to first find the joint pdf by averaging over the remaining "nuisance" parameters, then apply the extended scalar ZZB in (14) to the resulting scalar problem. A second approach is to find the conditional pdf of and given the nuisance parameters, , apply the extended scalar ZZB in (14) to the conditional scalar problem, and then average the result over the nuisance parameters. A third approach is to bound the matrix form for all the parameters jointly, then choose to obtain the desired bound. It was shown in [22] that in general, bounds obtained using the first approach (averaging) are always as least as good as bounds obtained using the second approach (conditioning). Bounds obtained from the third approach (joint bounding) may be better or worse than the other alternatives depending on the problem. In this section, the extended scalar ZZB is generalized for vector parameters to a joint bound of the third type. In Section III, it will be shown that bounds obtained from the vector ZZB are at least as good as bounds obtained using the conditioning approach with the scalar ZZB.
The derivation of the vector bound begins by replacing with in (2):
Again, can be lower-bounded as follows:
Letting and , then multiplying and dividing by gives
For a given , if is chosen to satisfy (23) then (22) becomes (24) Now consider the detection problem defined by (25) with (26) The term in square brackets in (24) represents the probability of error for this detection problem using the following suboptimal decision rule:
Decide if (27) The detection problem and suboptimal decision rule are illustrated in Fig. 3 . The constraint means that on , lies on the hyperplane perpendicular to the -axis defined by (28) The decision regions are separated by the hyperplane (29) which is also perpendicular to the -axis and passes through the midpoint of the line connecting and . A decision is made in favor of the hypothesis which is on the same side of the separating hyperplane as the estimate . Lower-bounding the suboptimal probability of error by the minimum probability of error obtained from the likelihood ratio test yields (30) which is valid for any satisfying (23) . The tightest bound is obtained by maximizing over subject to this constraint. Performing the maximization and applying the valley-filling function gives (31) Substituting (31) into (17) yields the final vector bound (32) The vector bound relates the MSE to the probability of error in a detection problem in which the prior probabilities vary with and . The prior probabilities are equal for all and only in the special case when is uniform. In many cases it can be quite difficult to evaluate the probability of error, and hence the extended ZZB, when the hypotheses are not equally likely. In the next section, a weaker but more practical bound is derived in which prior probabilities in the detection problem are always equal, regardless of the form of .
C. Equally Likely Hypotheses
We consider the same continuous vector parameter estimation problem as in the previous section. The derivation of the new bound begins with the identity in (17) and proceeds through (21) . The expression in (21) is then lower-bounded by (33) Multiplying and dividing by and assuming , (33) becomes (34) The term in square brackets is the probability of error in the suboptimal nearest neighbor decision scheme in (27) for the detection problem in (25) when . It can be lower-bounded by the minimum probability of error for equally likely hypotheses, . Maximizing over , and applying the valley-filling function yields (35) and (36) When the a priori pdf is uniform, the equally likely hypotheses bound (36) and the general bound (32) are the same. In Section III, we will show that the equally likely hypotheses bound is weaker than the general bound when is not uniform. Even though it is weaker in theory, the equally likely hypotheses bound is often much easier to work with in practice. This bound will be used in the examples in Section IV.
D. Other Distortion Functions
The vector bounds (32) and (36) 
III. PROPERTIES
Properties of the extended Ziv-Zakai bound (EZZB) for vector random parameters derived in the previous section will be developed here. In the analysis, the following probability of error expressions will be needed: 
for some function , where is a normalizing constant and is positive-definite. The argument of in (49) is the equation of an ellipsoid centered at , whose shape is defined by the matrix . We will be restricting attention to monotonic elliptical distributions in which is a monotonic, nonincreasing function of . The multivariate Gaussian and distributions are members of this family, as are Gaussian mixture densities [35] . In the Appendix, it is shown that monotonic elliptical distributions have the following properties.
Property A1:
Property A2:
We now develop properties of the EZZB.
Property 1:
The general bound (32) and the equally likely hypotheses bound (36) are equal when the a priori pdf is uniform, otherwise the general bound is tighter.
Proof: To prove this, we show that the integrand in the integral over in (32) is greater than the corresponding term in (36), i.e., . This is satisfied when is constant over , i.e., has a uniform a priori pdf. Property 2: When has a monotonic elliptical a priori distribution, both the general bound (32) and the equally likely hypothesis bound (36) converge to in the region of very low observation time and/or SNR.
Proof: Let EZZB( ) denote the general bound in (32), i.e.,
EZZB (56)
As observation time and/or SNR become very small, the observations become useless. In the estimation problem, the minimum MSE estimator converges to the a priori mean , and the corresponding error correlation matrix converges to . Any lower bound on , including EZZB , therefore cannot exceed . In the detection problem, the optimal decision rule tends to always favor the hypothesis with the greatest prior probability. Therefore, the probability of error approaches the minimum of the prior probabilities, i.e., (57) (58) By the dominated convergence theorem, (57) can be substituted into (56) to obtain a limit on EZZB( ). Then using (50), (51), we have The valley-filling function is trivial in (61) because the term inside the brackets is nonincreasing in . Since EZZB( ) is both upper-and lower-bounded by as observation time and/or SNR decrease, it must converge to . The proof for the equally likely hypothesis bound is identical.
Property 3: The general bound (32) coincides with the minimum MSE, achieved by conditional mean estimator, , when the a posteriori distribution is a monotonic elliptical distribution with parameters and , where does not depend on .
Proof: Let denote the error correlation matrix for the conditional mean estimator . This is the optimal correlation matrix, therefore EZZB . To show that the bound is equal to under the stated conditions, we proceed as in the proof of Property 2, using (48), (50), and (51) Property 4: When the probability of error for equally likely hypotheses is only a function of the offset between the hypotheses, and not a function of itself, i.e., the equally hypotheses bound (36) simplifies to (70) where (71) Furthermore, when has a monotonic elliptical distribution, Property 2 implies that (72) These simplifications will be used in the examples.
Property 5: When a bound on the MSE of one component of is desired, the vector bound (32) is always at least as large as the bound obtained by conditioning the scalar bound (14) on the remaining parameters, then averaging over those parameters, when valley-filling is omitted.
Proof: Assume that the component of interest is . Choosing yields (73)
The tightest bound is achieved by maximizing over subject to the constraint . A weaker bound is obtained by simply choosing . This gives
The last expression is the expected value of the conditional scalar bound without valley-filling. Property 6: Other multiple parameter bounds such as the Weiss-Weinstein, Cramér-Rao, and Barankin bounds can be expressed in terms of a matrix, , which is a lower bound on the correlation matrix in the sense that for an arbitrary vector , . The Ziv-Zakai formulation does not automatically produce a bound matrix, however, it is possible in some cases to manipulate the bound to have this form. The bearing estimation problem considered in Section IV is one example. Even when the EZZB does not have the matrix form, it conveys the same information. In both cases, bounds on the MSE of the individual parameters and any linear combination of the parameters can be obtained. The matrix form has the advantage that the bound matrix only needs to be calculated once, while the nonmatrix form must in principal be recomputed for each choice of .
IV. EXAMPLES
In this section, the EZZB is evaluated for some representative problems in time-delay and bearing estimation. We first revisit the problem of estimating the time delay of a finite-bandwidth pulse considered in [5] and [7] . The results of [7] are generalized for nonuniform a priori distributions. Furthermore, when the pulse is narrow with respect to the a priori parameter space, a simpler closed-form expression than is found in [7] is derived, as well as expressions for the thresholds separating the operating regions.
We then consider the problem of estimating the twodimensional bearing of a narrowband planewave signal incident on a planar array of sensors. The scalar ZZB was applied to the problem of estimating the one-dimensional bearing using a uniformly spaced linear array in [26] - [29] . Analytical expressions for certain segments of the ZZB, as well as threshold expressions, were derived. We allow for arbitrary planar array configurations, and develop an expression which applies to all regions of operation. In both examples, simulation results are provided to demonstrate that the bounds closely predict the performance of the associated MLE's.
A. Time-Delay Estimation
In this problem, the observed signal consists of a delayed version of a known signal and additive noise : (77) where is the unknown delay to be estimated. The signal is assumed to be a finite-bandwidth pulse whose shape is known, and the noise waveform is a sample function of a zero-mean, stationary, white Gaussian random process with double-sided noise spectral density . The delay is assumed to be a random parameter with a priori mean , variance , and pdf , which is defined on the interval . To simplify the analysis, is restricted to be symmetric and nonincreasing in . These conditions define the scalar equivalent of a monotonic elliptical distribution, and are satisfied by a wide class of distributions which includes the uniform distribution. Initially, it is assumed that the pulse is narrow with respect to the length of the a priori parameter space.
To bound the MSE for this problem, we will use the simplified equally likely hypotheses bound given in (70), with valley-filling omitted. 1 For scalar parameters, it has the form (78) where (79) When is symmetric and nonincreasing in , is a nonincreasing function of with and . From (72), satisfies (80) 1 Omitting the valley-filling function produces a simpler, but theoretically weaker bound. In this problem it turns out that the function A(h)P el min (h) is nonincreasing in h, and valley-filling has no effect on the bound. Therefore, valley-filling is eliminated at the outset to reduce complexity in the derivation.
The probability of error in deciding between two equally likely signals and is given by (81) where is the signal energy (82) is the correlation of (83) and (84) The bound (78) can be evaluated by first lower-bounding the probability of error in the same manner as in [5] and [7] . Let denote the Fourier transform of . Applying Parseval's theorem to (82) 
can then be lower-bounded by using the minimum of (87) and (89) The first integral is evaluated using (80). To evaluate the second integral, note that when the pulse is narrow with respect to the length of the a priori parameter space, will be large and will be small compared to . For small in the interval , . With this approximation, the second integral in (91) can be evaluated using integration by parts: This bound depends on the a priori distribution only through , and on the pulse shape only through . It is valid when the pulse is narrow with respect to . We have found that this condition is satisfied when the product is greater than . This expression is considerably simpler than the bound in [7] , which is derived without restrictions on the pulsewidth.
To analyze the bound, note that 1) As and 2) As and .
Therefore, in the region where is small, the bound is dominated by the first term in (97) and it approaches the a priori covariance . This performance can be achieved by ignoring the observations and always estimating by the a priori mean . In the asymptotic region, where is large, the bound is dominated by the second term in (97) and the bound approaches , which is the inverse of the Fisher information for this problem [5] , [7] . This is the same asymptotic value as predicted by the local Cramér-Rao bound for each value of . Note that the EZZB provides a bound on the global MSE, while the CRB provides a bound on the local MSE for a specified value of . The bounds coincide because asymptotic performance characterized by the Fisher information is the same for all .
The thresholds to the asymptotic and a priori performance regions can be found using techniques from [27] , [28] . The threshold delimiting the a priori performance region can be defined as the value of where the bound drops approximately 3 dB below the a priori performance level. Since the bound is dominated by the first term in (97) in this region, this occurs when (98) Letting denote the value of at the threshold to the a priori performance region, we have (99) The threshold to the asymptotic region occurs at the point where the bound is essentially equal to the asymptotic value of . This can be defined as the value of at which the right-hand side of (97) exceeds by a small amount, say 10%. In this region, , therefore, the threshold occurs when (100) Letting denote the value of at the threshold to the asymptotic region, can be found numerically from the larger of the two solutions to the equation (101) In Fig. 4 
When
, the pulsewidth is approximately onetenth of the a priori interval . In this example, the bound closely predicts the performance of the MLE over all regions, and the predicted thresholds are also accurate.
When the pulse is not narrow with respect to , the EZZB can be calculated using a more exact expression for in (93) than the approximation . In order to proceed, the form of and hence must be specified. To evaluate the bound, can be approximated by a polynomial in and the first-order Taylor-series expansion of is equal to the exact expression (107). This results in a bound with one additional term (108) which agrees with the bound derived in [7] .
B. Bearing Estimation
We next consider the problem of estimating the twodimensional bearing of a narrowband planewave signal incident upon an -sensor planar array, as illustrated in Fig. 5 . The sensor locations are defined by the matrix
The th column of , denoted by , represents the location of the th sensor in the -plane. The source's bearing has two components which may be expressed in either polar or We shall use Cartesian coordinates, therefore the vector is the parameter of interest. Note that in the special case of a linear array with sensors along the -axis or -axis, only one component of the bearing, , can be estimated. The source is assumed to generate a narrowband signal centered about a known frequency . At each sensor, the observed waveform consists of a delayed version of the source signal and additive noise. The time delay at the th sensor (relative to the origin of the array) is given by (112) where is the speed of propagation.
Letting , , and denote the complex envelopes of the source signal, the additive noise at the th sensor, and the received signal at the th sensor, respectively, we have 
It is assumed that the source and noise waveforms are sample functions of uncorrelated, zero-mean, stationary Gaussian random processes. The observed data consists of a set of snapshots taken at times , which are sufficiently spaced so that successive samples of the source and noise waveforms are uncorrelated. Under these assumptions, the signal samples, , are independent and identically distributed (i.i.d.) zero-mean, complex Gaussian random variables with variance , and the noise samples, , are i.i.d. zero-mean, complex Gaussian random vectors with covariance . It is assumed that is a random parameter with mean , covariance matrix , and a priori pdf , which is defined on a subset of the unit disc. For this analysis, is required to be circularly symmetric about the a priori mean, , and to be nonincreasing in . With these restrictions, will have a monotonic circular distribution, which is a special case of a monotonic elliptical distribution. Evaluation of the bound for this problem is similar to the previous example, but more involved. The analysis is carried out in [18] , and the results summarized here. The final bound is (116) The matrix denotes the Fisher information matrix, which has the form (117) where is an increasing function of the number of sensors and the SNR (118) and is the curvature matrix for the array beam pattern at the peak of the main lobe. It can be expressed in terms of the sensor locations as follows: (119) where denotes the vector of ones and . The bound has a matrix form which is very similar to the bound derived in the time-delay example. It is a decreasing function of the product , thus SNR and observation time can be traded off to some extent to achieve a desired level of performance. In the region where is small, the bound matrix approaches the a priori covariance matrix . This performance can be achieved by ignoring the observations and always estimating by the a priori mean . In the asymptotic region when is large, the bound approaches the inverse Fisher information matrix . The thresholds to the asymptotic and a priori regions can be defined as in the previous example. Here denotes the value of at the threshold to the a priori performance region, and is given by (120) In this problem, the value of at the threshold to the asymptotic region will be a function of the vector and will be denoted by . It can be found numerically from the larger of the two solutions to the equation (121) In Fig. 6 , the bound (116) is plotted versus SNR. Also shown is the MSE of the MLE obtained from simulations, and the thresholds predicted by (120) and (121). The array is a 16-element circular array with -wavelength spacing, and the prior distribution of the two-dimensional bearing is uniform on the unit disc. Each point on the MSE curve represents an average of 2000 trials with the source DOA drawn randomly from the uniform prior distribution. Fig. 6 shows the element of the bound matrix, which is a bound on the MSE in estimating the -component of . Because the array is symmetric with respect to and , the performance in estimating the and components of will be the same. For this example, the explicit bound closely predicts the performance of the MLE in all regions, and the predicted thresholds are also accurate.
V. CONCLUDING REMARKS
The Ziv-Zakai lower bound on the MSE in estimating a set of random parameters from noisy observations has been extended for arbitrarily distributed continuous vectors parameters, and for a large class of distortion functions in addition to squared error. Two versions were derived, both of which relate the MSE in the estimation problem to the probability of error in a binary detection problem. In the first (general) version, the prior probabilities in the detection problem vary as a function of the a priori pdf of the parameter. In the second version, the prior probabilities remain fixed and equally likely. Although the second version was shown to be weaker in theory, it is generally much easier to use in practice.
To demonstrate the straightforward application of the bound, the equally likely hypothesis version was evaluated for two problems in time-delay and bearing estimation. The resulting bounds had simple closed-form expressions which were good for all regions of operation. Expressions for the thresholds separating the regions were also derived, and simulation results were provided to show that the bounds closely predict the performance of the MLE in all regions. The probability in (A10) is a monotonically decreasing function of , therefore, it is maximized by the value of which minimizes subject to . The solution is (A11) When is not Gaussian, does not have the simple form in (A10), and the optimum is not necessarily the same as in (A11). However, the left-hand side of (A9) can be lower-bounded by choosing to have this form. This gives (A12)
APPENDIX PROPERTIES OF MONOTONIC ELLIPTICAL DISTRIBUTIONS
