Abstract In this paper, I propose an approach to architectures which makes precise exactly what it means for an agent to 'have' an architecture, and allows us to establish properties of an agent expressed in terms of its architectural description. Using this approach, it is possible to verify whether two different agent programs really have the same architecture or the same properties, allowing a more precise comparison of architectures and the agent programs which implement them. I illustrate the approach with a number of examples which show both how to establish qualitative and quantitative properties of architectures and agent programs, and how to establish whether a particular agent has a particular architecture. I focus on architectures of software agents, however a similar approach can be applied to robots and other kinds of intelligent systems.
Introduction
The notion of an agent's 'architecture' is a fundamental idea in agent research. Architectures abstract from the details of individual agent programs, allowing us to make general statements about the properties of a whole class of agents, and hence which kinds of agents are more appropriate for particular environments. From an engineering perspective, choosing an appropriate architecture is therefore a key step in developing an agent to perform a particular task in a specified environment. From a scientific perspective, the notion of an architecture is key to understanding the range of possible ways in which (artificial) intelligence can be realised, or how it might have evolved.
Brian Logan School of Computer Science, University of Nottingham, Nottingham NG8 1BB, UK e-mail: bsl@cs.nott.ac.uk An architecture can be thought of as specifying both a set of concepts which can be used to talk about an intelligent system (e.g., a robot or an software agent) and a set of (usually high-level) capabilities realised by that system. For example, if we say that a system has "beliefs", we are saying something about its internal representations of states of affairs. If we say that it can "plan", we mean that it is capable of generating a representation of a sequence of future actions, which, if executed in a state of affairs in which its beliefs hold, will achieve its goal(s).
However despite the importance of architectures in research on agent systems, I will argue the notion of "an architecture" remains hard to pin down. The agent literature offers little beyond descriptions of particular architectures and some fairly preliminary classifications of architectures and/or architectural components into 'reactive', 'deliberative', 'hybrid' etc. (see, for example, (Nilsson, 1998; Sloman and Scheutz, 2002) ). While such classifications can be useful, it can be difficult to characterise a particular agent architecture with any precision, or to determine its properties. There are many variants of "Belief-Desire-Intention" (BDI) architectures in the agent literature, see for example, (Georgeff et al, 1999) , however we lack a framework for their systematic analysis of their properties. This lack of precision makes it hard to compare or evaluate architectures or to say that a given intelligent system has a particular property as a consequence of it having a particular architecture.
In this paper, I propose an approach to architectures and their analysis which both makes precise exactly what it means for a system to 'have' an architecture, and allows us to establish properties of a system expressed in terms of its architectural description. In what follows, I focus on architectures of software agents, however a similar approach can be applied to robots and other kinds of intelligent systems. I show how to establish a precise formal relationship between an architectural property, an agent architecture and an agent model (taken to be an implementation-level description of an agent). A consequence of this approach is that it is possible to verify whether two different agent programs really have the same architecture or the same properties, allowing a more precise comparison of architectures and the agent programs which implement them. I illustrate the approach with a number of examples drawn from our previous work at Nottingham, which show how to establish both qualitative and quantitative properties of architectures and agent programs, and how to establish whether a particular agent has a particular architecture.
What is an Architecture?
In AI textbooks, the behaviour of an agent is often specified by an agent function (also known as an action selection function) which maps a sequence of percepts to an action (see, for example, (Russell and Norvig, 2003) ). Such an abstractly specified agent function is implemented by an agent program, which may be written in a conventional programming language, or in a special-purpose agent programming language. The agent program in turn runs on an agent architecture. The architecture is a (possibly virtual) machine that makes the percepts from the agent's sensors available to the agent program, runs the program and passes the action(s) selected by the program to the agent's actuators.
In this view, agent programming is conventionally conceived as the problem of synthesising an agent function. For example, Russell & Norvig claim that: 'the job of AI is to design the agent program that implements the agent function mapping percepts to actions ' (2003, p.44) . While this characterisation of AI is correct, it is not very helpful: designing an agent program that "implements the agent function mapping percepts to actions" is a very difficult problem. The AI literature describes techniques and algorithms that can be used to solve parts of the problem, however there is little guidance on how these various components could or should fit together to form an integrated system.
One way of making the problem more tractable is by drawing on the notion of an agent architecture. The notion of "agent architecture" is ubiquitous in the agent literature but is not well analysed. For example, Russell & Norvig view the architecture as simply 'some sort of computing device with physical sensors and actuators ' (2003, p.44) . 1 Moreover, when architectures are discussed, it is often in the context of a particular agent programming language or platform, making it difficult to separate relatively minor language features from the essentials of the architecture.
For the purposes of this paper, we can think of an architecture as defining a (real or virtual) machine that runs the agent program. The architecture defines the atomic operations of the agent program and implicitly determines the components of the agent. It determines which operations happen automatically, without the agent program (or programmer) having to do anything, e.g., the interaction between memory, learning and reasoning. As a result, an architecture constrains kinds of agent programs we can write (easily). For example, implementing a complex search algorithm in an architecture that supports only simple condition action rules will be more difficult than in an architecture that supports backtracking. In this view, an agent architecture can be seen as defining a class of agent programs. Just as programs have properties that make them more or less successful in a given task environment, architectures (classes of programs) have higher-level properties that determine their suitability for a task environment. Choosing an appropriate architecture can therefore make it much easier to develop an agent program for a particular task environment.
In many cases, it can be difficult to say what "counts as" the architecture of an agent. A particular agent implementation may consist of a whole hierarchy of virtual machines. For example, 'the' architecture is usually implemented in terms of a programming language, which in turn is implemented using the instruction set of a particular CPU (or a JVM). Likewise some 'agent programs' together with their underlying architecture can implement a new, higher-level architecture (virtual machine), as when, for example, encapsulated robust behaviours in a hybrid architecture effectively define a new set of atomic operations for the deliberative level. In what follows, when used without qualification, 'agent architecture' means the most abstract architecture or the highest level virtual machine.
How can we make this notion of agent architecture precise? This notion of an 'agent architecture' is clearly related to the more general notion of 'software architecture'. In their classic paper on the foundations of software architectures, Perry & Wolf characterise software architecture as: 'concerned with the selection of architectural elements, their interactions, and the constraints on those elements and their interactions necessary to provide a framework in which to satisfy the requirements and serve as a basis for the design ' (1992, p.43) . A similar view is advanced in a recent survey by Shaw & Clements, who define software architectures as the 'principled study of the large-scale structures of software systems ' (2006, p.31) . However, while there has been considerable work in software engineering resulting in standard architectures for many domains and applications, e.g., n-tier client-server architectures, service oriented architectures, etc., I would argue (claims in (Shaw and Clements, 2006) notwithstanding) that the notion of architecture as used in software engineering is hardly any more precise than that used in AI.
The notion of an agent architecture is also related to the notion of a 'cognitive architecture' as used in artificial intelligence and cognitive science. A cognitive architecture can be defined as an integrated system capable of supporting intelligence. The term is often used to denote models of human reasoning, e.g., ACT-R (Anderson and Libiere, 1998), SOAR (Newell, 1990) . However in other cases no claims about psychological plausibility are made. In this latter sense, 'cognitive architecture' is more or less synonymous with 'agent architecture', as used here. However, while a number of cognitive architectures have been extensively studied, there has been relatively little work on understanding how different cognitive architectures relate to each other, or on which features of an architecture are responsible for its performance on a particular task.
I believe that what is required is a more precise characterisation of what an 'architecture' is and what it means for an agent to have one. In the remainder of this paper, I sketch out one approach to a more formal characterisation of agent architectures that draws heavily on joint work with colleagues and students at Nottingham and elsewhere.
Specifying Architectures and Properties
An architecture is a way of looking at or conceptualising an agent program that defines the possible states of the agent and transitions between them. We can think of an architecture as providing a language of concepts and relations for describing the contents of agent states and their possible transitions. Different architectures characterise the contents of the agent's state in different ways, e.g., as beliefs or goals or 'affective' states such as 'hungry' or 'fearful', or simply in terms of the contents of particular memory locations. Similarly, the possible transitions may be characterised in terms of basic agent capabilities, such as performing a 'basic ac-tion', or by higher-level capabilities such as 'perception', 'learning' or 'planning'. Each architecture exposes some of the contents of the states and some of the possible transitions to the agent developer. For example, an agent programming language or toolkit may allow the representation of beliefs about any state of affairs, whereas a particular agent implementation may only have beliefs about state occurring in a particular task environment or problem domain. Those transitions which are not under the control of the developer typically correspond to the execution of some 'basic' control cycle specified by the architecture. For example, a particular architecture may specify that the execution of a basic action or plan step is always followed by a 'sensing' step.
In this view, the 'pure' architecture of an agent consists of a language for describing its states and transitions, and a set of constraints which limit the possible states and the transitions between them to those allowed by the architecture. For example, a possible constraint on the beliefs of an agent imposed by its architecture may be that its beliefs are always consistent, or that they always include, e.g., a belief about the current time or the agent's battery level.
Since instances of an architecture are computer programs, they can be represented as state transition systems. The states of the state transition system will be determined by the possible states defined by the architecture. Similarly, the transitions between states are determined by the kinds of transitions supported by the architecture. The set of all possible transition systems corresponding to instances of an architecture provides a formal model of the architecture itself. Note that we assume that this set is not given extensionally, but is defined by a set of constraints on possible states and possible transitions between states.
The key idea underlying this approach is to define a logic which axiomatises the set of transition systems corresponding to the architecture of interest. This logic can then be used to state properties of the architecture (typically couched in terms of the concepts defined by the architecture). An architecture has a particular property if a formula in the logic expressing the property is true in all transition systems defined by the architecture. For example, we can formulate precisely in a suitable logic (e.g., CTL or PDL extended with belief and goal modalities) various qualitative properties of architectures such as, 'Can an agent have inconsistent beliefs?', 'Can an agent drop a goal?' or 'Can an agent drop a goal which is not achieved?', and check which of these properties are satisfied by which architectures. Perhaps more surprisingly, we can also use this approach to evaluate various quantitative properties of architectures. For example, 'how much time would choosing an action take in this agent architecture?', or 'how much memory is required to perform deliberation?'. Note that by appropriate choice of the logic, we can perform an evaluation at different levels of detail. For example we can establish properties of the 'pure' architecture, or of a particular agent program, or a particular agent program with particular inputs.
There exists a substantial amount of work on modelling agent systems using state transition systems and expressing correctness properties in logic (see, for example, (Rao and Georgeff, 1991; Fagin et al, 1995; van der Hoek et al, 1999; Wooldridge, 2000) ). The major difference between this work and the approach advocated here, is our use of syntactic belief, goal etc. modalities rather than a standard Kripke-style semantics to model agent beliefs and other propositional attitudes, thus avoiding the problem of logical omniscience (that the agents are modelled as believing all logical consequences of their beliefs) (Hintikka, 1962) . Since reasoning takes time and memory in any implemented agent system, formal models based on possible worlds semantics may incorrectly ascribe properties to real agent systems.
In the remainder of this paper I illustrate this approach by means of some simple examples drawn from our previous work.
Correctness Properties
In this section I briefly survey some of our previous work on establishing the correctness of agent programs and show how the same approach can be lifted to the level of agent architectures. In (Alechina et al, , 2010b we proposed a sound and complete logic for agent programs written in SimpleAPL, an APL-like (Dastani et al, 2004; Dastani and Meyer, 2008 ) agent programming language. The logic is a variant of Propositional Dynamic Logic (PDL) (Fischer and Ladner, 1979) extended with belief and goal operators, which allows the specification of safety and liveness properties of SimpleAPL agent programs. In that work, we showed how to define transition systems corresponding to different program execution strategies in logic, however the execution strategies were 'hard-coded' into the translation of agent programs. In (Alechina et al, 2008a (Alechina et al, , 2010a we extended this approach to define transition systems corresponding to different program execution strategies using a single fixed translation of the agent program together with an axiomatisation of the agent's execution strategy. This more abstract formalisation makes it much easier to analyse the implications of a key aspect of the agent's architecture -its deliberation strategy. As an illustration, we showed how the choice of deliberation strategy can determine whether an agent is able to achieve it goal(s). In more recent work (Doan et al, 2009; Alechina et al, 2011) , we have extended this approach further to consider agents which are able to modify their plans at run time. We consider the plan revision rules of the agent programming languages Dribble , 3APL (Dastani et al, 2004 (Dastani et al, , 2005 and 2APL (Dastani and Meyer, 2008; Dastani, 2008) which allow an agent to revise its plans at run time in response to changes in its environment and the effects nondeterministic action execution. We show how such agents can be formalised in logic, and how to verify safety properties of agent programs that allow plan revision. This work can be seen as a (very preliminary) formalisation of a basic reflective capability, i.e., the ability of an agent to modify a chosen course of action in response to unanticipated opportunities or failures in the execution of a plan.
Architectural Properties
While our previous work has touched on architectural issues such an agent's deliberation strategy and simple reflective capabilities, our focus was mainly on the correctness of agent programs implemented using these architectures. In this section, I will briefly outline how the same approach can be applied to 'pure' agent architectures, using the SimpleAPL architecture as an example. I first briefly describe the language and architecture of SimpleAPL and then sketch how to formalise them in logic.
SimpleAPL is a fragment of 3APL (Dastani et al, 2004 (Dastani et al, , 2005 . A SimpleAPL agent has a set of goals (ground literals), beliefs (ground literals), plans, and planning goal rules. A planning goal rule of the form ψ ← φ | π can be read as "if you have a goal ψ and you believe φ , then adopt plan π". SimpleAPL plans are predefined by the programmer, and are built from basic actions using sequential composition, conditionals and iteration. Basic actions have a finite set of pre-and postconditions. For simplicity, to avoid modelling the environment, we assume that the agent's beliefs are always correct and actions always successful, which allows us to express pre-and postconditions in terms of the agent's beliefs. The SimpleAPL agent architecture attempts to achieve the agent's goals by selecting appropriate plans given the agent's beliefs. A SimpleAPL agent may have several active plans at any given time. At each execution cycle, the agent can either apply a planning goal rule to select a new plan, or execute the first step in any of its current plans.
Operational Semantics
We can define the formal semantics of SimpleAPL in terms of a transition system. Each transition corresponds to a single execution step and takes the agent from one configuration to another. Configurations consist of the beliefs, goals, and plans of the agent. Definition 1. The configuration of an agent is defined as σ , γ, Π where σ is a set of literals representing the agent's beliefs, γ is a set of literals representing the agent's goals, and Π is a set of plan entries representing the agent's current active plans. An agent's initial beliefs and goals are specified by its program, and Π is initially empty. Executing the agent's program modifies its initial configuration in accordance with a set of transition rules. Below we give only the transition rule for basic actions; for the full operational semantics see .
Basic Actions
A basic action α can be executed if its precondition is entailed by the agent's beliefs, i,e., σ |= φ . Executing the action adds the literals in the postcondition to the agent's beliefs and removes any existing beliefs which are inconsistent with the postcondition.
α ; π ∈ Π T (α, σ ) = σ γ = γ \ {φ ∈ γ | σ |= φ } σ , γ, Π −→ σ , γ , Π \ {α ; π} ∪ {π} T is a partial function that takes a belief update action α and a belief set σ , and returns the modified belief set if the precondition of the action is entailed by σ . Note that executing a belief update action causes the agent to drop any goals it believes to be achieved as a result of the update.
Logic
We can define a logic which allows us to specify properties of the SimpleAPL agent architecture. We begin by defining transition systems which capture the capabilities of agents as specified by their basic actions. 2 We then show how to interpret a variant of the temporal logic CTL with belief and goal operators in this semantics.
States and transitions
Let P denote the set of propositional variables used to describe agent's beliefs and goals. A state s is a pair σ , γ , where:
σ is a set of beliefs {(−)p 1 , . . . , (−)p n : p i ∈ P}. We assume that belief states are consistent, i.e., for no p ∈ P both p and −p ∈ σ . γ is a set of goals {(−)u 1 , . . . , (−)u n : u i ∈ P}. The set of goals does not have to be consistent, but it has to be disjoint from σ : no element of γ is in σ (i.e., is already believed).
Let the set of basic actions be Ac = {α 1 , . . . , α m }. We associate with each α i ∈ Ac a set of pre-and postconditions of the form {(−)p 1 ∈ σ , . . . , (−)p n ∈ σ }, {(−)q 1 ∈ σ , . . . , (−)q k ∈ σ } (where ps and qs are not necessarily disjoint) which mean: if α i is executed in a state with belief set σ that satisfies the precondition, then the resulting state s has the belief set σ that satisfies the postcondition (including replacing p with −p if necessary to restore consistency), the rest of σ is the same as σ , and the goal set γ = γ \ {(−)p : (−)p ∈ σ }.
Executing an action α i in different configurations may give different results. For each α i , we denote the set of pre-and postcondition pairs {(prec 1 , post 1 ), . . . , (prec l , post l )} by C(α i ). We assume that C(α i ) is finite, that preconditions prec j , prec k are mutually exclusive if j = k, and that each precondition has exactly one associated postcondition. We denote the set of all pre-and postconditions by C.
Language
The language L for talking about the agent's beliefs, goals and plans is the language of CTL extended with belief operator B and goal operator G. A formula of L is defined as follows: if p ∈ P, then B(−)p and G(−)p are formulas; if φ and ψ formulas, then EXφ , E2φ , 3 and EU(φ , ψ) are formulas; and L is closed under the usual boolean connectives.
Semantics
A model for L is a structure M = (S, {R α i : α i ∈ Ac},V ), where
• S is a set of states.
• V = (V b ,V g ) is the evaluation function consisting of belief and goal valuation functions V b and V g such that for s = σ , γ , V b (s) = σ and V g (s) = γ.
• R α i , for each α i ∈ Ac, is a relation on S such that (s, s ) ∈ R α i iff for some (prec j , post j ) ∈ C(α i ), prec j (s) and post j (s ), i.e., for some pair of pre-and postconditions of α i , the precondition holds for s and the corresponding postcondition holds for s . Note that this implies two things: first, an α i transition can only originate in a state s which satisfies one of the preconditions for α i ; second, since pre-conditions are mutually exclusive, every such s satisfies exactly one pre-condition, and all α i -successors of s satisfy the matching post-condition.
The relation |= of a formula being true in a state of a model is defined inductively as follows:
s |= EXφ iff on some computation path starting in s φ holds in the next state • M, s |= E2φ iff there exists a computation path starting in s such that φ holds globally (in every state along the path including s) • M, s |= EU(φ , ψ) iff there exists a computation path starting in s such that φ holds in every state along the path (including s) until ψ holds Let the class of transition systems defined above be denoted M P (note that M is parameterised by the set P of all possible SimpleAPL programs).
In this logic, we can state properties of the SimpleAPL architecture and prove (by semantic argument) that they are valid (true in all models). For example, we can show that the same formula cannot be both a goal and a belief
where A2ψ ≡ ¬EU( , ¬ψ). More interestingly, we can show that a SimpleAPL agent is blindly or fanatically committed to to its goals (Rao and Georgeff, 1992) , i.e., it will only abandon a goal if it believes it has been achieved
These examples are very simple. However they serve to illustrate how this approach allows the precise specification of properties of an agent architecture.
Resource Requirements
We can use a similar approach to compare the relative resource requirements of architectures. For example, given two agents with different architectures, how much time or memory do they require to solve the same problem? Or, given two multiagent systems possessing the same information, how many messages do the agents in each system have to exchange before they solve a given problem? We have studied these problems for rule-based agents (Alechina et al, 2004a,b; Alechina and Logan, 2005; Alechina et al, 2006b ) and for agents reasoning in a variety of logics (Alechina et al, 2006a; Albore et al, 2006; Alechina et al, 2008b ).
An important aspect of the architecture of a rule-based agent is how the rule instances which are applied to produce the next state are selected from the set of all matching rule instances (i.e., the agent's conflict resolution strategy). This can affect the time (number of rule application cycles) that an agent takes to select an action or to assert a certain fact in memory. In (Alechina et al, 2004a,b) we axiomatised classes of transition systems corresponding to different kinds of conflict resolution strategies in Timed Reasoning Logic (TRL). TRL attaches time labels to formulas, allowing us to express in the logic the fact that a certain statement will be derived by the agent within n timesteps. For example, in (Alechina et al, 2004b) , we used TRL to model two rule-based agents with the same set of rules and the same set of initial observations, but with two different conflict resolution strategies. One agent used the depth conflict resolution strategy of CLIPS, which favours more recently derived information, while the other used a breadth conflict resolution strategy which favours older information. We showed how the times at which facts are derived differ for the two agents, and also that facts will be derived sooner if the two agents communicate.
As well as considering time requirements of agents with different architectures, we can also consider their respective memory requirements. A simple measure of the agent's memory requirement is the size of the agent's belief base, which can be identified either with the number of distinct beliefs in the belief base, or the total number of symbols required to represent all beliefs in the belief base. Logics for agents with bounded memory were studied in (Alechina et al, 2006a; Albore et al, 2006) , where we showed the existence of trade-offs between the agent's time and memory requirements: for example, deriving the same conclusion with a smaller memory may require more derivation steps. In (Alechina et al, 2008b) we considered the interaction of time, memory and communication in systems of distributed reasoning agents, and showed that the agents can achieve a goal only if they are prepared to commit certain time, memory and communication resources.
Correct Implementation
The approach outlined above allows us to study properties of architectures in the abstract and of agent programs expressed in terms of architecture specific concepts.
However it leaves open the question of whether a particular agent program described in implementation-level terms can be said to realise a particular architecture. In this section we sketch what it means in our view for an agent to implement or realise an architecture, and give examples in which we show how to correctly ascribe beliefs to a behaviour-based agent, and how to model the ascription of beliefs in systems of agents which reason about each others' beliefs.
Given our definition of (a formal model of) an architecture as the set of all transition systems corresponding to programs which implement the architecture, there is a trivial sense in which a particular agent program can be seen as implementing an architecture: this holds if a transition system corresponding to the program is in the set of transition systems corresponding to the architecture. However, in practice the problem is often more complex, in that the "natural" descriptions of the architecture and its implementation may use different concepts and levels of detail. For example, the language for specifying constraints on transition systems corresponding to a BDI architecture would involve ways of referring to beliefs, desires and intentions, while the description of an agent program may be in terms of basic programming constructs and data structures. We therefore define the notion of 'implementation' in terms of a mapping between the transition systems corresponding to an agent program and an architecture, and say that a particular agent implements a particular architecture if the transition system describing the agent program can be mapped into one of the transition systems in the architecture set. For example, if the lowlevel model of an agent involves two boolean state variables x and y, we may decide to translate x = 1 as 'the agent has belief p' and y = 1 as 'the agent has goal q'. Similarly we may collapse several of the agent's low-level actions into a single 'basic action' at the architecture level. If such a mapping into one of the transition systems corresponding to an architecture can be carried out (namely, there exists a transition system S in the set corresponding to the architecture, such that initial states of the agent translate into initial states of S, and every time when there is a sequence of low-level transitions in the agent's description, then there is a corresponding basic action in S, again leading to the matching states), we will say that the agent program implements the architecture.
This 'implementation relation' defines precisely when a given agent can be said to have or implement a particular architecture and hence satisfies all the properties of the architecture. Clearly, the same agent program may implement several different architectures under this definition. Indeed an agent can correctly be said to implement any architecture for which there exists a mapping from the agent model to the architectural description.
As an example, in (Alechina and Logan, 2002) we showed how to correctly ascribe beliefs to agents which do not employ explicit representations of beliefs, e.g., where the behaviour of the agent is controlled by a collection of decision rules or reactive behaviours which simply respond to sensor inputs from the agent's environment. In particular, we showed that if we only ascribe an agent beliefs in literals then it is safe to model the agent's beliefs in a logic such as KD45 or S5 in which beliefs are modelled as closed under logical consequence. (KD45 and S5 are widely used in formal models of agents, see, e.g., (Rao and Georgeff, 1991; Fagin et al, 1995; van der Hoek et al, 1999; Wooldridge, 2000) .) However, it is not safe to ascribe beliefs in complex formulas to an agent, because then the actual state of the agent (which does not contain all the consequences of its beliefs) and the corresponding formal model (which assumes its beliefs to be logically closed) would not match. In we extended this approach to model the 'sense', 'think' and 'act' phases of an agent's deliberation cycle, allowing correct ascription of beliefs at each stage of the agent's execution. In (Alechina and Logan, 2010) we considered belief ascription for systems of agents which reason about each other's beliefs. We showed that for agents whose computational resources and memory are bounded, correct ascription of beliefs cannot be guaranteed, even in the limit. We proposed a solution to the problem of correct belief ascription for feasible agents which involves ascribing reasoning strategies, or preferences on formulas, to other agents, and showed that if a resource-bounded agent knows the reasoning strategy of another agent, then its ascription of beliefs to the other agent is correct in the limit.
This work could be seen as extending (Sloman, 1994) in explicating the ways in which "architecture dominates mechanism". However, I believe it can also help us understand the ways in which a single mechanism may simultaneously realise multiple architectures.
Summary
I have presented a methodology for the formal characterisation and analysis of agent architectures. The methodology consists of defining a set of transition sys-tems corresponding to an architecture of interest, and verifying properties of this set of transition systems. A key feature of this approach is the use of syntactic belief, goal, etc. modalities rather than a standard Kripke-style semantics to model the beliefs and other propositional attitudes of agents, so avoiding the problem of logical omniscience. The characterisation is therefore of the architecture in a very direct sense. The results of the analysis hold for a particular agent (relative to some implementation-level description of the agent) insofar as the agent implements the architecture. While such an analysis does not allow us to answer all questions of interest regarding architectures, I believe it allows us to address a (surprisingly) wide range of architectural issues. As examples I sketched to how establish correctness properties, quantitative properties and how to correctly ascribe beliefs to agents. However I believe this is a potentially very productive area, and our previous work has barely begun to scratch the surface of what it means to have an architecture.
