This letter investigates the average age of information (AoI) minimization in status update systems in which the update packets are transmitted with fixed rate. It is assumed that the source avoids queue-induced delay by generating and sending a new status update packet in each time slot. Assuming that the transmit power can be adapted based on the number of successive negative acknowledgments (NACKs) received, a closed-form expression for the average AoI is derived considering transmissions over block fading channel models. An optimization problem for minimizing the average AoI under average power constraints is formulated and a stochastic optimization algorithm for obtaining a feasible solution is proposed. Numerical results on the proposed power control policy show that more power is preferred to be allocated to packets after a certain number of failure packets in the low-power regime and the proposed power control reduces the average AoI compared to the constant power policy. An alternative on-off power control policy is also proposed and shown to achieve satisfactory performance.
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I. INTRODUCTION
T IMELY update of information is critical in monitoring systems involving, e.g., IoT/sensor networks with applications in forest fire alert systems, temperature and air/water pollution monitoring. With this motivation, age of information (AoI) has been introduced to measure the freshness of the status information in a remote system [1] . Specifically, AoI is defined as the time elapsed since the generation of the last successfully received status information. As has been demonstrated, AoI is a metric different from the existing ones measuring delay and latency and has attracted much interest recently (see, e.g., [2] - [8] and references therein). For instance, packet management policies, which preempt the old packets when a new packet arrives and improve the system performance with respect to AoI, have been proposed and analyzed in [2] . In [3] , the optimal generation of the update packets have been investigated and efficient algorithms for determining the optimal update policy minimizing AoI have been designed. The optimal update policies for the energy harvesting nodes have been studied in [4] . Moreover, imposing a packet deadline has been shown to further reduce the average AoI [6] . As exemplified above, most prior work is based on statistical modeling of the packet arrival and service time, where packets are generated and served randomly following certain distributions. Only few studies take into account the impact of wireless fading channels when such channels are used for the transmission of the update packets. Recently, in [9] , the authors have considered two-state Markov fading channels and derived closed-form expressions for the average AoI. In [10] , the authors have modeled the update packet delivery over block-fading channels at fixed transmission rates subject to constraints on the maximum number of transmission rounds, and have quantified the average AoI and the tradeoff between the consumed energy and average AoI.
In this letter, we also consider the transmission of status packets over fading channels at fixed rates. Instead of using fixed power, we assume that depending on the number of packets unsuccessfully received, the source allocates different amounts of power. For this general case, we derive the average AoI when transmission takes place over block fading channels. Based on the obtained average AoI, we formulate an optimization problem that minimizes the average AoI under average power constraints at the source. We design a stochastic optimization algorithm based on simulated annealing and evolutionary programming to obtain approximately optimal solutions. We provide numerical results, identifying the performance improvements with power allocation.
The rest of this letter is organized as follows. Section II discusses the relevant preliminaries on system model, Markov chain modeling, and AoI. In Section III, the main results on the average AoI under the considered settings are presented. Numerical results are provided in Section IV, and Section V concludes this letter.
II. PRELIMINARIES A. System Model
Consider a remote system that provides status updates as shown in Fig. 1 . It is assumed that the status of the system 2162-2345 c 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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is sensed and sent using status update packets (generated at the source) to the destination over the wireless communication link between the source and the destination. Time is slotted into slots of duration T. We assume that an update packet of R bits is generated every T seconds, and transmitted over the wireless channel. We assume that no retransmission is needed. If a decoding failure occurs, the destination sends a NACK (negative acknowledgement) feedback to the source, which is a single-bit feedback. We assume that the NACK feedback can be received without error. On the other hand, for successful transmissions, there is no need for the destination to send ACK signal. We consider a block fading channel in which the channel gain is assumed to be constant in each time slot and varies independently over different time slots.
B. Markov Chain Model
We assume no channel state information at the source, but the source knows the channel distribution information. Depending on number of consecutively received NACK signals, different transmission power levels are used. For instance, after receiving m consecutive NACKs, the source sends the update packet with power P m . The average power at the source is limited byP .
Let us denote the number of consecutive NACKs as the state. State 0 denotes that the previous update packet is successfully transmitted, and state m represents that m consecutively sent packets have not been successfully received by the destination. With these state descriptions, we can model the transmissions of the status update packets as a discrete-time countable-state Markov process. Define m as the decoding failure probability for the time slot after m successive NACKs. Hence, the system enters state m + 1 with probability m , m = 1, . . . , M − 1, . . ., while the system moves to state 0 with probability 1 − m . Then, the state transition matrix is given by
whose (i , j ) th component denotes the probability of state transition from state i to state j. The decoding error probability m is defined as
where z[m] refers to the channel gain experienced by the update packet after m successive failed packets, and (3) follows from the independent block fading assumption and the fact that decoding error occurs if R > log 2 (1 + P m z [m]).
The steady state probability π = (π 0 , . . . , π M −1 , . . .) for the states can be derived from π = π A, and ∞ j =1 π j = 1.
(4) Now, the average power constraint can be expressed as follows:
C. Age of Information (AoI) AoI quantifies the freshness of the information about the status of a remote system. It is defined as the time elapsed since the generation of the last successfully received message containing system information. Assume that at any time t, the last successfully received packet was generated at time U(t). Then, the age is defined as Fig. 2(a) illustrates an example of the evolution of AoI in time, where t k represents the time when the k-th packet is generated. Note that the time slot is normalized as T = 1. So m is equivalent to the number of time slots for unsuccessful updates. After successfully receiving one packet, the age is reduced to one. Otherwise, the age continues to increase until another packet is successfully received. The average AoI is given by
In this letter, we assume that AoI can be measured in terms of time slots T. Please note that T can take any suitable value. For instance, it can be determined by how frequently the status of the system is sensed. Without loss of generality, we assume T = 1 in the following.
III. AVERAGE AOI AND OPTIMAL POWER CONTROL Similar to the discussions in [10] , we can reindex the successfully received packets as shown in Fig. 2(b) . In the following, the index k stands for the k-th successfully received packet which may span over multiple unsuccessfully received packets. Definet k as the block index for the packet after the k-th successful update,Ỹ k =t k +1 −t k as the number of generated packets (time slots) between two consecutive successful updates. Note that m =Ỹ k − 1 is the state for the k-th successful update that transits to state 0.
Similar to the conventional approaches for computing the average AoI, we divide the integral defined in (7) into trapezoids with area given byỸ k (2+Ỹ k ) 2 such that
Then, we have the following characterization.
Theorem 1: The average AoI for status update systems described above is given by
where
Proof: Please see the Appendix for details. Remark 1: Using the above result, we can easily show that Δ is lowerbounded by 1.5 since
In case of no power control, we can see that
Therefore, in this case, Δ = 3−2p 2(1−p) . In the following, we analyze the optimal power control scheme that minimizes the average AoI. We can formulate the optimization problem under the average power constraints as follows.
Note that the objective function Δ depends on the power allocation vector P = (P 0 , P 1 , . . . , P M −1 , . . .) through = ( 0 , . . . , M −1 , . . .) , and hence is non-convex in P. Therefore, the optimization problem is also non-convex. We first consider an on-off type control policy, in which the transmitter keeps silent for the first τ states, and then sends packets with constant power level P τ , i.e., P τ = (0, . . . , 0 τ , P τ , . . . , P τ ). Note that given τ , we can determine the value of P τ that satisfies the average power constraints by bi-section method, and the optimal τ can be selected from a limited range to minimize the average AoI. In the following, we resort to stochastic optimization techniques to obtain approximately optimal solutions. Specifically, we modify the simulated annealing algorithm as used in [11] by generating a new point following Cauchy distribution. As shown in [13] , this kind of evolutionary programming algorithm can speed up the convergence. We start from the point of associated with the on-off power control policy P τ , and then generate a random set of with deviations from given by a standard Cauchy random variable multiplied by the current temperature T n so that the convergence to the optimal solution can be faster, i.e.,
where the probability density function of x is given by f (x ) = 1 π 1 1+x 2 . Note that the temperature denotes a numerical value that controls the muting process. In numerical evaluations, we adopt a typical temperature change given by [12] T n = T 0 n ,
where T 0 is the initial temperature. Subsequently, we can derive the associated transmit powerP from (3) and obtain Algorithm 1 Proposed Power Control 1 Input: (M ,P , R); 2 Initialize N, Tn = T 0 , T min , P * = Pτ , obtain = ( 1 , . . . , M ) with P * , and compute Δ 0 from (9); 3 Let Δ min = Δ 0 ; 4 while Tn ≥ T min 5
do Tn = T 0 n ; 6
for i = 1 to N 7
do Generate a random A with in (12); 8
Compute the average powerP andP from A; 9
ifP <P 10 do ComputeΔ from A; 11 Generate a random number s ∈ (0, 1);
Solution is not feasible; 19 Output: P * , Δ min ; the average power according to the left-hand-side of (5). If the average power constraint (5) is satisfied, we evaluate the average AoI from (9) . Note that the set of may be viewed as a better one with a certain temperature-dependent probability even if the resulting average AoI is higher. This process is called muting and enables the system to avoid local minima for non-convex optimization problems. When the temperature is very high, the muting occurs very frequently and becomes less often as the temperature decreases gradually. To summarize, we propose Algorithm 1 below to obtain an approximately optimal solution. Note that once given the channel statistics, the algorithm can be performed offline. Additionally, computational complexity in each iteration is low due to the fact that in each iteration a random set of transition probabilities is generated, and relatively simple computations (e.g., the computation of the average age using (9) and checks are performed. We would like to note that M in the algorithm is some large value representing the largest state value for the Markov chain. In this way, we have a finite state Markov chain approximation to the problem. Obviously, when M goes to infinity, the resultant policy will converge to that of the original problem.
IV. NUMERICAL RESULTS
In the following, we consider Rayleigh fading channels with unit mean. We generate 10 6 independent channels and compute the average of the AoI for simulation. We set T 0 = 1.
In Fig. 3(a) , we plot the average AoI as a function ofP for the block fading channels. We assume R = 1. In the simulation, we assume that the largest state value is M = 300 to approximate the countable-state Markov chain. We can first see that the theoretical results match the simulation results, verifying the theoretical analysis. Also, we can see that with the proposed power control algorithm, the average AoI of the status update system can be reduced significantly, especially whenP is low. For instance, whenP = 10 −0.6 W, the average AoI can be reduced by more than 80% with the proposed Fig. 3 . Average AoI and allocated power in state. power control policy. On the other hand, when the average powerP is large, it can be expected that constant power achieves performance close to the proposed power control policy. Moreover, both policies can achieve average AoI close to the lowerbound of 1.5 whenP is high. Also, the on-off power control policy achieves performance close to the proposed one justifying the efficiency of the on-off power control policy. In Fig. 3(b) , we plot the associated power control policies as state m varies whenP = 10 −0.6 W. From the figure, we can find that there is a sudden jump of the allocated power starting from state 7. In other words, if the transmission fails after the seventh consecutively failed transmissions, there will be an increase in the transmit power. This tells us that in the low power regime, more power is allocated for the larger state to reduce the decoding failure probabilities so that the packet can be more likely to be successfully received. In this way, the average AoI can be dramatically reduced.
V. CONCLUSION
In this letter, we have considered the power allocation problem for minimizing the AoI in status update systems. We have assumed that the fixed size update packets are generated and transmitted over wireless block-fading channels. We have proposed a power allocation policy based on the number of successive NACKs received. By deriving a closed-form expression for the average AoI in block fading channels, we have formulated the AoI minimization problem subject to average power constraints. We have resorted to stochastic optimization techniques and proposed a simulated annealing and evolutionary programming based algorithm for power control. Through numerical results, we have found that the proposed power control policy can reduce the average AoI significantly in the low power regime. We have also proposed an on-off power control policy, where the transmit power level is zero for small ages and constant for larger ages, and shown its efficiency in reducing the average AoI in the low power regime.
APPENDIX PROOF OF THEOREM 1
Suppose that the k-th successful status update spans over m − 1 unsuccessful update packets. Then, we know that the Markov chain transits from state m − 1 to state 0 when transmitting the m-th update packet. Note thatỸ k = m. Therefore, we can write (14)
Next, we can show that
where ξ j defined in (10) is incorporated. Also,
Substituting (17) and (20) into (8) gives us (9) .
