Abstract-Goal: This paper describes a method to enhance, visualize, and reveal subtle motion that can be present in medical images. As proposed in vision applications, the principle is to magnify displacement applied, in this case, to cardiovascular tissues (carotid). Methods: In the example presented, ultrasound data were acquired at a high frame rate and two-dimensional motion was estimated, amplified, and reapplied in ultrasound carotid sequences. Results: Video magnification makes fast and complex phenomena of human tissue visible. In fact, not only pulse and reflected wave, but also global radial and longitudinal motion in the example presented are visible with video magnification. Conclusion: Video magnification can be used in medical imaging for subtle motion visualization. One of the many possible applications is direct visualization of a local modification in terms of stiffness of a tissue (due to local necrosis, for instance) from acquisition. Moreover, video magnification can be executed with any type of imaging modality. Significance: Video magnification could be a new tool for physicians to highlight new pathology indicators or for long-term disease monitoring.
I. INTRODUCTION
T HE human body and its constituting tissues can be subject to fast, complex and subtle displacements over time. These phenomena are important because they are directly related to the physical properties (geometry and stiffness) of the medium [1] , [2] and can be closely linked to their function [3] , [4] . For example, the pulse wave velocity of calcified arteries is higher than that of noncalcified arteries. Indeed, such arteries are stiffer and pulse wave velocity is directly proportional to artery stiffness [5] . Furthermore, by modifying the stiffness and the geometry (such as atherosclerosis plaques), the local motion This paper has supplementary downloadable material available at http://ieeexplore.ieee.org provided by the author.
Digital Object Identifier 10.1109/TBME.2018.2820384 Fig. 1 . Example of a motion illustration using color vectors applied to the carotid from ultrasound data. Computation was done between two successive frames (at the frame rate of 2500 images per second). Vectors illustrate motion along the proximal (depth, 11 mm) and distal (depth, 17 mm) walls; the norm (colored) is proportional to displacement amplitude when direction is connected to motion direction. The image shows a wave (on the proximal and distal walls) with a minimum value (in terms of amplitude) between −15 and −10 mm and a maximum value around 10 mm along the lateral position axis.
can be reduced in terms of amplitude [5] . Concerning waves, due to the higher velocity induced by the increase in stiffness, reflected and pulse waves will arrive at different times and create new motion patterns in the tissue. More generally, modifying the tissue characteristics have a direct impact on motion. To study and understand the motion of tissues in healthy and pathological cases, it is essential to render and represent tissue displacement as accurately as possible. Defining a clear and realistic representation is a difficult task and can be dependent on the application. Typically, some phenomena can be invisible at a specific time and spatial scale and appear completely obvious at another time and scale. Currently, in standard representation methods, motion maps are mainly displayed by an overlay with the anatomical input data. For example, in these conventional approaches, vectors and colors are frequently used for this purpose [6] . In Fig. 1 , the image of a carotid artery is superimposed with velocity vectors along the wall computed between two successive frames of an ultrasound sequence. Some anatomical information is hidden behind the arrows and hardly visible. Vectors and colors partially obscure the image and more specifically the walls, which is an inherent drawback of this type of representation with an overlay. Moreover, with these approaches motion is converted into another format for visualization (colors and vectors in Fig. 1 ), which implies knowing and explaining the established convention. Furthermore, with vector representation the real size of vectors must be increased to visualize small motion. Consequently, if estimated motion cannot be seen with the naked eye, anatomical information is motionless while vectors, representing motion, move through an apparently immobile medium. This effect might be confusing and gives the impression that anatomical and motion information are dissociated.
On the other hand, a very interesting approach to motion (or other subtle image changes in videos) rendering has been developed for vision applications. The principle of the technique, video magnification, is to extract the relevant subtle information (e.g., motion or small color changes) and increase its scale while applying video magnification to the original images [7] - [9] . For example, in [7] , video magnification was used to visualize the breathing of a sleeping newborn and soft wind motion through trees. This technique has, to the best of our knowledge, never been applied directly to ultrasound images to study and represent tissue motion. However, it has been applied with MRI to amplify subtle spatial variations in cardiac-gated brain [10] ; the group reused the Eulerian video magnification explained in [7] . In ultrasound, color overlays have been used to visualize the propagation of waves in cardiovascular tissues [11] . Another approach was successfully established for flow visualization, based on speckle enhancement, which also used an amplification process for reporting complex and fast phenomena applied to flow [12] . The algorithm represents flow information in a hybrid form comprising a flow speckle pattern and color-encoded velocity mapping flow. Moreover, another group has worked on a tool based on video magnification in a medical context as an aid for isolating a needle from its environment [13] . This method, inspired by Eulerian video magnification [7] , is based on the tremor motion of the needle to extract the needle trajectory inside soft tissue.
In this paper, video magnification has been adapted and applied to ultrafast ultrasound data acquired on the common carotid artery aiming to study and highlight complex motion that can occur in the vessel wall. This is only one of the many potential applications in medical imaging that could benefit from video magnification. The research has been focused on the development of a new tool for representing motion on anatomical data. The main objective of this technique is to provide additional motion information without obscuring the original anatomical information.
Section II presents the general method of video magnification broken down into three steps (estimation, magnification and interpolation). Section III describes the application of this technique to an ultrasound example with the experimental set-up and the parameters used for the computation. Section IV presents the results of the method applied to the carotid artery. Section V discusses the tool and the possible applications. Finally, Section VI concludes the paper with a brief summary highlighting the significance and the opportunities provided by this tool in biomedical imaging.
II. GENERAL METHOD
A simplified, intelligible and efficient approach for video magnification performed in post-acquisition is presented. It is a solution to the problems outlined above, namely the overlay and the format of the visualization. In fact, based on an amplifi- cation process of natural motion there is no need to overlay the displacement or convert it to another format for display. This method is a way to visualize small and subtle displacements that occur in biomedical tissue over time. This tool has been developed as a visualization aid and not for quantification purposes. However, displacement values are extracted during the estimation step (Fig. 2 , step A) and can be analyzed quantitatively if necessary. Video magnification could make it possible to easily understand complex and fast tissue phenomena and could also be used for a qualitative inspection or for educational purposes.
Video magnification can be broken down into three major steps after data acquisition: A) Estimation: measure motion frame by frame for each pixel. B) Magnification: reapply displacement for each pixel and each frame with an amplification factor. C) Interpolation: interpolate the (displaced) pixel intensities onto the original rectangular grid. The algorithm is explained with a simple example through a block diagram in Fig. 2 .
The data format (before estimation) depends on the algorithm of the estimation tool. There is no constraint on the format for video magnification; however, the data must have sufficient resolution (spatially and temporally) so as to capture the motion of interest.
The method for motion estimation is linked with the biomedical imaging modality and depends on the user. The displacement estimation technique must provide a velocity value for each pixel and each frame, and a continuous and dense Eulerian velocity data field is necessary for video magnification. Motion should be smoothed in both image directions and temporally to obtain an acceptable displayed result; spatio-temporal filtering can be used for this purpose. Therefore, filters are certainly necessary, but the spatial and temporal filters have to be chosen in accordance with the phenomena of interest. An inappropriate filter can remove useful information if the spatial or temporal kernels of the filter are larger than the spatial or temporal variation of the phenomenon studied.
The amplification step is the most important part of the video magnification process. Indeed, the amplification factor must be sufficient to reveal subtle but not excessive displacement; otherwise images will be distorted with a non-natural pattern. The choice of the amplification factor depends on the maximum value of motion and the spatial and temporal data resolution.
Due to the deformation field applied with an amplification factor (the magnification step) the pixel grid is distorted. However, to visualize the new magnified sequence it is necessary to have an orthogonal pixel grid. There are several interpolation methods to regain a corrected grid. Once again, the choice for the interpolation method depends on the imaging modality and the user.
III. APPLICATION TO ULTRAFAST ULTRASOUND IMAGING OF THE CAROTID ARTERY

A. Experimental Set-Up
In this paper ultrasound data from a previous study, described in [14] were exploited. A Verasonics ultrasound system (Verasonics Inc., Redmond, WA, USA) with the L7-4 probe were used. The acquisition parameters are described in Table I . Acquisitions were performed using plane waves and at a high frame rate of imaging (Table I , 2500 images per second) to avoid aliasing in the estimate by reducing displacement between successive frames. Only one horizontal plane wave was transmitted in order to achieve ultrafast imaging, and the reconstruction was done using Stolts migration technique [15] .
At the time of the medical examination, all subjects were volunteers, healthy, rested and under the age of thirty. These requirements ensure that all phenomena are fully natural and not due to an external criterion or to an internal disorder.
Carotid arteries are subject to fast and complex phenomena during cardiac cycles such as the pulse wave, the reflected wave as well as longitudinal shear stress; these phenomena are dif- ficult to grasp, especially since the amplitude of the motion is relatively reduced compared to the observed scene. Consequently, video magnification appears to be adapted to making a qualitative analysis of the phenomena occurring in the arteries and to emphasize abnormalities.
B. Magnification Process
Data processing was performed using the MATLAB software package (MATLAB R2017a, The MathWorks Inc., Natick, MA, USA).
In the example tested herein, motion was estimated using the transverse oscillation technique [16] , [17] . A flow chart diagram is provided in Fig. 3 for understanding the estimation algorithm. This estimation tool was developed for multidimensional motion estimation from high frame rate ultrasound images and is a Eulerian method; consequently, this technique is well suited to the example given in the article. This method consists in multiplying the 2D Fourier spectrum of each ultrasound image by a mask in order to keep only the desired lateral wavelength that will be used for motion estimation (Fig. 4) . The resulting Fourier spectrum is composed of four spots corresponding to the axial (natural) and lateral (introduced with mask multiplication) frequencies (Fig. 4) . The transverse oscillation was implemented in post-acquisition, in the Fourier domain, with wavelength of 1.8 mm along the transverse direction (the direction in which an oscillation is created) [18] while natural ultrasound wavelength was 0.3 mm along the axial direction. Afterwards, analytic signals are extracted using Hann's approach, which consists in extracting two single orthant analytical signals from the original 2D image [19] . Phase over time was estimated on analytic signals through a sliding window measuring 64 pixels per 10 pixels (2.00 mm per 2.96 mm) to avoid outliers in the estimate using the least square method. Moreover, a temporal Hamming filter of 25 frames (10 ms), applied after the phase estimation process, was also imposed to smooth phase estimates for better visualization of the video after the magnification process. Finally, motion was recovered after a multiplication of 1/4πf , as written in (1), on the phase shift [20] :
where z and x are the subscripts for the axial (along the ultrasound beam) and the lateral (perpendicular to the ultrasound beam) axes, respectively. d is the estimated displacement for a pixel of the medium at a specific time, ΔΦ corresponds to the average phase change between two successive frames in the sliding window, and f is the frequency. Displacement was estimated, according to the video magnification scheme, frame by frame for each pixel, and filtered temporally and spatially (Fig. 2, step A) .
With the carotid data, the magnification factor was set between 500 and 1000 (depending on the subject) to obtain approximately 1 mm maximum magnified motion. This factor was applied globally and provides an amplified but natural motion pattern. For instance, to magnify the pulse wave, the amplification factor was chosen to obtain the resulting maximum displacement amplitude, which corresponds to approximately 10% of the lumen diameter. This provides easy visualization without a non-natural distortion of the vessel. Then, after the estimation, the selected amplification factor is applied to the pixel position. This requires that the initial pixel position be identified by an orthogonal regular grid: each pixel holds a position (node of the grid) and an amplitude value (intensity). Then the grid is deformed at each node in accordance with the magnified deformation field computed during the previous step. Each pixel is moved to a new set of coordinates corresponding to the amplified motion. The pixel amplitudes remain the same (Fig. 2, step B) .
In the example presented, a linear interpolation was used after the magnification step to extract intensities corresponding to the original rectangular grid (Fig. 2, step C) . This choice was guided by three causes. Firstly, this type of interpolation is simple to use and establish. Moreover, it is one of the fastest interpolation techniques that allows real-time display. Regarding videos, the method is sufficient and returns results in compliance with estimated motion maps used for the video magnification process. After completing this step, the magnified data are ready for visualization and can be slowly played for understanding and visualizing local, complex and fast motion in the tissue (Fig. 5) .
IV. RESULTS
Once the magnification is completed, the new sequence (magnified) is played slowly, compared with the original frame rate, to appreciate subtle and fast displacement. In this example, the display frame rate is around 60 images per second for an original frame rate of 2500 images per second (approximately 40 times less). Subtle motions are visible with the naked eye ((b) in Fig. 5 ) with video magnification. This information could not easily be observed on the original data ((a) in Fig. 5) .
By viewing the videos 1 computed with the algorithm, more complex and fast phenomena are also available. Fast phenomena, such as a pulse wave, are visible on the video through the propagation of the wave along the proximal and distal walls. However, it is a fast wave that can exceed 5 m/s for a patient [21] . Traditionally, velocity maps or color layered on video are used for this purpose [11] , [22] , [23] . Concerning complex phenomena, reflected waves, bulk waves (propagation of a longitudinal motion) and local distortion can be studied [14] , [23]. In fact, longitudinal motion is related to the depth into the tissue and several layered longitudinal patterns are displayed. Finally, and more generally, all motions (fast, complex, global and local) are directly accessible with this method as amplified information, as long as the motion estimator can measure them.
In terms of computation time, the process can be executed immediately after data acquisition and allows a prompt visualization of the result. As regards the use of this method, there is, for the operator or the person who launches the computation, no special skill required for running the magnification or analyzing and understanding the videos. In fact, all parameters are set inside the code beforehand and the user simply loads or acquires the data and runs the algorithm. Since it can immediately be recalculated, one can imagine that the magnification can be tuned by the user.
V. DISCUSSION
This technique is strongly inspired by the Eulerian video magnification proposed in [7] , while extending it to medical ultrasound imaging. An adapted estimation method for ultrasound imaging that can extract subtle and fast motion over time based on a phase-based estimator has been exploited. Indeed, the phase from radio-frequency signals appears better adapted to extracting subtle displacement in ultrasound with better precision than amplitude [20] . However, because the process is broken down into three different steps and the process is adaptable, the method can be applied to any other motion estimation method or medical imaging modality.
The video magnification technique has several assets. First of all, it can be applied to any biomedical dynamic imaging modality. Motion is not converted but enhanced for visualization, which facilitates understanding and provides a userfriendly result. Last, anatomical information is still present on the final magnified images. However, although the process is easy to run, some parameters must be adjusted and, consequently, several decisions must be made. To begin, the choice of the magnification factor is made by the user and should be in accordance with the phenomena of interest as well as with the imaging modality. In addition, the estimation tool is selected by the user and should be adapted to the data. The robustness of the method is important if one wishes to obtain adequate magnified output. The Eulerian point of view used in the method reduces the risks of divergences due to error accumulation. Estimation is performed between every two consecutive frames and for each pixel, which means that each estimate is independent of the previous ones, with no error accumulation. Moreover, magnification is also achieved between each pair of frames and with the respective estimated velocity. However, even without error accumultation, some artifacts can be present in images due to the filters if not choosen properly in regard with the imaging sequence and phenomena of interest. Out-of-plane motion can be an issue and distortions can appear if acquisition is not performed correctly. However, this effect can be limited by using a defined and adapted fixed plane of view for medical imaging. For instance, without a 3D imaging technique, a longitudinal cutting plane for carotid arteries or the four-chamber view for cardiac imaging ensure a more stable estimated displacement [24] than other imaging planes but remains challenging in cardiac imaging. In addition, to visualize small displacement in the heart it will be necessary to remove global and large displacement due to the heart beating. For the last step, the correction of the distorted grid (interpolation) also depends on the user and the data (noise, histogram and, more generally, the characteristics of the images).
Concerning the potential usefulness of video magnification, the method could be applied in elastography. This type of tool would indeed be helpful coupled with the transient elastography technique, which induces waves in human tissue [25] , [26] . It will be possible to directly visualize the wave propagation and acceleration according to the properties of the medium. Another application could be the amplification of heart waves. In fact, some natural mechanical waves are created by the heart during aortic-valve closure at end-systole [27] . Video magnification offers new perspectives and solutions to visualize stiffness, propagation waves and, more broadly, motion extracted from biomedical images.
VI. CONCLUSION
In this paper, a video magnification method applied to medical ultrasound imaging has been presented to visualize motion inside human biomedical tissues. The video magnification process has been developed and applied to high frame rate ultrasound imaging of the carotid artery. The technique is divided into three major steps. In addition, the feasibility and utility of the process has been demonstrated. The algorithm is easy to use and offers rapid display after acquisition. Computations were done on a carotid ultrasound acquisition example, but the method is not restricted to this imaging modality. With this tool, global motion, local displacement and distortion as well as complex and fast phenomena within the medium of interest can be seen with the naked eye. There are many possible applications examining the physical properties of tissues. Future research will focus on the implementation of the method to medical devices, made possible by the approaches that were used for the computation. This should allow physicians to employ video magnification in clinical routine as a pre-screening method for diseases or as a visualization tool. In the hands of clinicians, the process could reveal subtle motions, currently not reachable, which might be relevant as pathology markers or for long-term disease monitoring.
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