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1. INTRODUCTION 
The connection between the modified Bessel matrix function and Laguerre matrix polynomials 
has been established in [l, pp. 44-461. The aim of this paper is to study the asymptotics of 
the modified Bessel matrix function IA(z). These results are fundamental in a further study of 
developments in series of Laguerre matrix polynomials. 
This paper is organized as follows. Section 2 deals with the introduction and asymptotics of 
the incomplete gamma matrix function. Integral expressions of Bessel matrix functions are given 
in Section 3. Results of Sections 2 and 3 are used in Section 4 to study the asymptotics of the 
modified Bessel matrix function. 
Throughout thii paper, for a matrix A in Crxf, its 2-norm will be denoted by 
where for any vector y in CT, ]]y]]z = (yHy)l12 is the Euclidean norm of y. We denote by p(A) 
the logarithmic norm of A, defined by [2,3] 
A+AH 
z; z eigenvalue of - 
2 
. 
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We denote by ji the number 
A+AH 
z; z eigenvalue of - 
2 
. 
By [2, p. 6471, it follows that ]]eAt]] 5 e MA) for t > 0. Hence, tA = exp(Alnt) satisfies - 
II II-{ tA -c 
NA), if t 2 1, 
tbcA), ifOI:t<l. (1.1) 
If A is a matrix such that A + nl is invertible for all integer 12 2 0, then I’(A) is invertible and 
by expressions (4) and (5) of [l], it follows that 
(A)n = A(A + I). . . (A + (n - 1)1) = l?(A + nI)l?(A), 12 2 1. (14 
Let A E Cpx’, F(Z) a matrix function, and let g(z) be a positive scalar function. We say 
that F(z) behaves O(g(z), A) in a domain R, if ]]F(z)]] I M(A)g(z), for some positive constant 
M(A), a E R, and F(z) commutes with A. 
2. THE INCOMPLETE GAMMA MATRIX 
FUNCTION OF REAL ARGUMENT 
The gamma matrix function has recently been treated in [4]. In this section, the incomplete 
gamma matrix functions are introduced. Expressions of the incomplete gamma function $z, Z) 
and its complement l?(z, Z) given in [5, p. 151 suggest the following definition. 
DEFINITION 2.1. Let B be a matrix in Crxr such that 
iw > 0, (2.1) 
and Jet x be a positive real number. Then the incomplete gamma matrix function y(B, x) and 
its complement are defined by 
I 
I 
-0,x) = emttB-‘dt, I‘(B,x)= emttB-‘dt. 
0 
By inequality (1.1) and [5, pp. 1,151, the expressions of $B,x) and I’(B,x) are well defined 
and 
I’(B) = +/(B,x) + r(B,x). (2.3) 
The next result provides an asymptotic expression of l?(B, x). 
THEOREM 2.1. Let B be a matrix in Crx’, Jet x be a positive real number, and Jet p be a 
nonnegative integer. Then one gets the asymptotic expression 
l?(B,x) = emrxB-’ NkU-- Bh +O(x-P-~ Bj xk 
I 
I . (2.4) 
PROOF. Given x > 0, let us consider the substitution u = t - x into expression (2.2) of r(B, x) 
and the remainder after p + 1 terms in a Taylor series of the function (1 + s)~-’ given in [6, 
p. 491. Then one gets 
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where 
~m4+1e-Y (l(l -v)” (1 + F)B-(p+2)1 dv) & 
(2.6) 
Taking into account (l.l), from (2.6) it follows that 
J 
OouPfle-u 
0 
(1’(1 -u)” (1 + ;)p(B)--(p+2) dv) du. (2.7) 
If p(B) I p + 2, by (2.7), one gets 
IIRp+lII 2 IIU - mP+l II 
p! zp+l 
11(1 - v)p dv brn up+lemu du = ll(’ ~p~,,lll = 0 (2-P-l, B) . (2.8) 
If p(B) > p + 2, then by (2.7) and (l.l), one gets 
llRp+Ill 5 llU - mP+lll 
p! zp+l 
I’(1 -v)%jy ?Jp+le-u(l+ u)@)-(p+2) du = 0 (2-p--1, B) . (2.9) 
By (2.5), (2.8), and (2.9) the result is established. I 
3. INTEGRAL EXPRESSIONS OF 
BESSEL MATRIX FUNCTIONS 
In this section, we provide integral expressions of Bessel matrix functions .JA(z) and IA(Z) 
where A is a matrix in Cxr such that p(A) > -l/2 and z is a complex number in Do = C\] -co, 01. 
By Lemma 2 of [4, p. 2091, if k > -l/2, one gets 
I’-l(A + (k + 1)1) = ‘,;~;$2) s_’ t2k (1 - t2)A-“2 dt, 
1 
and substituting the above expression into the series expression of the Bessel matrix function 
given in [7, p. 1371, it follows that 
JA(z) = c (-l)“P(A + (k + 1>1)(~/‘2)~+~~~ 
kZ0 
l?(k + 1) 
= (%>” r-1 (A + a) 2 r(k(;1$$[~2~,2) [I t2” (1 - t2)A-“2 dt. 
- 
(3’1) 
Note that by (1.1) and [5, p. 1141, one gets 
W12” 
1 
c 
k>O r(k + l)W + l/2) s 
t2k II1 _ t211-4-‘/2 dt I 4 -fi’A) 
-1 
121 r(iW+;), 
- 
WI 2k+P(A) 1 
x 
k>O I’(/34 + ww + l)W + l/2) J t2k (1 _ t2)PW1/2 & -1 - (34 
By the dominated conver&ence theorem [8, p. 841, (3.1),(3.2) and taking into account the 
identity 22kI’(k + l)I’(k + l/2) = fi (2k) [5, p. 1141, it follows that 
JA(z) = (;)” r-l(A$ Ii2) 1: (1 - t2)A-1/2 F. ‘-1;;j;;‘2k dt 
z A r-l(A+1/2) 
(3.3) 
0 
l = - 
2 J?r J -1 (1 - t2)A-“2 cos(zt)dt, I arg(z)] < 7r, ii(A) > -i. 
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Starting from the scalar analytic equations of the parameter v [5, p. 1091 
and by applying the matrix functional calculus [9, Chapter 111, one gets 
IA(Z) = e- , -r < arg(z) < i, 
IA(z) = eAsi12JA (zemni/‘) , -2 < arg(z) < X. 
By (3.3) and (3.4), if -7r < arg(z) < 7r/2, it follows that 
IA(z) = (5)” r-l’A$ 1’2) J’: (1 - t2)A-1’2 cosh(zt)dt. 
(3.4) 
(3.5) 
(3.6) 
In an analogous way, by (3.3) and (3.5) the same result is obtained for -7r/2 < arg(z) < K. 
Thus, (3.6) holds for 1 arg(z)j < K, p(A) > -l/2. Making the substitution t = 1 - 2~~ in (3.6), 
it follows that 
IA(z) = WAr-‘G4 + I/2) 
fi 
X 
(I_ U~)A-‘/2e~(1-2uz) du + g’.2A (I_ Uz)A-“2 e-z(l-2u2) du] 
(3.7) 
= ~(~z)~I’-‘(A + 1/2) e* ’ 2A 
J?; s 
o u (1 - 4 A-1/2 e-2“2z du. 
Summarizing, the following result has been established. 
THEOREM 3.1. Let A be a matrix in CTXP such that ii(A) > -l/2. Then for complex number z 
satisfying 1 arg(z)l < x, expressions (3.3), (3.61, and (3.7) hold true. 
4. THE MODIFIED BESSEL ‘MATRIX 
FUNCTION OF REAL ARGUMENT 
In this section, we provide asymptotic expression of the modified Bessel matrix function IA(x) 
where A is a matrix in C”’ such that p(A) > -l/2 and z is a real number. Making the 
substitution t = 2u2x in (3.7), it follows that 
IA(x) = r-l (A + I/2) e= ~ [t-4-1,2 (1 - &)A-1f2 ebt dt. (4.1) 
REMARK 4.1. Note that function (l-t/2x)A-‘/2 presents a singularity at point t = 2x, and thus, 
Taylor’s theorem cannot be applied directly in all the interval [0,2x]. However, if 0 < S < 2x is 
small enough, if we denote by I(b) 
I(6) = $~6~A-I/2 (1 - &)A--1/2evtdt, 
by (1.1) one gets 
s 2x P(A)-l/2 IlI(t5)II 5 e-2r+6 dt 2x-6 
5 e-2x+6 max (2x) ~W-1/2, px - qW-112 } l:“,(l - $A’-1’2 dt (4.2) 
(2x1 W-i44 @.(.4)+W =e -2z+6 max (2x) 144-W, (sx _ 4h4W2 
P(A) + l/2 
5 e-2r 0 x~W-PW @4)+1/2 
> 
---) 0 , aS6*0, 2 -00. 
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THEOREM 4.1. Let A be a matrix in Crxr satisfying j,i(A) > -l/2, let p be a nonnegative integer, 
and let x be a positive real number. Then the following asymptotic expansion holds:’ 
(I/2 - A)k (A + 1/2)k + o (x-p-l 
k! (2x)k 
A) 1 9 ’ (4.3) 
PROOF. With the notation of Remark 4.1, let x > 0 and x’ = x - 612. By (4.1) and Taylor’s 
theorem applied to f(u) = (1 - u)~-I/~, one gets 
J 22’ tA+(k-1/2)‘e-tdt + S,+l (0,2x’, A) + I(6) ,, I 
7 (A+ (k+;) I, 2x’) +Sp+l (0,2x’, A)+l(b) 
I 
, (4’4) 
where for 0 I a < b, 
J b %+I (a, b, A) = tA-r/2e-trp+l(t, x, A) dt, (4.5) a 
where r,+r(t, x, A) is Taylor’s remainder. Taking into account (2.4) with p = 0 and B = A + 
(k + l/2)1, together (2.3) and (4.4), it follows that 
IA(x) = e”r-’ (A + 1/2) 
[r(A+ (k+;)I) -:(2x’)A+(k-1i2)1(I+O~$A))] (4.6) 
+S,+l (0,2x’, A) + I(6) . 
Considering (4.5) with a = 6, b = 2x’, Taylor’s remainder [6, p. 491, and (l.l), it follows 
that 
II$+l (&,2x’, A) 1) 5 “(1’2 P~)P+” Jc tp(A)-l/2e-t I 
x [l’2= (& -,,)‘(I -vjiW-~-WQ,] 
Note that by Taylor’s remainder expression [6, p. 491, one gets 
(4.7) 
1 
-$Iy2’ (; -,)p(1-V)“(A)-p-sj2dv= (1,2-~(A))p+1 
/X4-1/2 
X -f:(1/2-&% t k 
k=O k! ( )I is rp+l(t, x, i&4) = U/2 - F(A)),+1 * 
dt. 
(4.8) 
By (4.7), (4.8), and taking into account the substitution u = t/2x, it follows that 
/SP+I (4% 22’, A) I( I 
11(1/2 - A)P+lii e-a(2x)‘(A)+1’2 
U/2 - W))p+l J 1up(A)-1/2 0 (1 - u)fi(+-112 -c ’ (l/2 - P@))kUk du 
k=O 
k, 1 (4.9) 
< 0 (x-~-‘, A) . 
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Note that by (4.5) with a = 1 c b = fi, using Lagrange’s remainder 
gets 
//%+I (h’%A))I I IIUP - 44 W-p-1 
P/2 - P@));+I(P + 1) ! 
X J 
Jz;F 
ti44+p+l/2e-t 1 _ c 
1 
( (&) ) PL4)-p-3’2 dt, 
in (4.8), and (l.l), one 
(4.10) 
where 0 < <(t/2x) < l/a. Since (1 - <(t/2x))fi(A)-P-3/2 < (1 - 1/&)G(A)-p-3/2 = 1 + 
O(l/&) when ii(A) < p + 3/2, by (4.10), it follows that 
/%+I (la’%A)II 5 
IIUP - A),+1 II @4-p-1 
P/2 - iW)),+~b + 1) ! 6 +O (79) (4.11) 
X 
J 
O” &4)+~+l/2~4 & = 0 @-P-l, A) . 
1 
In an analogous way, one gets 
IISp+l@, 1,411 5 0 (~-~-l, A) . (4.12) 
By (1.2), (4.2), (4.9), (4.11), (4.12), and taking limits in expressions (4.6) and 
Sp+l(O, 2x’, A) = Sp+l(O, 1, A) + S,,, (1,x&A) +S,+l (&,2&A), (4.13) 
as 6 ---) 0, the result is established. I 
REMARK 4.2. Note that using the notation of Remark 4.1, by (4.1) and Taylor’s theorem it 
follows that 
and as the series converges uniformly in the interval [0,2x’], one gets 
IT--l (A + I/2) (I/2 - A)k r(A + (k + l/2)1,22’) + r-1 
, k! (2~)~ 
Taking limits in the above expression as 6 + 0, by (4.4), (4.9), (4.11)-(4.13), and Remark 4.1, 
one gets the asymptotic expansion 
IA(x) = &k>o -c 
r-’ (A -t r/2) (1/2 - A), Y(A + (k -t l/2)1,22) 
k! (2x)k j 
- 
=& F. { 
’ I’-’ (A + 1/2) (I/Z - A)k r(A + (k + l/2)1,257) 
I 
(4.14) 
k! (2x)” 
+ 0 (“+,A) , 
where the series is convergent and ji(A) > -l/2. Expression (4.14) is a matrix version of the 
scalar expression (1) of [lo, Section 7.25, p. 2041. 
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