We investigate the conception that the sample variance of the control variate (CV) should be used for estimating the optimal linear CV weight, even when the CV variance is known. A mixed estimator, which uses an estimate of the correlation of the performance measure (Y) and the control (X) is evaluated. Results indicate that the mixed estimator has most potential benefit when no information on the correlation of X and Y is available, especially when sample sizes are small. This work is presented in terms of CV for familiarity, but its primary application is in derivative estimation. In this context, unlike CV, X and Y are not assumed to be correlated.
INTRODUCTION
In simulation experiments control variate (CV) estimators are used for variance reduction. Much work has been done in developing and analyzing CV estimators, including Lavenberg and Welch (1981) , Rubinstein and Marcus (1985) , Nelson (1989) , Nelson and Richards (1991) , and Szechtman and Glynn (2001) .
In an experiment with an objective of estimating the expected value of performance measure , the linear CV estimator is
where Y is the sample mean of the performance measure, X is the sample mean of the control, and α is the CV weight. The choice of α that minimizes the variance of the CV estimator is σ is the variance of the control, and * α is referred to as the optimal CV weight (Law and Kelton 2000) . Assuming independent sampling, the variance of the CV estimator using σ must be known. Otherwise, these quantities are estimated, resulting in a variance reduction less than that achieved in (1) (Bauer 1987; and Bauer, Venkatraman, and Wilson 1987) . We consider the case where Such a case may occur, for example, when the control is an input variable with a user-specified distribution. Cheng and Feast (1980) note that the majority of controls suggested in the literature do not have known variance; using standardized sums, they develop a method for converting a control with unknown variance into one with known variance. Let Cheng and Feast (1980) use standardized sums to develop controls with known variances. They find that these controls yield better CV estimators. Schmeiser and Taaffe (2000) investigate replacing the control-simulation mean with an approximation. The resulting control-variate estimator is biased. As stated previously in this section, the BVN assumption is based on the concept that asymptotically, as sample sizes approach infinity, most estimators follow a multivariate central limit theorem. Despite the assumption being supported asymptotically, we have presented results that are dependent on sample size. These results should be interpreted in the context of batch means (Law . We assume independent sampling in our analysis, but simulation output data can be autocorrelated. In such a case the number of dependent samples required to equate to one independent sample is
COMPARING ESTIMATORS
where h ρ is the lag-h autocorrelation. This expression indicates that when autocorrelation is present in output data, large samples of dependent data may be required to obtain the equivalent of only a few independent observations. Given independent observations, the upper bound on n XY ρ for which the relative error of
Using this expression, if XY ρ were known, we could determine which estimator to use. The decision rule would simply be to use
When XY ρ is unknown, which is typically the case, it can be estimated, providing information as to which is the preferred estimator for * α .
A MIXED ESTIMATOR
We now examine the problem of developing an estimator for 
Experimental Results
Using Monte Carlo results we estimate Figure 4 . Note that the scale of the vertical axis has been magnified so that differences between the estimators are visible. In Figure 4 , the gray curves represent sample sizes of . The black curves represent sample sizes of . 10 n = 100 n = 10 n = 100 n = Results displayed in Figures 3 and 4 
RELEVANCE AND FUTURE RESEARCH
This work was presented in the context of control variates, but its relevance to this area is limited because controls are often chosen such that XY ρ is high. Therefore, improvement in using the proposed mixed estimator ( The black curves represent sample sizes of 100 n = . Note that the scale of the vertical axis has been magnified in this figure, compared to that in Figures 2 and 3 , so that differences between estimators are visible. which was the primary motivation for this work (refer to Wieland and Schmeiser 2006 for details) . In this context, unlike CV, there are typically no prior assumptions regarding XY ρ .
We focused on analyzing only three estimators, but there are others that could be considered. For example, in the CV context it is assumed that the expected value of the control is known. This information could be used in the estimator for the optimal CV weight by replacing the sample mean of the control with its expected value as α are dependent, the optimal weight is a function of , which would need to be estimated. This is an area of future research.
( )
Another area of future research is extending these results to higher dimensional problems. Such problems would incorporate multiple controls and extend derivative estimation to gradients.
APPENDIX A
Consider two ratio estimators 1 R Z a = and 2 R Z A = , where is a
An approximation of the variance of 2 is obtained from using the first-order terms of a Taylor series expansion around
Comparing the variance of 1 and 2 , we find that the variance of is less than that of when
Putting this result in terms of our notation for the optimal linear CV weight, we have
Therefore, when this inequality holds, using 
