Pigeons were exposed to concurrent schedules for which reinforcement was alternately available at different times for each of two choices. In Experiment 1 (in which reinforcement times progressed arithmetically), overall, but not relative, response rate was timescale invariant. In Experiment 2 (in which reinforcement times progressed geometrically and were more spaced out), there was temporal control at all reinforcement times, but the amplitude of left-right response alternation decreased as time in the trial increased. These results indicate that the temporal regulation of both overall and relative response rates conforms to Weber's law although relative rate is heavily influenced by processes other than timing. It also adds support to the idea that overall and relative response rate reflects the operation of two independent processes.
schedules is controlled by two independent processes, only one of which is involved in simple schedules. In the Jozefowiez et al. experiment, pigeons were exposed to a modified concurrent fixedinterval 20 s fixed-interval (FI) 60 s schedule, where reinforcement on the FI 20 s key was scheduled 20 s after the last FI 60 s reinforcer and vice versa, so that reinforcement on the two keys alternated (technically, this is a concurrent FI 80 s FI 80 s: see Jozefowiez et al., 2005 for the implications of this study in terms of time-marker selection in concurrent schedules) and to a simple mixed FI 20 s FI 60 s, where the two schedules occur successively on a single key. We found that (a) the relative response rate in the concurrent schedule was controlled by time to reinforcement (measured from reinforcement on either key as time marker) on each key: the pigeons were responding mainly on the FI 20-s side early in a trial before switching progressively, around 20 s in a trial, to the FI 60-s side and (b) the temporal evolution of the overall response rate (number of responses emitted on either schedule per unit time) in the concurrent schedule matched the temporal evolution of response rate in the simple mixed schedule. We concluded that the behavior of the pigeons was the product of two independent processes, each controlling a different aspect of the pigeons' performance and each sensitive to different environmental variables.
The first process, response generation, controls the temporal evolution of the probability of emitting any food-related response (such as key pecking) and, as a consequence, the overall response rate. It tracks the overall time to reinforcement on either schedule. When the overall time to reinforcement is similar, the evolution through time of the probability of emitting a response, reflected in the response rate in simple schedules and in the overall response rate in concurrent schedules, will be similar, as in the mixed and concurrent FI 20 s FI 60 s described above.
The second process, response allocation, controls the probability that a response is emitted on one schedule or the other, in other words, relative response rate. It is controlled by time to reinforcement for each choice alternative: Relative response rate in the concurrent FI 20 s FI 60 s matched the relative time to reinforcement on each schedule. When the probability of reinforcement is low, other variables, such as side bias, can have a major impact on this process (Jozefowiez et al., 2005) . Because no response allocation is required in simple schedules, no response-allocation process is involved, and performance is determined solely by the response-generation process.
According to this two-process account, single-response and choice timing procedures reflect different processes: Choice behavior depends on the response-allocation process, and the response rate in single-choice procedures depends only on the response-generation process. Thus, differences in timing performances assessed in these two ways may reflect differences in the properties of the response-generation and response-allocation processes. For example, temporal information processing for the response-generation process might conform to Weber's law whereas temporal information processing for the response allocation process might not. We examine this possibility in this article.
Experiment 1
Consider the procedure depicted in Figure 1 : Reinforcement on each schedule can be obtained at two different times, in other words, t and 3t on one schedule (the "short" schedule) and 2t and 4t on the other schedule (the "long" schedule). Hence, t seconds separate each successive time of reinforcement as well as trial onset from the first time of reinforcement. In this situation there are two ways to see whether the pigeons' performance respects Weber's law.
The first method, across-condition comparison, consists simply of varying systematically the value of t and seeing whether the performance is timescale invariant. It can be used with both overall and relative response rates and does not require any theoretical assumptions about the way the underlying timing mechanism works. The problem is that although we can conclude that the timing mechanism conforms to Weber's law if we observe timescale invariance, we cannot conclude the converse if timescale invariance is violated: Other variables could affect performance and be responsible for the violation even though the underlying timing mechanism still conforms to Weber's law.
Given that overall response rate is supposed to be controlled by the response-generation process, the same process controlling responding on simple schedules for which timescale invariance is ubiquitous, we expect that the answer will be positive for overall rate. On the other hand, given reports of violation of timescale invariance in choice-based timing procedures, it is possible that relative response rate will not be timescale invariant. Hence, we need another method to assess the conformity of the relative response rate to Weber's law.
We call this method within-condition comparison because with it we look at the evolution of relative response rate during a trial. The top panel of Figure 2 shows how subjective time-toreinforcement, D(x, it) ϭ |k ln x Ϫ k ln bt| (x being the current time in a trial and b ϭ {1, 2, 3, 4}) evolves for each time of reinforcement according to Fechner's law. We will assume that the subjective time-to-reinforcement at time x on a schedule is the shortest time to any reinforcement on that schedule (e.g., D short ϭ max [D(x, t) , D(x, 3t)] on the short schedule and D long ϭ max [D(x, 2t) , D(x, 4t)] for the long schedule). The bottom panel of Figure 2 shows how this shortest time evolves during a trial for each schedule. Consider the reinforcer that can be collected bt seconds in a trial. At that point, time-to-reinforcement is minimal for it, and so the animal should allocate most of its behavior to the schedule associated with it. How much is this exactly? That depends on how Figure 1 . General outline of the concurrent schedule used in Experiment 1. A reinforcer can be collected at four different times: t and 3t on the short schedule and 2t and 4t on the long schedule. Each inter-reinforcement interval is equiprobable (i.e., p ϭ .25), so that the conditional probability of reinforcement at a given time necessarily increased from .25, for the shortest interval, to 1.0, for the longest, as time in a trial increased from 0 to the duration of the longest interval. similar the time to reinforcement on the other schedule is: the less it is, the higher the relative response rate on the schedule associated with reinforcement at time bt should be. The similarity between the time-to-reinforcement on each schedule at time x can be assessed by the distance between D short (x) and D long (x). If we evaluate this distance at each time of reinforcement in Figure 2 , it is clear that it decreases from one time of reinforcement to the next. This prediction does not depend on the value of t or k.
Hence, if we note r(t) and r(3t) [respectively r(2t) and r(4t)], the relative response rate on the short (respectively long) schedule t and 3t (respectively 2t and 4t) seconds in a trial, then we should
Moreover, as the bottom panel of Figure 2 shows, the indifference points, at which relative response rate is equal to .5, should be located at the geometric means between two successive reinforcers.
Because the overall time-to-reinforcement for this situation is very similar to a variable interval (VI) schedule with an arithmetic progression of times of reinforcement, this method predicts that overall rate should evolve just like response rate in such a VI schedule, in other words, as an approximately hyperbolic function of time in a trial (Catania & Reynolds, 1968) .
In experiment 1, we implemented the procedure shown in Figure 1 . We studied three conditions: t ϭ 10, 20, and 40 s.
Using both within-and across-condition comparisons, we examined whether both overall and relative response rates follow Weber's law.
Method
Subjects. The subjects were four White Carneaux pigeons (three male, 7227, 1853, and 4157, and one female, 2087) maintained at 85% of their free-feeding weights. All had some experience with the apparatus and with choice and timing procedures (Jozefowiez et al., 2005) . Pigeons were housed in individual cages on a 12-h light-dark cycle, with water available at all times.
Apparatus. A standard pigeon chamber (length 71 cm., width 53 cm, and height 53 cm) was used. It was enclosed within a larger sound-isolated box equipped with a ventilating fan. Walls and ceilings of the chamber were aluminum except for the right and left walls made of transparent Plexiglas. The floor was a standard wire grid.
On the front walls, three response keys (diameter 13 mm) were mounted 5 cm apart and centered 25 cm from the floor. Each key required a force of 0.7 N to operate. The center key was not used and remained dark during the whole experiment. The two side keys could be illuminated with white light. A grain hopper mounted in the center of the front wall, 9 cm from the floor, provided reinforcement. The hopper was illuminated when a reinforcer was available. General illumination was provided by a house light in the center of the ceiling. A peephole in the right wall of the wooden box allowed the experimenter to observe the pigeon during a session without being noticed. Experimental procedures were controlled, and data were recorded by a computer close to the chamber.
Pretraining. All of the pigeons had some experience with key pecking in the apparatus. To assure equal sampling of both keys, the pigeons were exposed to a choice-equalization procedure before the study proper was started. The two keys were simultaneously white light illuminated, and pecks to each key were reinforced on a concurrent random-interval 10-s schedule. Reinforcers were 2-s access to food. The keys were dark, and the house light was off during reinforcement. A Shull-Pliskoff procedure was used (Shull & Pliskoff, 1967) : If a reinforcer was scheduled on one of the keys, the clock scheduling reinforcement for the other key stopped until this reinforcer had been collected. A session ended after 50 reinforcers had been collected. Once the pigeons began to respond equally to each key, the experiment proper began.
Procedure. The subjects were exposed to a concurrent schedule in which reinforcement was available on each key at two different intervals (see Figure 1 ): Time t and 3t on one schedule (the short schedule) and Time 2t and 4t on the other (the long schedule). A trial began with the illumination of left and right keys and terminated with the delivery of a reinforcer (2-s access to food), followed by a 15-s blackout. Daily experimental sessions terminated after 80 reinforcers had been collected and were composed of four kinds of trials: (a) 20 trials in which the reinforcer was available on the short schedule t seconds in a trial, (b) 20 trials in which the reinforcer was available on the short schedule 3t seconds in a trial, (c) 20 trials in which the reinforcer was available on the long schedule 2t seconds in a trial, and (d) 20 trials in which the reinforcer was available on the long schedule 4t seconds in a trial. The order of these trials was randomized in every session. The initial position of the schedules (left vs. right key) was counterbalanced across subjects but held constant across conditions. There were three conditions: t ϭ 10 s (short condition); t ϭ 20 s (medium condition); and t ϭ 40 s (long condition). Thus, reinforcement was available at 10 or 30 s on the short schedule and at 20 or 40 s on the long one in the short condition, at 20 or 60 s on the short schedule and at 40 or 80 s on the long one in the medium condition, and, finally, at 40 and 120 s on the short schedule and at 80 and 160 s on the long one in the long condition. Hence, (a) reinforcement was potentially available on the short schedule, then on the long schedule, then back on the short schedule, and so on (see Figure 1) , and (b) the time-of-reinforcement distributions in the three conditions were timescale invariant: Intervals were doubled in the medium (respectively long) condition relative to the short (respectively medium) condition.
The raw dependent variable was the absolute time (recorded to the nearest 1 ⁄20 s) of all experimental events: key pecks, stimulus changes, and reinforcer deliveries. Conditions lasted for a minimum of eight sessions and were changed if the pattern of relative and overall response rate during a trial was stable for the last three sessions. The conditions were alternated according to an A-B-C-A-B-C series with the order of the conditions counterbalanced across subjects. The experiment was terminated once successive A (respectively B) treatments were similar, which was the case for all pigeons after the first replication. Hence, all the pigeons were exposed twice to each condition.
Results
On average, the time-of-reinforcement distributions obtained were very close to the scheduled one and identical for each pigeon across conditions. The only exception was the long condition for subject 4157; because of development of extreme pausing, this condition for that animal was the only one for which there was a significant discrepancy between the experienced and programmed time-of-reinforcement distributions. Figure 3 shows the mean overall response rate (number of responses per second, on either schedule) in the three conditions of Experiment 1, as a function of relative time in a trial. For each pigeon, a graph is the average of the data from the last three sessions in each replication of a condition. Response rates were calculated per opportunity. With the exception of a single condition for one animal, the pattern of responding is highly similar across pigeons and conditions: Overall responding increases during a trial according to a monotonic curve, reaching its maximum at the time at which the first reinforcer might be available. Responding stays fairly constant from that point for subjects 1853 and 7227, whereas it increases slightly for subject 2087. The only exception is subject 4157 whose response rate dropped a little after the time of the first reinforcer and increased again around the time when the second reinforcer might be available, except in the long condition where its response rate simply increased monotonically during a trial.
Moreover, the pattern of overall responding is not only similar across pigeons, but it also is identical for a pigeon across conditions, qualitatively and quantitatively; the curves superimpose when plotted in relative time. The only exception is again subject 4157; its overall response rate in the long condition differs from its pattern of overall responding in the two other conditions. This is probably a consequence of the discrepancy between the scheduled and the obtained time-of-reinforcement distribution for that pigeon in that condition as mentioned earlier. All of this information is summarized by the group average, obtained by averaging the data from the individual pigeons minus the data from 4157's long condition, shown at the top of Figure 3 ; response rate is an increasing function of time in a trial and the curves from the three conditions superimpose perfectly. Figure 4 shows the mean relative response rate (proportion of responding on the short schedule, e.g., VI 10 s 30 s in the short condition) in the three conditions of Experiment 1 as a function of relative time in a trial. Just as for Figure 3 , a graph for each pigeon is the average of the data from the last three sessions in each replication of a condition. Response rates were calculated per opportunity. Although, once more, the pattern of responding is essentially the same across pigeons, it is less easy to characterize than in Figure 3 . In each condition, there is a clear strong control by the first time of reinforcement (depending on the condition, the pigeons allocate, on average, between 93% and 73% of their responding to the short side at the first time of reinforcement) and, eventually, a weak control by the fourth time of reinforcement (with the pigeons allocating between 54% and 56% of their responding on the long side at that time). There is no evidence of control (i.e., a significant side preference) by the two intermediate times of reinforcement as witnessed by the fact that, at the second time of reinforcement, the pigeons still allocate about 57% of their responding to the short side, the side on which they will not collect the reinforcer.
Although this pattern is similar for each pigeon across conditions on a qualitative level, this is not always the case on a quantitative level; perfect superimposition of the three curves is not observed for any subject, but some of them (e.g., 1853) are closer to it than others (e.g., 2087, for which there is a clear drop in the proportion of responding on the short schedule as t is increased). Subjects 7227 and 4157 (short and medium conditions only) stand somewhere in between. All of this information is summarized in the group average, obtained by averaging the data from the individual pigeons (minus the ones from 4157's long condition to allow comparison with the equivalent graph in Figure   3 ), shown at the top of Figure 4 ; relative response rate starts high on the short side before slowly drifting to the long side toward 4t seconds in a trial, without any clear sign of any influence by the two intermediate reinforcers. Moreover, contrary to the group average in Figure 3 , the curves for the three conditions do not superimpose: the longer the absolute time to the first reinforcer, the lower the initial preference for the short schedule.
Discussion
In Experiment 1, we exposed pigeons to a concurrent schedule in which food was available at two different times on each schedule. The values of the intervals used were systematically doubled across three conditions. Our goal was to assess whether the temporal regulation of both overall and relative response rates was consistent with Weber's law; our two-process account of choice performance suggests that these two measures of behavior might differ on that point. To see if this were the case, we used two methods: across-condition comparison (i.e., looking if overall and relative response rate are timescale invariant in the three conditions) and within-condition comparison (i.e., looking at the evolution of relative response rate during a trial). This last method cannot be applied to overall response rate; as anticipated, its evolution through a trial is VI-like (see Figure 3) ; in other words, it is a hyperbolic function of time since trial onset (Catania & Reynolds, 1968) .
Let us look at across-condition comparison first. The results are clear-cut: The temporal evolution of overall response rate is timescale invariant (see Figure 3) , whereas the evolution of relative response rate is not (see Figure 4) . Plotted in relative time, the curves for overall response rate in all conditions superimpose.
According to our two-process theory, overall response rate is controlled by the response generation process, the same process governing response rate in simple schedules; because timescale invariance is the usual finding in timing studies using simple schedules, the timescale invariance of the overall rate comes as no surprise. On the other hand, the average relative response rate is clearly not timescale invariant (see Figure 3) , although there are considerable differences between the subjects (see Figure 4 : contrast, notably, 1853 vs. 2087). This is consistent with previous reports from the bisection procedure by Crystal (1999 Crystal ( , 2001 Crystal ( , 2002 , who found that timescale invariance was only approximated in this choice-based timing procedure. This dissociation between overall and relative response rates is strong support for our view that behavior is the product of independent processes, each controlling a different aspect of the pigeons' performance and sensitive to different environmental variables (Jozefowiez et al., 2005) .
The timescale invariance of the overall rate is clear proof that the underlying timing mechanism conforms to Weber's law. But, as discussed previously, we cannot conclude from absence of timescale invariance in relative rate that the timing mechanism underlying choice behavior does not respect Weber's law. Other variables may affect choice performance and abolish timescale invariance even though the underlying timing mechanism conforms to Weber's law. The high interindividual variability observed for relative response rate (see Figure 4 compared particularly with the low interindividual variability for overall rate in Figure 3 ) would be consistent with this interpretation.
A likely candidate for an alternative source of control on relative response rate is side bias; we have shown previously (Jozefowiez et al., 2005 ) that if the current time to reinforcement is long, the response allocation process can be heavily influenced by side bias. In Experiment 1, the influence of side bias would be stronger in the long condition than in the medium one and stronger in the medium condition than in the short one; this would explain the group data shown in Figure 4 as well as some of the individual data, although because the position of the short and long schedules was counterbalanced across subjects, it would be strange if they all have developed a bias toward the short side. But, no matter what the cause of the violation of timescale invariance for the relative rate, we might be able to find evidence that the underlying timing mechanism conforms to Weber's law by looking at the evolution of relative rate across a trial (i.e., within-condition comparison).
The evolution of relative response rate in the three conditions (see Figure 4) is not exactly as predicted, but it is not clear what conclusion can be drawn from that. There is no control by the two intermediate times of reinforcement (2t and 3t) and the control by the last time of reinforcement (4t) is so weak it seems that the only conclusion that can be advanced is that those data display a lack of control by any times of reinforcement other than the first (t). But this was always a possibility; given the arithmetic time-ofreinforcement distribution, if the Weber constant is high, the animal might not be able to discriminate between the longer times of reinforcement. That seems to be what happened here.
To reach a definite conclusion about Weber's law and relative response rate, a set of time-of-reinforcement values that are separated widely enough to yield clear control by each time of reinforcement is necessary. Control might be achieved in several ways: The times of reinforcement could be distributed geometrically (t Ϫ 2t Ϫ 4t Ϫ 8t) or, keeping the distribution arithmetic, the distance between the times of reinforcement could be increased (e.g., t Ϫ 3t Ϫ 5t Ϫ 7t). Obviously, the greatest increment in discriminability for each time of reinforcement is achieved if both of these manipulations are combined (t Ϫ 3t Ϫ 9t Ϫ 27t). In Experiment 2, we exposed pigeons to the latter time-of-reinforcement distribution and checked to see whether their response allocation respected Weber's law using within-condition comparison. Figure 5 shows how subjective time-to-reinforcement evolves on each schedule during a trial for this situation; if the temporal regulation of relative response rate conforms to Weber's law, then (a) relative response rate on the short schedule, t and 9t seconds in a trial, and on the long schedule, 3t and 27t seconds in a trial, should be equal and (b) the indifference points (for which relative rate is equal to .5) should be located at the geometric mean between two successive times of reinforcement.
Experiment 2

Method
Subjects and apparatus. The subjects were eight White Carneaux pigeons (six male, 1853, 4157, 7227, 7776, 7725 , and 1859 and two female, 2087 and 7323) maintained at 85% of their free-feeding weights. All pigeons except 7776, 7725, and 1859 had previous experience with the apparatus and had been involved in studies on choice and timing. Subjects 7725 and 7749 had been used in timing experiments but in another apparatus. Subject 1859 was naive. Pigeons were housed in individual cages on a 12-h light-dark cycle, with water available at all times. Experimental chambers were those used in Experiment 1.
Pretraining. Initial pecking on both keys was trained in subjects 1859, 7725, and 7749 by illuminating one of the two keys and reinforcing the first peck to it with 7-s access to food; which keys were illuminated was determined randomly after each reinforcer. During reinforcement, both keys were dark and the house light was off. This training ended when it was observed that the pigeon reliably pecked at the illuminated key. All of the pigeons then received the same pretraining as in Experiment 1.
Procedure. Reinforcement was available on a two-choice, left-right concurrent schedule at postreinforcement times of 10 and 90 s on the short schedule and at 30 and 270 s on the long schedule (t ϭ 10 s). A trial began with the illumination of left and right keys and terminated with the delivery of a reinforcer (2-s access to food). A 15-s blackout separated trials. Daily experimental sessions terminated after 80 reinforcers and were composed of four kinds of trials: (a) 20 trials for which the reinforcer was available on the short schedule 10 s in a trial, (b) 20 trials for which the reinforcer was available on the short schedule 90 s in a trial, (c) 20 trials for which the reinforcer was available on the long schedule 30 s in a trial, and (d) 20 trials for which the reinforcer was available on the long schedule 270 s in a trial. The order of these trials was randomized every session. The position of the schedules (left vs. right key) was counterbalanced across subjects.
The raw dependent variable was the absolute time (recorded to the nearest 1 ⁄20 s) of all experimental events: key pecks, stimulus changes, and reinforcer deliveries. Each pigeon terminated the experiment after it had been exposed to a minimum of eight sessions if its overall and relative response rate were identical during the last three sessions.
Results
As in Experiment 1, the experienced time-of-reinforcement distribution for each pigeon closely matched the scheduled one. Figure 6 shows the mean relative response rate on the short schedule (VI 10 s 90 s) as a function of time in a trial for each pigeon. Each graph is the average of the last three sessions. Response rates were calculated per opportunity. The pigeons are clearly switching back and forth between the two schedules in a way related to the time to reinforcement on them: There is a clear peak of responding at 10 and 90 s on the short side (VI 10 s 90 s) and at 30 s on the long side (VI 30 s 270 s) along with a tendency to drift more and more to the long side at the end of a trial.
All of the pigeons displayed good temporal regulation of relative response rate but, because the response allocation between the two schedules can be influenced by side bias, we cannot tell from the individual data whether the proportion of responding on the schedule leading to reinforcement at 10, 30, 90 s, and 270 s remained constant or changed. To answer this question, we treated side bias as a source of random noise and based our conclusion on the average relative response rate for the group of subjects, which is displayed in Figure 7 ; this graph is an average of all the data displayed in Figure 6 . We still observe the switching back and forth between the two schedules with clear peaks in relative response rate around the times of reinforcement (at least for the first three of them; determining whether there is a peak for the fourth time of reinforcement is not possible because no trial was longer than 270 s). Relative response rate peaks twice on the short schedule between 2.5 and 5 s (data in Figures 6 and 7 were drawn using 2.5-s bins) or between 8.5 and 10 s (proportion of responding on the short schedule is ϳ85% in both cases) and between 98.5 and 100 s; it peaks on the long schedule between 28.5 and 30 s. Moreover, the three indifference points (at which relative response rate is equal to .5) are located at the geometric mean of the just preceding and succeeding reinforcers. But the proportion of responding on the side leading to reinforcement is not the same for each time of reinforcement: At the peak in relative response rate, the first reinforcer is able to drive ϳ85% of responding to its side, whereas the second reinforcer can only drive ϳ70% and the third one only ϳ60%; the pigeons allocate just 63% of their responding to the long side 270 s in a trial, just before a reinforcer will be collected on this side with unit conditional probability. 
Discussion
In Experiment 2, pigeons were exposed to a procedure similar to the one used in Experiment 1 but with a different time-ofreinforcement distribution intended to increase the discriminability of each time of reinforcement. In contrast with Experiment 1, we expected that each reinforcer time would exert clear control over choice (relative rate), allowing us to see whether the temporal regulation of response allocation follows Weber's law using a within-condition comparison.
As Figures 6 and 7 show, the new time-of-reinforcement distribution had the expected effect of allowing each reinforcer to clearly control behavior: The pigeons switched back and forth between the two schedules in a way related to the time to reinforcement on both of them with clear peak in relative rate around the times of reinforcement. Yet the pattern of responding is not the one predicted; instead of equal relative response rate at each time of reinforcement, there is a clear decrease in the proportion of responding allocated to the schedule with which a reinforcer can be collected as time in a trial increases (this effect eventually reaches its asymptote for the last two times of reinforcement at which the proportion of responding is almost equal, ϳ60%).
This could indicate that the timing mechanism responsible for the temporal regulation of response allocation does not respect Weber's law, but the location of the indifference points at the geometric mean definitively rules out this possibility because it means that the Weber fraction does not change across a trial. Hence, although the timing mechanism underlying relative response rate conforms to Weber's law, another process besides interval timing is acting on response allocation and is responsible for the decrease in the amplitude of relative response rate at the times of reinforcement, just as for the violation of timescale invariance observed in Experiment 1. An obvious possibility is response credit assignment: As time in a trial progresses, the animal still remembers perfectly when a reinforcer is available but (perhaps) has more and more difficulty remembering where it is available, a phenomenon not unlike the decrease of preference observed in concurrent-chain procedures when the duration of the initial link is increased (e.g., Fantino, 1969) .
General Discussion
Results of a previous study (Jozefowiez et al., 2005) suggested that two independent processes (response generation and allocation) control pigeons' performance in choice situations. In the present two experiments, we looked to see whether the temporal regulation of overall response rate (controlled by the response generation process) and relative response rate (controlled by the response allocation process) respects Weber's law. In Experiment 1, pigeons chose between a schedule delivering reinforcement t and 3t seconds in a trial, whereas the other made reinforcement available 2t and 4t seconds in a trial. The value of t was varied systematically in three conditions, and conformity to Weber's law was assessed mainly by determining whether the evolution of overall and relative response rate was timescale invariant (acrosscondition comparison). In Experiment 2, reinforcement was available at t and 9t seconds in a trial on one schedule and at 3t and 27t seconds in a trial on the other one. We assessed the conformity of the temporal regulation of relative response rate to Weber's law by looking at how the proportion of responding on the schedules varied from one time of reinforcement to the other (withincondition comparison).
The first result from this study is the discrepancy we observed through across-condition comparison between overall and relative response rate in Experiment 1 (see Figures 3 and 4) ; evolution of overall relative response rate during a trial was timescale invariant across the three conditions, whereas evolution of relative response rate was not. This provides additional empirical support for the claim that overall and relative response rates reflect the operation of two independent processes: response generation versus response allocation.
The second result is that the timing mechanism underlying both overall response rate (because of the timescale invariance displayed in Figure 3 ) and relative response rate (because of the location of the indifference points in Figure 7 ) conforms to Weber's law. Processes other than timing also play an important role in determining response allocation and may obscure compliance with Weber's law for relative response rate: Witness the violation of timescale invariance for relative rate observed in Experiment 1 (see Figure 4 ) and the decrease in the amplitude of relative rate at the times of reinforcement in Experiment 2 (see Figure 7) . Thus, we can conclude from this study that the apparent inconsistency of choice-based measures of timing (e.g., violation of timescale invariance in the bisection procedure) with Weber's law reported by some authors (e.g., Mattel et al., 2004; Crystal, 1999 Crystal, , 2001 Crystal, , 2002 ) might reflect not differences in the way the responsegeneration and -allocation mechanisms process temporal information, but the influence of non-timing-related processes such as side bias or response credit assignment. Indeed, researchers that have reported timescale invariance in choice-based measures (e.g., Church & Deluty, 1977 , with a bisection procedure; Fetterman & Killeen, 1995 , with a tri-peak procedure) have used tasks that would reduce the influence of side bias and facilitate response credit assignment. For example, Church and Deluty (1977) used short durations (maximum interval was 16 s). As discussed previ- ously, we showed that side bias had an impact on choice performance only when the probability of reinforcement was low (Jozefowiez et al., 2005) and, with such a small duration, the response credit assignment would certainly not be as impaired as in our studies (see Figure 7) . In contrast, Crystal (2001) used much larger intervals in a bisection procedure (maximum interval 200 s) and found violation of timescale. An apparent contradiction would be the experiment of Fetterman and Killeen (1995) , who used longer intervals than Church and Deluty (1977) in a tri-peak procedure (maximum interval 64 s) but found timescale invariant performance. However, Fetterman and Killeen's (1995) pigeons were trained to probe the keys in a specific order (correlated with the values of the intervals used in the experiment) and were punished for not doing so. Such a procedure might well eliminate any side bias, and the extensive training the pigeons received before the experiment proper started could also facilitate response credit assignment.
Finally, this research has also implications for recent theoretical proposals in which an attempt is made to explain choice in term of interval timing (e.g., Cerutti & Staddon, 2004b; Gallistel & Gibbon, 2000; Staddon & Cerutti, 2003) by suggesting strongly that a "pure timing" model, in which interval timing is the only process determining response allocation, is likely to fail. The excellent temporal regulation of relative response rate (notably, see Figure  7 ) observed in this study certainly confirms that interval timing must play an important role in determining choice performance, but this study also shows that it is only one of the determining processes; other variables (e.g., side bias, response credit assignment) also play a major role and combine with interval timing to determine performance. A full explanation of choice will require us to understand how those different variables and processes interact together to determine response allocation.
