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Resumo
Em 1975, Alfred Tarski, um dos maiores lo´gicos contemporaˆneos, visitou o Instituto de
Matema´tica, Estat´ıstica e Cieˆncia da Computac¸a˜o (IMECC) da Unicamp. Nessa oportu-
nidade, foi organizado um evento, o Simpo´sio de Lo´gica Matema´tica, para recebeˆ-lo. Tarski
apresentou enta˜o sua axiomatizac¸a˜o para o ca´lculo de relac¸o˜es, conhecida como a´lgebra de
relac¸o˜es (RA). A RA, como teoria formal desenvolvida por Tarski, foi apresentada em
duas confereˆncias, que foram pioneiramente gravadas em fita de v´ıdeo e atualmente fazem
parte do acervo dos Arquivos Histo´ricos do Centro de Lo´gica, Epistemologia e Histo´ria
da Cieˆncia (CLE) da Unicamp. Neste trabalho, apresentamos uma transcric¸a˜o das con-
fereˆncias de Tarski e examinamos o seu conteu´do, inserindo-o no contexto histo´rico do
desenvolvimento da teoria do ca´lculo de relac¸o˜es, cujo in´ıcio remonta a` alguns trabalhos de
De Morgan, Peirce e Schro¨der. Tendo em vista que a origem dessa teoria ja´ foi devidamente
abordada1, concentrar-nos-emos mais no conteu´do das confereˆncias de Tarski proferidas no
Brasil, sobre RA, dando especial atenc¸a˜o aos problemas deixados em aberto nessa ocasia˜o,
e no recente desenvolvimento de sua teoria.
1cf. [Maddux1991] e [Pratt1993]
Abstract
Relation Algebra: a Tarskian axiomatization.
In 1975, Alfred Tarski visited the Instituto de Matema´tica, Estat´ıstica e Cieˆncia da
Computac¸a˜o (IMECC) at Unicamp, Brazil. In that ocasion, an event was organized to
welcome him, the Simpo´sio de Lo´gica Matema´tica. Tarski’s talking was about his axio-
matization on the calculus of relations, which in that time was already known as Relation
Algebra (RA). In Brazil, the formal theory of RA developed by Tarski was introduced to
his audience in two lectures, which were taped and nowadays belongs to the historical files
of Arquivos Histo´ricos do Centro de Lo´gica, Epistemologia e Histo´ria da Cieˆncia (CLE)
at Unicamp. Our work aims to bring Tarski’s conferences for public access through our
transcription of them, and besides that, it is also our aim to analize Tarski’s lectures and
put it into the historical context of the development of RA, which origin goes back to some
works of De Morgan, Peirce and Schro¨der. Our focus is on the content of the conferences,
specially on the open problems left by Tarski and on the recent development of his theory.
2
2To have a detailed history of RA, see [Maddux1991] and [Pratt1993]
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Introduc¸a˜o
Em 1975, Alfred Tarski, um dos maiores lo´gicos contemporaˆneos, foi convidado pelo
professor Rolando Chuaqui para proferir uma se´rie de confereˆncias no Departamento de
Matema´tica da Universidade Cato´lica de Santiago, Chile. Aproveitando a oportunidade,
a professora Ayda I. Arruda, com o apoio do professor Newton C. A. da Costa, convidou-
o a visitar o Instituto de Matema´tica, Estat´ıstica e Cieˆncia da Computac¸a˜o (IMECC)
da Universidade Estadual de Campinas (UNICAMP). Foi enta˜o organizado, no Departa-
mento de Matema´tica do IMECC, um evento para recebeˆ-lo, o Simpo´sio Tarski de Lo´gica
Matema´tica, que contou com a participac¸a˜o de lo´gicos brasileiros e estudantes de po´s-
graduac¸a˜o da UNICAMP. Os resumos apresentados neste evento esta˜o registrados nos
Proceedings organizados pela professora Arruda, com colaborac¸a˜o da professora Itala M.
Loffredo D’Ottaviano (cf. [Arruda1975]).
Tarski, acompanhado por Rolando Chuaqui, ficou em Campinas por alguns dias, tendo
proferido duas confereˆncias sobre sua axiomatizac¸a˜o da relation algebra (RA - a´lgebra de
relac¸o˜es) 3, um to´pico no qual Tarski via grande potencial para a pesquisa e o desenvolvi-
mento da Lo´gica. Ainda hoje confirma-se a importaˆncia da RA em grupos de pesquisa em
Lo´gica, o que se reflete em artigos publicados sobre o assunto e em problemas veiculados
pela internet por pesquisadores de diferentes instituic¸o˜es.
Recentemente, foi publicado o livro “Alfred Tarski: life and logic”, uma biografia
de Tarski por Anita Fefferman e Solomon Fefferman (ver [Fefferman&Fefferman2004]).
O professor Walter Carnielli, do Centro de Lo´gica, Epistemologia e Histo´tia da Cieˆncia
(CLE)/Departamento de Filosofia da UNICAMP, escreveu um cuidadoso review cr´ıtico do
livro, para o perio´dico Logica and Logical Philosophy (cf. [Carnielli2006]), no qual critica
o fato da visita de Tarski a` Unicamp ter sido negligenciada pelos autores do livro.
As confereˆncias de Tarski durante o Simpo´sio Tarski de Lo´gica Matema´tica foram
gravadas de forma pioneira pelo IMECC, em fita de v´ıdeo, preservada pela universidade
e atualmente fazendo parte do acervo dos Arquivos Histo´ricos do CLE. Ao tomar conhe-
cimento da existeˆncia desse importante documento, va´rios pesquisadores do Brasil e do
exterior teˆm requisitado aos membros e Diretor do CLE uma co´pia dessa fita, interessa-
dos em conhecer o seu conteu´do e os problemas enta˜o apresentados por Tarski. Com o
3Traduzimos relation algebra como a´lgebra de relac¸o˜es para diferenciar de a´lgebra relacional, que e´ um
termo ja´ usado na literatura para um conceito diferente.
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intuito de contribuir com os pesquisadores interessados, este trabalho tem como um dos
seus objetivos disponibilizar as confereˆncias de Tarski no site oficial do CLE, na forma de
transcric¸a˜o.
Em suas confereˆncias no Brasil, Alfred Tarski na˜o escondeu o entusiasmo com que se
dedicava ao estudo da RA. A RA tem uma histo´ria razoavelmente bem delineada, na qual
podemos identificar progressos e contribuic¸o˜es em cada publicac¸a˜o feita desde o ı´nicio do
seu desenvolvimento, com De Morgan, Peirce e Schro¨der (algumas refereˆncias importantes
desses autores sa˜o [Morgan1860], [Peirce1933] e [Schro¨der1895]). Depois desses autores,
que foram os precurssores de Tarski no estudo do que enta˜o era conhecido como ca´lculo de
relac¸o˜es4, houve um per´ıodo de desinteresse por parte da comunidade cient´ıfica nessa a´rea5.
Tarski foi quem retomou o interesse por essa teoria, chamando a atenc¸a˜o da comunidade
acadeˆmica para sua importaˆncia e indispensabilidade em “qualquer discussa˜o cient´ıfica.”
O artigo de Tarski, On the calculus of relations ([Tarski1941]), e´ refereˆncia histo´rica in-
dispensa´vel para o estudo da RA, por trazer o ca´lculo de relac¸o˜es de volta para a discussa˜o
sobre o desenvolvimento da lo´gica e por apresentar uma axiomatizac¸a˜o para essa teoria,
que desde enta˜o vem sendo investigada por outros importantes pesquisadores de diferentes
grupos de lo´gica da comunidade cient´ıfica internacional.
Neste trabalho, examinamos as confereˆncias proferidas por Tarski na UNICAMP a` luz
de uma perspectiva histo´rica do desenvolvimento da RA. Muito ja´ se desenvolveu no estudo
da RA desde essas confereˆncias, parte dos resultados alcanc¸ados e publicados desde enta˜o
respondem inclusive a algumas questo˜es deixadas em aberto por Tarski naquela ocasia˜o.
Na˜o obstante, a importaˆncia da visa˜o de Tarski sobre os problemas em aberto para futuros
estudos em RA, apresentada nas confereˆncias, ainda e´ guia de conduc¸a˜o de pesquisas atu-
ais.
No primeiro cap´ıtulo, introduzimos um breve histo´rico6 sobre o desenvolvimento da teo-
ria que deu origem a` RA ate´ as confereˆncias de Tarski. No segundo cap´ıtulo, analisamos as
confereˆncias de Tarski, a partir dos problemas por ele deixados em aberto. Nos cap´ıtulos
seguintes (3, 4 e 5) abordamos cada uma das treˆs questo˜es separadamente, compilando o
que ja´ foi feito por outros pesquisadores para cada uma delas e apresentando a situac¸a˜o
atual em que cada um dos problema se insere. Conclu´ımos com os resultados mais recentes
sobre RA e os “novos” problemas que esta teoria deixa em aberto.
Com o objetivo de divulgar e colaborar com pesquisadores interessados nas confereˆncias
de Tarski, faz parte deste trabalho a disponibilizac¸a˜o das transcric¸oes das confereˆncias no
site oficial do CLE.
4A primeira vez que apareceu a definic¸a˜o de A´lgebra de Relac¸o˜es foi em “Representation problems for
relation algebras”, [Jo´nsson&Tarski1948]
5De maneira geral a RA na˜o despertava tanto interesse, no entanto na˜o foi totalmente abandonada,
Lowenhein e Russel tambe´m desenvolveram trabalhos nessa linha de pesquisa mas na˜o com a mesma eˆnfase
de Tarski
6Para algo mais detalhado ver “The Origin of Relation Algebras in the Development and Axiomatization
of the Calculus of Relations”, [Maddux1991]
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Cap´ıtulo 1
Um breve histo´rico da a´lgebra de
relac¸o˜es ate´ Tarski: De Morgan,
Peirce e Schro¨der
A A´lgebra de Relac¸o˜es (RA), como apresentada por Tarski nas confereˆncias que proferiu
na UNICAMP em 1975, e´ resultado de um desenvolvimento que ocorreu em treˆs disciplinas
que esta˜o inter-relacionadas e que se aplicam diretamente ao estudo do racioc´ınio dedu-
tivo, a saber, a Lo´gica, A´lgebra Universal e a Teoria de Modelos. Dessas, a mais antiga e´
a Lo´gica, cuja origem encontra-se na Gre´cia antiga, mais precisamente em Aristo´teles, por
onde poder´ıamos comec¸ar este Cap´ıtulo. No entanto, como nosso objetivo na˜o e´ fazer um
estudo exaustivo sobre as origens da RA, estando apenas interessados em inser´ı-la em um
contexto histo´rico, consideramos outro ponto de partida, muito mais recente, para apre-
sentarmos o in´ıcio do desenvolvimento da RA.
Comec¸amos com De Morgan e seu artigo “On the Syllogism IV, and on the logic of rela-
tives” ([Morgan1860]), onde as leis do racioc´ınio sa˜o objetos de reflexa˜o do autor que, com
profundidade, investiga o conceito de relac¸a˜o e a necessidade do mesmo na atividade de
raciocinar. Neste mesmo artigo, o leitor e´ desafiado a deduzir, usando somente os silogismos
aristote´licos, que se “um homem e´ um animal”, enta˜o “a cabec¸a de um homem e´ a cabec¸a
de um animal ”. De Morgan conclui que a falta de uma resposta para este problema, revela
uma certa insuficieˆncia nos silogismos de Aristo´teles para o estudo das infereˆncias lo´gicas.
E esta “fraqueza”do sistema aristote´lico acontecia porque os silogismos na˜o lidavam de
maneira adequada com relac¸o˜es entre dois objetos (bina´rias). Nesse exemplo proposto por
De Morgan, a relac¸a˜o de pertineˆncia, que relaciona “cabec¸a” com “homem”, deveria ser
considerada para que a infereˆncia pudesse ser obtida. Quanto ao que Aristo´teles pode-
ria ter dito a este respeito, Hirsch e Hodkinson afirmam (cf. [Hirsch&Hodkinson2002]),
mencionando [Aristoteles1963], que ele na˜o acreditava que tais relac¸o˜es fossem pass´ıveis
de serem formalizadas. Mas De Morgan acreditou no contra´rio e comec¸ou o estudo das
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relac¸o˜es bina´rias de forma sistema´tica.
Motivado pelos trabalhos que George Boole desenvolvera de algebrizac¸a˜o da lo´gica
proposicional, especialmente [Boole1851], De Morgan comec¸ou a investigar a teoria das
relac¸o˜es bina´rias, buscando um recurso alge´brico que fosse mais “poderoso” do que o
ca´lculo de proposic¸o˜es (relac¸o˜es una´rias), tal recurso deveria abranger as sentenc¸as que
envolvessem relac¸o˜es (predicados) bina´rias no estudo das infereˆncias lo´gicas.
Outros dois importantes nomes do desenvolvimento do ca´lculo de relac¸o˜es foram Charles
Peirce e Ernest Schro¨der. Tarski atribui a Peirce o t´ıtulo de “criador” da teoria das
relac¸o˜es, devido ao extenso e sistema´tico trabalho de fundamentac¸a˜o teo´rica que este de-
senvolveu sobre relac¸o˜es.
Peirce destaca a importaˆncia da contribuic¸a˜o de De Morgan para uma notac¸a˜o alge´brica
eficiente no tratamento das infereˆncias lo´gicas, no entanto afirma que o sistema de De Mor-
gan “deixa algo a desejar”. O objetivo de Peirce em [Peirce1933], e´ oferecer um “ca´lculo,
ou arte de derivar infereˆncias” baseado em uma notac¸a˜o por ele desenvolvida. Apo´s dar
as definic¸o˜es gerais dos seus s´ımbolos alge´bricos, Peirce os aplica na lo´gica, usando uma
linguagem caracterizada por letras do alfabeto, algumas vezes usadas em diferentes estilos
para indicar diferentes refereˆncias. E´ interessante notar que essa linguagem e formalizac¸a˜o
propostas por Peirce conte´m o germe do que atualmente conhecemos como “lo´gica de
primeira ordem”, embora esta u´ltima tenha sido desenvolvida de maneira independente,
principalmente por Frege (cf. [Maddux1991).
A motivac¸a˜o inicial de Tarski em algebrizar a lo´gica de primeira ordem pode dar a im-
pressa˜o de que a A´lgebra de Relac¸o˜es procede do ca´lculo de predicados, no entanto, Roger
Maddux tenta mostrar que o desenvolvimento histo´rico se da´ por via contra´ria, ou seja,
“que o ca´lculo de predicados de primeira ordem tem sua origem no ca´lculo de relac¸o˜es.”
Nesse mesmo artigo, Maddux faz, de forma bastante dida´tica, uma leitura comparativa dos
trabalhos de Peirce e De Morgan no contexto do desenvolvimento do ca´lculo de relac¸o˜es.
A contribuic¸a˜o de Schro¨der para esta teoria foi deixada em uma extensa obra
([Schro¨der1895]), na qual o autor desenvolve muitas fo´rmulas va´lidas para um ca´lculo de
relac¸o˜es extendido e deixa problemas em aberto que indicariam o rumo de futuras inves-
tigac¸o˜es nessa a´rea.
No in´ıco, a teoria das relac¸o˜es bina´rias na˜o tinha o “status” de uma teoria formalizada
como a entendemos hoje, era apenas uma investigac¸a˜o das propriedades que essas relac¸o˜es
poderiam ter considerando-se algumas operac¸o˜es sobre elas. A RA, como conhecida hoje,
so´ poˆde ser formalizada a` medida que se desenvolvia a A´lgebra Universal e a Teoria de
Modelos.
Desde Schro¨der, aproximadamente quarenta anos se passaram ate´ que Tarski, inspi-
rado nos trabalhos de seus predecessores, propusesse uma axiomatizac¸a˜o para o ca´lculo
de relac¸o˜es. Mais tarde, com algumas alterac¸o˜es, essa axiomatizac¸a˜o e´ pela primeira vez
chamada de A´lgebra de Relac¸o˜es em [Jo´nsson&Tarski1948].
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Em [Tarski1941], sa˜o apresentadas duas maneiras para fundamentar o ca´lculo de relac¸o˜es1:
a primeira consiste em construir essa teoria como parte de uma teoria lo´gica mais abrangente,
que corresponde aproximadamente a uma restric¸a˜o do ca´lculo funcional de primeira ordem
dado, por exemplo, por D. Hilbert e W. Ackermann em 1938.2
Nessa teoria mais abrangente sa˜o usadas varia´veis individuais (x, y, z etc), varia´veis
relacionais (R, S, T etc) e algumas constantes, como os conectivos de negac¸a˜o (¬), im-
plicac¸a˜o (→), equivaleˆncia (↔), disjunc¸a˜o (∨) e conjunc¸a˜o (∧). Ale´m desses s´ımbolos
ainda tem-se os quantificadores universal (∀) e existencial (∃)3.
Tarski extende essa teoria, introduzindo certas constantes, tomadas de Peirce e Schro¨der,
que sa˜o espec´ıficas do ca´lculo de relac¸o˜es, considera-se enta˜o os s´ımbolos para relac¸a˜o uni-
versal (1), relac¸a˜o nula (0), relac¸a˜o identidade (1′) (entre indiv´ıduos) e relac¸a˜o diversidade
(0′) (o complemento da relac¸a˜o identidade). Ale´m disso, sa˜o introduzidos dois s´ımbolos de
operadores una´rios, o complemento (−) e o inverso (∪), e quatro s´ımbolos de operadores
bina´rios, adic¸a˜o (+), multiplicac¸a˜o (·), adic¸a˜o relacional ( +, ) e multiplicac¸a˜o relacional (;).
E finalmente o s´ımbolo de identidade (=), que denota identidade entre relac¸o˜es.
Aos axiomas da teoria inicial sa˜o adicionados mais 12 novos axiomas que definem e
caracterizam as novas constantes inseridas na teoria. Os axiomas sa˜o:
1) ∀x∀yx1y
2) ∀x∀y¬x0y
3) ∀xx1′x
4) ∀x∀y∀z[(xRy ∧ y1′z)→ xRz]
5) ∀x∀y[x0′y ↔ (¬x1′y)]
6) ∀x∀y[xR¯y ↔ (¬xRy)]
7) ∀x∀y[xR∪y ↔ yRx]
8) ∀x∀y[xR+ Sy ↔ (xRy ∨ xSy)]
9) ∀x∀y[xR · Sy ↔ (xRy ∧ xSy)]
1Uma terceira maneira e´ apenas mencionada sem ter seu desenvolvimento apresentado. E´ poss´ıvel con-
struir esse ca´lculo restringindo-nos a sentenc¸as na forma de equac¸o˜es, dessa maneira, omitimos os conceitos
e teoremas do ca´lculo sentencial. Para isso, todos os teoremas devem ser postos em formas equacionais e
devem ser dadas regras que permitam derivar novas equac¸o˜es a partir das equac¸o˜es dadas.
2Grundzu¨ge der theoretischen Logik, Berlim 1938 2a edic¸a˜o, p. 45ff.
3No texto original de Tarski os quantificadores sa˜o denotados, respectivamente, pelos s´ımbolos
∏
e
∑
e o conectivo de negac¸a˜o por˜
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10) ∀x∀y[xR+′ Sy ↔ ∀z(xRz ∨ zSy)]
11) ∀x∀y[xR;Sy ↔ ∃z(xRz ∧ zSy)]
12) R = S ↔ ∀x∀y(xRy ↔ xSy)
Essa primeira maneira e´ chamada por Tarski de teoria elementar das relac¸o˜es bina´rias.
A partir dessa teoria, considerando as sentenc¸as que na˜o envolvem varia´veis individuais,
alguns teoremas sa˜o obtidos e usados como axiomas de uma “nova”teoria, sendo que este
fragmento da teoria elementar das relac¸o˜es bina´rias lida apenas com o que Tarski estava
interessado em estudar, que eram as relac¸o˜es bina´rias. A esse fragmento Tarski chama de
ca´lculo de relac¸o˜es.
O segundo me´todo usado por Tarski para constuir sua teoria e´, portanto, um fragmento
da teoria elementar das relac¸o˜es bina´rias, trabalhando apenas com varia´veis relacionais e
eliminando os quantificadores. Os axiomas que regem o ca´lculo de relac¸oes, na verdade,
sa˜o os seguintes teoremas, que podem ser obtidos da teoria elementar das relac¸o˜es bina´rias,
acrescidos dos axiomas do ca´lculo sentencial:
1) (R = S ∧R = T )→ S = T
2) R = S → (R+ T = S + T ∧R.T = S.T )
3) R+ S = S +R ∧R.S = S.R
4) (R+ S).T = (R.T ) + (S.T ) ∧ (R.S) + T = (R+ T ).(S + T )
5) R+ 0 = R ∧R.1 = R
6) R+ R¯ = 1 ∧R.R¯ = 0
7) ¬1 = 0
8) R∪∪ = R
9) (R;S)∪ = S∪;R∪
10) R; (S;T ) = (R;S);T
11) R; 1′ = R
12) R; 1 = 1 ∨ 1; R¯ = 1
13) (R;S).T∪ = 0→ (S;T ).R∪ = 0
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14) 0′ = 1¯′
15) R+′ S = ¯R¯; S¯
Ao longo do desenvolvimento da RA, Tarski a apresentou de diferentes maneiras, o que
revela um certo aprimoramento nas suas ide´ias com respeito a qual seria a axiomatizac¸a˜o
mais “adequada” para se definir uma RA.
Neste cap´ıtulo apresentamos o ca´lculo de relac¸o˜es usando uma notac¸a˜o muita pro´xima
da apresentada por Tarski em [Tarski41]. No entanto, a partir do pro´ximo cap´ıtulo, usa-
remos a notac¸a˜o usada por Tarski nas confereˆncias proferidas no Brasil, quando Tarski
definiu a RA no que parece ser a sua forma mais “evolu´ıda”, a qual usaremos ao longo
deste trabalho.
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Cap´ıtulo 2
As confereˆncias de Alfred Tarski
no Brasil: os problemas em aberto
2.1 Conceitos da RA
Neste cap´ıtulo1, seguimos a sequeˆncia dida´tica das confereˆncias de Tarski para apre-
sentar a RA. Omitimos alguns exemplos e comenta´rios feitos nas confereˆncias em favor de
apresentar um texto mais sistema´tico e claro sobre a RA. A transcric¸a˜o das confereˆncias
encontra-se no Apeˆndice deste trabalho e e´ recomenda´vel que seja lida.
Definic¸a˜o 2.1.1. (a) Uma a´lgebra do tipo relacional e´ uma estrutura
A = 〈A, + , − , ; , ∪ , 1′〉,
onde A e´ um conjunto na˜o vazio, + e ; sa˜o operac¸o˜es bina´ria em A,
−
e
∪
sa˜o operac¸o˜es
una´rias em A, e 1′ e´ um elemento distinguido de A.
(b) Uma a´lgebra de relac¸o˜es e´ uma a´lgebra do tipo relacional, que satisfaz aos seguintes
1Destacamos a importante contribuic¸a˜o do Prof. Jorge P. Viana neste cap´ıtulo, que nos ajudou a
esclacrecer alguns conceitos e apresentou suas demonstrac¸o˜es dos resultados que foram aqui usados.
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postulados, para todos a, b, c ∈ A:
P1) a + b = b + a;
P2) a + (b + c) = (a + b) + c;
P3) (a
−
+ b)
−
+ (a
−
+ b
−
)
−
= a;
P4) a ; (b ; c) = (a ; b) ; c;
P5) a ; 1′ = a;
P6) a
∪∪
= a;
P7) (a ; b)
∪
= b
∪
; a
∪
;
P8) a ; b + c
∪−
= c
∪− ⇒ b ; c + a∪
−
= a
∪−
.
(c) Denotamos por RA a classe de todas as a´lgebras de relac¸o˜es.
O significado e a intuic¸a˜o destes postulados e´ discutido a seguir.
Os postulados P1, P2 e P3
Os postulados P1, P2 e P3, sa˜o devidos a E.V. Huntington. Eles dizem respeito somente
a`s operac¸o˜es + e
−
, ou seja, dizem respeito somente ao seguinte reduto de A:
Definic¸a˜o 2.1.2. Seja A = 〈A, + , − , ; , ∪ , 1′〉 uma a´lgebra de relac¸o˜es. O reduto booleano
de A e´ a estrutura
B = 〈A, + , −〉.
Em conjunto, P1, P2 e P3 garantem que o reduto booleano de A e´ uma a´lgebra booleana
pois, por seu interme´dio, podemos:
• Definir a operac¸a˜o · pela igualdade a · b = (a− + b−)
−
;
• Provar a igualdade a + a− = b + b− para quaisquer a, b ∈ A e, a partir da´ı, definir o
elemento distinguido 1 pela igualdade 1 = a + a
−
;
• Definir o elemento distinguido 0 pela igualdade 0 = 1− ;
• Provar que a estrutura BB = 〈A, + , · , − , 1, 0〉, com · , 0 e 1 definidos como acima,
satisfaz a todos os postulados que definem uma a´lgebra booleana;
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• Definir a relac¸a˜o ≤ pela equivaleˆncia a ≤ b⇔ a + b = b;
• Provar que a estrutura BP = 〈A,≤〉, com ≤ definida como acima, e´ um conjunto
parcialmente ordenado, que a relac¸a˜o ≤ e´ compat´ıvel com as operac¸o˜es + e · , que
a relac¸a˜o ≤ e´ revertida pela operac¸a˜o − , e que 0 e 1 sa˜o, respectivamente, o menor e
o maior elemento de A, segundo ≤.
Assim, dada uma a´lgebra de relac¸o˜es A = 〈A, + , − , ; , ∪ , 1′〉, seu reduto booleano
B = 〈A, + , −〉 e´, de fato, uma a´lgebra booleana e os postulados P1, P2, e P3 garantem
a correc¸a˜o da aplicac¸a˜o de todos os conceitos e racioc´ınios booleanos t´ıpicos aos elementos
de A.
Os postulados P4, P5, P6 e P7
Os postulados P4, P5, P6 e P7, sa˜o devidos a A. De Morgan mas so´ foram utilizados
como tais por S.C. Peirce. Eles dizem respeito somente a`s operac¸o˜es ; e
∪
, e ao elemento
distinguido 1′, ou seja, dizem respeito somente ao seguinte reduto de A:
Definic¸a˜o 2.1.3. Seja A = 〈A, + , − , ; , ∪ , 1′〉 uma a´lgebra de relac¸o˜es. O reduto peirceano
de A e´ a estrutura
P = 〈A, ; , ∪ , 1′〉.
Em conjunto, P4, P5, P6 e P7 garantem que o reduto peirceano de A e´ um monoide
involutivo pois, por seu interme´dio, podemos provar a igualdade 1′ ; a = a, para qualquer
a ∈ A. Com isso temos que 1′ e´ o elemento neutro de ; .
Assim, o significado de P4, P5, P6 e P7 e´, num certo sentido, trivial.
O postulado P8
O postulado P8 e´ devido a A. Tarski. Ele diz respeito a todas as operac¸o˜es + , ; ,
−
e
∪
e, por esta raza˜o, e´ o postulado que inter-relaciona o reduto booleano com o reduto
peirceano de uma a´lgebra de relac¸o˜es.
Em primeiro lugar, P8 e´ uma adaptac¸a˜o direta do postulado
13) (R ; S) · T ∪ = 0 ⇒ (S ; T ) · R∪ = 0,
que aparece na definic¸a˜o de ca´lculo das relac¸o˜es, elaborada por Tarski, em seu artigo de
1941. Para ver isto, aplicamos a equivaleˆncia booleana
a · b = 0⇔ a + b− = b− a (13), obtendo
13′) R ; S + T
∪−
= T
∪− ⇒ S ; T + R∪
−
= R
∪−
,
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que e´ P8 escrito com as varia´veis R,S e T no lugar de a, b e c, respectivamente. Aplicando
agora a equivaleˆncia booleana a + b = b⇔ a ≤ b a (13’), obtemos:
13′′) R ; S ≤ T ∪
−
⇒ S ; T ≤ R∪
−
,
que e´ uma versa˜o do postulado P8, em termos da ordem parcial ≤.
O Teorema da Corretude
Ha´ duas razo˜es para a adoc¸a˜o destes postulados na definic¸a˜o de RA. A primeira e´
que, como veremos, por seu interme´dio podemos provar inu´meras propriedades aritme´ticas
interessantes envolvendo as operac¸o˜es + , · , ; , − , ∪ e a constante 1′. A segunda —e a
que, de fato, sustenta a escolha destes postulados— e´ que todas estas propriedades, quando
interpretadas de maneira adequada, sa˜o verdadeiras para relac¸o˜es bina´rias definidas em um
conjunto qualquer.
Teorema 2.1.4. Os postulados P1,P2,P3,P4,P5,P6,P7 e P8 sa˜o verdadeiros quando as
varia´veis a, b, c, . . . sa˜o interpretados como relac¸o˜es bina´rias em um dado conjunto e quando
as operac¸o˜es + ,
−
, ; e
∪
sa˜o interpretadas, respectivamente, como a unia˜o, a comple-
mentac¸a˜o (em relac¸a˜o ao conjunto dado), a composic¸a˜o, a reversa˜o de relac¸o˜es, e quando
a constante 1′ e´ interpretada como a relac¸a˜o de identidade sobre esse mesmo conjunto.
Prova. Seja U um conjunto, a, b, c relac¸o˜es bina´rias em U e u, v elementos de U .
Sob esta interpretac¸a˜o, P1 e P2 se tornam, respectivamente, a comutatividade e a
associatividade da unia˜o de conjuntos. O poss´ıvel desconforto diante de P3 desaparece,
quando observamos que, nesta interpretac¸a˜o, ao aplicarmos as identidades (a + b)
−
=
a
− · b− e a−
−
= a, da a´lgebra dos conjuntos, P3 se torna
a = a · b− + a · b,
que e´ uma conhecida identidade da a´lgebra dos conjuntos. Como toda relac¸a˜o e´ um con-
junto, P1, P2, P3 sa˜o verdadeiros para quaisquer relac¸o˜es a, b e c.
Sob esta interpretac¸a˜o, P4, P5 se tornam, respectivamente, a associatividade da com-
posic¸a˜o de relac¸o˜es e o fato que 1′ e´ um elemento neutro a` direita, da composic¸a˜o. Para
provar P6, observamos que (u, v) ∈ a∪
∪
sse
(v, u) ∈ a∪ sse (u, v) ∈ a. Para provar P7, observamos que (u, v) ∈ (a ; b)∪ sse (v, u) ∈ a ; b
sse ∃w ∈ U : (v, w) ∈ a ∧ (w, u) ∈ b sse
∃w ∈ U : (u,w) ∈ b∪ ∧ (w, v) ∈ a∪ sse (u, v) ∈ b∪ ; a∪ . Seja U um conjunto, a, b, c
relac¸o˜es bina´rias em U e u, v elementos de U .
Para provar P8, suponhamos que a ; b ≤ c∪
−
, que (u, v) ∈ b ; c e, para uma contradic¸a˜o,
que (u, v) 6∈ a∪
−
. Da´ı, existe w ∈ U tal que (u,w) ∈ b e (w, v) ∈ c e, tambe´m, (u, v) ∈ a∪ .
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Assim, temos (v, u) ∈ a, (u,w) ∈ b, e (w, v) ∈ c. Ou seja, (v, w) ∈ a ; b e (v, w) ∈ c∪ , uma
contradic¸a˜o.
Como uma consequ¨eˆncia do Teorema 2.1.4 temos que todas as proposic¸o˜es que sa˜o
provadas a partir destes postulados por mecanismos corretos de infereˆncia sa˜o verdadeiras
quando as varia´veis a, b, c, . . . sa˜o interpretadas como relac¸o˜es sobre um determinado con-
junto e as operac¸o˜es + , · , ; , − e ∪ sa˜o interpretadas, respectivamente, como a unia˜o, a
intersec¸a˜o, a composic¸a˜o, a complementac¸a˜o e a reversa˜o de relac¸o˜es e as contantes 1, 0 e
1′ sa˜o interpretadas, respectivamente, como U × U , ∅ e {(u, v) ∈ U × U : u = v}.
2.2 Discussa˜o aritme´tica da RA
Nesta sec¸a˜o apresentamos alguns teoremas da RA, tendo como objetivo substituir o
postulado P8, que e´ um condicional, por postulados em forma de equac¸a˜o.
Observamos que, nas confereˆncias, em alguns casos Tarski na˜o demonstrou, ou enta˜o,
fez apenas um esboc¸o das demonstrac¸o˜es dos teoremas. Aqui, procuramos desenvolver as
provas de maneira mais clara e completa.
Lema 2.2.1 (L1). P5, P7 ` 1′∪ ; a∪ = a∪.
Prova. Por P5, a ; 1′ = a. Assim, (a ; 1′)
∪
= a
∪
. Logo, por P7,
1′
∪
; a
∪
= a
∪
.
Lema 2.2.2 (L2). P5, P6, P7 ` 1′∪ ; a = a.
Prova. Substituindo a por a
∪
em L1, temos 1′
∪
; a
∪∪
= a
∪∪
. Assim por P6, 1′
∪
; a = a.
Teorema 2.2.3 (T2). P5, P6, P7 ` 1′∪ = 1′.
Prova. Substituindo a por 1′
∪
em P5, temos 1′
∪
; 1′ = 1′
∪
. Substituindo a por 1′ em L2,
temos 1′
∪
; 1′ = 1′. Destas duas igualdades, temos 1′
∪
= 1′.
Teorema 2.2.4 (T1). P5, P6, P7 ` 1′ ; a = a.
Prova. Por L2, temos 1′
∪
; a = a. Por T2, temos 1′
∪
= 1′. Assim, temos 1′ ; a = a.
14
Em tudo o que segue vamos denotar as aplicac¸o˜es dos axiomas P1, P2 e P3, e das suas
consequ¨eˆncias por AB (A´lgebra Booleana).
Teorema 2.2.5 (T3). P8 ` a ; b · c∪ = 0 ⇔ b ; c · a∪ = 0 ⇔ c ; a · b∪ = 0.
Prova. Vamos provar que: a ; b · c∪ = 0 ⇒ b ; c · a∪ = 0 ⇒ c ; a · b∪ = 0 ⇒
a ; b · c∪ = 0.
Primeiramente, suponhamos que a ; b · c∪ = 0. Da´ı, por AB, temos a ; b ≤ c∪
−
. Assim,
por P8, temos b ; c ≤ a∪
−
. Logo, por AB, temos b ; c · a∪ = 0.
Analogamente, suponhamos que b ; c · a∪ = 0. Da´ı, por AB, temos b ; c ≤ a∪
−
. Assim,
por P8, temos c ; a ≤ b∪
−
. Logo, por AB, temos c ; a · b∪ = 0.
Finalmente, suponhamos que c ; a · b∪ = 0. Da´ı, por AB, temos c ; a ≤ b∪
−
. Assim,
por P8, temos a ; b ≤ c∪
−
. Logo, por AB, temos a ; b · c∪ = 0.
Teorema 2.2.6 (T4). P5, P6, P7, P8 ` a · c∪ = 0 ⇔ c · a∪ = 0.
Prova. Substituindo b por 1′ em T3, temos a ; 1′ · c∪ = 0 ⇔ 1′ ; c · a∪ = 0. Assim,
por P5 e T1, temos a · c∪ = 0 ⇔ c · a∪ = 0.
Lema 2.2.7 (L3). (a) P5, P6, P7, P8 ` a∪ ≤ (a + b)∪;
(b) P5, P6, P7, P8 ` b∪ ≤ (a + b)∪;
(c) P5, P6, P7, P8 ` a∪ + b∪ ≤ (a + b)∪.
Prova. Primeiramente, observamos que, por AB, temos (a + b)
∪− · (a + b)∪ = 0. Assim,
por T4, temos (a + b) · (a + b)∪
−∪
= 0. Usando esta igualdade, vamos provar (a) e (b).
(a) Por AB, a ≤ a + b. Assim, por AB e pela igualdade acima, a · (a + b)∪
−∪
= 0. Logo,
por T4, temos (a + b)
∪− · a∪ = 0. Mas isto, por AB, acarreta a∪ ≤ (a + b)∪ .
(b) De maneira ana´loga, por AB, b ≤ a + b. Assim, por AB e pela igualdade acima,
b · (a + b)∪
−∪
= 0. Logo, por T4, temos (a + b)
∪− · b∪ = 0. Mas isto, por AB, acarreta
b
∪ ≤ (a + b)∪ .
(c) Como, por (a), a
∪ ≤ (a + b)∪ e, por (b), b∪ ≤ (a + b)∪ , por AB, temos a∪ + b∪ ≤
(a + b)
∪
.
Lema 2.2.8 (L4). P5, P6, P7, P8 ` a ≤ b ⇒ a∪ ≤ b∪.
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Prova. Suponhamos que a ≤ b. Da´ı, por AB, a + b = b. Assim, (a + b)∪ = b∪ . Mas
isto, e L3(c), acarreta a
∪
+ b
∪ ≤ b∪ . Como, por AB, a∪ ≤ a∪ + b∪ , temos, finalmente,
a
∪ ≤ b∪ .
Lema 2.2.9 (L5). P5, P6, P7, P8 ` a + b∪ ≤ a∪ + b∪.
Prova. Vamos provar que a · (a∪
−
· b∪
−
)
∪
= 0, que b · (a∪
−
· b∪
−
)
∪
= 0 e, finalmente,
mostrar como essas duas incluso˜es fornecem o resultado.
Para provar que a · (a∪
−
· b∪
−
)
∪
= 0, primeiramente, observamos que, por AB, temos
a
∪− · a∪ = 0. Assim, por T4, temos a · a∪
−∪
= 0. Em segundo lugar, observamos que,
por AB, a
∪− · b∪
−
≤ a∪
−
. Assim, por L4, temos (a
∪− · b∪
−
)
∪
≤ a∪
−∪
. Logo, por AB,
a · (a∪
−
· b∪
−
)
∪
≤ a · a∪
−∪
, o que, como a · a∪
−∪
= 0, fornece a · (a∪
−
· b∪
−
)
∪
≤ 0.
Para provar que b · (a∪
−
· b∪
−
)
∪
= 0, primeiramente, observamos que, por AB, temos
b
∪− · b∪ = 0. Assim, por T4, obtemos b · b∪
−∪
= 0. Em segundo lugar, observamos que,
por AB, a
∪− · b∪
−
≤ b∪
−
. Assim, por L4, temos (a
∪− · b∪
−
)
∪
≤ b∪
−∪
. Logo, por AB,
b · (a∪
−
· b∪
−
)
∪
≤ b · b∪
−∪
, o que, como b · b∪
−∪
= 0, fornece b · (a∪
−
· b∪
−
)
∪
≤ 0.
Para provar L5, procedemos da seguinte maneira: Como a · (a∪
−
· b∪
−
)
∪
= 0 e b · (a∪
−
· b∪
−
)
∪
=
0, por AB, temos (a + b) · (a∪
−
· b∪
−
)
∪
= 0. Assim, por T4, (a
∪− · b∪
−
) · (a + b)∪ = 0.
Mas esta u´ltima igualdade, por AB, acarreta (a + b)
∪ ≤ (a∪
−
· b∪
−
)
−
, que, tambe´m por
AB, fornece (a + b)
∪ ≤ a∪
−−
+ b
∪−
−
, que, por sua vez, por AB, fornece (a + b)
∪ ≤
a
∪
+ b
∪
.
Teorema 2.2.10 (T5). P5, P6, P7, P8 ` (a + b)∪ = a∪ + b∪.
Prova. Por L3(c), temos a
∪
+ b
∪ ≤ (a + b)∪ . Por L4, temos (a + b)∪ ≤ a∪ + b∪ . Assim,
por AB, temos (a + b)
∪
= a
∪
+ b
∪
.
Lema 2.2.11 (L6). P5, P6, P7, P8 ` 1∪ = 1.
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Prova. Temos as seguintes igualdades:
1
∪
= (1 + 1
∪
)
∪
AB
= 1
∪
+ 1
∪∪
T5
= 1
∪∪
∪
+ 1
∪∪
P6
= (1
∪∪
+ 1
∪
)
∪
T5
= (1
∪
+ 1)
∪∪
T5
= 1
∪∪
AB
= 1 P6.
Isto prova o resultado.
Lema 2.2.12 (L7). P5, P6, P7, P8 ` 0∪ = 0.
Prova. Temos as seguintes igualdades:
0
∪
= 0
∪
+ 0 AB
= 0
∪
+ 0
∪∪
P6
= (0 + 0
∪
)
∪
T5
= 0
∪∪
AB
= 0 P6.
Isto prova o resultado.
Lema 2.2.13 (L8). (a) P5, P6, P7, P8 ` (a · b)∪ ≤ a∪ · b∪;
(b) P5, P6, P7, P8 ` a∪ · b∪ ≤ (a · b)∪;
(c) P5, P6, P7, P8 ` (a · b)∪ = a∪ · b∪.
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Prova. (a) Por AB, temos a · b ≤ a e a · b ≤ b. Assim, por L4, temos (a · b)∪ ≤ a∪ e
(a · b)∪ ≤ b∪ . Logo, por AB, temos (a · b)∪ ≤ a∪ · b∪ .
(b) Para provar a rec´ıproca de (a), observamos que, por AB, temos a
∪ · b∪ ≤ a∪ e a∪ · b∪ ≤
b
∪
. Assim, por L4, (a
∪ · b∪)
∪
≤ a∪
∪
e (a
∪ · b∪)
∪
≤ b∪
∪
. Mas estas duas u´ltimas incluso˜es,
por P5, acarretam (a
∪ · b∪)
∪
≤ a e (a∪ · b∪)
∪
≤ b. Assim, por AB, temos (a∪ · b∪)
∪
≤ a · b
e da´ı, por P5, (a
∪ · b∪)
∪
≤ (a · b)∪
∪
. Assim, por L4, temos a
∪ · b∪ ≤ (a · b)∪ .
(c) Por (a), temos (a · b)∪ ≤ a∪ · b∪ . Por (b), temos a∪ · b∪ ≤ (a · b)∪ . Assim, por AB,
temos (a · b)∪ = a∪ · b∪ .
Teorema 2.2.14 (T6). P5, P6, P7, P8 ` a−
∪
= a
∪−
.
Prova. Temos as seguintes igualdades:
a
∪ · a−
∪
= (a · a−)
∪
L8(c)
= 0
∪
AB
= 0 L7.
Analogamente, temos as seguintes igualdades:
a
∪
+ a
−∪
= (a + a
−
)
∪
L8(c)
= 1
∪
AB
= 1 L6.
Portanto, temos as igualdades a
∪ · a−
∪
= 0 e a
∪
+ a
−∪
= 1 que, por AB, fornecem
a
−∪
= a
∪−
.
Teorema 2.2.15 (T7). P5, P6, P7, P8 ` a ; b · c = 0 ⇔ a∪ ; c · b = 0.
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Prova. Temos as seguintes equivaleˆncias:
a ; b · c = 0 ⇔ a ; b · c∪
∪
= 0 P6
⇔ c∪ ; a · b∪ = 0 T3
⇔ (c∪ ; a · b∪)
∪
= 0
∪
⇔ (c∪ ; a)
∪
· b∪
∪
= 0
∪
L8(c)
⇔ a∪ ; c∪
∪
· b∪
∪
= 0
∪
P7
⇔ a∪ ; c · b = 0 P6, L7.
Isto prova o resultado.
Lema 2.2.16 (L9). (a) P5, P6, P7, P8 ` a ; b + a ; c ≤ a ; (b + c);
(b) P5, P6, P7, P8 ` b ≤ c ⇒ a ; b ≤ a ; c;
(c) P5, P6, P7, P8 ` a ; (b + c) ≤ a ; b + a ; c.
Prova. (a) Primeiramente, observamos que temos a ; (b + c) · (a ; (b + c))− = 0, por AB.
Assim, por T7, temos (a
∪
; (a ; (b + c))
−
) · (b + c) = 0.
Agora, como, por AB, b ≤ b + c, esta u´ltima igualdade fornece, tambe´m por AB,
(a
∪
; (a ; (b + c))
−
) · b = 0. Da´ı, por T7, temos (a ; b) · (a ; (b + c))− = 0, que, por sua
vez, por AB, fornece a ; b ≤ a ; (b + c).
Analogamente, como c ≤ b + c, a igualdade acima fornece, tambe´m por AB,
(a
∪
; (a ; (b + c))
−
) · c = 0. Da´ı, por T7, temos (a ; c) · (a ; (b + c))− = 0 que, por sua
vez, por AB, fornece a ; c ≤ a ; (b + c).
Finalmente, temos a ; b ≤ a ; (b + c) e a ; c ≤ a ; (b + c). Assim, por AB, temos
a ; b + a ; c ≤ a ; (b + c).
(b) Suponhamos que b ≤ c. Da´ı, por AB, temos b + c = c. Mas, por AB, temos a ; c ≤ a ; c.
Assim, a ; (b + c) ≤ a ; c. Logo, por AB e L9(a), temos a ; b + a ; c ≤ a ; c, o que, por
AB, fornece a ; b ≤ a ; c.
(c) Vamos provar que a
∪
; ((a ; b)
− · (a ; c)−) · b = 0 e a∪ ; ((a ; b)− · (a ; c)−) · c = 0, e
mostrar como estas igualdades fornecem o resultado.
Para provar que a
∪
; ((a ; b)
− · (a ; c)−) · b = 0, em primeiro lugar, observamos que,
por AB, a ; b · (a ; b)− = 0. Assim, por T7, a∪ ; (a ; b)− · b = 0. Por outro lado, por AB,
temos (a ; b)
− · (a ; c)− ≤ (a ; b)− . Assim, por L9(b), temos a∪ ; ((a ; b)− · (a ; c)−) ≤
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a
∪
; (a ; b)
−
. Mas isto, por AB, acarreta a inclusa˜o a
∪
; ((a ; b)
− · (a ; c)−) · b ≤ a∪ ; (a ; b)− · b.
Agora, utilizando a
∪
; (a ; b)
− · b = 0, e aplicando AB, temos a∪ ; ((a ; b)− · (a ; c)−) · b =
0.
Para provar que a
∪
; ((a ; b)
− · (a ; c)−) · c = 0, em primeiro lugar, observamos que,
por AB, a ; c · (a ; c)− = 0. Assim, por T7, a∪ ; (a ; c)− · c = 0. Por outro lado, por
AB temos (a ; b)
− · (a ; c)− ≤ (a ; c)− . Assim, por L9(b), temos a∪ ; ((a ; b)− · (a ; c)−) ≤
a
∪
; (a ; c)
−
. Mas isto, por AB, acarreta a inclusa˜o a
∪
; ((a ; b)
− · (a ; c)−) · c ≤ a∪ ; (a ; b)− · c.
Agora, utilizando a
∪
; (a ; b)
− · c = 0, e aplicando AB, temos a∪ ; ((a ; b)− · (a ; c)−) · c =
0.
Prosseguimos, enta˜o, do seguinte modo: Como, a
∪
; ((a ; b)
− · (a ; c)−) · b = 0 e
a
∪
; ((a ; b)
− · (a ; c)−) · c = 0, por AB, temos a∪ ; ((a ; b)− · (a ; c)−) · (b + c) = 0. As-
sim, por AB, temos a
∪
; ((a ; b) + (a ; c))
− · (b + c) = 0. Logo, por T7,
(a ; (b + c)) · (a ; b + a ; c)− = 0. Mas, isto acarreta a ; (b + c) ≤ a ; b + a ; c, por AB.
Teorema 2.2.17 (T8). P5, P6, P7, P8 ` a ; (b + c) = a ; b + a ; c.
Prova. Por L9(a), temos a ; b + a ; c ≤ a ; (b + c). Por L9(c), temos a ; (b + c) ≤
a ; b + a ; c. Assim, por AB, temos a ; (b + c) = a ; b + a ; c.
Teorema 2.2.18 (T9). P5, P6, P7, P8 ` a ; (a∪ ; b−)
−
+ b = b
Prova. Vamos provar que a ; (a
∪
; b
−
)
−
≤ b. Por AB, isto fornece T9.
Em primeiro lugar, por AB, temos (a
∪
; b
−
) · (a∪ ; b−)
−
= 0. Assim, por T7, temos
a
∪∪
; (a
∪
; b
−
)
−
· b− = 0. Mas isto, por P6, acarreta a ; (a∪ ; b−)
−
· b− = 0, que, por AB,
fornece a ; (a
∪
; b
−
)
−
≤ b.
Podemos ainda definir alguns conceitos em RA, bastante conhecidos como propriedades
de relac¸o˜es bina´rias. Conhecemos a noc¸a˜o de relac¸a˜o sime´trica, em RA definimos o que
vem a ser um elemento sime´trico e assim podemos definir outros conceitos em RA baseados
nas propriedades de relac¸o˜es.
Definic¸a˜o 2.2.19. Elemento sime´trico:
a ∈ Sy↔ a ≤ a∪ ↔ a∪ ≤ a↔ a∪ = a
Definic¸a˜o 2.2.20. Elemento transitivo:
a ∈ Tr↔ a; a ≤ a↔ a2 ≤ a
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Definic¸a˜o 2.2.21. Elemento equivaleˆncia:
a ∈ Eq↔ a ∈ Tr ∧ a ∈ Sy↔ a∪ = a = a2
Definic¸a˜o 2.2.22. Elemento funcional :
a ∈ Fu↔ a∪; a ≤ 1′
Definic¸a˜o 2.2.23. Elemento permutativo:
a ∈ Pe↔ a∪; a = 1′ = a; a∪
A importaˆncia de se definir novos conceitos esta´ nas propriedades que podemos obter
ao estudarmos esses novos elementos da teoria. Por exemplo, o operador “;” e´ distributivo
sobre a adic¸a˜o Booleana mas, em geral, essa propriedade na˜o vale quando se trata da mul-
tiplicac¸a˜o Booleana. No entanto, se a for um elemento de func¸a˜o, enta˜o vale a propriedade
distributiva para multiplicac¸a˜o Booleana, ou seja,
a ∈ Fu↔ ∀y, z[a; (y.z) = (a; z).(a; z)]
Este foi so´ um exemplo de como um dos conceitos definidos acima nos ajuda a identificar
propriedades de um determinado conjunto de elementos do domı´nio.
2.3 Discussa˜o alge´brica da RA
A primeira propriedade alge´brica a destacar-se na RA e´ consequeˆncia do que foi feito
na sua discussa˜o aritme´tica, quando obtivemos os teoremas T1-T9. E´ poss´ıvel provar que
o postulado P8, o u´nico que e´ um condicional e na˜o equacional, pode ser substitu´ıdo pelos
teoremas T5, T8 e T9. Assim obtemos um “novo” sistema de postulado para RA, mais
longo, pore´m constitu´ıdo apenas por equac¸o˜es, o que nos garante, pelo teorema de Birkhoff,
que RA e´ uma variedade, ou seja, e´ fechada sob suba´lgebra, produto direto e imagem ho-
momo´rfica.
Proposic¸a˜o 2.3.1. Se A = 〈A, + , − , ; , ∪ , 1′〉 e´ uma a´lgebra do tipo relacional, enta˜o A
21
e´ uma RA sse A satisfaz aos seguintes postulados, para todos a, b, c ∈ A:
P1) a + b = b + a;
P2) a + (b + c) = (a + b) + c;
P3) (a
−
+ b)
−
+ (a
−
+ b
−
)
−
= a;
P4) a ; (b ; c) = (a ; b) ; c;
P5) a ; 1′ = a;
P6) a
∪∪
= a;
P7) (a ; b)
∪
= b
∪
; a
∪
;
T5) (a + b)
∪
= a
∪
+ b
∪
;
T8) a ; (b + c) = a ; b + a ; c;
T9) a ; ((a
∪
; b
−
)
−
) + b = b.
Prova. (⇒) Ja´ provamos que P5, P6, P7 e P8 ` T5, T8 e T9.
(⇐) Para provar P8, necessitamos dos lemas L4, L6, L7, L8(c), L9(b) e, tambe´m, do
teorema T6, que ja´ provamos na Sec¸a˜o 2.2. Nas provas de L6 e L7, usamos apenas P6 e
T5, que aqui sa˜o dados como postulados. A prova de L4, apresentada na Sec¸a˜o 2.2, e´ feita
com o uso de P8. Assim, apresentamos abaixo uma nova prova a partir de T5, considerado
como um postulado. A prova de L8(c), apresentada na Sec¸a˜o 2.2, e´ feita com o uso de
L4, que aqui e´ provado diretamente de T5, considerado como um postulado. A prova de
T6, apresentada na Sec¸a˜o 2.2, e´ feita com o uso de L6, L7 e L8(c), que aqui sa˜o vistos
como provados diretamente de T5, considerado como um postulado. Finalmente, a prova
de L9(b), apresentada na Sec¸a˜o 2.2, e´ feita com o uso de P8. Assim, apresentamos abaixo
uma nova prova a partir de T8, considerado como um postulado.
Lema 2.3.2 (L4). T5 ` a ≤ b ⇔ a∪ ≤ b∪.
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De fato, temos as seguintes equivaleˆncias:
a ≤ b ⇔ a + b = b AB
⇔ (a + b)∪ = b∪
⇔ a∪ + b∪ = b∪ T5
⇔ a∪ ≤ b∪ AB.
Lema 2.3.3 (L9(b)). T8 ` b ≤ c ⇒ a ; b ≤ a ; c;
De fato, temos as seguintes implicac¸o˜es:
b ≤ c ⇒ b + c = c AB
⇒ a ; (b + c) = a ; c
⇒ (a ; b) + (a ; c) ≤ a ; c T8
⇒ a ; b ≤ a ; c AB.
Estamos prontos para provar que P6, P7, T5, T8, T9 ` P8. Para isto, temos as seguintes
implicac¸o˜es:
a ; b ≤ c∪
−
⇒ c∪ ≤ (a ; b)− AB
⇒ c∪
∪
≤ (a ; b)−
∪
L4
⇒ c ≤ (a ; b)−
∪
P6
⇒ c ≤ (a ; b)∪
−
T6
⇒ c ≤ (b∪ ; a∪)
−
P7
⇒ b ; c ≤ b ; (b∪ ; a∪)
−
L9(b)
⇒ b ; c ≤ a∪
−
T9.
Isto termina a prova.
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Sobre suba´lgebras das RAs, podemos dizer que toda RA tem no mı´nimo uma suba´lgebra
formada pelos elementos zero (0), diversidade (0’), identidade (1’), unidade (1) e suas
combinac¸o˜es.
E´ interessante destacar que as “menores ” suba´lgebras na˜o sa˜o ideˆnticas, existem
diferentes tipos de “menores” suba´lgebras nas RAs. Verificamos isso da seguinte forma, se
tomarmos os elementos do conjunto {0, 0’, 1’, 1} e qualquer combinac¸a˜o com os operadores
Booleanos (+,¯ ) ou inversa (∪), na˜o obtemos qualquer novo elemento, pore´m, ao aplicarmos
o operador da multiplicac¸a˜o Peirceana (;), podemos obter resultados diferentes. Para exem-
plificarmos, tomemos uma RA onde os elementos sa˜o, de fato, relac¸o˜es bina´rias. Assim,
uma RA sobre um conjunto de um u´nico elemento tem como relac¸a˜o diversidade (0’) o
vazio, portanto o operador “;” aplicado a esse elemento tambe´m resultara´ no vazio, ou
seja,
0′; 0′ = 0.
No entanto, em uma RA sobre um conjunto de dois elementos diferentes ({x, y}), enten-
demos que 0′; 0′ significa que existe um elemento z tal que x 6= z e z 6= y, logo x = y, pois
se z e´ diferente de x e y e o conjunto {x, y} tem so´ dois elementos, enta˜o x deve ser igual
a y. Portanto, nesse caso,
0′; 0′ = 1′.
Se, finalmente, o conjunto possuir mais de dois elementos, enta˜o,
0′; 0′ = 1.
Desta maneira, por 0′; 0′ assumir diferentes valores, dependendo do nu´mero de elementos
do conjunto sobre o qual estamos tomando as relac¸o˜es, podemos ter diferentes “menores
”suba´lgebras das RAs.
Pela teoria de a´lgebra universal, sabemos que discutir homomorfismos e´ discutir relac¸o˜es
de congrueˆncia, em particular, sobre a RA e em alguns casos, sob algumas condic¸o˜es, essa
discussa˜o pode ser substitu´ıda pela considerac¸a˜o de certos subconjuntos do universo, a
saber, os chamados ideais. Assim, a discussa˜o sobre imagem homomo´rfica das RAs, na
verdade, e´ a discussa˜o dos seus ideais.
Definic¸a˜o 2.3.4. Seja A = 〈A, + , − , ; , ∪ , 1′〉 uma a´lgebra de relac¸o˜es e a ∈ A.
(a) Dizemos que a e´ elemento ideal se 1 ; a ; 1 = 1.
(b) Denotamos por IdeA o conjunto de todos os elementos ideais de A.
Um conceito que pode ser caracterizado por meio de propriedades aritme´ticas, envol-
vendo ideais, nas RAs, e´ o conceito de simplicidadenas.
Definic¸a˜o 2.3.5. Seja A uma a´lgebra qualquer.
(a) Dizemos que A e´ trivial se A possui um u´nico elemento;
(b) Dizemos que A e´ simples se para toda a´lgebra B do mesmo tipo que A e todo homo-
morphismo Φ : A→ B, temos que B e´ trivial ou Φ e´ um isomorphismo.
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Lema 2.3.6. Se A = 〈A, + , − , ; , ∪ , 1′〉 e´ uma a´lgebra de relac¸o˜es simples, enta˜o IdeA =
{0, 1}.
Prova. Suponhamos que A e´ simples e, para uma contradic¸a˜o, que exista a ∈ IdeA tal
que 0 6= a 6= 1. Seja [0, a) = {x ∈ A : x ≤ a} e Aa = 〈[0, a), ∼+ ,
∼−
,
∼
; ,
∼∪
,
∼
1′〉 a a´lgebra de
tipo relacional, onde x
∼−
= a · x− , para todo x ∈ [0, a).
Temos os seguinte fatos, cujas provas necessitariam de uma investigac¸a˜o mais detalhada
da noc¸a˜o de elemento ideal: Aa e´ uma a´lgebra de relac¸o˜es, Aa na˜o e´ trivial, [0, a) 6= A e
Φ : A → [0, a), tal que Φx = a · x, e´ um homomorfismo de A em [0, a). Assim, A na˜o e´
simples.
Proposic¸a˜o 2.3.7. Se A = 〈A, + , − , ; , ∪ , 1′〉 e´ uma a´lgebra de relac¸o˜es, enta˜o A e´ sim-
ples sse ∀a ∈ A(a 6= 0 ⇒ 1 ; a ; 1 = 1).
Prova. (⇒) Suponhamos que A e´ simples e que 0 6= a ∈ A. Como 1 ; 1 ; a ; 1 ; 1 =
1 ; a ; 1, temos que 1 ; a ; 1 ∈ IdeA. Da´ı, e Lema 2.3.6, temos que 1 ; a ; 1 = 0 ou 1 ; a ; 1 =
1. No primeiro caso, como a ≤ a ; 1 ≤ 1 ; a ; 1, ter´ıamos a = 0, uma contradic¸a˜o. Assim,
1 ; a ; 1 = 1.
(⇐) Suponhamos que ∀a ∈ A(a 6= 0 ⇒ 1 ; a ; 1 = 1). Seja B uma a´lgebra de tipo
relacional qualquer e Φ : A→ B um homomorfismo de A sobre B. Suponha que B na˜o e´
trivial.
Temos que B e´ uma a´lgebra de relac¸o˜es. Ale´m disso, dados a, b ∈ A tais que Φa = Φb,
definimos c = a · b− + a− · b. Como Φc = 0, temos Φ(1 ; c ; 1) = 0. Logo, Φ(1 ; c ; 1) 6= 1.
Como Φ1 = 1 isto nos da´ 1 ; c ; 1 6= 1. Assim, c = 0. Logo, por AB, a = b e Φ e´ um
isomorfimo.
Observamos que a propriedade aritme´tica que caracteriza as a´lgebras de relac¸o˜es simples
e´ uma versa˜o do Postulado (12) adotado por Tarski na sua definic¸a˜o de ca´lculo das relac¸o˜es
bina´rias, de 1941. E como essa propriedade e´ uma condic¸a˜o sobre todos os elementos, pode-
mos dizer que uma suba´lgebra de uma RA simples e´ tambe´m simples. Consequeˆncias disso
sa˜o que RAs simples coincidem com aquelas que sa˜o diretamente irredut´ıveis e subdireta-
mente irredut´ıveis, e ainda, pelo teorema de Birkhoff, toda RA e´ suba´lgebra do produto
direto de a´lgebras simples, e esta e´ a definic¸a˜o de uma a´lgebra semi-simples, portanto,
toda RA e´ semi-simples. Essas consequeˆncias facilitam o estudo das RAs quando que-
remos provar alguns resultados importantes sobre RA. Um dos problemas deixados por
Tarski ilustra o uso dessas propriedades.
Antes de apresentarmos os problemas que sa˜o abordados neste trabalho, introduzimos
mais dois conceitos necessa´rios para entender um dos problemas.
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Definic¸a˜o 2.3.8. Uma a´lgebra de relac¸o˜es pro´pria (PRA) e´ uma a´lgebra do tipo relacional,
que satisfaz os postulado P1-P8 e os elementos do domı´nio sa˜o relac¸o˜es bina´rias sobre um
determinado conjunto A.
Definic¸a˜o 2.3.9. Uma a´lgebra de relac¸o˜es e´ representa´vel (RRA) se e´ isomo´rfa a uma
PRA.
2.4 Treˆs problemas deixados em aberto por Tarski
Problema 1: o nu´mero mı´nimo de operadores para se definir uma RA.
O primeiro problema proposto por Tarski diz respeito aos fundamentos da RA, definida
nas confereˆncias com cinco s´ımbolos primitivos, duas operac¸o˜es bina´rias, duas una´rias e
uma constante.
A pergunta feita por Tarski e´ simples, sera´ que podemos diminuir o nu´meros de conceitos
primitivos de maneira que ainda tenhamos a mesma variedade?
Em princ´ıpio, de acordo com o pro´prio Tarski, podemos substituir + e − pelo ope-
rador de Sheffer, tambe´m podemos eliminar a operac¸a˜o de inversa, introduzindo um novo
operador que significaria a; b∪, e ainda seria poss´ıvel eliminar a identidade. Assim, ainda
ficar´ıamos com dois operadores bina´rios, e esse era o ponto crucial, seria esse o nu´mero
mı´nimo de operadores necessa´rios, ou ainda, seria poss´ıvel encontrar um u´nico operador
com o qual foˆssemos capazes de definir uma RA, preservando que ainda tenhamos uma
variedade?
O interessante deste problema e´ que a suspeita de Tarski estava equivocada. Como
foi provado por Ferdinand Bo¨rner em [Bo¨rner86], e´ poss´ıvel construir um u´nico operador
com o qual podemos definir uma RA ainda em termos de equac¸o˜es. Apresentaremos este
trabalho com mais detalhes no pro´ximo cap´ıtulo.
Problema 2: RA e RRA
Este problema e´ consequeˆncia de uma questa˜o feita por Tarski, que na e´poca das con-
fereˆncias ja´ havia sido respondida, mas que no entanto ainda deixava muita pesquisa em
aberto. A pergunta inicial era: sera´ que toda RA e´ representa´vel? Ou seja, sera´ que toda
RA e´ isomo´rfa a uma a´lgebra de relac¸o˜es pro´pria?
Esta questa˜o, depois de respondida negativamente, levantou um novo problema: o de se
encontrar um sistema de equac¸o˜es que seja o mais “simples”poss´ıvel, o qual valha em todas
RRAs (a´lgebra de relac¸o˜es representa´veis) mas na˜o valha nas RAs, ou seja, um sistema
de postulados que caracterize as RRAs. No Cap´ıtulo 4 apresentaremos o problema e seu
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desenvolvimento atual.
Problema 3: RA e a construc¸a˜o da matema´tica
Tendo em vista que nem todas as RAs sa˜o representa´veis, as RAs parecem na˜o ser uma
expressa˜o adequada da lo´gica de predicados, como em princ´ıpio se desejava. No entanto, a
RA se tornou um sistema dentro do qual se pode construir quase toda matema´tica. A ter-
ceira e u´ltima pergunta de Tarski nas confereˆncias foi justamente como isso seria poss´ıvel.
Para Tarski, contruir a matema´tica era construir a teoria de conjuntos, a qual se fazia por
meio de uma u´nica relac¸a˜o, a saber, a relac¸a˜o de pertineˆncia. Em [Givant&Tarski87], e´
apresentada uma formalizac¸a˜o da teoria de conjuntos usando a linguagem da RA.
No Cap´ıtulo 5 analisaremos esse trabalho e sua relevaˆncia para pesquisas atuais.
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Cap´ıtulo 3
Problema 1: O nu´mero mı´nimo de
operadores para se definir uma
RA.
“Agora, se voceˆ tem apenas duas operac¸o˜es bina´rias, o grande problema e´ se voceˆ pode
substituir essas duas operac¸a˜o bina´rias por uma u´nica operac¸a˜o bina´ria. Voceˆ pode sempre
tratar RA como grupo? Como uma a´lgebra com uma u´nica operac¸a˜o bina´ria, mas ainda
estar apto a caracteriza´-la com um sistema de postulados que contenha somente equac¸o˜es?
Eu suspeito que a resposta para este problema seja negativa, mas eu na˜o tenho prova disso.”
3.1 Bo¨rner’s paper
Em 1986, Ferdinand Bo¨rner mostrou que Tarski estava equivocado em suas suspeitas
sobre a impossibilidade de se ter um u´nico operador com o qual pude´ssemos definir uma
RA (ver [Bo¨rner1986]). Tarski achava que na˜o seria poss´ıvel encontrar tal operador, mas
Bo¨rner utilizou-se do conceito de clones para construir um operador bina´rio capaz de sub-
stituir todos os outros operadores primitivos usados na axiomatizac¸a˜o de Tarski.
A seguir, apresentamos uma s´ıntese dos resultados de Bo¨rner para mostrar como e´
poss´ıvel construir esse operador. Para os “novos” conceitos utilizamos as notac¸o˜es usa-
das por Bo¨rner, para conceitos ja´ definidos neste trabalho continuamos a usar a “nossa”
notac¸a˜o.
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Seja Re(U) o conjunto de todas as relac¸o˜es bina´rias sobre um conjunto U e Op(n) o
conjunto de operadores n-a´rios sobre Re(U), isto e´,
Op(n)(Re(U)) = {f/f : Re(U)n → Re(U)} (n ∈ N+)
e, ainda,
Op(Re(U)) =
⋃
n∈N
Op(n)(Re(U))
denota o conjunto de todas as operac¸o˜es sobre Re(U). Se F ⊂ Op(Re(U)), enta˜o F (n) =
F ∩Op(n)(Re(U)).
Para i, n ∈ N, 1 ≤ i ≤ n, prni denota a projec¸a˜o n-a´ria do i-e´simo argumento:
prni (R1, ..., Rn) = Ri.
Para f ∈ Op(n)(Re(U)), g1, ..., gn ∈ Op(m)(Re(U)), a operac¸a˜o f(g1, ..., gn), definida
por
f(g1, ..., gn)(R1, ..., Rm) = f(g1(R1, ..., Rm), ..., gn(R1, ..., Rm))
e´ chamada de superposic¸a˜o de f e g1, ..., gn.
Definic¸a˜o 3.1.1. Um conjunto F ⊂ Op(Re(U)) e´ um clone sobre Re(U), se valerem as
seguintes condic¸o˜es:
i) F conte´m todas as projec¸o˜es;
ii) F e´ fechado sob superposic¸a˜o, i.e,
f ∈ F (n), g1, ..., gn ∈ F (m) → f(g1, ..., gn) ∈ F (m).
A intersecc¸a˜o de clones tambe´m e´ um clone, assim podemos definir:
Definic¸a˜o 3.1.2. Para um conjunto G ⊂ Op(Re(U)) seja
cloneRe(U)G =
⋂
{F |G ⊂ F ∧ F e´ um clone sobreRe(U)}
o menor clone que conte´m G. Dizemos que G gera (ou G e´ um conjunto gerador) o
cloneRe(U)G.
Um clone F e´ finitamente gerado, se existe um conjunto gerador G finito de F . Dizemos
que F e´ k-gerado se o conjunto finito G, gerador de F , possuir k elementos. No caso de G
conter um u´nico elemento dizemos que F e´ univocamente gerado.
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Nas a´lgebras booleanas, conhecemos um operador capaz de substituir as operac¸o˜es
usuais de unia˜o, intersecc¸a˜o, complemento e as constantes unidade e vazio. Esse ope-
rador e´ conhecido como operador de Sheffer, denotamos-o por |Sh e definimos-o como
R|ShS = R−.S−, onde “·” representa o produto (ou intersec¸a˜o) booleana.
Assim, desse conhecido fato sobre o operador de Sheffer, sabemos que o clone Booleano
CB(U) = cloneRe(U){+ , . , ¯, 0 , 1} e´ unicamente gerado, isto e´, CB(U) = cloneRe(U){|Sh}.
As provas dos resultados a seguir podem ser encontradas em [Bo¨rner1986], com excec¸a˜o
de alguns corola´rios que seguem como consequeˆncias diretas do teorema.
Como a a´lgebra de Boole e´ um reduto da RA, o seguinte resultado e´ crucial para se
provar que existe um operador gerador das operac¸o˜es da RA.
Teorema 3.1.3. Todo clone F , finitamente gerado sobre Re(U), que conte´m o operador
de Sheffer e´ unicamente gerado.
O pro´ximo passo de Bo¨rner, no teorema e nos corola´rios seguintes, e´ indicar condic¸o˜es
envolvendo o produto relativo (;) para provar a existeˆncia de um clone unicamente gerado
que contenha |Sh e ;.
Teorema 3.1.4. Seja U um conjunto finito e seja
m = |Re(U)| = 2|U |2 .
Todo clone sobre Re(U) que conte´m o operador de Sheffer e a composic¸a˜o de relac¸o˜es e´
finitamente gerado pelo conjunto das sua operac¸o˜es m-a´rias:
; , |Sh ∈ F ∧ F e´ clone sobreRe(U)⇒ F = cloneRe(U)F (m)
Corola´rio 3.1.5. Se U e´ finito, enta˜o todo clone F sobre Re(U) que conte´m |Sh e ◦ e´
unicamente gerado.
Corola´rio 3.1.6. Se U e´ finito, enta˜o existe somente um nu´mero finito de clones sobre
Re(U) que conte´m o operador de Sheffer |Sh e a composic¸a˜o de relac¸o˜es ◦.
Os resultados acima, de certa forma, sa˜o suficientes para apontar o “erro” de Tarski ao
suspeitar que na˜o seria poss´ıvel encontrar um u´nico operador capaz de definir a RA. Mas
e´ claro que e´ interessante na˜o so´ provar que e´ poss´ıvel, como tambe´m mostrar o operador
que realiza essa func¸a˜o.
Uma das perguntas de Tarski, ao lanc¸ar o problema, era se seria poss´ıvel “tratar uma
RA como grupo sempre” . Maddux acredita que o que Tarski estava querendo era que
fosse encontrado um operador bina´rio, tal como temos em grupos. Antes dos resultados
de Bo¨rner, Andre´ka ja´ havia conseguido mostrar um operador com o qual podia-se definir
uma RA, no entanto esse perador era terna´rio. O resultado seguinte completa a resposta
para a pergunta de Tarski; Bo¨rner na˜o so´ prova que o operador existe como tambe´m mostra
que esse operador e´ bina´rio.
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Teorema 3.1.7. O clone de toda a´lgebra de relac¸o˜es e´ gerado pela operac¸a˜o bina´ria
h(x, y) = (x− ∩ y−) ∪ (g1(x, y); g2(x, y); (g3(x, y) ∪ g4(x, y)))
com
g1(x, y) = (x ∩ y− ∩ E−)∪
g2(x, y) = (x ∪ y) ∩ E
g3(x, y) = (V ; (x ∩ y ∩ E);V ) ∩ g1(x, y)
g4(x, y) = (V ; (x∩y∩E);V )−∩(((V ; (y∩E);V )∩(x−∩y−∩E−)∪)∪((V ; (y∩E);V )−∩E))).
Observamos que os resultados apresentados por Bo¨rner valem para RAs finitas. Tarski
poderia estar interessado em um operador que fosse usado em qualquer RA, no entanto,
na˜o menciona e nem restringi uma possibilidade de existeˆncia deste operador para RAs
finitas, o que nos faz acreditar que o resultado de Bo¨rner, mesmo com essa restric¸a˜o, ja´
pudesse “surpreender”Tarski.
3.2 RA e o operador de Bo¨rner
No in´ıco do se´culo XX, a busca pela reduc¸a˜o do nu´meros de operadores em uma a´lgebra
universal era uma importante a´rea de pesquisa, portanto era natural que Tarski levantasse
essa questa˜o a respeito da RA. Do ponto de vista alge´brico, a verdade e´ que esse resul-
tado na˜o gerou grandes mudanc¸as nos estudos da RA. Roger Maddux 1, embora pense se
tratar de um problema interessante, principalmente por contrariar uma suspetia de Tarski,
acredita que o resultado na˜o traga grandes efeitos para RA. Ian Hodkinson, que tem um
extenso trabalho com RA, acredita que talvez esse resultado ajude em algumas questo˜es
“te´cnicas” mas na˜o devera´ trazer muitas mudanc¸as no seu pro´prio trabalho. Ne´meti e
Andreka opinam sobre esse resultado de maneira positiva, primeiramente pelo insight in-
tectual, e tambe´m por nunca sabermos quais usos futuros que um determinado resultado
matema´tico pode alcanc¸ar.
Independentemente das consequeˆncias que o resultado de Bo¨rner trouxe ou venha trazer
para o estudo das RAs, acreditamos que o resultado de Bo¨rner e´ interessante por si, na˜o
so´ por apontar um equ´ıvoco de Tarski mas pela beleza das demonstrac¸o˜es e dos caminhos
seguidos para se alcanc¸ar o tal operador.
1Essas opinio˜es foram emitidas em correspondeˆncia particular com os pesquisadores mencionados via
email.
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Cap´ıtulo 4
Problema 2: RA e RRA.
“Vejam voceˆs, o problema de se encontrar o sistema mais simples, um sistema natu-
ral, ainda esta´ em aberto. O problema das equac¸o˜es mais simples que valham em todas
as RRAs mas na˜o em todas as RA ainda esta´ em aberto. No´s na˜o sabemos qua˜o longe
temos que ir na complexidade das equac¸o˜es para alcanc¸armos... para obtermos equac¸o˜es
que valham em todas as RRAs mas na˜o valham em todas as RAs.”
4.1 Um breve histo´rico do problema.
Este interessante problema teve sua origem logo que Tarski publica sua axiomatizac¸a˜o
das RAs. Em [Tarski1941], apo´s apresentados dois me´todos de se construir uma teoria
das relac¸o˜es bina´rias, enta˜o chamada de ca´lculo das relac¸o˜es bina´rias, Tarski propo˜e o
problema de representac¸a˜o para RA, que consistia em saber se todo modelo para o sistema
de axiomas de sua teoria seria isomo´rfo a uma a´lgebra de relac¸o˜es pro´pria (RRA), isto e´,
a classe de relac¸o˜es bina´rias que conte´m as relac¸o˜es 1, 0, 1′, 0′ e e´ fechada sob todas as
operac¸o˜es consideradas dessa a´lgebra. Anteriormente, um problema ana´logo a este havia
sido proposto para a´lgebras Booleanas; seriam todas as a´lgebras de Boole isomo´rfas a uma
suba´lgebra do conjunto das partes? Neste caso o problema havia sido resolvido por Stone,
em [Stone1936], e a resposta e´ afirmativa1, mas no caso das RAs, o problema foi deixado
em aberto por Tarski.
Roger Lyndon publica, em [Lyndon1949], uma resposta para o problema de Tarski. No
caso das RAs na˜o e´ verdade que todas as RAs sa˜o isomorfas a uma RRA. Para provar este
resultado Lyndon estabelece um conjunto C de condic¸o˜es que sa˜o necessa´rias e suficientes
para que uma a´lgebra finita seja isomo´rfa a uma RRA; enta˜o e´ exibido um modelo finito
que satisfaz todos os axiomas de Tarski, mas na˜o satisfaz todas as condic¸o˜es C e, portanto,
na˜o e´ representa´vel, isto e´, isomorfo a uma RRA.
1Resultado conhecido como teorema de representac¸a˜o
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Uma vez que se sabe que nem todas as RAs sa˜o representa´veis, procura-se enta˜o um
sistema de axiomas que possa caracterizar somente as RRAs, pois do ponto de vista da
lo´gica alge´brica, essas seriam mais interessantes para poder expressar a lo´gica de primeira
ordem em termos alge´bricos. O pro´ximo passo de Lyndon, nessa mesma publicac¸a˜o, e´
enta˜o verificar se seria poss´ıvel propor uma axiomatizac¸a˜o para as RRAs. Neste momento,
Lyndon comete um equ´ıvoco em um de seus teoremas, segundo o qual seria imposs´ıvel
caracterizar as RRA por qualquer conjunto de axiomas alge´bricos, enunciado da seguinte
maneira:
A classe de todas as a´lgebras de relac¸o˜es que sa˜o isomo´rfas a`s algebras de relac¸o˜es
pro´prias na˜o pode ser caracterizada por qualquer conjunto de axiomas alge´bricos.
Sa˜o Tarski e Dana Scott quem corrigem Lyndon, primeiramente em correspondeˆncia
particular.2 Posteriormente, Tarski mostra, em [Tarski1954], como consequeˆncia de um teo-
rema mais geral, que existe um conjunto de axiomas em forma de equac¸o˜es que e´ necessa´rio
e suficiente para que uma RA seja isomo´rfa a uma RRA. No entanto, Tarski na˜o proveˆ uma
maneira de construir esse conjunto de axiomas. E´ o pro´prio Lyndon que, em [Lyndon1956],
admite seu erro em [Lyndon1949] e propo˜e um conjunto de axiomas equacionais para as
RRAs.
A partir dos resultados de Lyndon, inicia-se uma busca para melhorar seu sistema de
axiomas para RRAs tornando-o mais “simples,” e e´ aqui que a pergunta feita por Tarski
nas suas confereˆncias se encaixa. No entanto, resultados mais recentes teˆm demonstrado
que, por mais que se busque essa “simplicidade” , existem limites para se conseguir uma
axioma´tica “simples” para as RRAs; por exemplo, Donald Monk ja´ havia provado que as
RRAs na˜o sa˜o finitamente axiomatiza´veis (Monk[1963]). Claro que este resultado ja´ era
conhecido de Tarski quando esteve no Brasil, mas ainda poder-se-ia pensar na complexidade
das infinitas equac¸o˜es separadamente, e era justamente isso que Tarski deixava em aberto
ao dizer que na˜o se sabia o “qua˜o longe temos que ir na complexidade das equac¸o˜es para
alcanc¸armos... para obtermos equac¸o˜es que valham em todas as RRAs mas na˜o valham
em todas as RAs.”
4.2 Desenvolvimentos recentes.
Os resultados negativos apresentados para a axiomatizac¸a˜o das RRAs podem ter oca-
sionado um certo desinteresse dos pesquisadores pelo problema de se encontrar um sistema
equacional “simples.” Em correspondeˆncia particular, Hodkinson cita alguns desses re-
sultados negativos: “sabe-se que na˜o existe uma axiomatizac¸a˜o de Sahlqvist para RRA,
qualquer axiomatizac¸a˜o deve ter infinitas fo´rmulas na˜o-canoˆnicas; em sua tese, Andreka
provou alguns resultados relacionados sobre a´lgebras cil´ındricas, mostrando que qualquer
2cf. [Lyndon1956], pa´g.294, nota de rodape´ 2
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axiomatizac¸a˜o deve usar os operadores “muitas vezes” , na˜o existe axiomatizac¸a˜o em lo´gica
de segunda, terceira ou n-e´sima ordem...“
Finalmente, o pro´prio Tarski afirma, no final de suas confereˆncias, que as RRAs na˜o
podem ser axiomatizadas por equac¸o˜es nas quais se usa um nu´mero limitado de varia´veis.
No entanto, apesar de todos esses resultados negativos, Ian Hodkinson e Robin Hirsch
propo˜e uma axiomatizac¸a˜o para as RRAs, usando jogos, em [Hodkinson&Hirsch2002] e,
mais recentemente, Roger Maddux tambe´m faz uma axiomatizac¸a˜o para as RRAs, em
[Maddux2006]. E´ sempre poss´ıvel desafiar essas propostas e tentar uma axiomatizac¸a˜o
“melhor” , sendo que Ne´meti parece ser um dos que consideram o problema ainda em
aberto, por acreditar ser poss´ıvel encontrar algo mais “simples”, embora na˜o esteja claro
o que seja “simples.”
4.3 Poss´ıveis respostas.
Analisando o histo´rico e desenvolvimentos recentes deste problema, podemos assumir
duas posic¸o˜es em relac¸a˜o a sua soluc¸a˜o. A primeira e´ que o problema ainda esta´ em aberto
pelo fato de ainda ser poss´ıvel explorar as equac¸o˜es que axiomatizam as RRAs no seu grau
de complexidade e, como ja´ foi dito, ainda e´ poss´ıvel desafiar as axiomatizac¸o˜es propostas
ate´ aqui. Por outro lado, parece ja´ na˜o ser muito interessante continuar essa busca por
uma axiomatizac¸a˜o “mais simples”, devido a tudo o que ja´ foi feito: pesquisadores da a´rea
parecem concordar e estar satisfeitos com o que ja´ foi conquistado, dando novos rumos
para essa linha de pesquisa e do pro´prio desenvolvimento da RA.
Atualmente, novas classe de RAs sa˜o estudadas, com aplicac¸o˜es em diferentes a´reas e
na˜o mais apenas com o intento de se algebrizar a lo´gica de primeira ordem. O desejo inicial
de Tarski de se conseguir uma contra-parte alge´brica da lo´gica de primeira ordem so´ pode
ser concretizado mais tarde com o desenvolvimento das a´lgebras cil´ındricas. No entanto,
as RAs constru´ıram um caminho que poderia ser percorrido para se conseguir o aparato
alge´brico que havia sido almejado por De Morgan, Peirce, Schro¨der e tambe´m por Tarski.
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Cap´ıtulo 5
Problema 3: RA e a construc¸a˜o da
matema´tica
“E finalmente, a u´ltima questa˜o, “se e´ assim...” voceˆ poderia me perguntar sobre esta
definic¸a˜o de RA que eu propus... Se no´s sabemos que essas na˜o sa˜o todas as equac¸o˜es
necessa´rias para obtermos teoremas de representac¸a˜o, isto e´, para obter uma expressa˜o
alge´brica da lo´gica de predicados, se sabemos que essa na˜o e´ uma expressa˜o adequada
dessa lo´gica, enta˜o por que nos restringirmos a essas equac¸o˜es? Por que na˜o adicionar mais
equac¸o˜es que valham nas RRAs ou talvez todas as equac¸o˜es?”
5.1 Uma formalizac¸a˜o da teoria de conjuntos sem varia´veis
A u´ltima colocac¸a˜o de Tarski, ao encerrar as confereˆncias, faz bastante sentido se pen-
sarmos na maneira como ele as iniciou. Em princ´ıpio, as RAs eram uma proposta de
algebrizac¸a˜o da lo´gica de primeira ordem, sua aplicac¸a˜o seria construir um aparato que
pudesse ser para a lo´gica de primeira ordem aquilo que a a´lgebra de Boole e´ para o ca´lculo
proposicional. No entanto, como o teorema de representac¸a˜o na˜o vale para as RAs, o in-
tento inicial do seu uso foi frustrado. Sendo assim, por que dever´ıamos nos ocupar ou enta˜o
manter esse sistema de axiomatizac¸a˜o de Tarski? Qual sua utilidade dentro da matema´tica?
Esse e´ justamente o u´ltimo problema proposto por Tarski e por ele mesmo respondido.
A lo´gica de primeira ordem e´ uma linguagem dentro da qual os matema´ticos podem
expressar suas teorias, no entanto, como bem colocado por Tarski nas confereˆncias, “cons-
truir a matema´tica e´ construir a teoria de conjuntos”, e para esta teoria na˜o e´ necessa´rio a
lo´gica de primeira ordem em sua totalidade. Sabemos que a teoria de conjuntos e´ a teoria
de uma u´nica relac¸a˜o bina´ria, a saber, a relac¸a˜o de pertineˆncia.
A verdade parece ser que a real intenc¸a˜o de Tarski na˜o era algebrizar a lo´gica de
primeira ordem em termos gerais mas ele estava ocupado em poder fazer uso de uma lin-
guagem alge´brica que pudesse expressar a matema´tica e, para esse fim, sua axiomatizac¸a˜o
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das RAs se mostrou suficiente. Nas confereˆncias, Tarski na˜o pode entrar em detalhes
quanto ao uso da RA para a construc¸a˜o da teoria de conjuntos, mas seu trabalho com
Steven Givant ([Tarski&Givant87]) e´ justamente uma formalizac¸a˜o da teoria de conjuntos
usando a linguagem da RA.
Nesse trabalho, Tarski e Givant apresentam um formalismo Lx que dispensa o uso
de varia´veis individuais, quantificadores e conectivos sentenciais. Esse formalismo conte´m
dois s´ımbolos, i e E , para denotar a identidade e a relac¸a˜o de pertineˆncia, respectiva-
mente. Para compor expresso˜es a partir de fo´rmulas ba´sicas sa˜o usadas quatro operac¸o˜es:
o produto relativo, a inversa (aplicadas a relac¸o˜es), a unia˜o e o complemento booleano. Os
axiomas na˜o lo´gicos que regem esse formalismo sa˜o equivalentes aos axiomas que regem
uma RA e a u´nica regra de infereˆncia e´ a de substituir elementos iguais.
Em princ´ıpio, Lx parece ser um sitema muito “fraco” em sua capacidade de expressa˜o,
por exemplo, na˜o seria poss´ıvel, dentro de Lx, expressar equivalentemente a proposic¸a˜o de
que “existem no mı´nimo quatro elementos”. Lx tambe´m e´ incompleto. No entanto, Tarski
e Givant mostram que Lx e´ “equipolente”a um certo fragmento da lo´gica de primeira ordem
que contenha um predicado bina´rio e apenas treˆs varia´veis individuas.
O principal resultado desse trabalho de Tarski e Givant e´ mostrar que Lx, apesar de
sua aparente fraqueza, e´ um sitema dentro do qual praticamente todos os sistemas de
teoria de conjuntos podem ser formalizados, ou seja, se o objetivo das RAs era expressar
a matema´tica em termos alge´bricos, enta˜o em [Tarski&Givant87] esse objetivo e´ alcanc¸ado.
5.2 Para que mais uma axiomatizac¸a˜o da teoria de conjun-
tos?
Com esse trabalho de Tarski e Givant, a frustrac¸a˜o inicial de na˜o se conseguir usar as
RAs para uma algebrizac¸a˜o da lo´gica de primeira ordem e´ “salva” por uma interessante
aplicac¸a˜o das RAs para a formalizac¸a˜o da teoria de conjuntos. No entanto, restam algumas
questo˜es que na˜o foram proposta por Tarski nas confereˆncias, mas e´ consequeˆncia direta
de uma simples reflexa˜o: afinal de contas, para que precisamos de mais um sistema para
teoria de conjuntos? Os que ja´ temos na˜o sa˜o suficientes? A matema´tica ja´ na˜o esta´ bem
constru´ıda nas bases dos sistemas ja´ existentes?
Se Tarski encontra uma boa aplicac¸a˜o para as RAs na formalizac¸a˜o da teoria de con-
juntos, agora, no fim deste trabalho, propomo-nos a pensar sobre uma “boa” aplicac¸a˜o
para a formalizac¸a˜o da teoria de conjuntos via RA.
Em meu Exame de Qualificac¸a˜o, o Prof. De´cio Krause, do Departamento de Filosofia
da Universidade Federal de Santa Catarina (UFSC), sugeriu-nos uma questa˜o que esta´
relacionada com a aplicac¸a˜o da teoria de conjuntos, via RA, e que sera´ devidamente explo-
rada no nosso projeto de doutorado.
Em junho de 2006, Willian Steinle, sob orientac¸a˜o do Prof. Krause, apresentou sua
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Dissertac¸a˜o de Mestrado intitulada “Estudos sobre o Realismo Estrutural” ([Steinle2006]).
Seu trabalho, resumidamente, mostra que:
“Existem pelo menos duas verso˜es do realismo estrutural, a epistemolo´gica e a on-
tolo´gica. O realismo estrutural epistemolo´gico afirma que o nosso conhecimento do mundo,
representado por nossas melhores teorias cient´ıficas, e´ estrutural; a cieˆncia na˜o pode nos
revelar nada que esteja ale´m da estrutura - ou seja, nada das “qualidades”, da “natureza
intr´ınseca”ou da “coisa em si”dos objetos pode ser conhecido. O realismo estrutural on-
tolo´gico ira´ dizer que tudo o que podemos conhecer do mundo sa˜o estruturas porque so´
existem estruturas, e nada mais; essa versa˜o sustenta uma ontologia de estruturas, e na˜o
de objetos...
...apresentamos algumas definio˜es fundamentais para uma discussa˜o acerca da possibilidade
de sustentarmos o realismo estrutural ontolo´gico que sera´ feita no final da dissertac¸a˜o.”
Na˜o detalharemos aqui as verso˜es filoso´ficas do realismo estrutural ontolo´gico e episte-
molo´gico, sendo que essas importantes correntes de pensamento da filosofia da cieˆncia esta˜o
mencionadas no trabalho e nas refereˆncias da dissertac¸a˜o de Steinle. Abordamos apenas
uma questa˜o apresentada por Steinle, que esta´ relacionada com o nosso trabalho. Para
se sustentar uma postura estruturalista ontolo´gica e fundamentar essa filosofia em bases
matema´ticas, e´ preciso comec¸ar por definir o que e´ uma “estrutura”. Este conceito parece
na˜o estar claro para os pro´prios filo´sofos que defendem essa forma de estruturalismo, e para
termos uma definic¸a˜o de estrutura que satisfac¸a tais filo´sofos sera´ necessa´rio buscar uma
teoria onde possamos ter relac¸o˜es sem os relacionados, uma vez que segundo essa filosofia,
objetos, ou seja, individuos na˜o existem, o que existem sa˜o as estruturas apenas. E´ neste
ponto, que a teoria de conjuntos de Tarski via RA parece ser uma poss´ıvel maneira de
abordar essa questa˜o, pois nessa teoria na˜o temos varia´veis individuais, nossos objetos sa˜o
apenas relac¸o˜es, sem refereˆncia a seus relacionados.
“e´ poss´ıvel sustentar alguma forma de realismo estrutural ontolo´gico em filosofia da
matema´tica? A resposta parece ser, pelo menos em um sentido, negativa. Ou seja, se o
tipo de estrutura adotada pelos defensores do realismo estrutural ontolo´gico for conjuntista
- isto e´, elaborada em uma teoria de conjuntos como ZF -, apresentado em sua forma
usual (em especial, contendo os axiomas da unia˜o e da regularidade), enta˜o seria im-
poss´ıvel termos relac¸o˜es sem os relata, como desejam os autores. Deste modo, o realismo
estrutural aparentemente poderia ser defendido somente no n´ıvel de uma filosofia da f´ısica,
por exemplo via teoria de quase-conjuntos, mas aparentemente na˜o no n´ıvel da filosofia
da matema´tica. Todavia, essa distinc¸a˜o entre filosofia da matema´tica e filosofia da f´ısica,
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tal como usada acima, tambe´m na˜o e´ clara, e precisa ser mais elaborada. Uma alter-
nativa, que pode ser investigada, consiste em adotar uma outra abordagem, baseada em
algo como o Ca´lculo de Relac¸o˜es de Tarski (Tarski 1941), mas isso ainda e´ plano futuro.”
([Steinle2006])
Se a formalizac¸a˜o da teoria de conjuntos sem varia´veis de Tarski e Givant for uma
resposta satisfat´ıvel para se definir “estrutura”, enta˜o a a´gebra de relac¸o˜es de Tarski na˜o
seria apenas mais uma forma de se formalizar teoria de conjuntos, mas poderia vir a ser
uma contribuic¸a˜o important´ıssima para fundamentar uma das mais atuais vertentes da
filosofia da cieˆncia. Como ja´ foi dito, e´ nossa intenc¸a˜o, usarmos o conhecimento adquirido
neste trabalho para investigar a fundo e procurar contribuir nessa questa˜o, em um trabalho
de doutorado futuro.
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Considerac¸o˜es Finais
A motivac¸a˜o inicial deste trabalho foi divulgar e tornar pu´blico as confereˆncias que Al-
fred Tarski apresentou no Brasil. Ao analisa´-las, ficou claro que o trabalho na˜o se limitaria
apenas a` divulgac¸a˜o dessas confereˆncias, por meio de uma transcric¸a˜o, mas que o conteu´do
do que foi apresentado por Tarski tinha muito ainda a ser explorado.
Com o objetivo de inserir as confereˆncias de Tarski dentro do seu contexto histo´rico,
fizemos, no Cap´ıtulo 1, um breve resumo do desenvolvimento da a´lgebra de relac¸o˜es antes
de Tarski ter se ocupado do assunto. De Morgan, Peirce e Schro¨der foram os principais
autores antes de Tarski que investigaram a fundo as propriedades das relac¸o˜es bina´rias, no
entanto, estes as estudavam apenas como elementos de um ca´lculo onde se podia, ou na˜o,
verificar a validade de igualdades envolvendo operac¸o˜es entre relac¸o˜es. Tarski foi o primeiro
a prover uma axiomatizac¸a˜o para o ca´lculo de relac¸o˜es bina´rias, que fez deste uma teoria
formalizada dentro da qual, acreditava Tarski, poder-se-ia provar todas as propriedades
que seus predecessores obtiveram por meio de um extenso trabalho de ca´lculos.
Uma vez delineado o histo´rico das RAs ate´ Tarski, pudemos analisar o conteu´do das
confereˆncias da maneira como Tarski as apresentou. No Cap´ıtulo 2, sistematicamente,
apresentamos as confereˆncias e destacamos treˆs problemas que foram deixados por Tarski,
os quais ocupavam seus estudos sobre RA e foram os principais temas de investigac¸a˜o deste
trabalho.
O primeiro problema, sobre qual seria o nu´mero mı´nimo de operadores necessa´rio para
podermos definir uma RA em termos equacionais, foi uma importante questa˜o levantada
por Tarski. Embora fosse bastante natural que se fizesse essa pergunta, o interessante foi
perceber que Tarski se equivocara nas suas suspeitas de que seria imposs´ıvel encontrar
um u´nico operador com o qual pude´ssemos definir uma RA (finita). Como mostrado no
Cap´ıtulo 3, Ferdinand Bo¨rner construiu tal operador e provou que este substitui todos os
operadores usados na axiomatizac¸a˜o de Tarski. No entanto, devido a` complexidade do
operador de Bo¨rner, fica a du´vida se o que Tarski buscava na˜o era algo mais “simples”. De
qualquer maneira, o problema foi objetivamente resolvido em 1986. Quanto a` importaˆncia
deste operador para o estudo das RAs, na˜o pudemos verificar grandes mudanc¸as no seu
desenvolvimento; mesmo entre os pesquisadores mais experientes no assunto, os que tive-
mos o privile´gio de consultar concordam que em seus pro´prios trabalhos, este operador
na˜o influenciou muita coisa. No entanto, lembramos o que Andre´ka e Ne´meti, em corres-
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pondeˆncia particular, ressaltaram - que nunca podemos saber qual a importaˆncia que um
resultado pode ter em investigac¸o˜es futuras. Independentemente do que este operador de
Bo¨rner tenha acrescentado ou acrescentara´ ao estudo das RAs, acreditamos que os con-
ceitos usados e as demonstrac¸o˜es feitas em seu artigo para a sua construc¸a˜o elevam a uma
abstrac¸a˜o de alto n´ıvel intelectual que, por si so´, ja´ justifica o seu trabalho.
O segundo problema deixado por Tarski e abordado no Cap´ıtulo 4 deste trabalho foi
certamente o problema que mais rendeu pesquisas posteriores e gerou artigos. Encontrar
um sitema de equac¸o˜es que caracterizasse apenas as a´lgebras de relac¸o˜es representa´veis
(RRA) na˜o foi uma tarefa trivial. Primeiramente foi necessa´rio mostrar que nem todas as
RAs sa˜o representa´veis, o que havia sido feito por Lyndon muito antes das confereˆncias,
resultado conhecido por Tarski na ocasia˜o em que esteve no Brasil. Uma vez conhecido
que nem todas as RAs sa˜o RRAs, iniciou-se a busca pelas equac¸o˜es que seriam va´lidas nas
RRAs e na˜o seriam va´lidas nas RAs, ale´m disso, qual seria o sistema de equac¸o˜es adequado
que pudesse caracterizar a classe das RRAs. Alguns resultados negativos com relac¸a˜o a
esse sistema de equac¸o˜es foram obtidos, mostrando que esse sistema na˜o poderia ser muito
“simples”. Lyndon, Hodkinson e Hirsch (conjuntamente) e Roger Maddux propuseram
sistemas para caracterizar as RRAs. Embora esses sistemas possam ser desafiados quanto
a sua complexidade, as linhas de pesquisas em RAs parecem ter tomado outros rumos.
Assim sendo, poder´ıamos dizer que o problema deixado por Tarski na˜o foi completamente
fechado, uma vez que ainda seja poss´ıvel, talvez, alcanc¸ar-se resultados “melhores”(mais
“simples”) do que os obtidos ate´ hoje; no entanto, o que ja´ foi feito nessa a´rea parece dar
contar de fazer com que o estudo das classes das RAs se desenvolva sem maiores entraves.
O terceiro e u´ltimo dos problemas deixado em aberto por Tarski ja´ estava sendo por
ele mesmo respondido na e´poca das confereˆncias, no entanto, seu trabalho, com Steven
Givant, so´ foi publicado em 1987.1 O problema era fazer da RA um recurso que pudesse
ser usado para expressar, algebricamente, a matema´tica cla´ssica. Mas como fazer isso, se a
linguagem usada para expressar a matema´tica e´ a lo´gica de primeira ordem e, como vimos,
a RA na˜o e´ adequada para ser a contra-parte alge´brica da lo´gica de primeira ordem? O
fato e´ que na˜o precisamos da lo´gica de primeira ordem em sua totalidade para expressar os
conteu´dos matema´ticos. Como foi dito por Tarski, “construir a matema´tica e´ construir teo-
ria de conjuntos e essa teoria conte´m apenas uma relac¸a˜o bina´ria, a relac¸a˜o de pertineˆncia”.
Tarski e Givant usam o formalismo das RAs e mostram que esse formalismo e´ equipolente
a um fragmento da lo´gica de primeira ordem, que contenha um predicado bina´rio e treˆs
varia´ves individuais, o que seria suficiente para expressar quase toda a matema´tica. Em
outras palavras, o que Tarski e Givant propo˜em e´ uma nova forma de se axiomatizar a
teoria de conjuntos, com uma linguagem das RAs.
A importaˆncia de Alfred Tarski para o desenvolvimento da lo´gica dispensa comenta´rios,
em particular, o conteu´do de suas confereˆncias no Brasil ainda e´ fonte de muitas pesquisas
atuais. Ao terminar este trabalho, percebemos que na˜o so´ poder´ıamos tornar pu´blico as
1Publicac¸a˜o po´stuma, Tarski faleceu em 27 de outubro de 1983.
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confereˆncias de um dos maiores lo´gicos modernos, para servir de fonte de pesquisa para
muitos pesquisadores do mundo, como poder´ıamos tambe´m, no´s mesmos, tirar das con-
fereˆncias grandes conteu´dos para nossos pro´prios estudos.
A partir deste trabalho e de uma sugesta˜o do Prof. Krause, motivamo-nos a investigar
o uso da axiomatizac¸a˜o de Tarski para teoria de conjuntos, via RA, para fundamentar uma
definic¸a˜o de estrutura que possibilite satisfazer a orientac¸a˜o da filosofia da matema´tica,
contemporaneamente conhecida como realismo estrutural ontolo´gico.
Acreditamos que a transcric¸a˜o das confereˆncias apresentadas neste trabalho, na˜o so´
contribuira´ com o seu valor histo´rico, sobre a obra de um dos maiores lo´gicos modernos do
mundo, mas tambe´m podera´ ser inspirac¸a˜o de trabalhos futuros.
Encerramos este trabalho com um comenta´rio sobre Tarski e a transcric¸a˜o das con-
fereˆncias.
Aqueles que tiveram a oportunidade e o privile´gio de assistir as aulas de Tarski viram
que ale´m de ter sido dono de uma inteligeˆncia rara, Tarski foi tambe´m um grande professor.
A maneira como Tarski explicava o conteu´do de suas aulas fazia com que seus alunos o
entendessem com facilidade. Sua capacidade de organizar suas ide´ias para dar suas aulas
era ta˜o boa que mesmo to´picos avanc¸ados e complexos da matema´tica pareciam ser bas-
tante intelig´ıveis. Da mesma maneira como lecionava, Tarski apresentou suas confereˆncias
no Brasil. Na transcric¸a˜o destas, feita neste trabalho, nos esforc¸amos para transmitir ao
leitor palavra por palavra dita por Tarski. Nem sempre isso foi poss´ıvel, por duas razo˜es:
primeiramente porque as fitas foram gravadas em 1975, devido a tecnologia que dispunha-
se na e´poca e os danos causados nas fitas pelo tempo, a clareza de som e imagem ficou
comprometida, fazendo com que alguns (poucos) trechos ficassem incompreenss´ıveis para
a transcric¸a˜o; e a segunda raza˜o pela qual na˜o fomos literais na transcric¸a˜o foi pelo fato
da linguagem falada ficar confusa quando expressa literalmente na forma escrita, nesses
momentos prefer´ımos fazer algumas alterac¸o˜es em favor de obtermos um texto mais claro
para o leitor. Mas mesmo quando assim o fizemos, procuramos ser sempre fie´is a`s palavras
de Tarski. Acreditamos que aqueles que tiverem acesso a` nossa transcric¸a˜o estara˜o tendo
acesso integral a`s confereˆncias que Tarski apresentou no Brasil.
O filme com a gravac¸a˜o das duas confereˆncias sobre a´lgebra de relac¸o˜es, proferidas
por Alfred Tarski na Unicamp em 1975, e a transcric¸a˜o dessas confereˆncias, que constitui
parte desta Dissertac¸a˜o de Mestrado, sera˜o disponibilizadas para uso acadeˆmico e pu´blico,
atrave´s dos Arquivos Histo´ricos do Centro de Lo´gica, Epistemologia e Histo´ria da Cieˆncia
da Unicamp.
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Apeˆndice
Author’s comment: Those who had the opportunity to watch Tarski’s lecture learned
that besides the rare intelligence there was also a great professor. The way Tarski explained
any subject made it easier for the students to understand. His capacity of organizing his
lectures and introduce a step by step mathematical development was so amazing that even
the most evolved topic in mathmatics seemed to be something understandable. It wasn’t
different when Tarski delivered his lectures in Brazil. For this transcription we always tried
to get Tarki’s words across literally, sometimes it wasn’t possible for two reasons, firstly
because the tape was recorded in 1975 and the sound and image is not as perfect as we
wish and it ended up that we may have lost something but only in a few parts. Secondly
because spoken language may be confusing when it is written down, at this moment we
rather changed a little so that the reader could understand without being confused, but
even at this point we kept as close as possible to Tarski’s words. We understand that those
who have acces to this transcription do have fully acces to the lectures that one of the
finest logic professor deliveried in Brazil.
ALFRED TARSKI IN BRAZIL
TARSKI SIMPOSIUM OF MATHEMATICAL LOGIC
UNICAMP - MARCH 1975
FIRST LECTURE
In my two lectures I would like to give you some idea of notions and problems in the
theory of relation algebra (RA). For obvious reasons I shall concise and skip over many
important points.
The development of RA is important to the proper view and discussion within a wider
framework, the viewed framework of the general development of algebraic logic, which goes
back to the half of the 19th century. It starts with the work of Boole, he’s been known as
the creator of the discipline which is known as the theory of boolean algebra. Its purpose
was to provide an apparatus which would enable cientists to develop a part of logic and
the corresponding part of metalogic, by means of algebraic methods.
The part involved was the most elementary part of logic, known as sentencial calculus.
We know that the work of Boole really achieved this goal. Boolean algebra provide us
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such an apparatus for sentencial calculus. Moreover, from the very beginning they found
applications and interpretations in other domains. They were treated as a kind of abstract
algebra which has a variety of models, sentencial calculus provide us one model which
can be called standard-model of boolean algebra. There are many other in Set Theory,
Topology, parts of Analysis...
From the point of view of logic, it was only the very beginning of what now we call
algebraic logic, because the part of logic involved was very elementary and it’s not sufficient,
actually, it’s far from being sufficient for serving as base for the whole mathematics.
Clearly, the problem arose of finding (or founding) a part of algebra or certain algebraic
system which would provide us such an apparatus for more advanced parts of logic, in
particular, of predicate logic which, as we know now, is essentially the main part of logic
which provides sufficient bases for the development of the whole mathematics.
The theory of RA is a certain stage in this development. People started working on this
theory very soon after the main papers of Boole. The people that should be mentioned here
is the English man De Morgan, an American philosopher Charles Peirce and the German
Ernest Schro¨der.
The theory of RA deals only with a part of predicate calculus (or the calculus of
quantifiers). In fact, it deals only with binary predicate and the binary relation denoted
by this binary predicate. So, it’s not the theory of arbitrary relations. Actually, the theory
of n-ary was never, to my knowledge, developed as in the same size as the theory of binary
relation. On the other hand, I hope, at the end of the second lecture, I shall give you some
idea of how the theory of binary relation can be used to the development of the whole
mathematics.
In the work of the people that I mentioned, De Morgan, Peirce and Schroder, a calculus
of relation was developed, not a theory in a modern sense but simply a machinery of
proving and deriving laws involving binary relations. Only much later, in 1940’s, the
theory of relation was presented as a part of abstract algebra, as the theory of certain class
of algebraic systems, and it became clear for us from the very beginning that the theory of
boolen algebra could be interpreted in interesting and important models outside of logic,
in particular, in groups.
Instead of defininig at once what I understand by relation algebra, I would like to give
you an example, what is called in mathematics “a concrete ” example, mathematicians
use many terms in a very “perverse” way, in particular, the term “concrete,” this is
not concrete in any sense which we use this term in commom language. It’s concrete in
the sense that we don’t give an arbitrary operation satisfying certain conditions but the
operation of a very defined set.
So, let’s consider an arbitrary set A, which we assume is not empty. By a binary relation
R on A we understand, in set theory normally, every set of ordered pairs, everything which
has a graph in a normal two axis coordenates, in case S is the set of real numbers, but A
could be a set of any kind of character. Normally we denote A×A for the cartesian square
of A. This means the set of all ordered pairs whose members are elements of A.
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A binary relation R is an arbitrary subset of the cartesian square A × A. Now, we
can form many operations on this relation, for instance, let S be another relation on A.
We can perform on R and S boolean operations, we can take the union of two relations
or intersection of two relations. Given any relation R we can form the complement of R
relative to A, which we denote by ¬AR. So, we have boolean operations on relations.
We have also certain operations on relations which do not apply to arbitrary sets, which
are characteristic of binary relation and have no meaning when applied to sets that are not
relations. One of them is the operation of relative product or composition on two relations,
which we denote by R\S. But what do we understand by this? This is again a certain set
of ordered pairs, using the formal notation we have
R\S = {(x, y) : x, y ∈ A ∧ ∃z(z ∈ A ∧ (x, z) ∈ R ∧ (z, y) ∈ S)},
ie, the set of pairs (x, y) where x and y belong to A and there exist z ∈ A such that (x, z)
is in R and (z, y) is in S. So, this is the operation of the relative multiplication of two
relations. This is a very important operation even in commom language, the evidence is
provided by the fact that for all relative product of certain relations whose name exist in
commom language, special terms which we produce denote this product. Most examples
which are given in this collection are those in the domain of family relation, for instance,
let’s take the relation of being a son in law. So, let T be the relation of being a son in law,
it means that if I write xTy or (x, y) ∈ T , I will read this as x is a son in law of y. To say
that x is a son in law of y means that there exists z such that x is husband of z and z is
daughter of y, ie, if H is the relation of being a husband and D is the relation of being a
daughter, so T is derived in the following way: T holds for (x, y) if there exists z such that
x is husband of z and z is daughter of y. Formally written, we have
∃z|xHy ∧ zDy.
Therefore, according to our definition, T is the relative (or direct) product of H and D
(T = H\D), the relation of being son in law is the direct product of the relation of being
a husband and the relation of being a daughter.
You can think in many examples, as many as you wish, in particular, when H and D
are the same relation. This is the case when T is the direct product of two relations R
(T = R\R), the relative square of R, sometimes denoted as R2. For instance, if R is the
relation of being a child, then R2 is the relation of being a grandchild, a grandchild means
a child of a child. This is the sort of good things for exercises, for instance, you can ask
the following question: is the relation of being a grandson the relative square of being a
son? And then you’ll see that the answer is negative, of course that a son of a daughter is
also a grandson. So, if x is a grandson of y it doesn’t mean necessarily that x is a son of z
and z is a son of y, because z could be a daughter of y.
Another example of an operation on relations is the unary operation of forming a
converse of a relation (R∪). Let’s use instead of the symbol converse (∪), the symbol that
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is most used in mathematics, R followed by “−1” (R−1 for the converse of a relation R).
This is the relation obtained from R by interchanging the terms on each pair, (x, y) ∈ R−1
if and only if (y, x) ∈ R. For instance, if R is the relation of being a child, then R−1 is
the relation of being parents. But if R is the relation of being a son, R−1 could be not the
relation of being a father since it could be also that you take not the father of x but the
mother of x. Actually we don’t have in the language a good term for the converse relation
of the relation of being a son. The relation of being parents is too wide here, the converse
of being parents of x doesn’t follow that x is a son because x could be a daughter.
There are also some individually relations which deserve attention. So, we are dealing,
as before, with relations on A and thus we can consider the largest and the smallest relation
on A. Using boolean notions, we have that relations are set or subsets of the set A × A,
which is itself a relation because it’s a subset of itself, and it’s the largest relation on A. It
is called the unit relation and we can denote it by U (UA if we want to emphasize that this
is the unit relation on A). On the other hand, we have also the least relation and this is
the empty relation, which is the same as empty set and we denote it normally by 0. Here,
relations are set strictly and these are boolean notions.
Now, the notions applied for relations are two such relations, indentity relation (I),
which is the set of all pairs (x, x) or all pairs (x, y) such that (x, y) belongs to A× A and
x is equal to y. That is,
I = {(x, y); (x, y ∈ A) ∧ (x = y)}.
Here, we used a set A but it could be independent on A, we would have then the very
comprehensive relation, the set of all pairs whose existence depends on a particularity of
set theory which we use as the base of our discussion, but in this case where we have the
identity relation restricted to A we’d have to write IA but, as before, we omit this A.
The other notion applied to relations is the diversity relation, denoted by DA, which
is the complement of the relation IA, ie, the set of all pairs (x, y) such that x is different
from y.
So, as you can see, we have here quite a few examples of operations on relations, binary
and unary ones and distinguished relations (or particular relations). We can form what is
called an algebraic structure. For this we can be interested in the property of a structure
formed by the family of all relations involved and by certain definited operations on these
relations and definited distinguished relations. In fact, we can denote by F the family of
all relations on A and we can consider it in connection (or in conjunction) with certain
operations, with the operations of forming union (I omitted forming intersection because
we can derive it from others) and the operation of forming complement (unary operation).
Then we take the relation of relative product, the relation converse and finally we take at
least one distinguished element, the indentity relation. So we have the following structure,〈F ,∪,¬, \,−1 , I〉 .
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The choice of these notions is understood if you notice that other notions which I mentioned
are defined in terms of them. So, we consider this structure of six notions, an ordered 6-
uple, this is an algebra in the sense of the theory of general algebra because it is a structure
formed by a set and certain operations under which the set is closed, also by certain element
of this set (distinguished element). Such structure is called nowadays algebraic structure or
algebra, and this algebra is an example of a relation algebra (RA). It can be refered more
specificated, as the complete algebra of relation on a given set A, it’s entirely determined
by this set A.
Now, it would be wrong and inconsistent with the spirit of modern algebraic discussion if
we made this complete an algebra the exclusive topic of our discussion or our consideration.
Also, from the point of view of providing us apparatus for the investigation for part of logic,
this would be probably satisfactory, however, we can say that it would be inconsistent and
uneconomic from the point of view of our idea of general theory of algebraic structure. Why
uneconomic? Because in developing the theory, we would formulate certain laws, we would
prove these laws by refering to the definitions of the operations and then we would derive
from these laws many other laws by means of a normal algebraic machinery. For instance,
as you know, in algebra, the most important laws, the most basic laws are those which
have the form of equations, they are known as identities. For example, such an identity
could be X ∪ Y = Y ∪X. So, we would have a number of identities and we would derive
from them other identities, and in deriving them we would, actually, obtain results which
would apply not only to this complete algebra of relations on a given set but to many other
algebraic structure, in particular, we would derive such law. It is not important to assume
that the family F consists of all relations on the set A. Instead of this, we can consider
a structure where F is any family of relations on a nonempty set A under the conditions
that this family is closed under these operations (it means that when we perform one of
this operations on relations of this family we obtain a new relation in this family) and the
identity relation belongs to A.
We can consider that F is any family of relations on a set A and in this way we get
a considerably wider class of objects in which we are interested in the theory of RA. But
this also wouldn’t be sufficient, in the theory of algebra we are interested most in those
properties of algebraic structure which are invariant under every isomorphic transformation
of the structure. (I should not define here what I understand by isomorphic transformation,
I assume that this notion is well known to most of you.) Now, an isomorphic transformation
of a RA of this type
〈F ,∪,¬, \,−1 , I〉 is not necessarily a RA of this type, it means that an
isomorphic transformation of the set F may be no longer the family of relations on a given
set and operations may loose their set theoretic or relation theoretic character. Neverthless,
we have experienced that it’s consistent with the spirit of the theory of modern algebraic
discussion to include all the isomorphic transformed of relation algebra in the original set
and in the class of object we are long to discuss.
There may be other motives for which one can induce us to go farther from the objects
of our discussion. The way of defining a class of algebraic structure, which is a proper topic
46
for algebraic study, is usually done by formulating a small number of postulates which are
satisfied by all objects we are interested in and we usually, but not always, try to find
postulates having the form of equations. The objects in which we are interested are those
structures in which these equations are satisfied. So, this is the problem of finding such
equations in this family.
Now, I’m interested not only in this complete algebra of relations on a given set, not even
in an arbitrary algebra of relations on a given set (that means in the algebra where F is an
arbitrary family of relations), not only in their isomorphic images. But I should formulate
a certain number of identities and I should define the class of relation algebras as the class
of algebraic structures in which these identities hold. I should use a new symbolism,
since the objects that we are going to discuss are no longer relations in the original sense
but quite an arbitrary object, it’s not proper to use these symbols (
〈F ,∪,¬, \,−1 , I〉) of
operations on this object. I shall use instead of union (∪) the symbol plus (+), instead of
complement (¬) I shall use minus (bar on the top at right) ( ¯ ), for backlash (\) I shall
use semicolon (;), for inverse (−1) I’ll use the symbol converse (∪), for “I” I shall use
identity with comma (1′) and for “F” I have at once an arbitrary set A. So, a structure
of this type 〈A,+, ¯ , ; ,∪ , 1′〉 satisfying certain conditions, which I’ll write soon, in few
minutes, will be a Relation Algebra.
Let me introduce certain terms, this plus (+) and the bar ( ¯ ) and other notions which
can be defined in their terms were introduced by Boole and we shall call them boolean
notions. The notions specific of RA (; , ∪) were introduced partially by De Morgan, by
Schroder and by Peirce for the first time and it seems proper to call them peircean notions.
Also, instead of the terminology of boolean you see absolute operation and for peircean
relative operation.
It was Schroder who suggested to use certain symbols for the special notions naming
them in a very simple method, just taking from boolean algebra an analogue symbol and
providing it with comma. So, the dot in “;” stands for what would be the symbol of
multiplication in boolen algebra (which I haven’t introduced in our primitive notions) and
from that symbol of multiplication (with comma) we obtain semicolon (;). In a similar
way, one (1) is the unit element in boolean algebra, this means that the element which
corresponds to the largest relation. “1′”, this is the identity which has certain features in
commum with boolean identity. For converse (∪) I don’t know really how to introduce the
relative symbol corresponding to this operation, rather if you take composition of boolean
complement and peircean converse ( ¯ ,∪), we’d obtain something which could be denoted
as relative complement ( ∪ ′) and which, really, from purely algebraic point of view would
be, perhaps, more proper used in the primitive symbol than the conversion symbol.
I’ll finally formulate the postulates, which can be divided in three groups:
P1) a+ b = b+ a (commutative law for addition)
P2) a+ (b+ c) = (a+ b) + c (associative law for addition).
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And a strange law which, however, is so useful in characterizing and completing this first
group of postulates,
P3) (a− + b)− + (a− + b−)− = a.
We understand, of course, that in these laws, a, a−, b and b− are elements of a given set
A.
Now, what about this law P3? If, by means of + and ¯ I define multiplication, then
the product of a and b, by De Morgan law, would be just the complement of the sum of
complements
(a− + b−)− = a.b,
however, (a− + b)− on the bases of some well known laws became a.b−, it means that the
law P3 would have the form
a.b− + a.b = a,
and this is a law very well known from the theory of boolean algebra, because from dis-
tributive law, a stays outside,
a.b− + a.b = a.(b− + b),
and we know that b− + b = 1, thus we have
a.(b− + b) = a.
These three laws (P1, P2 and P3) are sufficient for characterizing the class of boolean
algebra, if you have a doubt, you may check a postulate system for characterizing boolean
algebra. In these three postulates we are dealing only with a part of our system (〈A,+, ¯ 〉).
We can call this algebra that we obtain, by rejecting the peircean notions as the boolean
reduct of a given RA.
Now, we shall deal with peircean reduct, this means A and the peircean notions. We’ll
start with the associative law,
P4) a; (b; c) = (a; b); c.
Our second law expresses the property of the identity element 1′,
P5) a; 1′ = a.
Our third and fourth law deal with the operation of forming converse,
P6) a∪∪ = a (the law of double conversion)
P7) (a; b)∪ = b∪; a∪.
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We have here four laws and there is no generally admitted term for characterizing algebras
in which these four laws are satisfied. Algebras which have a binary operation and unary
operation and a distinguished element, so just like groups, because groups is also convenient
to develop as algebra with binary operation (as multiplication or composition), unary
operation (formating inverse) and unit element. Actually all these laws are satisfied in
group theory. The law P4 we know it holds for groups, an algebra in which it holds is
called semigroup. P5 says that the unit element is an unit element in the algebra sense. In
P6 we have what we would call in mathematics an involution, twice we repeat the operation
∪ and obtain the original set. For the law P7, since P6 is an involution, one would use
in mathematics and algebra a technical term dual isomorphic involution, dual because we
change the order, but I shall not enter into these matters.
So, we could say that this four last postulates characterize the peircean part of RA as
a semigroup with unit and with a dual isomorphic involution. (It would be good to find a
simpler term, dual isomorphic semigroup or something like this.)
Finally, we have only one more postulate and I should denote it by P8, which combine
these two parts and it has the following form (it is not an identity):
P8) a; b+ c∪− = c∪− → b; c+ a∪− = a−
So, as I told you, you know this, as opposed to the other laws this law is no longer an
identity, it is an implication, whenever the first equation holds, the second equation holds.
The second thing to be notice is, since on the bases of P1-P3 we develop the whole
theory of boolean algebra, we can introduce the notion of multiplication by De Morgan
(a.b = (a−+b−)−). We can prove its properties, we can stablish the familiar laws concerning
relation of multiplicantion and addition distributive law, we can prove that a+a− = b+b−
(so it doesn’t depend on a) and we can introduce 1 for the sum a+a−, we can also introduce
0 for the product a.a−1 and we can finally introduce the relation less than (≤) as a ≤ b,
by definition if a+ b = b.
Therefore, the postulate P8 assumes a little less strange form,
a; b ≤ c∪− → b; c ≤ a−∪ ,
and this plays a very important role in the development of the RA, it gives us a method
of transforming such inequalities.If we have the implication above we can repeat for the
second time these substituitions, then we obtain, if the second holds, that this implies
c; a ≤ b−∪ , then if you apply for one more time you return in the beginning (a; b ≤ c−∪).
It is a cyclic transformation, therefore, these two things are equivalent, logically they say
the same things, I could put it in this form,
a; b ≤ c∪− ↔ b; c ≤ a−∪ .
The problem of confirming or convincing one that this relation algebra whose elements
are real relations on a given set A satisfies all these postulates (there is no doubt regarding
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the first three), you will not find difficult to see that all these laws (peircean) are satisfied
and also there is really no difficult to convince yourself that a; b ≤ c−∪ ↔ b; c ≤ a−∪ applies
to postulate P8) and these eight postulates characterize the notion of an abstract Relation
Algebra.
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SECOND LECTURE
Postulate system for RA:
P1) a+ b = b+ a
P2) a+ (b+ c) = (a+ b) + c
P3) (a− + b)− + (a− + b−)− = a
P4) a; (b; c) = (a; b); c
P5) a; 1′ = a
P6) a∪∪ = a
P7) (a; b)∪ = b∪; a∪
P8 i) a; b+ c∪− = c∪− → b; c+ a∪− = a−
P8 ii) a; b ≤ c∪− → b; c ≤ a−∪
Now, we know what a relation algebra (RA) is. It is an algebra, it means a structure
given by a set (no empty) and by certain operations under which the set is closed. For
instance, in this case, the binary operation plus (+), the unary operation complement ( − ),
the binary operation of relative product (;), the unary operation of conversion ( ∪ ) and fi-
nally by a certain element of this set (a distinguished element), and in this case we have only
one such distinguished element which is the identity element (1′): (〈A,+, ¯ , ; ,∪ , 1′〉).
A relation algebra is a structure of that type, in which elements a, b and c satisfy
identities in certain postulates and these postulates are written above (P1-P8).
I can single out three groups of these postulates. The first group consists of postulates
P1-P3 and they characterize boolean algebra, it means that if we disregard the last three
notions (the percian notions) and we consider the structure thus obtained, this structure
(a reduct of the original structure) is a boolean algebra.
The next four postulates concern exclusively to the peircean notions and as I told you,
there is no general accepted term to refer to structures that satisfy these four postulates
but I’ve come across such a term as inversion semi-group or conversion semi-group. This
is essentially semi-groups with an union element and with an involution which is a dual
automorphism of this structure (this is expressed in P6 and P7.
Finally, we have one postulate (or the group consisted of one postulate only) which
combines boolean notions and peircean notions. Without such a postulate, the study of
RA would be a trivial matter, because it would be the study of boolean algebras and also
of certain structures from which not too much interesting things could be said. But we
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have something that combines these notions and this is the real power of the definition of
RA.
The best way to understand the implication P8) is to check it in proper RA, the com-
plete algebra of relations on a given set and in the more restricted subalgebra of this algebra
in which the family of all relations we replace by arbitrary relations, is easely seen that
this postulate is satisfied.
As the study of RA just as of any other class of algebraic structures divides in a natural
way in two parts. The first, more elementary part, is the arithmetic of RA. We considered
a RA assumed to be fixed during the whole discussion and we stablished many laws holding
in this algebra, involving arbitrary elements in this algebra.First of all, there are interests
in the simplest such laws, it means in equations or identities.
The second part is the proper algebraic discussion of RAs, in which we are interested
in methods of constructing more evolved algebras from simpler ones, in methods of decom-
posing an evolved algebra into a simpler one and in this way getting a better insight into
the structure or in this more evolved algebra, studying the variety of all possible structure
(I do not use here the term “variety ” in a technical sense but simply variety in a commum
language of all possible RA), meaning the class of isomorphism types of RA or of some
comprehensive sub-classes of the class of RA.
Let me first tell you a little about the first part of this discussion, the arithmetic of RA.
I think that RA is one of the most beautiful and perhaps the most difficult class of algebra
which I know. Arithmetic of RA, which in some other cases is a rather trivial matter, here
is something tricky and difficult.
It is difficult to derive identities from the given postulates. One come across that it is
seriously difficult, sometimes, trying to prove rather simple identities. No general methods
are available, and this has been shown, no general methods exist which would pemit us to
decide in which particular case wether a given equation is an identity of RA or not. In
other words, the set of all those equations which are identities of RA is not a recursive set.
It’s not suprising if you realize that there is a close connection between RAs and pred-
icate logic and we know that the class of general valid formulas in predicate logic is not a
recursive set.
Neverthless, there are many identities which can be derived from the postulates in a
relative simple way. In the third volume of a work of Scho¨der, which appeared in the first
years of this century, you find thousands and thousands of simple fomulas from the theory
of the algebra of relations and I haven’t found any special difficulties in deriving them all
from the postulates P1 - P7.
Now, what I can do only is to give you some samples and I want to give you some
simple samples. As you will see, there is a special percurse in view.
From the first group of postulates alone (P1-P3), as I told you, you can derive the
whole theory of boolean algebras, it’s a sufficient set of postulates and this is easily seen,
it’s well known and the proofs of familiar laws can be really easily constructed on the bases
of the paper of (...).
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If you consider the second group alone, there are not many interesting consequences
but I would like to point out two of them.
Theorem 1:
T1) 1′; a = a
What is said in T1 is that the identity element is the right unit of relative multiplication,
we can also show that it is also a left hand unit and this is connected with the next theorem,
by which the converse of identity is identity:
T2) 1′∪ = 1′.
It is convenient to prove T1 and T2 at once and the proof depends on some facts which
are very well known from the general idea of theory of algebra.
A binary operation may have many right hand units, it may have also many left hand
units but if it has both right hand units and left hand units, then they all must be equal.
It means that if some operation has some right hand units and some left hand units, then
it has only one right hand unit and one left hand unit and they are identical.
(Proof of T1 and T2:) Thus, it’s sufficient to show that, for instance, the converse of
identity is a left hand unit.
Well, we take the postulate P5 and we take converse on both sides, that is,
(a; 1′)∪ = a∪.
We apply the postulate P7 and this will be
1′∪; a∪ = a∪,
which holds for every a, in particular, instead of a, we take a∪. Then we obtain double
converse on both side of the equation,
1) 1′∪; a∪
∪
= a∪
∪
.
We use the postulate P6 and we obtain the following,
1′∪; a = a.
It means that identity converse is a left hand unit. 
If you don’t know the elementary argument used above, let me tell you out that it’s
sufficient to take the equation P5 and substitute for a this left hand unit (1′∪) and we
obtain
2) 1′∪; 1′ = 1′∪.
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On the other hand, if in 1) we substitue for a identity, then we obtain
3) 1′∪; 1′ = 1′.
And from 2) and 3) it follows that
1′∪ = 1′
and therefore in view of 1), identity is left hand unit. Thus we have obtained these two
conclusions (T1 and T2).
For the third consequence, let’s use the remark which I made before. We can repeat
P8ii by changing variables in such a way that for a we substitute b, for b we substitute c
and for c we substitute a. Then we obtain that the second inclusion in P8ii (which is)
b; c ≤ a∪−
implies a new inclusion:
c; a ≤ b−∪
and repeating this once more we return to the original inclusion. Therefore, all this three
inclusions are equivalent.
It’s known that inclusion can be expressed in boolean algebra in many different ways,
in particular, x is included in y (x ≤ y) can be expressed in the following way:
x.y−1 = 0,
this is one of the convenient ways of expressing inclusion and I’ll write the following thing
which is the third theorem:
T3) a; b.c∪ = 0↔ b; c.a∪ = 0↔ c; a.b∪ = 0.
For Theorem 4, let’s make some modifications in T3. In the second equation let’s substitute
for b identity and let’s forget the third equation and make use of the first one, known the
left and right hand unit. Then we obtain such a simple formula,
T4) a.c∪ = 0↔ c.a∪ = 0
and from this last condition we can obtain many new information concerning converse,
which would be difficult to get directly. However, in view of what I shall do just in a
moment after, I want to derive it as a particular case of the law known from boolean
algebra.
Assuming that in boolean algebra we have two functions f and g, each of which maps
the universe into itself (it means that if the domain is A, the range is included in A). Using
a very fashionable modern terminology, we can write in the following way,
f : A→ A and g : A→ A.
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Such two functions are refering to its conjugate functions if for any elements x and y we
have
f(x).y = 0↔ g(y).x = 0.
And a function is said to be self conjugate if you take f equal g in the equivalence above.
The main consequence of this notion of conjugate function is the following: that a
function which has a conjugate, in particular every self conjugate function, is distributive
under addition, it means that it satisfies the condition
f(x+ y) = f(x) + f(y);
and, actually, it is distributive not only under finite addition but even under infinite addi-
tion sigma (Σ), which is introduced in a well known way in the theory of boolean algebras.
I shall restrict myself to finite addition and I’m not going to prove, you can find the
proofs, for instance, in a paper of Jo´nsson and myself about boolean algebra with operators
and in some other places. The theorem is not very difficult, you prove separately the two
inclusions
f(x+ y) ≤ f(x) + f(y) and f(x) + f(y) ≤ f(x+ y)
using several times the laws of conjugate functions, with apropriate substituition.
What is expressed in T4 is the following: if you take x∪ as the function of x, then this
function is self-conjugate, this is expressed in T4 with other variables. Therefore we have
Theorem 5:
T5) (a+ b)∪ = a∪ + b∪.
And now you see why T5 is important. If you combine it with what is said in P7 and from
P6 you derive this conclusion, that the converse is a dual automorphism of every RA.
You may ask why I neglected complement, because from the fact P6 it follows that
this is a biunivic function, one-to-one, it maps the whole set A onto itself. Conditions of
isomorphism, of dual isomorphism, are satisfied for semicolon (;) in P7, for plus (+) in T5,
for converse ( ∪ ) automaticaly in P6 but complement ( − ) I neglected because complement
( − ) we can define in boolean algebra in terms of addition; in terms of addition we can
define inclusion, we can define all notions, not by means of equations only but within
the first-order logic. Therefore, if something is an isomorphism with respect to these
operation notions (+, ; , ∪ , ′ ), it will be automaticaly an isomorphism with respect
to the complement ( − ).
It means that this is a dual automorphism and since this notion may not be quite
familiar to you, let me be explicit. Consider the next two structures〈
A,+, ¯ , ; ,∪ , 1′
〉
and
〈
A,+, ¯ , : ,∪ , 1′
〉
,
noting that in the last one instead of “ ; ” we take the dual operation “ : ” and we don’t
change anything else.
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But what is “ : ”? This operation is dual with respect to relative multiplication (x :
y = y;x), so you change the terms. From our formulas it follows that the two algebras
above are isomorphic, that every RA is isomorphic to a dual RA obtained in this way, we
know simply that one operation has been changed.
What is the practical importance of it? Although semicolon (;) is not comutative,
however, if you manage to prove any law involving semicolon (;) you can always obtain
a new law by interchanging terms in each relative product, by interchanging terms you
obtain the corresponding law of dual algebra and these two algebras are isomorphic.
As a particular case of what was said, I shall write as Theorem 6, something that I
mentioned before:
T6) a−∪ = a∪−
This converse operator is a real dual automorphism and it maps 〈A,+, ¯ , ; ,∪ , 1′〉 on
the complement of 〈A,+, ¯ , : ,∪ , 1′〉 and it means essentialy what is said in T6, so you
see that it can be derived from T5 and P7, realising the fact that complement (¯) can be
defined in terms of adition (+).
Still a few simple things which I would like to derive, notice that all the previous laws
were discovered by Peirce and they are really indispensable laws in developing RAs. We
use these peircean implications in various forms again and again... I want to write down a
new form of it:
T7) a; b.c = 0↔ a∪; c.b = 0.
It’s easy to memorize, if you have the first formula in the equivalence above, which says
that the relative product (;) between a and b.c equals 0, you can interchange b and c under
the condition that you replace a by its converse a∪. You could also prove an analogue, by
which you can interchange a and c, by changing b to its converse b∪.
(Outlet of the proof T7) How do we obtain T7? It’s very simple, we take T3 and
replace c by c∪, so we have
a; b.c = 0↔ c∪; a.b = 0.
Now, I’ll take converse on both sides and obtain again the equivalent formula (the converse
of the product is the product of converses), so this will be
(c∪; a)∪.b = 0,
and by P7 this means
a∪; c.b = 0
which is what I want. This was only an outlet of the prove of T7). 
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What is expressed in T7 is the following thing: assume that a is fixed, take the function
f(x) = a;x
and the function
g(y) = a∪; y.
T7 expresses the fact that f and g are conjugate functions, it means
f(b).c = 0
is equivalent to
g(c).b = 0.
Therefore, by this general theorem we applied at once, we know that these two functions
are additive and we obtain a very important law, naming Theorem 8:
T8) a; (b+ c) = a; b+ a; c.
The last law which I want to derive is the following: (It’s not very intuitive, rather simple
but it’s easy to make an error in wrinting it, I prefer looking at my notes.)
T9) a; (a∪; b−)− + b = b
I could’ve written simply with inclusion
a; (a∪; b−)− ≤ b.
If you want to check it directly by taking this interpretation in proper RA you will have
no difficult, the derivation from ours laws is also no difficult.2
(outlet of the proof T9) Let’s take something very well know,
(a∪; b∪).(a∪; b∪)− = 0
We can apply T7 with some substituitions, for a I take a, for c I take b∪ and for b I take
(a∪; b∪)−. So we have
a∪; b∪.(a∪; b∪)− = 0↔ a; (a∪; b∪)−.b∪ = 0
and this will be, of course, true if I take for b, b−∪ , therefore, b∪ = (b−∪)∪ = b−. And then,
a; (a∪; b−)−.b− = 0
2At this point Tarski got a little confused on the demonstration of T9 and was interrupeted by one
student, so we present the proof following his steps but a little diferent so that it may be clear for the
reader
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and this is the same as to say less than equal to b, that is,
a; (a∪; b−)− ≤ b 
Well, I’ve derived a few laws, some of them simply interesting, a very algebraic simple
content, like T5, T8 and T9 (the last was simple but the algebraic content is not clear).
But these three laws together are interesting to us for the following thing: they follow from
our system but it’s easily seen and it can easily be shown that they can replace in our
system the law P8 and this is the only law which doesn’t have the form of equation, so we
can replace P8 by T5, T8 and T9.
We shall obtain a long postulate system, but a postulate system which consists exlu-
sively of identities and this shows that a RA form a variety in the sense of the theory of
general algebra. This is very important since from the fact that algebras form a variety
it follows that the class of this algebras is closed under formation of subalgebra, of direct
product and of homomorphic image.
From the first form of our postulate system for RA (P1-P8) you can derive at once
that the class of RA is closed under formation of subalgebra and direct product. If P8 is
not an equation it doesn’t mean that it is closed under the class of direct product, but...
because this is the so called conditional equations, Horn’s sentences, this is a well known
fact from the theory of models. But you could encounter very serious troubles if, on the
bases of this definition of RA (P1-P8), you long to try proving directly that the class of
RA is also closed under homomorphic image (it means an homomorphic image of a RA
is again a RA). This is not obvious, but if you show that T5, T8 and T9 can replace P8
it will become obvious. I’m not going to give you the proof, you will not find difficult to
derive from T5, T8 and T9 our old postulate P8.
This was almost all what I want to tell you about the arithmetic of RA, just a few
additions... You can define certain notions in terms of notions that have been previously
defined or introduced as primitive notions, for instance, the peircean or relative multipli-
cation, by means of De Morgan law we can also introduce peircean addition, using again
plus with comma ( +, ),
( +, b) = (a−; b−)−.
This is a very natural definition, however, you’ll probably try to see what intuitively it
means, what is a relative sum ( +, ) of two relations?
Remember that the relative product of relation R and S is a relation T such that xTy
if there is a z such that xRz and zSy. (Let me use the equivalent symbol.)
xR +, Sy is equivalent to say that for every z, we have xRz or zSy. Formally,
xR +, Sy : ∀z, xRz ∨ zSy,
it means, existential quantifier you replace by universal quantifier and conjuction you re-
place by disjunction.
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The meaning of +, is pretty simple, however, as opposed to relative multiplication, is
not easy to find examples for the relative sum ( +, ) of relations, in relations known from
commom life, for instance, family relations; there is a lot of examples of relative product
but I don’t know really any interesting example of relative sum ( +, ). I don’t know any
example in our common language (a special term could be introduced for relative sum of
two familiar relations). It seems to indicate that this construction from the point of view
of normal needs of commom language is not quite as natural as the construction of relative
products.
We have also a new special relation, zero comma (0′), and this is just 1′− (0′ = 1′−), it
means simply the complement of identity relation and it’s called diversity relation (x and
y are in this relation if and only if x is different from y).
We could also introduce a symbol for the complement of the converse. We could call
it relative complement and this would be more natural notion algebraicaly to introduce
than simple converse (x∪− = x−′). One could be tempted to give a nice postulate system
for RA which would be, so to speak, semi-dual and which would base upon two triples of
notions, plus (+), times (.) and bar ( ¯ ) on one hand and plus comma ( +, ), times comma
(;) and bar comma ( ¯′ ) on the other hand. I have such postulate system, but they are
not ideal, they contain some superflos postulates which I could derive from the others.
There are many interesting problems regarding foundations of RA which I’m not plan-
ning to discuss here, but to mention only one, we have that definition of RA with five
notions, two binary operations, two unary operations and one operation of arity zero or,
as we normally call it, a distinguished element, 〈A,+, ¯ , ; ,∪ , 1′〉.
Can we decrease the number of these primitive notions so that we still have a variety,
a class of algebras defined by means of equations only? We can replace + and ¯ by shefer
product, inclusion is well known from boolean algebra. We can easily eliminate converse
by introducing a new operation which will mean the same as a; b∪, an operation which is
very natural from the point of view of common language. If you write explicitly what it
means for ordinary relations R and S, x and y are in this relation if there exist both xRz
and ySz, so this is a very natural operation if we eliminate converse.
It also seems possible to eliminate identity. Now, if you have only two binary oper-
ations, the big problem is if you can replace these two binary operations by one binary
operation. Can you treat RA as group always? As algebra with one binary operation
only, but to be able to characterize them again with postulate system consisting only of
equations? I suspect that the answer to this problem is negative, but I have no proof of it.
Well, what else can be defined in arithmetic of RA? Some very interesting and impor-
tant notions.The properties of relations which are very familiar to us form any extensive
treat of predicate logic, in particular, from Principia Mathematica of Russel and White-
head.
Firstly, the notion of a symmetric relation, what does it mean? It means that a relation
R is identical with its inverse (xRy and yRx are equivalent).
In abstract theory of RAs, we have the definition of symmetric element, this means
59
that a is included in a∪, this is equivalent to say that a∪ is included in a and this is also
equivalent to say that a∪ = a. You could use any of the following three formulas to define
a symmetric element:
a ∈ Sy↔ a ≤ a∪ ↔ a∪ ≤ a↔ a∪ = a.
We have transitive relation, and again we can introduce the notion of transitive element,
and this is equivalent to say that a; a is included in a, which is also right in the form a2 is
included in a (by a2 we understand a; a):
a ∈ Tr ↔ a; a ≤ a↔ a2 ≤ a.
You know the notion of equivalence relation, we have here the notion of equivalence element,
this is equivalent to say that a is both trasitive and symmetric:
a ∈ Eq ↔ a ∈ Tr ∧a ∈ Sy ↔ a∪ = a = a2.
Note that a = a2, in transitive definition we can not replace inclusion by equallity, but in
conjunction with symmetric we can write so, or if you prefer writting
a; a∪ = a
or dually
a∪; a = a.
You know the notion of being a function, a relation is a function means that whenever
xRy and xRz, y must equal z, for every x there exists at most one y such that x is in
relation to y. Now, we can speak about function element and this is expressed by the
formula
a ∈ Fu↔ a∪; a ≤ 1′.
To introduce the biunivic function element, you take the formula above in dual,
a; a∪ ≤ 1′.
In that formula, nothing inform us about what we intuitively would call the domain of a
relation, it means that if you write it for relation this may be a function, but with a very
small domain, for instance, empty element, zero satifies this condition, zero is a function
element. But we may be interested in those special functions where the domain and range
are the whole universe of our discussion, this means one-one function whose domain and
range is the whole universe, in mathematics we call such functions permutations.
We have in RA the notion of permutative element and we obtain it by replacing equallity
by indentity in the definition of function and the dual formula
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a ∈ Pe ↔ a∪; a = 1′ = a; a∪.
When we introduce few notions, of course we may be interested in their arithmetical
properties and we want to know what are the laws applied to these notions. This is again
a huge comprehensive chapter of arithmetic of RA. I shall give only two examples without
giving any proof.
Semicolon (;) is distributive over boolean addition but in general not over boolean
multiplication (.). It turns out, however, that if a is a function element then it is distributive
under boolean multiplication, more over, this is a characteristic property over a function
element. Thus we can write the following:
a ∈ Fu ↔ ∀y, z[a; (y.z) = (a; z).(a; z)].
This distributive law is the characteristic property of a function element.
It’s interesting that a related law is the characteristic property of an equivalence ele-
ment. We need the so called modular law and we obtain the following thing:
a ∈ Eq ↔ ∀y, z[a; (y.(a; z)) = (a; y).(a; z)].
It’s very interesting that these two notions intuitively are very distant from each other.
The function elemens are those for which the distributive law over boolean multiplication
holds, the equivalence ones are those for which modular law over boolean multiplication
holds.
There is not much time for algebraic discussion but I still have some time in which I’ll
tell you something about it.
You get the impression that this is rather a difficult matter, to develop the theory of
RA and, actually, you are right, but there is something which facilitates this discussion of
this development and these are the duallity laws. I mentioned one of them which can be
called the first duality law, you can interchange the terms in every relative product and you
obtain a new law of RA, because of the property of converse as the dual automorphism.
You know that in boolean algebra, complement is in a different sense dual automor-
phism, what complement does with a boolean algebra can be described as follows.
Assume that we have a boolean algebra where we consider mulplication as a fundamen-
tal operation (〈A,+, · , ¯ 〉), so we have these two fundamental operations (“+” and “·” )
and complement. These two operations are both comutative , so the old meaning for con-
verse doesn’t apply here, but we still have a dual automorphism in the following sense: the
operation f(x) = x− maps 〈A,+, · , ¯ 〉 onto the following algebra 〈A, · ,+, ¯ 〉, in which
the roles of times (“·” ) and plus (“+” ) are interchanged. This is a dual boolean algebra in
a different sense that in RA and the two algebras above are again isomorphic, and therefore
in every law you can interchange “+” and “·” leaving complement unchanged.
You can extend this to RA. Also, if you consider RA a system with more primitive no-
tions, naming, 〈A,+, · , ¯, ; , +, , , ∪〉, and you form the following algebra, 〈A, · ,+, ¯, +, , , ; , ∪〉,
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it turns out that complement only maps isomorphicly the first algebra into this second al-
gebra, and you obtain new laws of duality for RA. You can always interchange “+” and
“·” . You have to interchange “;” and “ +, ” , leaving the other unary operator unchanged.
Finally, if you consider the function f(x) = x∪− , you obtain a third duality law which
I shall not formulate explicitly.
When you prove one law in the theory of boolean algebras you obtain three other laws
“gratis” so to speak, and this facilitates the task. It happens sometimes that these three
duality laws coincide with the original, or some of two of them coincide, so then you are
cheated a little, you don’t obtain anything new. I’ll give one example of one of the most
interesting laws of the arithmetic of RA, where you can see that dual laws are, actually,
identical to the original one and this is the so called semi modular law
x; (y +, z) ≤ (x; y) +, z.
I suggest you to complete this subject. It’s not very difficult and it’s not very simple, try
to see why the duality law in this case doesn’t give anything new.
Let’s turn to the algebraic discussion. You may be interested in methods of construct-
ing algebras applied to RA. Construction of subalgebra, construction of homomorphism
image, construction of direct product.
Firstly, construction of subalgebra, nothing specially interesting I could tell you. Just
one remark is that every RA has at least a subalgebra and this subalgebra which consists
only of elements zero (0), diversity (0′), identity (1′), one (1) and their simple combinations.
These combinations may coincide with each other, it depends on RAs. The smallest sub-
algebras are not identical, there are many types of smallest subalgebra. There are smallest
subalgebras consisting of two elements, four elements, eight elements, sixteen elements and
the maximum is thirty-two elements. You understand, of course, that since RA are boolean
algebras then the number of elements over binary RA is always a power of two, as in every
boolean algebra, so you can not have RA consisting of three or five elements (two, four,
eight, sixteen, thirty-two are the simplest things). Why is this so?
If you have these four elements at start (0, 0′, 1′, 1) or if you have only element iden-
tity, by forming converse you don’t obtain anything new, by taking complement ( ¯ ) you
will obtain diversity (0′), by taking this sum (+) (the sum of an element an their com-
plement) you obtain one (1), by taking the product (.) you obtain zero (0) and by using
exclusively boolean notions you don’t obtain anything else. But then you can try to apply
peircean notions, firstly converse ( ∪ ), converse doesn’t give you anything new because
converse, each of this elements is symmetric, it means its converse is equal to itself. What
about semicolon? Semicolon applied to these elements (1, 0, 1′, 0′) doesn’t give anything
interesting:
1; 1 = 1, 1; 0 = 0 and 0; a = 0.
Also if you apply identity it doesn’t give any result, because
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1′; 1′ = 1′ and 1′; a = a (this is a unit element).
However, 0′; 0′ is the crucial point, this has a different meaning in (...) RA, even proper
RA where elements are really relations. If you have RA on a set consisting of one element
only, then diversity relation is simply empty relation, there are no different elements and
therefore 0′; 0′ is also the empty relation. If you have RA on a set consisting of two elements,
0′; 0′ says that there is an element z such that x is different from z and z is different from
y. This is equivalent to say that x = y, because if z is different from both x and y and our
whole set is only a two elements set, x must be equal to y, therefore,
0′; 0′ = 1′.
If finally there are more than two elements, then you can see that
0′; 0′ = 1.
So, 0′; 0′ can assume different values, it can be 0, it can be 0′ or it can be the boolean
1. In this connection you see that there are many types of the smallest RA and, actually,
there may be cases upper to thirty-two different elements, because you have to think that
there are RA which are direct product of two, for instance, RA consisting of algebras on
two elements set and RA on relations on three elements set, you take direct product and
you have a different minimum RA.
Well, analizing homomorphisms, you know from general algebra that the study of ho-
momorphisms can be replaced by consideration of congruence relation; it’s a discussion of
congruence relation on RA and in some cases, under some conditions, instead of congruence
relation we can consider certain subsets of the universe called ideals and this is the case
of boolean algebra and it’s also the case of RA. So, in RA, the discussion of homomorphic
images is the discussion of ideals.
Ideal of a RA will be a set X included in A (X ⊂ A) which satisfies the following
conditions:
0 ∈ X
y, z ∈ X → y + z ∈ A
y, z ∈ X → y; z ∈ X, z; y ∈ X, y.z ∈ X
y ∈ X → y∪ ∈ X
This is the proper definition of ideals and the study of homomorphisms is the study
essentially of the variety of these ideals in a given RA, in particular, the simplest case, the
smallest RA. From the point of view of homomorphisms which are not trivial are those
which have only two different ideals. I said only two because if you have only one ideal then
this must consist of only one element and this is a trivial case, but interesting are those
RA which have two different ideals. The set consisting of 0 only is an ideal, the element 0
is an ideal and the whole universe is an ideal and it may happen that there are no other
63
ideals, such an algebra is called simple, so RA may be simple.
It’s interesting, the simplicity in the case of RA can be characterized in a very simple
arithmetic way, using properties of elements. It turns out that a RA is simple if, and only
if,
x 6= 0→ 1;x; 1 = 1.
1 is different from 0 because otherwise all elements would be equal and this would be a
one element algebra and I want to exclude this case, but the second condition is essential.
Due to this fact, for instance, a subalgebra of a simple RA is again simple, because this is
a universal condition imposed on all elements.
It turns out also that simple RAs coincide with those which are directly indecomposable
and which are also subdirectly indecomposable, but I don’t want to go in this last notion
which may be interesting for algebrists. But a further conclusion is that by a theorem of
Birkhoff, every RA is subalgebra of the direct product of simple algebra, this is called in
modern algebra as semi-simple algebra, so every RA is semi-simple. And this, in a variety
of problems considerably facilitates the study of RA to prove something, some properties
of all RA.
It’s often sufficient to prove for simple RA, then you extend to direct products which is
sometimes automatic, then you extend to subalgebras which is also sometimes automatic.
To give you an example of this I should discuss the problem of representation for RA,
you know that a boolean algebra, by theorem of Stone is always isomorphic to the algebra
of sets, and the question would be asked for RA is: Is RA isomorphic to the algebra of
relations?
Now, as in the case of boolean algebras it would be sufficient to discuss this problem for
simple algebras. Is a simple algebra always isomorphic (representable means isomorphism)
to proper RA? The only question is, can we automatically assume that we have some
answers to this question? Do we know which simple algebras are representable, can we
extend this to direct products? Are direct products of algebras, which can be represented,
a proper RA? Can they themselves be represented?
Well, essentialy not as I have defined, let’s see my definition of proper RA. We have a
family of binary relations on a set A which is not necessarily the family of all relations but
is closed under union, complement, relative product, converse and contains relation: such
an algebra is a proper RA.
The boolean element of this algebra is some set A, the universe from which we started,
this is algebraicaly the 1.
We will not change much, if we assume that the largest element on this family is not
necessarily a unit element but an arbitrary equivalence element, not an arbitrary element
whatsoever because, if we take an arbitrary element whatsoever, the relative product of
two elements included in it will not necessarily be included in it, but if it’s an equivalence
element it will be so. Thus, any equivalence relation can serve here as unit relation, as the
largest relation, with this change in the definition of a proper RA. It is easily seen that
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it extends to direct product automaticaly and later to subalgebra, so everything holds,
everything reduces to the problem of simple algebra.
This problem has rather interesting history but the present situation looks more or less
like this. Well, the solution is negative, there are RA which are not representable and there
are even rather simple RAs, but I don’t remember the answer or the case (RA of 16 or 32
elements which is not representable, not isomorphic with any proper RA).
Secondly, you can not characterize the class of representable RA by adding to our pos-
tulate system any finite number of new postulates, it means you have to add an infinite list
of equations in order to obtain the characterization of proper RA. Third, one can find an
infinite list of equations which added to these equations gives a characterization of proper
algebra, it means that proper RAs form again a variety but this variety has no finite equa-
tional bases.
These are the main results, now we have many problems which are open. This infinite
postulate system is very (evolved). You can easily imagine, we can not restrict ourselves
not only to equations, boundary lengths, because we have many of them, infinity many, but
we cannot restrict ourselves to equations with finite many variables, we must have equa-
tions with more and more variables, the number of distinct variables cannot be bounded.
You notice, we could have infinity many equations having only bounded number of vari-
ables, even only one variable but this would not be sufficient. We’d need infinitely many
equations with no bounded number of variables.
You see, such a problem as finding a simplest system, natural system, is still open. The
problem of the simplest equations which hold in all RAs but not in RRAs is still open. We
don’t know how far we have to go in complexity of equation to reach, to obtain equations
(which do not hold...) which hold in all RRAs but not in all RAs are still open problems.
(Probably by means of...) one would have to use probably the help of machines to solve
this problems. It has some combinatorial character, they would require a considered effort
from the part of individual to try to see, for instance, this problem of the simplest formula
which can be used to prove, to obtain the negative solution of the representation problem.
And finally, the last question, if it is so, you could ask me a question about this defini-
tion of RA which I suggested and which I have founded (I suggested it many years ago).
If we know that these are not all equations which are needed to obtain representation the-
orems, this means, to obtain the algebraic expression of predicate logic (means two place
predicate), if we know that this is not an adequated expression of this logic, then why to
restrict oneself to these equations? Why not to add some other equations which hold in
RRA or may be all?
Well, the answer is this. (...) Inspite of the fact that this is not an adequate expres-
sion of predicate logic (with two places predicate), it turns out that this relation algebra
form an adequate bases for the construction of practically the whole mathematics and this
seems to be a contradiction in the sense that on one hand it’s not a sufficient apparatus for
predicate logic which is base of mathematics, on the other hand they represent an adequate
instrument for the whole mathematics.
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Well, this is a matter which I could not discuss, I would need for this several new lec-
tures. I can tell you only in this way: we can say that to construct mathematics means to
construct set theory. What hold in mathematics, what hold in classical mathematics can
be treated as a part of set theory. Set theory is really the theory of one relation, naming,
element relation, membership relation. All set theoretical statements express certain prop-
erties of this relation. So, the problem of this element relation can be expressed in this
language (RA) and turns out that the answer is positive. This is true for all systems of set
theory which we know, which have been suggested and, actually, the only condition which
a system of set theory must satify to be representable in this algebra is that it contains
the axiom of pairs, for any two elements we have the pair of these two elements or a little
more general, because we may consider set theories with proper classes, that it contains
a method of constructing ordered pairs from any two members of the universe, from any
two classes which are in this system. And this condition is satisfied by all existing and
suggested systems of set theory, such systems as Zermelo-Frankel, Bernays Von Neummam,
Godel, Quine’s system and so on. From this point of view this RA matter if exists. It
provides a sufficient algebraic apparatus for constructing mathematics.
Well, I think I shall finish with these remarks and I’m sorry that it was more a propa-
ganda than a mathematical development.
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