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Abstract
The reduced density matrix is variationally optimized for the two-dimensional Hubbard model.
Exploiting all symmetries present in the system, we have been able to study 6×6 lattices at various
fillings and different values for the on-site repulsion, using the highly accurate but computationally
expensive three-index conditions. To reduce the computational cost we study the performance of
imposing the three-index constraints on local clusters of 2×2 and 3×3 sites. We subsequently derive
new constraints which extend these cluster constraints to incorporate the open-system nature of a
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of the three-index result can be recovered using these extended cluster constraints, at a fraction of
the computational cost.
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I. INTRODUCTION
Although the underlying physical laws and mathematical formalism describing many-
electron systems are fully understood, solving the associated quantum many-body problem
remains a very challenging task. This is because the dimension of the associated Hilbert
space increases exponentially with system size. To obtain results for correlated electron sys-
tems one therefore resorts to approximate techniques, which try to capture the relevant parts
of the physics in the system. This paper deals with variational density matrix optimization
(v2DM), a many-body method which removes the wave function from quantum mechanics
by replacing it wth the two-body reduced density matrix (2DM), at the benefit of having
nicer scaling properties. This appealing idea originates from the 1940’s with Husimi [1] and
was brought to focus by Coleman in his excellent review paper [2]. In subsequent years a lot
of effort was put in the formulation of the problem [3, 4] and the first numerical calculations
were performed [5, 6]. However, some disappointing results [7, 8] and the computational
complexity of the problem caused activity in the field to drop. It wasn’t until Nakata et al.
[9] and Mazziotti [10] introduced a numerical technique called semidefinite programming to
v2DM, that interest in the field was renewed. Since then a lot of progress has been made,
both by developing better algorithms suited to the physics problem at hand [11–14], as well
as by increasing the accuracy of the approximation by deriving new constraints [15–19]. A
large variety of systems has been studied using v2DM, mostly atomic and molecular sys-
tems [14, 16, 20–23], but also nuclear [7, 8], and spin and lattice systems [14, 19, 24–27].
Recently it was observed that this standard approach fails to describe the dissociation limit
of certain diatomic molecules [28]. This failure was shown to originate from the lack of
size-extensivity of the method [18, 29], and several ways to cure this behaviour have been
set forth [18, 30, 31].
This paper focuses on how the standard v2DM approach performs for the 2D Hubbard
model, and proposes a computationally much cheaper way in which these results can be
approximated. It should be noted that the proposed new conditions are approximations to
the standard non-negativity constraints, and as such they do not intend to cure the non-size
extensivity of the method.
The Hubbard model is a schematic model [32] developed to describe electron correlation
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in solids by means of the Hamiltonian:
Hˆ = −t
∑
〈ij〉
(
a†iσajσ + a
†
jσaiσ
)
+ U
∑
i
n↑in
↓
i , with n
σ
i = a
†
iσaiσ , (1)
in which the sum 〈ij〉 goes over nearest neighbouring sites only, and using second-quantized
notation where a†α/aα creates/annihilates a fermion in a single-particle state α = {iσ} with
i the lattice label and σ the spin projection (σ = ±1
2
), see e.g. [33, 34]. The 2D version
is of particular interest because it is thought to exhibit high-temperature superconductivity
[35, 36]. This simple model has a rich phase diagram and is therefore challenging to solve.
This is due to the competition between the delocalizing first term (see Eq. 1), which allows
for hopping from one site to its neighbours, and the second term, which locally repels
electrons that are on the same site. A lot of numerical studies have been carried out for
this system, using various methods such as quantum Monte Carlo [37], and the density
matrix renormalization group (DMRG) [38]. For an excellent overview of numerical studies
performed on the 2D Hubbard model, we refer to the review by Scalapino [36]. In spite of all
these numerical studies, surprisingly few reference results exist for the ground-state energy
on finite size lattices. An earlier v2DM study focussed on the 4×4 lattice and was limited to
the half-filled case [39]. In this paper we present results obtained by v2DM with the accurate
three-index (PQGT ′) conditions (see Section II) on a 6 × 6 lattice at various fillings and
for different values of the on-site repulsion U . In Section II we give a short introduction
to the general framework behind v2DM, and show how the symmetry present in the model
can be exploited to obtain a substantial computational speed up. Subsequently we present
and discuss the exact variational lower bound results on the 6 × 6 lattice obtained using
the computationally heavy PQGT ′ conditions and the much faster but less accurate two-
index (PQG) conditions. We compare these with an exact variational upper bound obtained
through a DMRG framework developed by one of us [40]. In Section III we look for a
way to recover three-index precision without losing computational efficiency, by imposing
three-index constraints on local clusters. In Section IV we derive new constraints which
extend these local cluster constraints in a way that reflects the open-system nature of a
cluster. We demonstrate the feasibility of this approach by performing a proof-of-principle
calculation imposing a subset of these constraints. It is shown that the computationally very
expensive PQGT ′ results can be closely approximated by imposing only a limited subset of
the extended clutser constraints, at a fraction of the computational cost.
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II. THEORETICAL FRAMEWORK
A. Introduction to v2DM
The Hamiltonian of a system interacting in up to two-body terms is:
Hˆαβ;γδ =
∑
αβ
tαβa
†
αaβ +
1
4
∑
αβγδ
Vαβ;γδa
†
αa
†
βaδaγ , (2)
so the expectation value of the energy corresponding to an arbitrary N -particle state |ΨN〉
can be expressed using but the 2DM of that state:
E(Γ) = Tr ΓH(2) =
1
4
∑
αβγδ
Γαβ;γδH
(2)
αβ;γδ , (3)
with the 2DM defined as:
Γαβ;γδ = 〈ΨN |a†αa†βaδaγ|ΨN〉 , (4)
and the reduced two-body Hamiltonian:
H(2) =
1
N − 1 [δαγtβδ − δαδtβγ − δβγtαδ + δβδtαγ] + Vαβ;γδ . (5)
The key idea underpinning v2DM is to use Eq. (3) to determine the 2DM variationally.
Once the approximate ground-state 2DM is found, we can extract all one- and two-body
ground-state properties. This approach eliminates the need to reference the exponentially
scaling wave function, and requires only the much more compact 2DM. A complication
arises because the variation has to be performed over a limited set of 2DM’s, i.e. those
that are derivable from an ensemble of N -particle wave functions. This is known as the
N -representability problem [2]. Using the variational principle and the fact that the set of
N -representable 2DM’s is convex, one can derive a formal solution to the N -representability
problem. This necessary and sufficient condition states that a 2DM is N -representable if
and only if
Tr Γ H(2)ν ≥ EN0
(
H(2)ν
)
, (6)
for all 2-particle Hamiltonians H
(2)
ν , with corresponding ground-state energies EN0 (H
(2)).
These conditions are obviously not practically implementable, but can be used to derive a
set of necessary constraints. Consider the class of positive Hamiltonians:
Hˆ = B†B with B† =
∑
αβ
gαβa
†
αaβ . (7)
4
Inserting this class of Hamiltonians into Eq. (6) leads to the inequality:∑
αβγδ
gαβ〈ΨN |a†αaβa†δaγ|ΨN〉gγδ ≥ 0 , (8)
from which the matrix-positivity condition [3]
G(Γ)  0 with G(Γ)αβ;γδ = δβδραγ − Γαδ;γβ , (9)
follows. In this fashion one can derive two more necessary conditions [2], one is simply the
non-negativity condition on the 2DM itself, another requires the non-negativity of:
Q(Γ)  0 with Q(Γ)αβ;γδ = 〈ΨN |aαaβa†δa†γ|ΨN〉 . (10)
These three combined form the so-called two-index conditions, often referred to as PQG.
Another class of constraints is derived using the positive Hamiltonian [15, 20, 41]:
Hˆ = B†B +BB† , (11)
in which the B† is a three-body operator. Two conditions are derived in this way:
T1 (Γ) 0 using B† =
∑
αβγ
t1αβγa
†
αa
†
βa
†
γ , and (12)
T ′2 (Γ) 0 using B† =
∑
αβγ
t2αβγa
†
αa
†
βaγ +
∑
µ
sµa
†
µ . (13)
These are matrix-positivity constraints on respectively three-particle and two-particle-one-
hole space, and are referred to as three-index constraints. Enforcing these conditions usually
greatly improves the accuracy of the results, but at a considerable computational cost.
v2DM can now be formulated as the following constrained optimization problem:
min
Γ
Tr ΓH(2) , (14)
on the condition that
Tr Γ =
N(N − 1)
2
, (15)
L(Γ)  0 ∀L ∈ {P ,Q,G, T1, T2} . (16)
Because the set of 2DM’s over which the optimization is performed is too large, one ob-
tains a variational lower bound to the energy, complementary to variational wave-function
techniques where one finds an upper bound.
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U N = 16 N = 14 N = 10
exact PQGT ′ PQGT ′ [39] PQG PQG [39] exact PQGT ′ PQG exact PQGT ′ PQG
4 -0.8514 -0.8607 -0.8607 -0.9343 -0.9341 -1.1246 -1.1486 -1.2664 -1.9581 -1.9595 -2.0106
8 -0.5329 -0.5476 -0.5476 -0.6604 -0.6603 -0.8478 -0.9124 -1.1162 -1.7510 -1.7597 -1.8806
12 -0.3745 -0.3909 * -0.5054 * -0.7180 -0.8024 -1.1050 -1.6455 -1.6626 -1.8284
16 -0.2882 -0.30101 * -0.4073 * -0.6475 -0.7409 -1.0136 -1.5843 -1.6085 -1.8014
TABLE I: Ground-state energy per particle for the 4 × 4 lattice with different fillings. PQG and
PQGT ′ results are compared with exact diagonalization result from [43, 44], and the previous
v2DM reference results from [39].
This problem is an instance of the class of semidefinite programs (SDP). This is a well
studied optimization problem for which many algorithms have been developed. A number
of these algorithms have been tailored to the specific case of v2DM, and they can be divided
into two classes. On the one hand there are the interior-point methods [9, 11] which are very
robust, but have a slow computational scaling of about O(M12), regardless of when two- and
three-index conditions are imposed, where M is the dimension of single-particle space. On
the other hand there are first-order algorithms such as the boundary point method [12, 42],
which have a better scaling of O(M9) when the three-index conditions are included, but
these do not have the nice convergence properties of the interior point methods. In this
study a boundary point method has been used.
B. Symmetry adaptation of the constraints
The 2D Hubbard model on a square lattice with periodic boundary conditions (PBC),
i.e. the 2D Hubbard model on a torus, has a lot of symmetry. This symmetry can be used
to block diagonalize the constraint matrices L, allowing for a reduction of the computational
cost of the SDP. Full exploitation of this symmetry allows us to push our calculations to
reasonably sized lattices, up to 20×20 when only two-index conditions are imposed, and up
6
U N = 36 N = 34 N = 30 N = 24 N = 18 N = 12 N = 6
DMRG PQGT ′ DMRG PQGT ′ DMRG PQGT ′ PQGT ′ PQGT ′ PQGT ′ PQGT ′
1 -1.3256 -1.3399 -1.4272 -1.4398 -1.6710 -1.6775 -2.0981 -2.5533 -2.9286 -3.3131
2 -1.1310 -1.1543 -1.2396 -1.2646 -1.5036 -1.5194 -1.9720 -2.4606 -2.8716 -3.2976
3 -0.9708 -0.9985 -1.0835 -1.1212 -1.3629 -1.3910 -1.8694 -2.3851 -2.8299 -3.2851
4 -0.8409 -0.8702 -0.9577 -1.0066 -1.2473 -1.2892 -1.7870 -2.3237 -2.7945 -3.2751
5 -0.7356 -0.7654 -0.8555 -0.9145 -1.1540 -1.2094 -1.7212 -2.2738 -2.7602 -3.2664
6 -0.6501 -0.6798 -0.7746 -0.8395 -1.0790 -1.1463 -1.6688 -2.2329 -2.7369 -3.2594
7 -0.5803 -0.6092 -0.7080 -0.7776 -1.0186 -1.0957 -1.6268 -2.1992 -2.7167 -3.2539
8 -0.5226 -0.5504 -0.6538 -0.7261 -0.9697 -1.0546 -1.5926 -2.1711 -2.7000 -3.2498
9 -0.4744 -0.5009 -0.6083 -0.6828 -0.9296 -1.0207 -1.5646 -2.1475 -2.6858 -3.2451
10 -0.4339 -0.4588 -0.5707 -0.6459 -0.8953 -0.9924 -1.5414 -2.1275 -2.6737 -3.2421
11 -0.3994 -0.4228 -0.5388 -0.6144 -0.8671 -0.9686 -1.5217 -2.1104 -2.6632 -3.2382
12 -0.3696 -0.3916 -0.5114 -0.5871 -0.8410 -0.9483 -1.5050 -2.0956 -2.6541 -3.2354
13 -0.3439 -0.3643 -0.4872 -0.5633 -0.8210 -0.9308 -1.4906 -2.0827 -2.6461 -3.2325
14 -0.3214 -0.3405 -0.4671 -0.5424 -0.8036 -0.9157 -1.4780 -2.0715 -2.6390 -3.2305
15 -0.3016 -0.3194 -0.4489 -0.5239 -0.7881 -0.9025 -1.4669 -2.0615 -2.6328 -3.2282
TABLE II: Ground-state energy per particle for 6 × 6 lattice with different fillings and on-site
repulsion, obtained with PQGT ′ conditions, compared with DMRG results for N = 36, 34 and 30.
to 6×6 with the three-index conditions included. We will impose three different symmetries:
spin symmetry, translational invariance and the point-group symmetry of the lattice.
1. Spin Symmetry
The invariance of the Hubbard Hamiltonian under rotations in spin space can be exploited
by introducing the spin-averaged ensemble [45]. The G condition, when defined in a spin-
averaged way as:
G(Γ)Sab;cd =
1
2S + 1
∑
M
〈ΨSM| [a†a ⊗ a˜b]S ([a†c ⊗ a˜d]S)† |ΨSM〉 , (17)
breaks down into four blocks, one S = 0 block and three degenerate S = 1 blocks. This does
not change the scaling of the algorithm, but elementary matrix computations are performed
7
32 times faster. Analogous results are obtained for the other constraints.
2. Translational invariance
Because periodic boundary conditions are assumed, the Hamiltonian is invariant under
lattice translations in both the x and y direction. It is straightforward to exploit this
symmetry: by transforming the single-particle basis to quasi-momentum eigenstates:
|kxky;σ〉 = 1
L
L∑
x,y=1
eikxxeikyy|xy;σ〉 , (18)
in which L is the linear dimension of the lattice. The constraint matrices then decompose
into blocks with the same two-particle or particle-hole quasi-momentum (Kx, Ky), e.g. the
S = 0 part of the G matrix falls apart in L2 blocks of dimension L2. This does change the
scaling of the program. Instead of the O(L12) scaling of a matrix multiplication on the G
matrix without translational invariance, we now have a scaling of O(L8).
3. Point group symmetry
The final symmetry we exploit is the point-group symmetry (C4v) of the lattice. Combined
with translational invariance this forms the space group P4mm. There are three independent
transformations which leave the Hamiltonian invariant:
|x, y〉 →| − x, y〉 reflection symmetry in the x-direction (19)
|x, y〉 →|x,−y〉 reflection symmetry in the y-direction (20)
|x, y〉 →|y, x〉 reflection symmetry along the diagonal (21)
These operations do not commute with the translation operator, which means they map
different (Kx, Ky) blocks in the constraint matrices onto each other. This can be used to
reduce the number of blocks we have to store and perform calculations on. A problem arises
in blocks that are mapped onto themselves by the symmetry operations. For consistency
the symmetry then has to be enforced in these blocks by imposing linear constraints on the
2DM during the optimization.
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FIG. 1: Ground-state energy per particle as a function of on-site repulsion U for 36 particles on
a 6× 6 lattice (cfr. Table II). DMRG results are compared with v2DM results using PQGT ′ and
PQG conditions.
C. Reference results
Using the method discussed in Sections II A and II B we have performed ground-state
PQGT ′ calculations for the 6× 6 Hubbard model, for different values of on-site repulsion U
and at various fillings. For reference, we compare our calculations of the energy per particle
number on a 4 × 4 lattice with exact diagonalization results by Fano et al. [43] and an
exact diagonalization program written by one of us [44]. As can be seen in Table I, the
PQGT ′ results are about 1% below the exact result. As expected, just imposing the PQG
constraints does not give satisfactory results. We also compare our v2DM results to those
obtained by Anderson et al. in [39], and it is shown that they correspond.
In Table II the PQGT ′ results for the ground-state energy per particle on a 6×6 lattice for
9
-1.6
-1.4
-1.2
-1
-0.8
-0.6
-0.4
0 2 4 6 8 10 12 14 16
E
/N
U
6x6 2D Hubbard N = 34
DMRG
PQGT
PQG
FIG. 2: Ground-state energy per particle as a function of on-site repulsion U for 34 particles on
a 6× 6 lattice (cfr. Table II). DMRG results are compared with v2DM results using PQGT ′ and
PQG conditions.
different filling factors and on-site repulsion U are given for future reference. They provide
rigourous lower bounds on the energy. For the 6 × 6 lattice with 36, 34 and 30 particles
we can compare with a variational upper bound on the energy obtained with a two-site
SU(2)⊗ U(1) spin- and particle number-adapted DMRG code developed by one of us [40],
with 7500 reduced renormalized basis states at each boundary. Note that this corresponds
to a much larger number of effective renormalized basis states, as in a spin-adapted DMRG
code only one basis state per multiplet is retained.
In Figures 1, 2, and 3 the v2DM results obtained with both the PQG and PQGT ′
conditions are compared to the DMRG results. We notice that for half filling, the PQGT ′
and DMRG results are very close. PQG results, however, do not follow the same trend and
deviate significantly from the other results. This discrepancy becomes even worse when we
10
-1.7
-1.6
-1.5
-1.4
-1.3
-1.2
-1.1
-1
-0.9
-0.8
-0.7
0 2 4 6 8 10 12 14 16
E
/N
U
6x6 2D Hubbard N = 30
DMRG
PQGT
PQG
FIG. 3: Ground-state energy per particle as a function of on-site repulsion U for 30 particles on
a 6× 6 lattice (cfr. Table II). DMRG results are compared with v2DM results using PQGT ′ and
PQG conditions.
move away from half filling. There the PQG energies are almost twice the PQGT ′ results at
large values of U . The gap between the upper bound provided by the DMRG results and the
lower bound PQGT ′ results also becomes larger when we dope the lattice. This means that
the PQGT ′ conditions perform worse when the system is more delocalized. The DMRG
results also become less accurate when the system is delocalized, but are closer to the exact
result. In Appendix A an estimate of the error on the DMRG result is made by looking at
the relation between the discarded weight and the energy. In the remainder of this paper
we look for ways to bridge the gap between the PQG and PQGT ′ results while avoiding the
considerable computational burden that is associated with the three-index constraints.
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III. CLUSTER CONSTRAINTS
As the 2D Hubbard Hamiltonian only connects nearest neighbouring sites, it is reason-
able to assume that the local correlations, occuring between adjacent sites, are particularly
important. Various many-body methods take advantage of this observation and treat the
local degrees of freedom on a higher level than the rest of the system [46–48]. In a related
approach we propose to impose the three-index conditions on smaller local clusters of 2× 2
or 3 × 3 sites, while the full system is treated on a PQG level. This means we impose
non-negativity only on those blocks of the T1 and T ′2 matrices for which all single-particle
indices are on the local cluster. A problem with imposing these local constraints is that
we have to Fourier transform the 2DM back from the quasi-momentum basis to the site
basis, which leads to some overhead. However, the matrix computations are the bottleneck
of the program, and these become cheaper, since only subcluster matrices are considered.
As a result the algorithm runs much faster than the full 6 × 6 PQGT ′ calculations. Be-
cause translational invariance is still imposed, only one cluster constraint has to be taken
into account. In Figures 4, 5 and 6 it is shown what the improvement upon PQG is when
implementing the three-index constraints on clusters of 2 × 2 and 3 × 3 sites. The 2 × 2
clusters seem to be too small, and the constraints only become active for larger values of
on-site repulsion U . At half filling the three-index constraints on 3× 3 clusters do a decent
job, they bridge about half of the gap between PQG and PQGT ′. For 34 particles the
performance is similar, whereas for 30 particles the result gets slightly worse, but the cluster
constraints still manage to recover a substantial part of the correlation. This decrease in
accuracy when moving away from half filling is not surprising, because one would not expect
local constraints to be as effective in more delocalized systems.
In fact it is a bit naive to impose the three-index constraints on clusters, because one
implicitly assumes that the subsystem is a closed system, i.e. that particle number is
conserved on the cluster. The full Hamiltonian (1), however, allows for the hopping of
particles between the cluster and the rest of the system. We have access to the full system
2DM, which contains all the information about the communication between the cluster and
the rest of the system. This observation suggests that there must be a way to extend the
three-index cluster constraints to include the open system characteristics of the cluster, using
the full system 2DM. In the next Section we derive new constraints which do exactly that,
12
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FIG. 4: Ground-state energy per particle as a function of on-site repulsion U for 36 particles on
a 6× 6 lattice. Results of the three-index constraints imposed on clusters of 2× 2 and 3× 3 sites
compared with the full PQGT ′ results and PQG results.
and we demonstrate the feasibility of the approach by implementing them in a proof-of-
principle calculation.
IV. EXTENDED CLUSTER CONSTRAINTS
A. The extended T1 constraint: eT1
To simplify the presentation the constraints are derived in a spin-uncoupled form. The
actual implementation of the constraints, however, was performed in a spin-coupled fashion.
This changes nothing to the generality of the derived conditions or to the quality of the
obtained results. As explained in Section II the T1 condition is derived by demanding the
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FIG. 5: Ground-state energy per particle as a function of on-site repulsion U for 34 particles on
a 6× 6 lattice. Results of the three-index constraints imposed on clusters of 2× 2 and 3× 3 sites
compared with the full PQGT ′ results and PQG results.
non-negativity of the class of Hamiltonians:
Hˆ =
{
B†, B
}
, where B† =
∑
αβγ
t1αβγa
†
αa
†
βa
†
γ . (22)
When we limit the T1 condition to a cluster we impose the non-negativity of a subclass of
Hamiltonians generated by the three-particle operator:
B† =
∑
abc
t1abca
†
aa
†
ba
†
c , (23)
in which Latin indices a are used to denote cluster states, overlined Latin indices a¯ to denote
the rest of the system and Greek indices α for general states. A better approximation to
the full system B† is obtained if one allows one or two creation operators to be outside the
14
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a 6× 6 lattice. Results of the three-index constraints imposed on clusters of 2× 2 and 3× 3 sites
compared with the full PQGT ′ results and PQG results.
cluster:
B† =
∑
abc
t1abca
†
aa
†
ba
†
c +
∑
abc¯
t1abc¯a
†
aa
†
ba
†
c¯ +
∑
a¯b¯c
t1a¯b¯ca
†
a¯a
†
b¯
a†c . (24)
In this way it is clear that the hopping in and out of the cluster is included. However,
we want to construct a condition which only depends on the cluster indices. This can be
accomplished by factorizing the terms in Eq. (24) which contain both cluster and non-cluster
indices:
t1abc¯ =xabpc¯ , (25)
t1a¯b¯c =ga¯b¯zc . (26)
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The new B† operator only depends on cluster indices, a one-particle (p† =
∑
c¯ pc¯a
†
c¯) and a
two-particle state (g† =
∑
a¯b¯ ga¯b¯a
†
a¯a
†
b¯
) outside of the cluster:
B† =
∑
abc
t1abca
†
aa
†
ba
†
c +
∑
ab
xaba
†
aa
†
bp
† +
∑
c
zcg
†a†c . (27)
With this B†, a new cluster constraint can be constructed, containing the three-index T1
and extending it with two- and one-index terms:
(T1)abc;dez X(p)abc;st Z(g)abc;v
X†(p)mn;dez X(2)(p)mn;st (XZ)(p, g)mn;v
Z†(g)u;dez (XZ)†(p, g)u;st Z(2)(g)u;v
  0 , (28)
where the different tensors are defined as:
X(p)abc;st =〈a†aa†ba†cpatas + patasa†aa†ba†c〉 , (29)
Z(g)abc;v =〈a†aa†ba†cavg + avga†aa†ba†c〉 , (30)
X(2)(p)mn;st =〈a†ma†np†patas + patasa†na†mp†〉 , (31)
XZ(p, g)mn;v =〈a†ma†np†avg + avga†na†mp†〉 , (32)
Z(2)(g)u;v =〈g†a†uavg + avgg†a†u〉 . (33)
All these extra terms can be constructed using the full system 2DM and the knowledge of
some predefined one- and two-particle states p and g outside the cluster.
B. The extended T ′2 constraint: eT ′2
In an analogous way as for the T1 we can construct extensions which include cluster-system
information to the T ′2 condition. The two-particle-one-hole operator which constructs the
full system T ′2 (see Eq. (13)) can be approximated on the cluster by:
B† =
∑
abc
t2abca
†
aa
†
bac+
∑
m
sma
†
m+
∑
ab
xaba
†
aa
†
bh+
∑
bc
ybcp
†a†bac+
∑
c
zcg
†ac+
∑
a
raa
†
ad
† , (34)
in which the different states outside of the cluster are defined as:
h =
∑
c¯
hc¯ac¯ , p
† =
∑
a¯
pa¯a
†
a¯ , (35)
g† =
∑
a¯b¯
ga¯b¯a
†
a¯a
†
b¯
, d† =
∑
b¯c¯
db¯c¯a
†
b¯
ac¯ . (36)
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As before this leads to a new non-negativity constraint which includes the old T ′2 on the
cluster and extends it with four new terms.
(T2)abc;dez Pabc;w X(h)abc;st Y (p)abc;pq Z(g)abc;v R(d)abc;l
P †r;dez P
(2)
r;w PX(h)r;st PY (p)r;pq PZ
†(g)r;v PR†(d)r;l
X†(h)mn;dez PX†(h)mn;w X(2)(h)mn;st XY (h, p)mn;pq XZ(h, g)mn;v XR(h, d)mn;l
Y †(p)xy;dez PY †(p)xy;w XY †(h, p)xy;st Y (2)(p)xy;pq Y Z(p, g)xy;v Y R(p, d)xy;l
Z†(g)u;dez PZ†(g)u;w XZ†(h, g)u;st Y Z†(p, g)u;pq Z(2)(g)u;v ZR(g, d)u;l
R†(d)k;dez PR†(d)k;w XR†(h, d)k;st Y R†(p, d)k;pq ZR†(g, d)k;v R(2)(d)k;l

 0
(37)
in which the extra tensor terms are defined as:
X(h)abc;st = 〈a†aa†bach†a†tas + h†a†tasa†aa†bac〉 , Y (p)abc;pq = 〈a†aa†baca†qapp+ a†qappa†aa†bac〉 ,
Z(g)abc;v = 〈a†aa†baca†vg + a†vga†aa†bac〉 , R(d)abc;l = 〈a†aa†bacdal + dala†aa†bac〉 ,
X(2)(h)mn;st = 〈a†ma†nhh†atas + h†atasa†ma†nh〉 , XY (h, p)mn;pq = 〈a†ma†nha†qapp+ a†qappa†ma†nh〉 ,
XZ(h, g)mn;v = 〈a†ma†nha†vg + a†vga†ma†nh〉 , XR(h, d)mn;l = 〈a†ma†nhdal + dala†ma†nh〉 ,
XP (h)mn;w = 〈a†ma†nhaw〉 , Y (2)(p)xy;pq = 〈p†a†xaya†qapp+ a†qappp†a†xay〉
Y Z(p, g)xy;v = 〈p†a†xaya†vg + a†vgp†a†xay〉 , Y R(p, d)xy;v = 〈p†a†xaydal + dalp†a†xay〉
Y P (p)xy;w = 〈p†a†xayaw〉 , Z(2)(g)u;v = 〈g†auavg + avgg†au〉
ZR(g, d)u;l = 〈g†audal + dalg†au〉 , ZP (g)u;w = 〈g†auaw〉 ,
R(2)(d)k;l = 〈a†kd†dal + dala†kd†〉 , RP (d)k;w = 〈a†kd†aw〉 .
which can all be constructed using the full system 2DM and the different states (h, p, g and
d) outside of the cluster.
C. Finding the optimal constraint
In Sections IV A and IV B we derived new constraints which include and extend the three-
index constraints imposed on local clusters on the lattice. These new constraints depend on
states defined outside of the cluster, giving rise to additional complications. In this Section
we explore a method to choose these states, optimizing the class of positive Hamiltonians
generated by Eqs. (27) and (34) to make the constraints as strict as possible. In what follows
we limit ourselves to the extended constraints with only one index outside of the cluster,
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FIG. 7: Illustration of the self-consistent eigenvalue problem (44). The solution is found when the
lowest eigenvalue of Σ() (λ0(Σ)) equals . The black vertical lines are poles in Σ() and correspond
to the precalculated eigenvalues of the T1 matrix on the cluster.
i.e. for the eT1 there is only the dependence on the single-particle state p, whereas the eT ′2
depends on the single-hole state h and the single-particle state p.
The problem we discuss is the following: given a 2DM Γ from some previous calculation,
for what state p, outside of the cluster, is the eT1(Γ) constraint maximally violated. We have
chosen to define the most violated constraint as the eT1 which has the lowest eigenvalue, i.e.
we optimize the following cost function:
φeT1(p) = λeT10 (p) + µ(|p|2 − C)2 , (38)
as a function of the single-particle state p, in which µ scales the quadratic potential that
makes sure the p vector is normalized, and λeT10 (p) is the lowest eigenvalue of the eT1 matrix
for the current value of the state p. The gradient of this cost function can be evaluated
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analytically using the Hellman-Feynman theorem [49]:
∂λeT10
∂pz¯
= 〈Ψ0|
(
∂eT1(p)
∂pz¯
)
|Ψ0〉 , with eT1(Γ)|Ψ0〉 = λeT10 |Ψ0〉 . (39)
The cost function can then be optimized using a simple non-linear conjugate gradient algo-
rithm [50]. For the construction of an efficient conjugate gradient algorithm it is essential
to have a fast evaluation of the lowest eigenvalue and eigenvector of the constraint with
a certain state p. This can be achieved because the largest block, the T1 on the cluster,
remains unchanged during the optimization. If we prediagonalize the large block on the
cluster, we need a fast method to solve the following problem:
λ1 0 . . . 0 b11 . . . b1m
0 λ2 . . . 0 b21 . . . b2m
0 0
. . . 0
...
...
...
0 0 . . . λn bn1 . . . bnm
b11 b21 . . . bn1 d11 . . . d1m
...
... . . .
...
... . . .
...
b1m b2m . . . bnm dm1 . . . dmm


x1
x2
...
xn
y1
...
ym

= 

x1
x2
...
xn
y1
...
ym

, (40)
in which the b and d coefficients represent the extensions to the cluster constraint, which
depend on the variable p, the λi’s are the precalculated eigenvalues of the T1 on the cluster,
and  is the lowest eigenvalue of the total matrix. This leads to n+m linear equations:
λixi +
m∑
j=1
bijyj =xi for i = 1 . . . n , (41)
n∑
i=1
bijxi +
∑
j
dijyi =yj for j = 1 . . .m . (42)
From the first n equations the xi’s can be eliminated and expressed as a function of the y’s:
xi =
1
− λi
m∑
k=1
bikyk . (43)
When this is substituted into the remaining m equations we get the following self-consistent
eigenvalue problem:
m∑
k=1
Σ()jk yk = yj , for j = 1 . . .m , with Σ()jk =
n∑
i=1
bijbik
− λi + dkj . (44)
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FIG. 8: Percentage of the gap between the PQG and the PQGT ′ results recovered by the addition
of the pure and extended cluster constraints with optimized non-cluster states p and h. For the
6× 6 Hubbard model at half filling.
These equations can be solved easily and quickly using the bisection method. As shown in
Figure 7, the lowest eigenvalue of the full matrix λeT10 is always below the lowest eigenvalue
of the block matrix (the black vertical lines). This means one can easily bracket the lowest
eigenvalue λeT10 and improve the approximation to it using the bisection method at the cost
of just a couple of diagonalizations of an m×m matrix.
D. Results
The procedure introduced in Section IV C has been applied to optimize the p state for eT1,
and the p and h states for the eT ′2 condition. In Figures 8 and 9 we show the percentage
of the gap between the results obtained by imposing only PQG constraints and the full
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FIG. 9: Percentage of the gap between the PQG and the PQGT ′ results recovered by the addition
of the pure and extended cluster constraints with optimized non-cluster states p and h. For the
6× 6 Hubbard model with 34 particles.
PQGT ′ result that has been recovered by the addition of the pure cluster constraints, and
the improvement caused by imposing the extended cluster constraints with optimized non-
cluster states. For the 2×2 constraints one sees that, whereas the original cluster constraints
have little to no effect, the extended constraints are active and improve the result. The
extensions on the 3× 3 cluster improve the result significantly for lower values of U , where
the pure cluster constraints perform poorly. At higher values of U they still enhance the
result, although the pure cluster constraints already do a good job. We notice that the
improvements are discontinuous as a function of U . This is probably a manifestation of the
fact that the cost function is not convex, and the conjugate gradient algorithm ends up in
different local optima for various U -values.
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V. CONCLUSION AND OUTLOOK
In this paper the ground-state energy of the 2D Hubbard model has been calculated
using the v2DM method. Results have been obtained using the accurate PQGT ′ conditions
for lattices up to 6 × 6 at different fillings. Hereby a rigorous variational lower bound is
obtained which can be used as a reference for future calculations in combination with the
upper bound obtained by the DMRG algorithm. Imposing the three-index constraints gives
results that are of a significant better quality than imposing just the two-index conditions,
but at a computational cost which prevents us from scaling to larger lattice sizes. We have
therefore imposed the three-index conditions on local clusters of 2× 2 and 3× 3 sites, in an
attempt to capture the relevant local correlation at the three-index level while avoiding the
computational cost of the full PQGT ′ conditions. This worked reasonably well provided the
cluster size was large enough. However, imposing these constraints is equivalent to treating
the cluster as a closed system, whereas the cluster subsystem should rather be treated as an
open system, including communication between the subsystem and the rest of the system.
This observation led us to derive new constraints, which take the open-system nature into
account, and are dependent on states outside of the cluster. We have shown how to choose
these states by performing an eigenvalue optimization, which can be done efficiently using
a conjugate gradient algorithm. The results of these proof-of-principle calculations show
that adding a limited set of the extended cluster constraints already improve the quality
of the results substantially. The increase in accuracy was largest where the pure cluster
constraints failed to recover a large part of the difference between PQG and PQGT ′. The
improvements brought about by imposing these extended constraints come at a very small
additional computational cost.
In this paper we have set forth the new conditions, and implemented a proof-of-principle
example. There are, however, many improvements that can be made. A first point is that
the constraint depends on our choice for the cost function. There is no guarantee that
the constraint with the lowest eigenvalue will lead to the largest increase in energy when
imposed. We have seen that local minima occur, because our cost function is non-linear,
so the conjugate gradient algorithm is bound to get stuck there. Using a Monte Carlo
optimization of the function, a global optimum of the cost function might be found. In
this discussion we have limited ourselves to single states outside of the cluster. It can be
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expected, however, that multiple orthogonal states will provide better results. If we allowed
two states outside the cluster, the eT1 would be constructed using the operator:
B† =
∑
abc
t1abca
†
aa
†
ba
†
c +
∑
ab
x1aba
†
aa
†
bp
† +
∑
ab
x2aba
†
aa
†
bp
†
⊥ , (45)
which leads to another quadratic addition in the T1 matrix. If more and more terms of this
sort are added one should converge to the full PQGT ′ result. Of course, the hope is that
convergence is achieved by adding just a few states.
For the proof-of-principle calculations a limited set of the extended constraints have
been used, namely those that have one-particle terms outside of the cluster. It is likely
that correlations that include two-particle and particle-hole terms outside of the cluster are
important, and that adding those would improve the result considerably.
As a final note we mention that these constraints are general and not limited to the 2D
Hubbard model. They can be used in molecular calculations as an active space method to
include three-index conditions on a limited space to recover a portion of the PQGT ′ result
without the heavy computational burden.
Appendix A: Error estimation of the DMRG results
Underlying the DMRG algorithm is the class of matrix product state wave-functions.
The minimal energy encountered during a DMRG sweep is therefore a variational upper
bound to the exact ground state energy. This energy can be improved by increasing the
number of retained renormalized basis states. To allow for an extrapolation to the true
ground state energy, a linear relationship between the so-called discarded weight and the
energy has been advocated [51–53]. For several numbers of retained renormalized basis
states, the maximal discarded weight and the minimal variational energy obtained from the
last (converged) sweep are plotted. A linear fit then allows to obtain a rough estimate for
the true ground state energy.
For the 6 × 6 lattice, filled with N = 30 fermions, in the S = 0 singlet state, with the
on-site repulsion U = 15, the v2DM and the DMRG results deviate the most in Table II.
For this case, we have tried to obtain a rough estimate for the exact ground state energy
in Fig. 10, with the method described above. Note that D is the number of reduced
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FIG. 10: Rough estimate of the true ground state energy for the 6× 6 lattice, filled with N = 30
fermions, in the S = 0 singlet state, with the on-site repulsion U = 15. The estimate is based on a
linear extrapolation between the discarded weight and the obtained variational energy, for several
DMRG calculations using different values of reduced renormalized basis states D.
renormalized basis states which are retained during the sweeps. The true ground state
energy estimation for N = 30 and U = 15 allows to attribute 15% of the corresponding
v2DM-DMRG gap to DMRG and 85% to v2DM.
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