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Abstract Charge sensitivity analysis was originally
introduced in the trivial-atom resolution. Here, we extend
this resolution into force-field atoms. The AMBERff99
force-field resolution was employed. The effective elec-
tronegativities and hardnesses were derived for five dif-
ferent population analyses (Mulliken, Hirschfeld, AIM,
NPA and Voronoi charges) by applying evolutionary
algorithms.
Keywords Charge sensitivity analysis  Electronegativity
equalization principle  Electronegativity  Hardness 
AMBER force field
Introduction
Charge sensitivity analysis (CSA) [1], the formalism
employed in this study, originates from density functional
theory (DFT) and is a part of conceptual DFT [2–4]. It may
be considered as a generalization of electronegativity
equalization (EE) method [5]. The EE-based methods [6–
12] were mainly applied for deriving charge distribution
inside non-interacting molecules. Such static model was
introduced to molecular dynamics by Rappe and Goddard
[8] as initial guess generator (charge distribution genera-
tor). The use of extended Lagrangian method extended the
area of application of EE method to interacting molecules
[13, 14]. However, the model introduced unphysical ther-
mal fluctuations and additional thermostat was required to
cool down the ‘‘polarization’’ degree of freedom. In con-
trast to EE methods, CSA can describe polarization directly
without resorting to Lagrangian method and in addition it
allows to define a wide range of sensitivities for each
chemically interesting partitioning of the system, therefore,
one can monitor the progress of a given chemical process.
It was demonstrated in static applications that CSA has a
huge potential in the reactivity theory [15–17]. Therefore,
the dynamic aspect of the CSA may provide many addi-
tional information.
The charge sensitivity, PRAB ¼ opA=otBð ÞR, is a differen-
tial quantity and represents the response of the parameter p
characterizing equilibrium state of fragment A to a dis-
placement of parameter t of the equilibrium state of the
another fragment B (see Chapter 1 of ref [1]). This response
is measured under specific constraints imposed on the
molecular remainder R ¼ C; D; E; . . .;X; Y ; Zð Þ: The
remainder can be further divided into the freely relaxing and
frozen parts . Here, the broken lines
are placed between relaxing fragments while the solid lines
are placed between frozen fragments. Based on this con-
vention, one can define rigid ½R ¼ ðCjDjEj . . . Xj jY jZÞ;
relaxed and any intermediate
sensitivities. In such a way, the whole hierarchy of PRAB can
be computed.
Routinely, CSA was applied as supplementary tool to
semiempirical or ab initio calculations. Our main intention
is to extend its area of applications. We plan to couple CSA
with molecular dynamics (MD) simulations. Prior to this,
the method should be parameterized for a given force field.
This will be also a step towards polarizable force fields
since standard force fields used in molecular modeling
describe electrostatic interactions in terms of fixed, atom
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centered, charges. In addition, CSA will introduce
‘‘dynamic’’ qualitative structure activity relationships
(QSAR) or qualitative structure property relationships
(QSPR) models into MD simulations.
The article is organized as follows. First, CSA method-
ology is given. Next, the optimization procedure is descri-
bed. Afterwards, the results obtained are discussed. Finally,
conclusions and future prospects are briefly discussed.
A short survey of charge sensitivity analysis
The CSA in atomic resolution is based on second-order
Taylor expansion of the system energy EMð Þ with respect


























































ðX; NÞ 2 fA;B; . . .Zg: ð1Þ
The sum over fragments X and N is introduced for further
derivations. The number of atoms in the fragments X and N are
denoted by nX and nN, respectively. The overall number of
atoms in the system is equal to N. All differentiations are carried
out for a fixed external potential due to nuclei v and frozen
atomic charges except those distinguished in derivatives. The
atomic electronegativities v ¼ ðv1; v2; . . .; vNÞ¼ ðvA; vB; . . .;
vZÞ and the elements of hardness matrix g ¼ fgijg ¼
fgXNg ½ i; jð Þ 2 1; 2; . . .;Nf g; (X,N) e {A, B,…, Z}] are the
main CSA parameters which should be adjusted to reproduce
atomic charges on the reference set of molecules. Both v and g
are totally rigid quantities since by definition molecular system
M is divided into N mutually closed atoms.
In fragment resolution, the following set of equations:
vA1 ¼ vA2 ¼    vAnA ¼ vA  oEM=oqAð Þ
vB1 ¼ vB2 ¼    vBnB ¼ vB  oEM=oqBð Þ
..
.
vZ1 ¼ vZ2 ¼    vZnZ ¼ vZ  oEM=oqZð Þ
; ð2Þ
marks the intra-fragment equilibrium. In general, fragment
electronegativities are different: vA 6¼ vB 6¼    6¼ vZ . This




dqi ¼ qX; X 2 fA;B; . . .Zg; ð3Þ
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where vectors 1X and 0X are filled by 0 and 1, respectively.
In order to simplify this equation, the neutral atom limit,
dqX ¼ qX have been used. By inverting Eq 4, the charge
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The elements of the inverse matrix are [17]: diagonal
ðfA;A ¼ foqAi =oqAgÞ and off-diagonal ðfA;B ¼ foqAi =oqBgÞ
Fukui function (FF) vectors, diagonal ðbA;A ¼ foqAi =ovAj gÞ
and off-diagonal bA;B ¼ foqAi =ovBj g
 
polarization matri-
ces, and hardness matrix ðgfrg ¼ fgAB ¼ ovA=oqBgÞ in
fragment (frg) resolution. Diagonal FF vectors are nor-
malized to unity ðfA;A1
y
A ¼ 1Þ while off-diagonal are nor-
malized to zero (fA;B1
y
B ¼ 0). Both diagonal and off-
diagonal polarization matrices are normalized to zeroPnX
i2X ðbXNÞij ¼ 0; ðX; NÞ 2 fA;B; . . .Zg; since perturba-
tion in the external potential at the position of atom j
belonging to fragment B ðvBj Þ does not change the overall
charge. When one is interested in global equilibrium ðvA ¼
vB ¼    ¼ vZ ¼ vÞ; Eqs 4 and 5 have simpler form:
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where v ¼ oEM=oq is the global electronegativity [18], g ¼
o2EM=oq
2 ¼ ov=oq is the global hardness [19], b ¼ fbij ¼
oqi=ovj; i; j ¼ 1; 2;. . .;Ng is the polarization or linear
response matrix and f ¼ ff i ¼ oqi=oq ; i ¼ 1; 2; . . .Ng is
the FF [20] vector. The FF vector is normalized to 1
f 1y ¼ 1
 





i bji ¼ 0
 
: Equation 6 and 7 describe
transformation from constrained equilibrium to global
equilibrium. In the state of constrained equilibrium, all
atoms in the system M are closed to each other:
M = (1|2|…|N). Namely, the charge-transfer (CT) among
atoms is not allowed. By removing barriers on CT the







ate, hypothetical equilibria are described by Eq. 4 and 5.
Empirical parameters of CSA are vector v and hard-
nesses matrix g. The off-diagonal hardnesses, which have
the meaning of two electron integrals, can be related to
diagonal hardnesses by empirical interpolation formulas.






where aij ¼ 2
	
ðgii þ gjjÞ and Rij is interatomic separation,
gave the sharpest distribution around the reference ab initio
charges and for this reason is employed in the article. For
isolated atoms, vi and gii depend solely on the atomic
number [2, 23]. In molecules, however, they are also
influenced by atom’s hybridization and nearest chemical
environment [24, 25]. These quantities are named effective
electronegativity við Þ and effective hardness ðgi  giiÞ
throughout the article. They have nothing in common with
global electronegativity ðvÞ and global hardness ðgÞ:
Matching rules should be applied to compute vðgÞ from
viðgiÞ: The resultant atomic hardnesses: gi ¼ ðol=oNiÞ ¼PN
j gijfj ¼ g; which fulfills hardness equalization principle,
are different from the effective atomic hardnesses. More
about equalization principles in fragment and global reso-
lutions can be found in Ref. [26].
The effective quantities are determined by reproducing
gas phase charge distribution for a set of training molecules
calculated with an ab initio method. In our previous article
[21], we have determined CSA parameters based on ori-
ginal Wiener’s AMBERff84 [27] atomic types. Two pop-
ulation analyses were used independently to calculate the
reference ab initio charge distribution of training mole-
cules, namely Mulliken Population Analysis (MPA) [28]
and electrostatic potential fitting (ChelpG scheme) [29, 30]
calculated at HF/6-31G* level of theory. It was shown that
MPA charges are much better reproduced by CSA than
ChelpG charges, what indicated their better transferability
from system to system. In this study, we extend force-field
resolved CSA to other population analyses. Hirshfeld [31],
Voronoi [32, 33], natural population analysis (NPA) [34]
and Bader’s atoms-in-molecules (AIM) [35] charges have
been employed. We have also introduced the additional
atomic types consistent with AMBERff99 [36, 37]
parameterization. The goal of this study is to explore to
what extent these charges can be reproduced by CSA.
Methods
All ab initio charges were calculated at B3LYP/6-31G*
level of theory. Gaussian [38] program was used for cal-
culating Hirshfeld and NPA charges. Voronoi and AIM
charges were calculated with the use of Amsterdam density
functional [39] package and DZP basis set. We have also
performed parameterization with Mulliken charges com-
puted at B3LYP/6-31G* level of theory for comparison.
The training set consisted of a hundred small and
medium sized organic molecules. The total number of
Struct Chem (2012) 23:1449–1458 1451
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atoms in this set was equal 1617. Most of the molecules
were of biological importance in order to cover the area of
application of the AMBER force field. In particular, stan-
dard amino acids and DNA/RNA bases were included. The
structure of all molecules was optimized at HF/6-31G*
level of theory. The information concerning these mole-
cules can be found in Ref. [21].
Our training set contains 38 AMBERff99 atom types. It
means that the number of CSA parameters is equal to 76. For
this reason systematic search of any kind could not have been
employed. Instead we have used evolutionary algorithms
(EA). Nonetheless, simultaneous optimization of so many
parameters is still difficult. That is the reason why a sequential
procedure has been used. First, the parameterization for dif-
ferent elements: H, C, N, O and S was performed (trivial-atom
resolution). Then sp2 and sp 3 hybridization for carbon,
nitrogen and oxygen was introduced (hybridized-atom reso-
lution). Parameters obtained at trivial-atom resolution were
perturbed no more than ±30 % of their starting values. Finally
AMBERff99 atom types were introduced. Optimization was
conducted as follows: each element was parameterized in
turn; the values of parameters from hybridized-atom resolu-
tion were perturbed. Hardnesses were perturbed in the range of
±30 % of their initial (hybridized-atom) values. Since elec-
tronegativities exhibited much lower changeability in the
previous runs, the range for those parameters was narrowed to











CSA denote vectors collecting A-th
molecule’s atomic charges calculated with ab initio meth-
ods and CSA, respectively. The first sum in Eq 9 goes over
all the training molecules. S2 tends to zero in the ideal case
of qA
CSA being identical to qA
B3LYP. Negative sign of the
function is introduced in order to make it increasing. The
details of genetic calculations were the same as in our
previous study. GAUL [40] library was used for perform-
ing EA calculations. It was coupled with the CSA package
developed in our group.
Results
In Table 1, the values of the fitness function, correlation
coefficients (R2) and best linear fits (y = ax ? b) between
CSA and respective ab initio charges are collected. Exam-
ples of correlation plots between CSA and ab initio charges
are presented in Figs. 1, 2, 3. The obtained values of y-
intercepts in linear fits were negligible so y = ax type fits
were adopted. It can be seen that out of the five population
analyses employed three, namely AIM, MPA and NPA, are
already very well reproduced at the trivial-atoms resolution.
For these analyses correlation coefficients are very close to
unity (0.987, 0.983, and 0.981, respectively) and fitness
function exhibits low absolute values (6.39, 3.03 and 5.14,
respectively). The slopes of linear fits are close to unity and
are equal to 0.98 in all three cases. The reproduction of
Hirshfeld and Voronoi charges is quite good. For these
population analyses correlation coefficients (0.879 and
0.907, respectively) and linear fit slopes (0.88 and 0.91,
respectively) are lower than for AIM, MPA and NPA
charges. Despite that, the absolute value of the fitness
function is considerably smaller (2.53 and 2.39, respec-
tively) that is in contradiction with previous observations.
The discrepancy between values of fitness function and
correlation coefficients can be attributed to charge distri-
butions. Depending on the population analysis employed
different ranges for the charges are obtained. AIM charges
cover the range between -1.5 and 2.5e. NPA and MPA
charges do not exceed ±1.5 and ±1.0e, respectively. For
Hirshfeld and Voronoi population analyses the absolute
values of the charges are small (B0.5e). Less spread charges
are responsible for decrease in the fitness functions.
It can be seen that hybridization improves the system’s
description. Reproduction of all population analyses is
better. The absolute values of S2 are lowered. In the same
time, correlation coefficients and linear fit slopes increase.
The improvement is more pronounced for these population
Table 1 Parameters characterizing simulation process and quality of
obtained parameterization, i.e., fitness function (S2), correlation
coefficient (R2) and linear fit (y = ax) for MPA, AIM, NPA, Hirshfeld
and Voronoi population analyses
Reference population analysis |S2| R2 y = ax
Trivial-atom resolution
MPA 3.030 0.9826 y = 0.98x
AIM 6.391 0.9870 y = 0.98x
NPA 5.142 0.9812 y = 0.98x
Hirshfeld 2.528 0.8787 y = 0.88x
Voronoi 2.394 0.9070 y = 0.91x
Hybridized-atom resolution
MPA 3.025 0.9826 y = 0.98x
AIM 3.460 0.9930 y = 0.99x
NPA 4.997 0.9817 y = 0.98x
Hirshfeld 1.929 0.9075 y = 0.91x
Voronoi 1.691 0.9344 y = 0.94x
AMBER force-field resolution
MPA 1.982 0.9886 y = 0.96x
AIM 2.675 0.9945 y = 0.99x
NPA 2.905 0.9894 y = 0.99x
Hirshfeld 0.879 0.9578 y = 0.96x
Voronoi 1.033 0.9599 y = 0.96x
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analyses which were worse reproduced in the trivial-atom
resolution. For Hirshfeld and Voronoi charges R2 rises by
approximately 0.03. In the case of MPA, NPA and AIM
charges the improvement is less pronounced. R2 rises by
\0.01. Such results are not surprising. Firstly, the increase
in the number of optimization parameters always improves
the correlation. Secondly, with the introduction of addi-
tional atomic types the system is described more accu-
rately. An illustration of this effect is shown in Fig. 1
where correlation plots between CSA and Hirshfeld char-
ges for trivial-atom (a) and hybridized-atom (b) resolutions
are presented. It can be seen that Hirsfeld charges of
oxygen atoms form two islands corresponding to sp2 and
sp3 hybridization. This is not captured by CSA in trivial-
atom resolution and all charges obtained for oxygen are of
similar magnitude. This effect also explains lower values of
linear fit slopes obtained for Hirshfeld and Voronoi charges
in trivial-atom resolution. Usually lower values of y-
intercepts would suggest that CSA charges are underesti-
mated compared to ab initio reference charges. In this case,
however, this is caused by the property of the least square
method used in the fit and the fact that there were more sp2
than sp3 oxygen atoms in the training set. Distinction of sp2
and sp3 oxygens allows to fix this problem. In fact, the
improvement of correlation between oxygen charges is the
most significant factor responsible for the improved
reproduction of both Hirshfeld and Voronoi analyses. In
the case of MPA and NPA analyses oxygen charges do not
form separate islands corresponding to different hybrid-
izations (Fig. 2). Instead, they form overlapping domains
and this is the reason why they are well reproduced by CSA
in the trivial-atom resolution. Further betterment of corre-
lation between CSA and ab initio charges is achieved by
introducing force-field atom types. Here, the largest
improvement is observed for carbon and nitrogen atoms,
which is the consequence of the very sophisticated dis-
tinction between chemical environments introduced in
AMBER force field for these elements.
In the first entry of Table 2 optimal effective electro-
negativities for trivial-atom resolution are collected. It can
be seen that different relative electronegativity scales are
obtained for different reference charge distributions. For
Fig. 1 Correlation diagram between Hirshfeld [B3LYP/6-
31G(d) level of theory] and CSA-derived charges for trivial-atom
(a) and hybrydized-atom (b) resolutions
Fig. 2 Correlation diagram between NPA [B3LYP/6-31G(d) level of
theory] and CSA-derived charges for trivial-atom (a) and hybrydized-
atom (b) resolutions
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MPA and NPA charges, effective electronegativities can be
ordered as follows: vH \ vS \ vC \ vN \ vO. Such
sequence is in accordance with Pauling electronegativity
scale for isolated atoms. For AIM charges sulfur is less
electronegative than hydrogen. In the case of Hirshfeld and
Voronoi charges electronegativity of sulfur is higher than
that of carbon. One should remember that electronegativity
of a given atom in molecule is modified by electrostatic
contribution due to the environment and isolated, non-
interacting atom limit is not the best reference. The devi-
ations between values of optimal electronegativities
obtained for different reference population analyses are the
smallest for sulfur and carbon. For oxygen and nitrogen
differences between them are more pronounced, especially
for AIM charges where very high values of vN and vO are
observed. Such high values of effective electronegativities
of nitrogen and sulfur can be rationalized by analyzing the
reference AIM charge distribution. First, in this case partial
charges of N and O atoms exhibit relatively large absolute
values compared to other ab initio population analyses
under consideration (see Fig. 3)—except for two nitrogen
atoms they are all over 0.8e. Second, charges obtained for
oxygen and nitrogen form an island, separated by over 0.4e
from the lowest charge obtained for any other element (or
over 0.6e with the exclusion of the aforementioned nitro-
gen atoms).
The hardness data reported in Table 2 reveals that relative
hardness scales also differ for different reference charge dis-
tributions. For MPA charges it agrees with the isolated atom
limit, namely, gO [ gN [ gC [ gS: The value of gH is in
between gO and gN. For Hirshfeld charges the first three ele-
ments share the trend with other population analyses but
hardness then drops for O and rises again for S. Similarly to the
case of electronegativities, the influence of molecular envi-
ronment can be invoked to explain these differences. Com-
parison of the hardness values obtained for different reference
charges shows that the biggest differences are observed for
nitrogen, oxygen and sulfur atoms. Hardnesses of hydrogen and
carbon are less variable between population analyses. Standard
deviations (r) between parameters obtained for these elements
are lower than 3 eV/e2 compared to 5–8 eV/e2 obtained for N,
O and S. The hardnesses are responsible for resistance on
charge flows. The harder is the atom, the stronger is its resis-
tance on CT. Charge distribution for Voronoi and Hirshfeld
analyses is less spread than for remaining analyses. Therefore,
the hardness parameters for these population analyses are
usually higher than for remaining population analyses.
Table 3 collects the effective electronegativities and
hardnesses for the hybridized-atom resolution. The number of
variation parameters for O, N and C atoms is doubled since
two types of hybridization (sp2 and sp3) were considered. For
some of population analyses the hardnesses and electroneg-
ativities of the same elements are in disjoint domains. For
other populations the atomic domains overlap. The overlap-
ping of electronegativity and hardness domains is more
Table 2 The optimized electronegativity (vi in eV/e) and hardness
(gi in eV/e
2) data for trivial-atom resolution
MPA AIM NPA Hirshfeld Voronoi
gi
H 19.98 25.38 18.67 25.02 21.70
C 12.88 14.70 12.51 16.22 17.09
N 19.88 26.83 20.46 30.33 38.50
O 22.45 33.29 25.58 26.79 33.08
S 9.79 24.04 14.68 29.30 16.70
vi
H 10.00 10.00 10.00 10.00 10.00
C 12.12 10.12 12.76 10.80 11.12
N 16.95 25.10 17.74 13.19 15.52
O 18.37 35.69 21.85 15.00 16.63
S 11.12 9.00 10.96 12.99 11.33
Fig. 3 Examples of correlation plots obtained for force-field resolu-
tion. AIM (a) and NPA (b) reference charges
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obvious for AMBER force-field atoms shown in Table 4,
especially for hardnesses. This indicates that the effective
electronegativity and hardness data are strongly dependent on
the nearest environment. It can be seen that for hybridized and
force-field atom types, likewise the trivial-atom resolution,
the obtained values of electronegativities and hardnesses for
oxygen and nitrogen atoms are most variable among popula-
tion analyses. In the hardness domain the most variable ele-
ment is nitrogen. For this element the standard deviation r is
equal to 13 and 14 eV/e2 for hybridized and force-field atoms,
respectively. In the case of electronegativities oxygen exhibits
the biggest differences (r = 13 eV/e for hybridized atoms
and rav = 11 eV/e for force-field atoms). Apart from that, it
can be seen that for all three resolutions employed hardnesses
are much more variable than electronegativities both between
population analyses and between atom types corresponding to
the same element. For example in the case of hydrogen in the
force-field resolution rav = 7.5 eV/e
2 for hardnesses and
1 eV/e for electronegativities. It is not surprising since elec-
tronegativity differences determine the direction of charge
flow between atoms in molecular system, whereas atomic
hardnesses are responsible for the amount of charge trans-
ferred between atoms. Hardness parameters are therefore
more sensible to both the reference charge distribution
employed and chemical environment of a given atomic type.
It is hard to indicate how good the obtained parameteriza-
tions are. Therefore, in Fig. 4 we have plotted a histogram
illustrating distribution of CSA-derived charges around the





 (X = MPA, NPA, AIM, Hirsh-
feld and Voronoi charges) for all molecules from the training
set. It can be seen from the figure that Hirshfeld and Voronoi
charges have the sharpest distributions and there are no devi-
ations beyond 0.15e. The same observation is valid for MPA,
AIM, and NPA charges. However, the number of atoms in the
first region (0,0.05) is smaller than for Hirshfeld and Voronoi
analyses. Now, the other two regions, (0.05–0.10) and
(0.10–0.15) are more populated than Hirshfeld and Voronoi
cases.
Data presented in Tables 1, 2, 3, 4 and Fig. 4 correspond to
the training set of molecules. To validate the obtained
parameters we have applied CSA to a validation set. None of
the molecules from the validation set was in the training set.
The validation set included completely new classes of mole-
cules, namely, mono- and disaccharides, lactams, keto acids,
thio acids, thioesters, carbamic acid and its derivatives and
others. The structure of molecules from the validation set can
be found in Ref [17]. We have performed calculation for
force-field resolution. All investigated population analyses
were taken into account. The results are illustrated in Fig. 5.
The obtained distribution is close to the reference values. The
Voronoi charge distribution is the sharpest. The differences in
CSA-derived charges for Voronoi, Hirshfeld, and AIM pop-
ulation analyses do not go beyond 0.15e as it was observed for
the training set of molecules. Slightly worse agreement is
observed for the other population schemes.
Conclusion and future prospects
The extension of CSA to AMBERff99 force-field resolu-
tion was performed. The effective electronegativity and
hardness data were found using evolutionary algorithms.
Table 3 The optimized
electronegativity (vi in eV/e)
and hardness (gi in eV/e
2) data
for hybridized-atom resolution
MPA AIM NPA Hirshfeld Voronoi
gi
H 19.98 24.44 22.42 29.05 20.35
C sp2 (C2) 12.93 14.69 12.50 17.58 17.01
C sp3 (C3) 13.58 15.92 13.20 16.06 17.61
N sp2 (N2) 20.61 25.07 18.80 30.85 50.58
N sp3 (N3) 18.58 24.16 22.95 26.92 51.28
O sp2 (O2) 23.14 42.98 21.76 29.26 36.58
O sp3 (O3) 25.12 30.28 20.23 25.20 35.54
S 9.72 30.41 10.57 25.35 17.12
vi
H 10.00 10.00 10.00 10.00 10.00
C sp2 (C2) 12.09 10.03 13.32 11.27 11.22
C sp3 (C3) 12.35 9.68 13.48 10.92 11.02
N sp2 (N2) 17.38 23.65 17.49 13.74 17.43
N sp3 (N3) 16.31 22.36 20.84 12.79 17.48
O sp2 (O2) 18.40 47.64 21.01 17.46 18.99
O sp3 (O3) 19.78 30.79 19.85 14.13 15.62
S 11.15 7.98 11.73 12.90 11.28
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Five independent sets of parameters reproducing different
population analyses, namely, MPA, AIM, Hirshfeld,
Voronoi, and NPA, were reported. Apart from force-field
resolution, intermediate hybridized-atom resolution and the
least resolved trivial-atom resolution were considered. The
parameterization included hydrogen, carbon, nitrogen,
oxygen, and sulfur atoms. For hybridized-atom resolution,
sp2 and sp3 states of carbon, nitrogen, and oxygen atoms
were considered. The AMBER force-field resolution
distinguished 38 different chemical environments of H, C,
N, O, and S atoms.
Our investigations clearly demonstrate that effective
hardness and electronegativities depend on the nearest
chemical neighborhood. The Voronoi and Hirshfeld char-
ges were more sensitive on chemical environment than the
remaining population analyses. The sharpest distribution
around the reference charges was observed for Voronoi and
Hirshfeld charges. The most spread was distribution
Table 4 The optimized electronegativity (vi in eV/e) and hardness (gi in eV/e
2) data for AMBER99 force-field resolution
MPA AIM NPA Hirshfeld Voronoi MPA AIM NPA Hirshfeld Voronoi
gi vi
HC 23.54 28.19 24.23 30.81 23.54 10.00 10.00 10.00 10.00 10.00
H 21.78 33.54 20.57 46.14 31.78 9.95 6.53 10.04 6.04 7.64
HO 18.87 25.84 25.16 35.57 20.79 10.76 8.29 9.75 7.82 9.87
HS 17.02 42.21 17.77 38.05 35.12 10.18 12.28 10.10 9.41 8.88
HP 30.32 28.03 24.81 42.14 28.33 8.03 9.76 9.90 10.71 9.83
H2 17.27 22.40 18.47 45.75 23.30 11.00 9.39 11.26 10.36 10.18
H1 27.03 30.16 24.25 39.83 23.11 9.66 9.38 10.10 9.80 10.08
H5 28.16 27.66 28.80 32.22 24.72 7.90 5.68 7.95 9.15 9.59
H4 19.93 28.01 16.38 26.01 27.52 9.83 9.25 11.34 10.10 9.36
HA 29.10 36.92 22.20 49.59 31.65 9.48 8.95 10.19 9.13 9.39
CT 13.39 16.55 13.84 19.21 17.16 12.44 7.14 14.01 10.99 11.11
C 13.44 16.51 14.02 28.27 25.12 11.61 8.92 12.87 9.02 9.96
CA 11.96 17.12 13.95 15.04 17.42 11.99 8.71 14.00 11.12 11.44
CB 14.62 23.94 12.54 17.73 17.50 10.95 8.06 14.65 10.93 11.74
CC 10.92 15.91 19.02 26.96 23.83 12.16 7.83 14.05 10.56 11.58
CK 14.06 14.61 17.54 19.12 22.31 11.67 9.39 12.56 10.50 11.10
CM 12.18 26.47 14.75 15.79 17.06 12.01 8.93 13.87 11.13 11.19
CD 10.76 12.66 14.34 15.69 24.32 11.79 10.42 14.20 11.08 12.06
CN 14.74 15.64 18.07 20.59 26.12 10.90 8.18 13.98 10.65 11.05
CQ 17.90 19.86 17.15 27.00 24.91 11.70 4.41 12.77 10.23 10.87
CR 13.41 15.46 14.19 21.83 19.07 11.97 9.65 13.36 10.29 11.13
CV 12.64 15.34 16.89 17.64 23.11 12.20 9.94 14.36 11.43 11.36
CW 10.93 18.27 22.69 18.68 21.57 12.14 9.47 14.88 11.23 11.49
CG 13.73 19.07 12.58 16.96 18.93 12.32 9.66 14.16 11.56 11.94
NT 16.18 29.02 19.68 26.45 49.35 15.55 26.51 19.50 12.71 17.54
N3 18.86 18.84 32.30 36.25 64.45 16.41 16.24 26.32 8.98 15.34
N 17.40 26.10 17.35 25.03 42.22 15.75 23.17 16.68 11.88 15.24
NA 16.09 21.95 20.99 51.66 69.11 15.28 20.57 18.50 13.36 17.39
NB 17.90 19.09 19.67 30.20 47.75 16.01 19.14 18.90 14.86 19.41
NC 16.78 22.91 15.87 28.84 44.26 15.62 23.21 17.37 14.76 19.33
N2 17.05 21.15 26.00 45.33 46.48 15.71 20.20 22.32 15.45 16.72
NG 16.86 26.75 24.45 37.49 43.34 15.96 24.38 20.18 11.85 14.17
OH 17.11 24.33 21.54 28.75 48.54 16.32 25.08 21.08 14.40 18.24
OS 21.37 46.57 27.54 43.04 51.36 18.13 43.80 24.33 16.51 18.11
O 14.93 46.84 28.52 35.99 45.63 15.26 50.31 23.95 19.83 21.33
O2 12.32 46.97 30.65 19.95 26.67 14.92 52.41 26.39 14.57 17.83
S 13.60 36.03 17.91 29.32 24.66 10.72 7.42 9.66 12.76 11.74
SH 11.86 35.69 11.41 16.49 16.44 11.57 8.62 11.86 11.97 11.11
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obtained by NPA charges. This observation was also con-
firmed by molecules from validating set. CSA-derived
charges for MPA parameterization were more spread
around the reference MPA charges as compared to the
training set. This discrepancy can be explained by the fact
that the validation set contained new classes of molecules,
none of which were included to the training set. The better
performance of the other population analyses can be
attributed to smaller changeability of charges within the
training and validating sets of molecules.
In the nearest future, we plan to connect force-field CSA
with molecular dynamics calculations. We hope that we
can adopt our formalism to derive a polarizable force field.
Standard force fields used in molecular modeling describe
electrostatic interactions in terms of fixed, atom centered,
charges. Real molecules are substantially polarized when
placed in a high-dielectric medium. The polarization
strongly affects the geometry and energetics of solute
molecules. The force fields include polarization only in an
averaged way by increasing the atomic charges in order to
describe the bulk properties of liquid solvents. In available
polarizable models [13, 14, 41–44] either the total field is
determined self-consistently via an iterative energy mini-
mization procedure or extended Lagrangian method is
applied for polarization degree of freedom. In the latter
case the second thermostat is required. There is no need to
apply Lagrangian method in CSA formalism. In addition,
self-consistency can also be omitted. We plan to derive
polarizable force fields based on this formalism and
parameterization obtained in this article.
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