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ON THE TWO-STATE PROBLEM FOR GENERAL
DIFFERENTIAL OPERATORS
GUIDO DE PHILIPPIS, LUCA PALMIERI, AND FILIP RINDLER
To Carlo Sbordone, for his 70th birthday.
Abstract. In this note we generalize the Ball-James rigidity theorem for gradi-
ent differential inclusions to the setting of a general linear differential constraint.
In particular, we prove the rigidity for approximate solutions to the two-state
inclusion with incompatible states for merely L1-bounded sequences. In this way,
our theorem can be seen as a result of compensated compactness in the linear-
growth setting.
1. Introduction
In [2] Ball and James proved the following rigidity property for gradient differential
inclusions:
Theorem 1.1 (Ball–James 1987 [2]). Let Ω ⊂ Rd be an open, bounded, and
connected set and let A,B ∈ Rm ⊗ Rd be (m × d)-matrices with rk(A − B) ≥ 2.
Then:
(A) If u ∈W1,∞(Ω;Rm) satisfies the differential inclusion
Du(x) ∈ {A,B} for a.e. x ∈ Ω, (1.1)
then either Du ≡ A or Du ≡ B.
(B) Let (uj) ⊂ W
1,∞(Ω;Rm) be a uniformly norm-bounded sequence of maps
such that
dist(Duj, {A,B})→ 0 in measure.
Then, up to extracting a subsequence, either∫
Ω
|Duj(x)−A| dx→ 0 or
∫
Ω
|Duj(x)−B| dx→ 0 as j →∞.
The first part is known as rigidity for exact solutions of the differential inclu-
sion (1.1), while the second one concerns rigidity for approximate solutions; see [13,
Chapter 2] and [19, Chapter 8] for a discussion. Note also that, by a simple laminate
construction, if rk(A−B) = 1 then there exists a non-affine u ∈W1,∞(Ω;Rm) such
that Du(x) ∈ {A,B} for almost all x ∈ Ω. Moreover, laminates are the only possible
solutions of this inclusion.
By recalling that on a simply connected domain v = Du if and only if curl v = 0,
the above results can be summarized as follows:
The inclusion {
curl v = 0,
v ∈ {A,B}
is rigid for both exact and approximate solutions (in L∞(Ω;Rm×d)) if and only if
rk(A−B) ≥ 2.
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In view of the above discussion it is natural to ask what happens when we replace
the curl with a general differential operator acting on vector-valued functions v ∈
C∞(Ω;Rℓ), Ω ⊂ Rd, namely
Av :=
∑
|α|=k
Aα∂
αv, (1.2)
where the sum is over all multi-indices α ∈ (N∪ {0})d, Aα ∈ R
n⊗Rℓ are (constant)
matrices (note that then the equation Av = 0 is actually a system of equations).
Since the seminal work of Murat and Tartar [14, 15, 24, 25] it is well understood
that the role of rank-one matrices for gradient inclusions should be played by the
wave cone associated to A:
ΛA :=
⋃
|ξ|=1
kerA(ξ), A(ξ) := (2πi)k
∑
|α|=k
Aαξ
α,
where ξα = ξα11 · · · ξ
αd
d . Indeed, one may easily check that if λ − µ ∈ kerA(ξ) for
some ξ 6= 0 and h : R→ {0, 1} is measurable, then the function
v(x) := λh(x · ξ) + µ(1− h(x · ξ)) (1.3)
is a solution to the differential inclusion{
Av = 0 in the sense of distributions,
v ∈ {λ, µ} a.e.
Our main result generalizes the Ball–James Theorem 1.1 to general operators A
as above.
Theorem 1.2. Let Ω ⊂ Rd be an open, bounded, and connected set, and let A be
as in (1.2). Suppose that λ, µ ∈ Rℓ with λ− µ /∈ ΛA. Then:
(A) If v ∈ L∞(Ω;Rℓ) is such that
Av = 0 in the sense of distributions
and
v(x) ∈ {λ, µ} for a.e. x ∈ Ω,
then either v ≡ λ or v ≡ µ.
(B) Let (vj) ⊂ L
1(Ω;Rℓ) be a uniformly norm-bounded sequence of maps such
that
Avj = 0 in the sense of distributions.
Assume that
lim
j→∞
∫
Ω
dist(vj(x), {λ, µ}) dx = 0.
Then, up to extracting a subsequence, either∫
Ω
|vj(x)− λ| dx→ 0 or
∫
Ω
|vj(x)− µ| dx→ 0 as j →∞.
Remark 1.3. As mentioned above, if λ − µ ∈ ΛA, then it is always possible to
find a non-trivial solution of the exact differential inclusion. However, for operators
of order greater or equal than two, not all the solutions are given by (1.3) and more
general structures can arise. Classifying all of them would be an interesting problem.
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For particular choices of A, some instances of Theorem 1.2 were already known:
as mentioned before, if A = curl, then it essentially reduces to the Ball–James The-
orem (1.1) up to the improvement on the summability assumption on the sequence
(vj)j = (Duj)j (which could also have been obtained in this particular case by the
combination of Zhang’s Lemma [26] and the simple Lemma 2.1 below). In the case
when A = div, the above result was obtained by Garroni and Nesi [11]. In the
same paper the result is also generalized to some other first-order operators. Other
types of first-order operators (essentially combination of the div and curl) have been
treated by Barchiesi in his master thesis [3].
We refer to Remark 2.2 for an extension of this theorem to non-homogeneous oper-
ators and non-zero (but asymptotically vanishing) right-hand sides in the constraint
PDE.
Another interesting choice of operator is the so called “curl curl”-operator, a
second-order operator whose kernel identifies those symmetric matrix-valued fields
S : Ω ⊂ Rd → (Rd⊗Rd)sym, Ω ⊂ R
d a bounded simply-connected Lipschitz domain,
for which there exists u : Ω→ Rd such that
S = Eu :=
Du+ (Du)T
2
.
For this operator the wave cone is given by the elementary symmetrized products,
Λcurl curl =
{
a⊙ ξ :=
a⊗ ξ + ξ ⊗ a
2
: a, ξ ∈ Rd
}
,
see for instance [10, Example 3.10(e)] and [7, Proof of Theorem 1.7]. In this case
Theorem 1.2 implies the following:
Corollary 1.4. Let (uj)j ∈W
1,1(Ω;Rd) be a sequence of maps such that
sup
j∈N
‖Euj‖L1 <∞ and dist(Euj , {A,B})
L1
→ 0
for some A,B ∈ (Rd ⊗ Rd)sym with A − B /∈ Λcurl curl. Then, up to extracting a
subsequence, either∫
Ω
|Euj(x)−A| dx→ 0 or
∫
Ω
|Euj(x)−B| dx→ 0 as j →∞.
Other, more complicated, differential inclusion for (bounded) symmetric gradients
have been studied in [4, 5, 8, 18,20,21] (but without the linear-growth assumption).
Despite the fact that many interesting cases of Theorem 1.2 were already known,
we nevertheless believe that the generality of Theorem 1.2 is of independent interest:
First, it extends all the known results to general operators of any order.
Second, our result for the first time enables one to treat the case of maps that are
merely bounded in L1. Hence, Theorem 1.2 may be seen as a result of compensated
compactness theory in L1.
Third, the previously-known cases of Theorem 1.2 have been proved by ad hoc
techniques. On the contrary, our proof exploits in quite a clear way the heuristic
principle that when restricted to maps whose image is not in the wave cone, A
is elliptic (which in this generality is too good to be true); see Section 2 for a
more precise statement. Of course, this idea lies at the root of the Murat–Tartar
compensated compactness theory, which also provides the conceptual framework of
the present work. In the proof of Theorem 1.2 we exploit some ideas which have been
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introduced in [7], where the first and third author proved the natural generalization
of Alberti’s rank-one theorem to the setting of A-free measures.
We conclude this introduction by mentioning that one can also study more com-
plicated differential inclusions. In the case of A = curl, this has been a very active
and fruitful area of research with several deep results and nice connections with
other problems in mathematics. Since here we cannot give a detailed account of the
(extensive) literature, we refer the reader to [19, Chapter 8] for a recent survey on
the theory.
It is worth noting that in the study of more general inclusions in the general
setting of Theorem 1.2, the intrinsic geometry of the operator A should play an
important role. Indeed, for differential inclusions involving more than two states the
type of results available seems to be different depending on the particular choice of
A. For instance, when A = curl it has been proved by Sˇvera´k that the three-state
problem is rigid both for approximate and exact solutions [23]. On the contrary,
when A = div, in [11, Section 4] it is shown that the three state-problem is not rigid
for approximate solutions, while Palombaro and Ponsiglione [16] showed that it is
rigid for exact solutions; see also [17].
Acknowledgements. G. D. P. is supported by the MIUR SIR-grant “Geomet-
ric Variational Problems” (RBSI14RVEZ). This project has received funding from
the European Research Council (ERC) under the European Union’s Horizon 2020
research and innovation programme (grant agreement 757254) for the project “SIN-
GULARITY”. F. R. also acknowledges the support from an EPSRC Research Fel-
lowship on “Singularities in Nonlinear PDEs” (EP/L018934/1).
2. Proof of Theorem 1.2
In this Section we prove Theorem 1.2. As mentioned in the introduction, the proof
is based on the observation (which lies at the very definition of the wave cone) that,
if λ /∈ ΛA, then the operator A restricted to functions whose image lies in span{λ}
is elliptic in the sense that is Fourier symbol does not vanish. Exploiting this elliptic
regularization together with some classical estimates in harmonic analysis in the
spirit of [7] allows us to deduce the desired rigidity.
We start with an elementary lemma, which relates the L1-convergence to zero of
dist(vj , {λ, µ}) to the equi-integrability of the sequence (vj)j . Recall that a sequence
of measurable functions fj : Ω→ R (j ∈ N) is said to converge to 0 in measure if∫
Ω
min{|fj |, 1} dx→ 0 as j →∞.
Lemma 2.1. Let Ω ⊂ Rd be an open and bounded set, let (vj)j ⊂ L
1(Ω;Rℓ) and
let λ, µ ∈ Rℓ. Then the following are equivalent:
(i) dist(vj , {λ, µ})
L1
→ 0;
(ii) the sequence (vj)j is equi-integrable, i.e.,
lim
t→∞
sup
j∈N
∫
Ω∩{|vj |>t}
|vj | dx = 0,
and dist(vj , {λ, µ})→ 0 in measure;
(iii) the sequence (vj)j is equi-integrable and dist(vj , {λ, µ})
L1
→ 0.
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Proof. For t ≥ 2max{|λ|, |µ|} we have{
dist(v, {λ, µ}) > 2t
}
⊂
{
|v| > t
}
⊂
{
dist(v, {λ, µ}) > t/2
}
.
Hence, (vj)j is equi-integrable if and only if (dist(vj , {λ, µ}))j is equi-integrable. By
Vitali’s Theorem (which says that sequence of equi-integrable functions converges
to 0 in measure if and only if it converges to 0 in L1) together with the fact that
L1-converging sequences are equi-integrable, we immediately get that (i), (ii), and
(iii) are equivalent. 
Proof of Theorem 1.2 (A). Shifting v˜(x) := v(x)−µ, we can assume that µ = 0 and
v = λ1E with λ /∈ ΛA and
E =
{
x ∈ Ω : v(x) = λ
}
.
The goal is to show that either E = Ω or E = ∅. We will prove that 1E ∈ C
∞(Ω),
which immediately implies the conclusion since Ω is connected. In order to do so,
let ϕ ∈ C∞c (Ω) and let us consider the function w := ϕ1E ∈ L
2(Rd). Then,
A(λw) = ϕA(λ1E) + [A, ϕ](λ1E) = [A, ϕ](ψλ1E), (2.1)
where ψ ∈ C∞c (Ω) is identically 1 in suppϕ and for f ∈ L
2(Rd) we have defined
[A, ϕ](f) := A(ϕf)− ϕA(f)
=
k−1∑
h=1
∑
|β|=h
Bβ(x)∂
βf (2.2)
with some coefficient matrices Bβ ∈ C
∞
c (suppϕ;R
n⊗Rℓ). The key point is that the
commutator [A, ϕ] is an operator of order (k− 1). More precisely, one easily checks
that
[A, ϕ] : Hs(Rd)→ Hs−(k−1)(Rd)
for all s ∈ R, see for instance [9, Proof of Theorem 9.26] or part (B) of the proof
below. Here, Hs(Rd) is the classical L2-based Sobolev space, that is,
f ∈ Hs(Rd) ⇐⇒ (id−∆)s/2f ∈ L2(Rd) ⇐⇒ (1 + 4π2|ξ|2)s/2fˆ(ξ) ∈ L2(Rd), (2.3)
where we denote the Fourier transform of f ∈ L2(Rd) by
fˆ(ξ) = F [f ](ξ) :=
∫
f(x)e−2πix·ξ dx,
which also lies L2(Rd) by the Plancherel theorem. For general tempered distributions
f we define fˆ in the distributional sense, see [12] for details.
Taking the Fourier transform of (2.1), we thus obtain
A(ξ)λ wˆ(ξ) = F
[
[A, ϕ](ψλ1E)
]
(ξ), ξ ∈ Rd.
Scalar multiplying the above equation with A(ξ)λ ∈ Cn,(
1 + |A(ξ)λ|2
)
wˆ(ξ) = A(ξ)λ · F
[
[A, ϕ](ψλ1E)
]
(ξ) + wˆ(ξ) := Rˆ(ξ). (2.4)
Since by assumption λ /∈ ΛA, there exists c > 0 such that |A(ξ)λ| ≥ c|ξ|
k for all
ξ ∈ Rd. Hence, by the very definition of Sobolev spaces (2.3), the operator T defined
by
T (f) := F−1
(
fˆ(ξ)
1 + |A(ξ)λ|2
)
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maps Hs(Rd) into Hs+2k(Rd) for all s ∈ R. Since, by our initial assumption,
1E ∈ L
2(Rd) = H0(Rd), we have that the right-hand side Rˆ of (2.4) belongs to
F(H1−2k(Rd)). Thus,
w = ϕ1E = T (F
−1(Rˆ)) ∈ H1(Rd) for all ϕ ∈ C1c(Ω).
This in turn yields Rˆ ∈ F(H2−2k(Rd)), which implies that w = ϕ1E ∈ H
2(Rd) for all
ϕ ∈ C1c(Ω). Iterating, we obtain the desired regularity for 1E and we conclude the
proof (in fact, already the first step implies that 1E ∈ H
1
loc(Ω) and this is enough to
conclude since there are no non-constant characteristic functions in H1loc(Ω)). 
Proof of Theorem 1.2 (B). As in the proof for (A) we can assume that µ = 0 and
λ /∈ ΛA. By Lemma 2.1 the sequence (vj) is equi-integrable. Hence, by the Dunford–
Pettis compactness theorem (see, for instance, [1, Theorem 1.38]), there exists a
(non-relabeled) subsequence and a function v ∈ L1(Ω) such that
vj
L1
⇀ v.
With
εj := ‖dist(vj , {λ, 0})‖
1/2
L1
→ 0
let us define
Ej :=
{
x ∈ Ω : |vj(x)− λ| ≤ εj
}
.
We first show that
‖vj − λ1Ej‖L1 → 0. (2.5)
Indeed,
Aj :=
{
x ∈ Ω : dist(vj(x), {λ, 0}) ≤ εj
}
= Ej ∪
{
x ∈ Ω : |vj(x)| ≤ εj
}
and the union is disjoint provided εj is small enough. Moreover,
|Ω \ Aj| ≤
1
εj
∫
Ω
dist(vj , {λ, 0}) dx→ 0.
Hence,∫
Ω
|vj − λ1Ej | dx =
∫
Ej
|vj − λ1Ej | dx+
∫
{|vj |≤εj}
|vj | dx+
∫
Ω\Aj
|vj| dx
≤ 2εj |Ω|+
∫
Ω\Aj
|vj | dx→ 0
since the sequence (vj) is equi-integrable and |Ω \ Aj| → 0. This shows (2.5) and
then also
λ1Ej
L1
⇀ v. (2.6)
We now claim:
The sequence 1Ej is (strongly) pre-compact in L
1(Ω). (2.7)
Before proving this claim, let us show how this gives the desired conclusion. In-
deed, (2.5), (2.6) and (2.7) imply that
‖λ1Ej − v‖L1 + ‖vj − v‖L1 → 0. (2.8)
In particular, v = λ1E for some set E ⊂ Ω. Since clearly Av = 0, part (A) implies
that either E = Ω or E = ∅. Together with (2.8) this concludes the proof.
TWO-STATE PROBLEM FOR GENERAL DIFFERENTIAL OPERATORS 7
We are thus left to show the claim (2.7). By the equi-integrability, it is enough
to show that wj := ϕ1Ej is pre-compact for all ϕ ∈ C
∞
c (Ω). As in part (A) we have
A(λwj) = A(λwj − ϕvj) +A(ϕvj) = A(λwj − ϕvj) + [A, ϕ](ψvj),
where ψ ∈ C∞c (Ω) is identically 1 on suppϕ and [A, ϕ] is defined in (2.2). Taking
the Fourier transform of the above equation and multiplying by A(ξ)λ, we get
(1 + |A(ξ)λ|2)wˆj(ξ) = A(ξ)λ · A(ξ)zˆj(ξ) + A(ξ)λ · F
[
[A, ϕ](uj)
]
(ξ) + wˆj(ξ),
where we have set
zj := λwj − ϕvj , uj := ψvj .
Hence,
wj = T1(zj) + T2(uj) + T3(wj), (2.9)
where zj, uj , wj ∈ L
1(suppψ) and
T1(z) := F
−1
(
A(ξ)λ · A(ξ)zˆ(ξ)
1 + |A(ξ)λ|2
)
,
T2(u) := F
−1
(
A(ξ)λ · F
[
[A, ϕ](u)
]
(ξ)
1 + |A(ξ)λ|2
)
,
T3(w) := F
−1
(
wˆ(ξ)
1 + |A(ξ)λ|2
)
.
We also have, by (2.5),
zj = ϕ(λ1Ej − vj)
L1
→ 0, sup
j∈N
∫
Rd
|wj |+ |uj | <∞. (2.10)
We now claim that

‖T1(zj)‖L1,∞ := sup
t>0
t|{|T1(zj)| > t} → 0;
T1(zj)→ 0 in the sense of distributions;
(T2(uj))j , (T3(wj))j are pre-compact in L
1
loc.
(2.11)
The above facts together with the positivity of wj imply (2.7), see [7, Proof of Theo-
rem 1.1] and also [6, Lemma 3.3], where the convergence lemma is explicitly stated.
The proof of (2.11) closely follows the proof of [7, Theorem 1.1]. Indeed, by
assumption, |A(ξ)λ| ≥ c|ξ|k for some c > 0. Thus, the Ho¨rmander-Mihlin multiplier
theorem, see [12, Theorem 5.2.7], yields that T1 is a bounded operator from L
1(Rd)
to L1,∞(Rd) and in particular, via (2.10),
‖T1(zj)‖L1,∞ ≤ C‖zj‖L1 → 0.
Moroever, for ζ ∈ C∞c (R
d),〈
T1(zj), ζ
〉
=
〈
zj , T
∗
1 (ζ)
〉
→ 0,
where T ∗1 : C
∞
c (R
d)→ S(Rd), the Schwartz space of test functions, is the adjoint of
T1.
We are thus left with the task to show that (T2(uj))j and (T3(wj))j are pre-
compact in L1loc. To this end note that, by (2.2), T2(uj) can be written as a finite
sum of terms of the form
fβj = Q ◦ (id−∆)
− k
2 ◦ Pβ ◦ (id−∆)
|β|−k
2 [uβj ],
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where β ∈ (N ∪ {0})d, 0 ≤ |β| ≤ (k − 1), supj∈N ‖u
β
j ‖L1 ≤ C,
Q[u] = F−1
[
(1 + |A(ξ)λ|2)−1(1 + 4π2|ξ|2)k/2 A(ξ)λuˆ(ξ)
]
,
and Pβ is the k’th-order pseudo-differential operator given by
Pβ [u](x) =
∫
(2πi)|β|ξβ
(1 + 4π2|ξ|2)
|β|−k
2
Bβ(x)uˆ(ξ) e
2πix·ξ dξ.
The composition (id−∆)−k/2◦Pβ is a pseudo-differential operator of order 0, see [22,
Theorem 2, Chapter VI], and thus bounded from Lp(Rd) to itself, see [22, Proposition
4 in Chapter VI]. By the Ho¨rmander–Mihlin multiplier theorem, aasslso Q is a
bounded operator from Lp(Rd) to itself. Since |β| ≤ k − 1, one easily checks that
(id−∆)(|β|−k)/2 is compact from L1(suppψ) to Lp(Rd) for 1 < p < p(d, k − |β|), see
for instance [7, Lemma 2.1]. We thus infer that (T2(uj))j is pre-compact in L
1
loc(R
d).
Since a similar (and actually easier) argument applies to (T3(wj))j , this concludes
the proof of (2.11) and thus of the theorem. 
Remark 2.2. It is clear from the proof that Theorem 1.2 can be extended to
include non-homogeneous operators and (asymptotically vanishing) right-hand sides.
More precisely, assume that
A =
∑
|α|≤k
Aα∂
α =
∑
|α|=k
Aα∂
α +
∑
|α|≤(k−1)
Aα∂
α := Ak +A<k
and that (vj)j ⊂ L
1(Ω,Rℓ) satisfies
Avj = rj, dist(vj , {λ, µ})
L1
→ 0,
where rj can be written as
rj =
∑
|β|=k
∂βfβj with ‖f
β
j ‖L1 → 0. (2.12)
Moreover, we assume
λ− µ /∈ ΛAk :=
⋃
|ξ|=1
kerAk(ξ), Ak(ξ) := (2πi)k
∑
|α|=k
Aαξ
α.
Then, up to taking a subsequence, either ‖vj − λ‖L1 → 0 or ‖vj − µ‖L1 → 0. Note
in particular that (2.12) includes the case in which rj → 0 strongly in W
−k,p′ for
p > 1.
With these assumptions, the proof of Theorem 1.2 can be repeated almost ver-
batim with A replaced by Ak. The presence of the non-homogeneous terms A<kvj
and rj can be dealt with by adding them to the right-hand side of (2.9). Indeed,
this yields additional terms of the form
T4(vj) := F
−1
(
Ak(ξ)λF
[
ϕA<kvj
]
(ξ)
1 + |Ak(ξ)λ|2
)
,
T5(f
β
j ) := F
−1
(
(2πi)kAk(ξ)λ ξβ fˆβj (ξ)
1 + |Ak(ξ)λ|2
)
.
By the Ho¨rmander–Mihlin theorem, T5(f
β
j ) converges to 0 in L
1,∞ and in the sense
of distributions, while, by the same reasoning used for (T2(uj))j , one shows that
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(T4(uj))j is pre-compact in L
1
loc. Gathering together these facts, we may conclude
the proof by the very same arguments as in Theorem 1.2.
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