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Abstract
This paper addresses the problem of establishing robust asymptot-
ical stability of discrete-time linear systems polynomially affected by
time-varying uncertainty confined into a polytope. A linear matrix
inequality (LMI) condition for establishing robust asymptotical stabil-
ity is proposed by introducing a novel approach for establishing the
existence of a common homogeneous polynomial Lyapunov function
(HPLF). This approach consists, firstly, of introducing a Gram matrix
built with respect to the state and parametrized by an arbitrary vector
function of the uncertainty, and secondly, of requiring that a transfor-
mation of the introduced Grammatrix is a sum of squares (SOS) of ma-
trix polynomials. The approach, hence, is referred to as a Gram-SOS
approach. It is shown that the proposed LMI condition is sufficient
for any degree of the HPLF candidate, that includes quadratic robust
stability as a special case, and that is also necessary for a sufficiently
large degree of the HPLF candidate. Numerical examples also show
that the proposed LMI condition can outperform alternative ones in
terms of conservatism and computational burden.
1 Introduction
A fundamental problem in systems with uncertainty amounts to establishing
whether a linear system affected by uncertain parameters is asymptotically
stable for all the admissible values of the parameters. Numerous works
have been proposed in the literature for addressing this problem, which
can be classified according to different criteria, e.g. based on the nature of
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the system (such as continuous-time or discrete-time), type of uncertainty
(such as time-invariant or time-varying), dependence of the coefficients of
the system on the uncertainty (such as linear or rational), and shape of
the set of admissible uncertainty (such as multi-interval or polytopic). See
e.g. [1–3].
For continuous-time linear systems, various methods have been devel-
oped, typically focusing on systems where the coefficients depend linearly
on the uncertainty and the uncertainty is confined into a polytope. These
methods are generally based on the search for a suitable Lyapunov function,
and the type of uncertainty characterizes the type of Lyapunov function
that is searched for. Specifically, in the case of time-invariant uncertainty,
pioneering methods have searched for a quadratic Lyapunov function, see
e.g. [4], and more recent ones have proposed the use of parameter-dependent
quadratic Lyapunov functions in order to reduce the conservatism, see e.g.
[2]. Then, in the case of time-varying uncertainty, results obtained with
common quadratic Lyapunov functions have been improved by consider-
ing common nonquadratic Lyapunov functions. See e.g. [5–8] where piece-
wise quadratic Lyapunov functions are searched for, [9–11] where the use
of polyhedral and smoothed polyhedral Lyapunov functions is investigated,
and [2, 12–15] which address the construction of homogeneous polynomial
Lyapunov functions (HPLFs).
For discrete-time linear systems, analogous methods have been developed
in the case of time-invariant uncertainty, see e.g. [2, 16–18]. However, the
case of time-varying uncertainty has been less investigated. Indeed, contrary
to continuous-time systems with linear dependence on the uncertainty where
the time derivative of a Lyapunov function candidate is linear in the uncer-
tainty, one has that the time difference of such a candidate is nonlinear in the
uncertainty for discrete-time systems and checking the vertices does not suf-
fice to ensure robust stability. Existing works include [19–21] where robust
stability and robust stabilization are investigated through quadratic Lya-
punov functions, set-induced Lyapunov functions, and parameter-dependent
quadratic Lyapunov functions, respectively.
This paper addresses the problem of establishing robust asymptotical
stability of discrete-time linear systems affected by time-varying structured
uncertainty. Specifically, it is supposed that the coefficients of the system
depend polynomially on the uncertainty, and that the uncertainty is confined
into a polytope. A linear matrix inequality (LMI) condition for establishing
robust asymptotical stability is proposed by introducing a novel approach
for establishing the existence of a common HPLF. This approach consists,
firstly, of introducing a Gram matrix built with respect to the state and
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parametrized by an arbitrary vector function of the uncertainty, and sec-
ondly, of requiring that a transformation of the introduced Gram matrix
is a sum of squares (SOS) of matrix polynomials. The approach, hence, is
referred to as a Gram-SOS approach. It is shown that the proposed LMI
condition is sufficient for any degree of the HPLF candidate, that includes
quadratic robust stability as a special case, and that is also necessary for
a sufficiently large degree of the HPLF candidate. A preliminary version
of this paper, without Theorem 3 (which investigates the necessity of the
condition) and without Theorem 4 (which investigates the reduction of the
computational burden) appeared as reported in [22].
The paper is organized as follows. Section 2 introduces the preliminaries.
Section 3 describes the proposed approach. Section 4 investigates its con-
servatism. Section 5 addresses the reduction of its computational burden.
Section 6 presents some illustrative examples. Lastly, Section 7 concludes
the paper with some final remarks.
2 Preliminaries
2.1 Problem Formulation
Notation: R: real number set; 0n: origin of R
n; Rn0 : R
n \ {0n}; I: identity
matrix; a2 with a = (a1, a2, . . .)
′: (a21, a
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2, . . .)
′; A′: transpose of A; A > 0,
A ≥ 0: symmetric positive definite and symmetric positive semidefinite
matrix A; A⊗m: m-th Kronecker power of A; conv{A,B, . . .}: convex hull
of A,B, . . .; λmin(A): minimum eigenvalue of A; ∗: corresponding block in
symmetric matrices.
We consider discrete-time linear systems polynomially affected by time-
varying uncertainty confined into a polytope in the canonical form{
x(t+ 1) = A(s(t))x(t)
s(t) ∈ S
(1)
where x(t) ∈ Rn is the state, s(t) ∈ Rr is the time-varying uncertainty,
A : Rr → Rn×n is a matrix homogeneous polynomial of degree d, i.e.,
A(s) =
∑
i1+...+ir=d
i1≥0,...,ir≥0
Ai1,...,ir
r∏
j=1
s
ij
j (2)
for some given matrices Ai1,...,ir ∈ R
n×n, and S is the simplex of dimension
r, i.e.
S = {s ∈ Rr : o(s) = 1, si ≥ 0} (3)
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where o : Rr → R is the linear function
o(s) =
r∑
i=1
si. (4)
Let us observe that the canonical form (1) also includes systems of the
form {
x(t+ 1) = A˜(p(t))x(t)
p(t) ∈ P
(5)
where p(t) ∈ Rq is a time-varying uncertain vector constrained into any
convex bounded polytope P ⊂ Rq, and A˜ : Rq → Rn×n is any matrix
polynomial. Indeed, one can recast (5) into (1) by expressing p as a linear
function of s, and by multiplying the monomial in s by a suitable power of
o(s).
Problem. Establish whether (1) is robustly asymptotically stable, i.e.,


∀ε > 0 ∃δ > 0 : ‖x(0)‖ < δ ⇒ ‖x(t)‖ < ε
∀t ≥ 0 ∀s(·) ∈ S
lim
t→∞
x(t) = 0n ∀x(0) ∈ R
n ∀s(·) ∈ S.
(6)
Let us observe that the concepts of robust asymptotical stability and
robust exponential stability are equivalent for the system (1) [23].
2.2 SOS Matrix Polynomials
A symmetric matrix homogeneous polynomial Z : Rr → Rz×z is said SOS if
there exist matrix homogeneous polynomials Z1, . . . , Zk : R
r → Rz×z such
that
Z(s) =
k∑
i=1
Zi(s)
′Zi(s). (7)
It turns out that one can establish whether Z(x) is SOS via an LMI feasibility
test. Indeed, let 2m be the degree of Z(s) where m is a nonnegative integer.
Then, Z(s) can be written as
Z(s) = (bm(s)⊗ I)
′ (Y + L(α)) (bm(s)⊗ I) (8)
where bm(s) is a vector of monomials of degree m in s, which are in number
equal to
σ(r,m) =
(r +m− 1)!
(r − 1)!m!
, (9)
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Y ∈ Rzσ(r,m)×zσ(r,m) is a symmetric matrix such that
Z(s) = (bm(s)⊗ I)
′ Y (bm(s)⊗ I) , (10)
L : Rτ(r,m,z) → Rzσ(r,m)×zσ(r,m) is a linear parametrization of the linear set
L =
{
L˜ = L˜′ : (bm(s)⊗ I)
′ L˜ (bm(s)⊗ I) = 0
}
(11)
and α ∈ Rτ(r,m,z) is a free vector, where τ(r,m, z) is the dimension of L
given by
τ(r,m, z) =
1
2
z (σ(r,m) (zσ(r,m) + 1)
−(z + 1)σ(r, 2m)) .
(12)
The representation (8) is known as Gram matrix method and square matrix
representation (SMR), see e.g. [24–29]. By using this representation, one
has that Z(s) is SOS if and only if there exists α satisfying the LMI
Y + L(α) ≥ 0. (13)
3 The Gram-SOS Approach
Let us search for a function v : Rn → R such that
∀x ∈ Rn0 ∀s ∈ S
{
v(x) > 0
∆v(x, s) < 0
(14)
where
∆v(x, s) = v (A(s)x)− v(x). (15)
If such a function exists, (1) is robustly asymptotically stable and v(x) is a
Lyapunov function for (1) for all the admissible uncertainties, see e.g. [20].
We consider a Lyapunov function candidate v(x) in the class of homo-
geneous polynomials, i.e., a HPLF candidate. Let 2m be the degree of v(x).
In such a case, ∆v(x, s) is a homogeneous polynomial in x with degree 2m,
and polynomial in s of degree 2dm.
Let us observe that one can search for a HPLF candidate v(x) satisfying
(14) by using existing LMI techniques for optimization over polynomials. In
particular, one consists of exploiting the Positivstellensatz (see e.g. [29–32]):
by defining 

q = (s1, . . . , sr−1)
′
u(q) =
(
q′, 1−
r−1∑
i=1
qi
)′
,
(16)
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it follows that (14) holds if there exist polynomials f1(x, q), . . . , fr(x, q) ho-
mogeneous with respect to x such that
v(x)− ‖x‖2m
f1(x, q), . . . , fr(x, q)
−∆v(x, u(q)) − ‖x‖2m − g(x, q)

 are SOS (17)
where
g(x, q) = fr(x, q) +
r−1∑
i=1
qi (fi(x, q)− fr(x, q)) . (18)
If the HPLF is quadratic (i.e., 2m = 2), another possibility consists of
exploiting Polya’s theorem (see e.g. [29, 33]): indeed, by expressing{
v(x) = x′V˜ x
∆v(x, s) = x′
(
A(s)′V˜ A(s)− V˜
)
x,
(19)
it follows that (14) holds if and only if there exists a symmetric matrix
V˜ ∈ Rn×n and an integer k such that
V˜ > 0 and o(s)k
(
o(s)2dV˜ −A(s)′V˜ A(s)
)
has
all the matrix coefficients positive definite.
(20)
However, it can be difficult to check the LMI conditions (17) and (20) in prac-
tice. Indeed, the computational burden of the LMI condition (17) quickly
grows with the degree of the HPLF candidate as it will be shown in Exam-
ples 1 and 2. Moreover, there are cases where the exponent k required by
the LMI condition (20) to prove robust asymptotical stability is large and
failures can happen due to the computer finite precision as it will be shown
in Example 3.
Let us express the HPLF candidate v(x) via the Gram matrix method
in Section 2.2 as
v(x) = bm(x)
′V bm(x) (21)
where bm(x) has been defined in (8) and V ∈ R
σ(n,m)×σ(n,m) is a symmetric
matrix. Similarly, ∆v(x, s) can be expressed as
∆v(x, s) = bm(x)
′D(s)bm(x) (22)
where D : Rr → Rσ(n,m)×σ(n,m) is a symmetric matrix polynomial of degree
2dm that can be found as follows.
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Let Jm : R
n×n → Rσ(n,m)×σ(n,m) be the matrix function that satisfies
bm(Hx) = Jm(H)bm(x) (23)
where H ∈ Rn×n. The matrix function Jm(H) can be computed with the
formula
Jm(H) = (K
′
mKm)
−1K ′mH
⊗mKm (24)
where H⊗m denotes the m-th Kronecker power of H, i.e.
H⊗m =
{
H⊗m−1 ⊗H if m ≥ 1
1 if m = 0,
(25)
and Km is the matrix that satisfies
x⊗m = Kmbm(x). (26)
It follows that
D(s) = B(s)′V B(s)− V (27)
where
B(s) = Jm(A(s)). (28)
Let us observe that B(s) is a matrix homogeneous polynomial of degree dm
since A(s) is a matrix homogeneous polynomial of degree d. Hence, D(s)
has degree 2dm.
It turns out that D(s) in (27) is not the only symmetric matrix polyno-
mial that satisfies (22). Indeed, let L : Rτ(n,m,1) → Rσ(n,m)×σ(n,m) be a linear
parametrization of L in (11) for z replaced by 1, and let β : Rr → Rτ(n,m,1)
be any vector function. It follows
∆v(x, s) = bm(x)
′E(s)bm(x) (29)
where
E(s) = B(s)′V B(s)− V − L(β(s)). (30)
Hereafter we consider the case where β(s) is a vector homogeneous poly-
nomial of degree mβ. The following theorem provides a condition for estab-
lishing robust asymptotical stability of (1) based on the existence of suitable
V and β(s).
Theorem 1 Let m > 0 and mβ ≥ 0 be given integers. The system (1)
is robustly asymptotically stable if there exist a symmetric matrix V ∈
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R
σ(n,m)×σ(n,m) and a vector homogeneous polynomial β : Rr → Rτ(n,m,1)
of degree mβ such that
W (s) > 0 ∀s ∈ S (31)
where W : Rr → R2σ(n,m)×2σ(n,m) is the symmetric matrix homogeneous
polynomial
W (s) =
(
o(s)hV + o(s)h−mβL(β(s)) o(s)h−dmB(s)′V
∗ o(s)hV
)
(32)
where h is the degree of W (s) given by
h = max{dm,mβ}. (33)
Proof. Let us suppose that (31) holds. Since o(s) = 1 for all s ∈ S, (31) can
be rewritten as (
V + L(β(s)) B(s)′V
∗ V
)
> 0.
By using the Schur complement, it follows that (31) is equivalent to the
condition
∀s ∈ S
{
V > 0
E(s) < 0.
Let x be any vector in Rn0 , and let us pre- and post- multiply these inequal-
ities by bm(x)
′ and bm(x), respectively. From the first inequality we obtain
that
v(x) > 0 ∀x ∈ Rn0 .
From (23) and (28) one has that
bm(x)
′B(s)′V B(s)bm(x)
= bm(x)
′J(A(s))′V J(A(s))bm(x)
= bm(A(s)x)
′V bm(A(s)x)
= v (A(s)x) .
Since
bm(x)
′L(β(s))bm(x) = 0,
from the second inequality we obtain
∆v(x, s) < 0 ∀x ∈ Rn0 ∀s ∈ S.
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Theorem 1 provides a condition for establishing whether (1) is robustly
asymptotically stable. This condition is based on a novel approach that
consists of three steps:
1. introducing the Gram matrices of v(x) and ∆v(x, s) built with respect
to x, i.e., V and D(s);
2. building the parametrization E(s) = D(s)−L(β(s)) for the Gram ma-
trix of ∆v(x, s), where β(s) is a free vector homogeneous polynomial;
3. defining the matrix homogeneous polynomial W (s), whose positive
definiteness over the simplex is equivalent to the positivity of v(x) and
−∆v(x, s) for all x 6= 0n for all s ∈ S.
Let us observe that the linear function o(s) is used in the definition of
W (s) in order to make W (s) homogeneous since o(s) = 1 for s ∈ S.
The condition provided by Theorem 1 can be checked in several ways by
using LMIs. In order to describe the one adopted in this paper, let us recall
the following result.
Lemma 1 ( [2]) Let Z : Rr → Rz×z be a symmetric matrix homogeneous
polynomial. Then,
Z(s) ≥ 0 ∀s ∈ S (34)
if and only if
Z(s2) ≥ 0 ∀s ∈ Rr. (35)
Lemma 1 states that a symmetric matrix homogeneous polynomial Z(s)
is positive semidefinite over the simplex if and only if Z(s2) is positive
semidefinite everywhere. By combining Theorem 1, Lemma 1 and the defi-
nition of SOS matrix polynomial, the following result can be obtained.
Corollary 1 Let m > 0 and mβ ≥ 0 be given integers. The system (1)
is robustly asymptotically stable if there exist a symmetric matrix V ∈
R
σ(n,m)×σ(n,m) and a vector homogeneous polynomial β : Rr → Rτ(n,m,1)
of degree mβ such that
W (s2)− ‖s‖2hI is SOS. (36)
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Proof. Let us suppose that (36) holds. This implies
W (s2)− ‖s‖2hI ≥ 0 ∀s ∈ Rr
and, from Lemma 1,
W (s)− o(s)hI ≥ 0 ∀s ∈ S.
Since o(s) = 1 for s ∈ S, it follows that (31) holds, and hence from Theorem
1 we conclude that (1) is robustly asymptotically stable. 
Corollary 1 provides a condition for establishing whether (1) is robustly
asymptotically stable. Since this condition is based on imposing thatW (s2)−
‖s‖2hI is SOS, and since W (s) is built using the Gram matrices of v(x) of
∆v(x, s), the overall approach is denoted as “Gram-SOS” approach. This
approach is novel because it introduces the idea of generating a non-constant
Gram matrix, in particular a homogeneous polynomial Gram matrix: the
classic LMI variables of the SOS test in (13) (i.e., the vector α) are now
homogeneous polynomials (i.e., the homogeneous polynomial vector β(s)).
Let us observe that, sinceW (s2)−‖s‖2hI is a symmetric matrix homoge-
neous polynomial whose coefficients depend affine linearly on V and β(s2),
and since the condition that a symmetric matrix homogeneous polynomial
is SOS can be rewritten as an LMI in its coefficients according to Section
2.2, the condition provided by Corollary 1 is an LMI feasibility test.
The LMI condition provided by Corollary 1 is sufficient for any chosen
integers m and mβ, which define the degree of the HPLF candidate v(x)
(equal to 2m) and of the vector homogeneous polynomial β(s) (equal to
mβ).
4 Conservatism Analysis
It is useful to clarify whether the conditions provided by Theorem 1 and
Corollary 1 cover the case of quadratic robust stability. In particular, (1)
is said quadratically robustly asymptotically stable if (14) holds with a
quadratic function v(x). By expressing such a v(x) and the correspond-
ing ∆v(x, s) as in (19) for a symmetric matrix V˜ ∈ Rn×n, it follows that
(14) is equivalent to the condition
∀s ∈ S
{
V˜ > 0
A(s)′V˜ A(s)− V˜ < 0.
(37)
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Let us observe that the HPLF candidate v(x) in (21) is a quadratic func-
tion whenever m = 1. In such a case, the vector homogeneous polynomial
β(s) is not needed in the condition provided by Theorem 1 because, for
m = 1, one has
L = ∅ (38)
and, hence, L(β(s)) = 0. This means that, form = 1, W (s) does not depend
on β(s) and the degree of W (s) is h = d.
The next result states that the condition provided by Theorem 1 with
m = 1 is sufficient and necessary for quadratic robust asymptotic stability,
and that this is equivalent to the LMI condition provided by Corollary 1 if
d = 1.
Theorem 2 The system (1) is quadratically robustly asymptotically stable if
and only if the condition provided by Theorem 1 holds with m = 1. Moreover,
if d = 1, this is equivalent to the fulfillment of the LMI condition provided
by Corollary 1 with m = 1.
Proof. The fact that (1) is quadratically robustly asymptotically stable if
and only if the condition provided by Theorem 1 holds with m = 1 directly
follows by observing that (37) is equivalent to (31) by using the Schur com-
plement since o(s) = 1 for s ∈ S and L(β(s)) = 0. Hence, let us prove that,
if d = 1, (37) is equivalent to (36).
“⇒” Suppose that (1) is quadratically robustly asymptotically stable.
Hence, there exists V˜ satisfying (37). Since o(s) = 1 for s ∈ S, this implies
that (
o(s)V˜ A(s)′V˜
∗ o(s)V˜
)
> 0 ∀s ∈ S.
Let us observe that the left hand side of the previous condition coincides
with W (s) for m = 1 by replacing V˜ with V since, in such a case, one has
that {
B(s) = A(s)
L(β(s)) = 0.
Since W (s) is linear in s in this case, it follows that W (s) can be expressed
as
W (s) =
r∑
i=1
siWi
for some symmetric matrices Wi, . . . ,Wr. Hence, the positive definiteness
of W (s) over S is equivalent to
Wi > 0 ∀i = 1, . . . , r.
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This implies that λ1 > 0 where
λ1 = min
i=1,...,r
λmin (Wi) .
Since Wi − λ1I is positive semidefinite for all i = 1, . . . , r, one can write
Wi − λ1I2a = W¯
′
iW¯i ∀i = 1, . . . , r
where W¯i is the Cholesky factorization of Wi − λ1I. It follows that
W (s2)− λ1‖s‖
2I =
r∑
i=1
s2iWi − λ1‖s‖
2I
=
r∑
i=1
s2i (Wi − λ1I)
=
r∑
i=1
(
siW¯i
)′ (
siW¯i
)
which means that
W (s2)− λ1‖s‖
2I is SOS.
SinceW (s2) and λ1 are linear in V , we conclude that (36) holds by replacing
V as
V → λ2V ∀λ2 ∈
[
1
λ1
,∞
)
.
“⇐” Suppose that there exists V satisfying the LMI condition (36) with
m = 1. This implies
W (s2)− ‖s‖2I ≥ 0 ∀s ∈ Rr.
From Lemma 1 it follows that
W (s)− I ≥ 0 ∀s ∈ S
which implies (37) by replacing V with V˜ since B(s) = A(s) in this case. 
The next result investigates the conservatism of the LMI condition pro-
vided by Corollary 1, clarifying that this condition is not only sufficient but
also necessary for sufficiently large degrees of the HPLF candidate v(x) and
of the vector homogeneous polynomial β(s).
Theorem 3 Suppose that (1) is robustly asymptotically stable. Then, there
exist sufficiently large integers m and mβ such that the LMI condition pro-
vided by Corollary 1 is satisfied.
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Proof. Since (1) is robustly asymptotically stable, from Section VI of [20]
it follows that there exists a polyhedral Lyapunov function, which can be
expressed as ‖Cx‖∞ for some full rank matrix C. From Theorem 3.2 of [11]
this implies that ‖Cx‖2p is a Lyapunov function for some positive integer
p. Indeed, as clarified in [11], the existence of the latter Lyapunov function
is an expected consequence of the fact that ‖Cx‖2p uniformly converges to
‖Cx‖∞ on every compact set as p tends to ∞. Since ‖Cx‖2p is a Lyapunov
function, it follows that also its 2p-th power
v(x) = ‖Cx‖2p2p
is, i.e., (14) holds with v(x) homogeneous polynomial of degree 2p. Let k be
a positive integer, and define
v¯(x) = v(x)k.
It follows that v¯(x) is a homogeneous polynomial of degree 2m¯ where
m¯ = kp.
Let us observe that v(x) is a SOS polynomial being the 2p-th power of the
2p-norm of a linear function. This implies that also v¯(x) is a SOS polynomial
since it is a power of a SOS polynomial. Since C has full rank, it follows
that v¯(x) is positive definite, in particular it admits a positive definite Gram
matrix V¯ . Let us consider the time difference of v¯(x). This is given by
∆v¯(x, s) = v (A(s)x)k − v(x)k
= g(x, s)∆v(x, s)
where
g(x, s) =
k−1∑
i=0
v (A(s)x)k−1−i v(x)i.
Since (14) holds, it follows that
g(x, s) > 0 ∀x ∈ Rn0 ∀s ∈ S
and, hence,
−∆v¯(x, s) > 0 ∀x ∈ Rn0 ∀s ∈ S.
Moreover, there exists a sufficiently large k such that −∆v¯(x, s) is SOS
for all s ∈ S. In fact, for all s ∈ S, −∆v(x, s) is a positive definite ho-
mogeneous polynomial in x and g(x, s) is the sum of terms of the form
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v (A(s)x)k−1−i v(x)i. Since both v (A(s)x) and v(x) are SOS positive def-
inite homogeneous polynomials in x for all s ∈ S, from Section 2.1.8 of
[34] it follows that there exist finite integers k1(s) and k2(s) such that
−v (A(s)x)k1(s)∆v(x, s) and−v(x)k2(s)∆v(x, s) are SOS for all s ∈ S. Hence,
one can ensure that−v (A(s)x)k−1−i v(x)i∆v(x, s) is SOS for all i = 0, . . . , k−
1 for all s ∈ S by choosing
k = max
s∈S
2max{k1(s), k2(s)}+ 2
which does exist since k1(s) and k2(s) are bounded and S is compact. There-
fore, −∆v¯(x, s) is SOS for all s ∈ S, which implies that ∆v¯(x, s) admits a
Gram matrix E¯(s) satisfying
E¯(s) < 0 ∀s ∈ S.
From (29) it follows that E¯(s) can be expressed as
E¯(s) = B(s)′V¯ B(s)− V¯ − L¯(θ(s))
for some function θ(s), where L¯ = L¯′ : Rτ(n,m¯,1) → Rσ(n,m¯)×σ(n,m¯) is a linear
parametrization of L in (11) for m and z replaced by m¯ and 1, respectively.
This implies that
Wˆ (s) > 0 ∀s ∈ S
where
Wˆ (s) =
(
V¯ + L¯(θ(s)) V¯ B(s)′
∗ V¯
)
.
Since S is compact, there exist a sufficiently large integer k and a vector
homogeneous polynomial β¯(s) of degree m¯β that approximates arbitrary
well θ(s) over S. Observe that β¯(s) can be assumed homogeneous without
loss of generality since each monomial can be multiplied by a suitable power
of o(s) due to the fact that o(s) = 1 for s ∈ S. This means that there exist
a sufficiently large integer k and a homogeneous vector polynomial β¯(s) of
degree m¯β such that
W¯ (s) > 0 ∀s ∈ S
where
W¯ (s) =
(
o(s)h¯V¯ + o(s)h¯−m¯β L¯(β¯(s)) o(s)h¯−dm¯B(s)′V¯
∗ o(s)h¯V¯
)
and
h¯ = max{dm¯, m¯β}.
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Let us observe that W¯ (s) is the matrix W (s) in (32) built for m, V and β(s)
replaced, respectively, by m¯, V¯ and β¯(s).
Since W¯ (s) is a symmetric matrix homogeneous polynomial, it follows
that there exists a nonnegative integer l such that the matrix coefficients of
o(s)lW¯ (s) are positive definite due to Polya’s theorem, see e.g. [29,33]. This
implies that the matrix coefficients of W¯ (s) are positive definite by replacing
m¯ with m¯ + l. Indeed, with this replacement one gets o(s)h¯, o(s)h¯−m¯β
and o(s)dm¯ replaced by o(s)h¯+l, o(s)h¯−m¯β+l and o(s)dm¯+l, respectively, and,
hence, W¯ (s) replaced by o(s)lW¯ (s). Consequently, W¯ (s) can be expressed
as
W¯ (s) =
∑
i1+...+ir=m¯+l
i1≥0,...,ir≥0
W¯i1,··· ,ir
r∏
j=1
s
ij
j
with W¯i1···ir > 0. This means that W¯ (s
2) is SOS since
W¯ (s2) =
∑
i1+...+ir=m¯+l
i1≥0,...,ir≥0
Ci1,··· ,ir(s)
′Ci1,··· ,ir(s)
where
Ci1,··· ,ir(s) = Di1,··· ,ir
r∏
j=1
s
ij
j
and Di1,··· ,ir satisfies the Cholesky factorization
W¯i1,··· ,ir = D
′
i1,··· ,ir
Di1,··· ,ir .
Therefore, (36) holds by choosing m = m¯ and mβ = m¯β + l. 
5 Complexity Reduction
The number of LMI scalar variables in the LMI condition provided by Corol-
lary 1 is given by the sum of the number of the non-symmetric entries of V ,
the number of the coefficients of the vector homogeneous polynomial β(s),
and the length of the vector α in the representation (8). Considering for
brevity the case mβ = dm, the number of LMI scalar variables turns out to
be
η =
1
2
σ(n,m) (σ(n,m) + 1) + σ(r,m)τ(n,m, 1)
+τ(r, dm, 2σ(n,m)).
(39)
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Table 1a shows this number in the case r = 2 and d = 1 for some values of
n and m.
It turns out that the length of the vector α is the dominant term in
η. Fortunately, this can be significantly reduced in the case of the LMI
condition provided by Corollary 1 due to the structure of W (s2)− ‖s‖2hI.
Indeed, let Z : Rr → Rz×z be a symmetric matrix homogeneous polyno-
mial of degree 2m with even powers only, i.e., such that
Z(s) = Z¯(s2) (40)
for some symmetric matrix homogeneous polynomial Z¯ : Rr → Rz×z of
degree m. Let us define the set
N =
{
N = N ′ : (bm(s)⊗ I)
′N
· (bm(s)⊗ I) = 0 and Nij = 0 ∀i, j :
(bm(s))i (bm(s))j has at least an odd power
} (41)
where Nij ∈ R
z×z is the (i, j)-block of N = N ′ ∈ Rzσ(r,m)×zσ(r,m), i.e.
N =


N11 . . . N1c
...
. . .
...
⋆ . . . Ncc

 . (42)
Lastly, let ξ(r,m) be the number of distinct pairs of r-tuples of nonnegative
integers with sum equal to m such that the sum of the two r-tuples in the
pair has only even integers. It can be verified that
ξ(r,m) =
min{⌊ r−ω
2
⌋,⌊m
2
⌋}∑
i=0
1
2
σ(r − 2i− ω + 1, 2i + ω)
·σ
(
r,
⌊m
2
⌋
− i
)(
σ
(
r,
⌊m
2
⌋
− i
)
+ 1
) (43)
where
ω =
{
0 if m is even
1 otherwise.
(44)
Theorem 4 Let Z : Rr → Rz×z be a symmetric matrix homogeneous poly-
nomial of degree 2m with even powers only. Let Y ∈ Rzσ(r,m)×zσ(r,m) be a
symmetric matrix satisfying (10). Let N : Rφ(r,m,z) → Rzσ(r,m)×zσ(r,m) be a
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linear parametrization of the linear set N where φ(r,m, z) is the dimension
of N given by
φ(r,m, z) = (ξ(r,m) − σ(r,m))z2. (45)
Then,
Z(s2) is SOS (46)
if and only if there exists γ ∈ Rφ(r,m,z) such that
Y +N(γ) ≥ 0. (47)
Proof. First, let us observe that N is a linear set. Indeed, for all N1, N2 ∈ N
and for all y1, y2 ∈ R, one has that
N =
2∑
k=1
ykNk
belongs to N since
(bm(s)⊗ I)
′N (bm(s)⊗ I)
=
2∑
k=1
yk (bm(s)⊗ I)
′Nk (bm(s)⊗ I)
= 0
and
Nij =
2∑
k=1
ykNkij = 0
for all i, j such that (bm(s))i (bm(s))j has at least an odd power, where
Nkij ∈ R
z×z is the (i, j)-block of Nk.
Second, let us observe that φ(r,m, z) is the dimension of N because such
a dimension is given by d1 − d2 where d1 is the number of non-symmetric
entries in a symmetric matrix N ∈ Rzσ(r,m)×zσ(r,m) such that Nij = 0 for all
i, j such that (bm(s))i (bm(s))j has at least an odd power, given by
d1 = (ξ(r,m) − σ(r,m))z
2 +
1
2
z(z + 1)σ(r,m),
and d2 is the number of constraints imposed by the condition (bm(s)⊗ I)
′N
· (bm(s)⊗ I) = 0, given by
d2 =
1
2
z(z + 1)σ(r,m).
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Third, let us suppose that there exists γ ∈ Rφ(r,m,z) such that (47) holds.
Hence, there exists a Cholesky factor of Y +N(γ) that we denote as X, i.e.,
Y +N(γ) = X ′X.
It follows that
Z(s) = (bm(s)⊗ I)
′ (Y +N(γ)) (bm(s)⊗ I)
= (bm(s)⊗ I)
′X ′X (bm(s)⊗ I) .
Let us partition X according to
X =
(
X ′1, . . . ,X
′
c
)′
where Xi ∈ R
z×zσ(r,m), i = 1, . . . , σ(r,m). It follows that
Z(s2) =
σ(r,m)∑
i=1
Zi(s)
′Zi(s)
where
Zi(s) = Xi (b(s)⊗ Iz) ,
i.e. (46) holds.
Lastly, let us suppose that (46) holds. Then, from Section 2.2, it follows
that there exists α such that (13) holds. Let us observe that
N ⊆ L.
There are two cases: L(α) ∈ N or L(α) 6∈ N . In the former case, it directly
follows that there exists γ such that
N(γ) = L(α)
and, hence, (47) holds. In the latter case, let γ be such that N(γ) is the
projection of L(α) onto N , i.e.
L(α) = N(γ) +N0
where N0 ∈ R
zσ(r,m)×zσ(r,m) is a symmetric matrix whose (i, j)-block N0ij is
zero for all i, j such that (bm(s))i (bm(s))j has only even powers. Since the
diagonal blocks of N0 are null, and since the possible non-zero blocks of N0
are null in Y +N(γ), it follows that
µi (Y +N(γ) +N0) ≤ µi (Y +N(γ))
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for all i = 1, . . . , zσ(r,m), where µi(N) denotes the i-th principal minor of
N . This implies that (47) holds since Y +N(γ) +N0 ≥ 0. 
Theorem 4 provides an alternative LMI feasibility test for establishing
whether a symmetric matrix homogeneous polynomial with even powers only
is SOS. This test is sufficient and necessary, and, with respect to the existing
test in Section 2.2, has the advantage of a significantly smaller computational
burden. Indeed, by using this test for checking the LMI condition provided
by Corollary 1, one has that the number of LMI scalar variables in (36) is
η∗ =
1
2
σ(n,m) (σ(n,m) + 1) + σ(r,m)τ(n,m, 1)
+φ(r, dm, 2σ(n,m)).
(48)
Table 1b shows this number in the case r = 2 and d = 1 for some values of
n and m. As we can see, η∗ is significantly smaller than η.
η m = 1 m = 2 m = 3
n = 1 2 7 16
n = 2 9 75 298
n = 3 21 315 1933
n = 4 38 895 7854
(a)
η∗ m = 1 m = 2 m = 3
n = 1 1 5 9
n = 2 3 45 150
n = 3 6 183 963
n = 4 10 515 3914
(b)
Table 1: Number of LMI scalar variables η (a) and η∗ (b) in the case r = 2
and d = 1 for some values of n and m.
6 Illustrative Examples
In this section we present some examples that illustrate the use of the pro-
posed approach. The computations have been done in Matlab using the
toolbox SeDuMi [35]. The reported HPLFs are normalized under the con-
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straint trace(V ) = 10. The LMI condition provided by Corollary 1 is used
with the choice mβ = m.
For comparison, we also investigate the alternative LMI conditions (17)
based on the Positivstellensatz, (20) based on Polya’s theorem, and [21]. We
denote with ηPos the number of LMI scalar variables in (17), which is the
number of decision variables plus the number of non-symmetric entries in
the Gram matrices (reduced by using the Newton polytope) less the number
of monomials that can be generated by such Gram matrices.
6.1 Example 1
Let us consider
x(t+ 1) =
(
0 1
−0.8 p(t)
)
x(t)
where x(t) ∈ R2 is the state and p(t) ∈ R is the time-varying uncertainty
confined into the interval
P = [0, ζ].
The problem consists of determining the largest value of ζ, denoted by ζ∗,
such that the system is robustly asymptotically stable for all time-varying
p(t) in P.
This system is in the form (5), and can be rewritten in the canonical
form (1) with r = 2 and p = ζs2, which provides
A(s) =
(
0 o(s)
−0.8o(s) ζs2
)
.
In order to estimate ζ∗, we use a bisection algorithm where the LMI
condition provided by Corollary 1 is checked at each step. For any chosen
value of m this will provide a lower bound of ζ∗.
For m = 1 we have B(s) = A(s) and we find the lower bound ζ1 = 0.397
of ζ∗. The HPLF ensuring ζ1 is given by
v(x) = 4.444x21 − 1.104x2x1 + 5.556x
2
2.
Figure 1 shows a level set of v(x) (inner curve). Let us observe that the
vector homogeneous polynomial β(s) is not needed for m = 1 since L in
(11) is empty in this case and, hence, L(β(s)) = 0. The number of LMI
scalar variables in (36) is η∗ = 3 (the average computational time is 0.1 s).
This lower bound can also be found by using (17) with polynomials
fi(x, q) of degree not smaller than 2, for which the number of LMI scalar
variables is ηPos = 24.
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For m = 2 we have
B(s) =

 0 0 o(s)20 −0.8o(s)2 ζ(s1s2 + s22)
0.64o(s)2 −1.6ζs2o(s) ζ
2s22


and we find the lower bound ζ2 = 0.471. The HPLF ensuring ζ2 is given by
v(x) = 2.619x41 + 1.198x
3
1x2 + 6.907x
2
2x
2
1 − 4.788x
3
2x1
+4.442x42.
Figure 1 shows a level set of v(x) (central curve). The number of LMI scalar
variables in (36) is η∗ = 45 (the average computational time is 0.4 s).
This lower bound can also be found by using (17) with polynomials
fi(x, q) of degree not smaller than 4, for which the number of LMI scalar
variables is ηPos = 116.
For m = 3 we find the lower bound ζ3 = 0.523. The HPLF ensuring ζ3
is given by
v(x) = 0.982x61 + 0.632x
5
1x2 + 4.162x
4
1x
2
2 + 0.142x
3
2x
3
1
+6.457x42x
2
1 − 6.059x
5
2x1 + 2.802x
6
2.
Figure 1 shows a level set of v(x) (outer curve). The number of LMI scalar
variables in (36) is η∗ = 150 (the average computational time is 1.4 s).
This lower bound can also be found by using (17) with polynomials
fi(x, q) of degree not smaller than 6, for which the number of LMI scalar
variables is ηPos = 369.
For comparison, we also consider the condition proposed in [21], which
provides the lower bound ζDB = 0.438.
6.2 Example 2
Let us consider the problem of establishing robust asymptotical stability of
x(t+ 1) =

 0 −0.5 0.5 + 0.4p2(t)0.5p1(t) 0 0.4
−0.8 0.4p2(t) −0.3p1(t)

x(t)
where x(t) ∈ R3 is the state and p(t) ∈ R2 is the time-varying uncertainty
confined into the polytope
P = conv
{(
−1
−1
)
,
(
1
−1
)
,
(
0
1
)}
.
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−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
x1
x
2
Figure 1: Example 1: a level set of the HPLF found for m = 1 (inner curve),
m = 2 (central curve), and m = 3 (outer curve).
This system is in the form (5), and can be rewritten in the canonical
form (1) with r = 3 and p given by
p =
(
−1 1 0
−1 −1 1
)
s.
For m = 1 we find that the LMI condition provided by Corollary 1 is not
satisfied. Hence, we increase m, and for m = 2 we find that this condition
holds, hence implying that the system is robustly asymptotically stable.
Figure 2 shows a level set of the found HPLF v(x). The number of LMI
scalar variables in (36) is η∗ = 489 (the computational time is 2.5 s).
This HPLF can also be found by using (17) with polynomials fi(x, q) of
degree not smaller than 4, for which the number of LMI scalar variables is
ηPos = 2460.
For comparison, we also consider the condition proposed in [21], which
however is not satisfied in this case.
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Figure 2: Example 2: a level set of the HPLF v(x) found for m = 2.
6.3 Example 3
We conclude this section with a simple example in order to investigate the
alternative LMI condition (20) based on Polya’s theorem. Let us consider
x(t+ 1) = 3.98p(t)(1 − p(t))x(t)
where x(t) ∈ R is the state and p(t) ∈ R is the time-varying uncertainty
confined into the interval
P = [0, 1].
This system is in the form (5), and can be rewritten in the canonical
form (1) with r = 2 and p = s2, which provides
A(s) = 3.98s1s2.
The system is robustly asymptotically stable since the state is scalar and
A(s) ranges in [0, 0.995] for s ∈ S.
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This can be proved with a quadratic Lyapunov function. Indeed, for
m = 1 we find that the LMI condition provided by Corollary 1 is satisfied.
The number of LMI scalar variables in (36) is η∗ = 5 (the computational
time is 0.1 s).
However, we are unable to prove this by using the alternative LMI con-
dition (20) based on Polya’s theorem. Indeed, the value of the exponent k
required in (20) to prove robust asymptotical stability is 197, but for such a
value our Matlab implementation of (20) crashes due to the computer finite
precision (the coefficients of o(s)k range from 1 to 1.138 · 1058 for k = 197).
7 Conclusions
This paper has proposed a novel approach, referred to as the Gram-SOS
approach, for establishing robust asymptotical stability of discrete-time sys-
tems polynomially affected by time-varying uncertainty confined into a poly-
tope. It has been shown that the proposed approach is sufficient for any
degree of the HPLF candidate, that includes quadratic robust stability as a
special case, and that is also necessary for a sufficiently large degree of the
HPLF candidate.
The computational burden of the proposed approach quickly grows with
the dimension of the system, however this seems unavoidable in order to
achieve nonconservatism. Moreover, it is expected that the fast increasing
power of nowadays computers can soon allow one to consider also non-small
scale systems. Also, one can always freeze some LMI variables in the pro-
posed approach in order to fit the available computer power (clearly, at the
expenses of some conservatism).
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