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Abstract—To reduce power consumption in the receiver, low-
resolution analog-to-digital converters (ADCs) can be a potential
solution for millimeter wave (mmWave) systems in which many
antennas are likely to be deployed to compensate for the large
path loss. In this paper, we investigate uplink user scheduling
when a basestation employs low-resolution ADCs with a large
number of antennas. Due to quantization error, we show that
the channel structure in the beamspace, in addition to the
channel magnitude and beamspace orthogonality, plays a key
role in maximizing the achievable rates of scheduled users.
With the constraint of the equal channel norm, we derive the
scheduling criteria that maximize the uplink sum rate for multi-
user multiple input multiple output (MIMO) systems with a zero-
forcing receiver. Leveraging the derived criteria, we propose an
efficient scheduling algorithm for mmWave systems with low-
resolution ADCs. Numerical results validate that the proposed
algorithm outperforms conventional user scheduling methods in
terms of the sum rate.
Index Terms—Millimeter wave, low-resolution ADCs, user
scheduling, channel structure, beamspace.
I. INTRODUCTION
Millimeter wave communication has drawn extensive atten-
tion as a promising technology for 5G cellular systems [1]–[3],
and evinced its feasibility [4]. The advantages of remarkably
wide bandwidth have encouraged wireless researchers to per-
form comprehensive studies to resolve practical challenges in
the realization of mmWave communications [5], [6]. Due to
a large signal bandwidth and a high number of bits/sample
in mmWave communications, high-resolution ADCs coupled
with large antenna arrays demand significant power consump-
tion in the receiver. Consequently, receiver architectures with
low-resolution ADCs [7] have been of interest in recent years.
In mmWave systems, several channel estimation techniques
have been proposed for low-resolution ADCs, showing the
feasibility of employing low-resolution ADCs by taking the
advantage of the large antenna arrays [8]–[10]. In [8], an
adaptive compressed sensing strategy was proposed to re-
cover the sparse mmWave channel and reduced the train-
ing overhead when the channel is sparse. A generalized
approximate message-passing algorithm with 1-bit ADCs in
[9] showed a similar channel estimation performance as
maximum-likelihood estimator with full-resolution ADCs in
the low and medium SNR regimes by exploiting the sparsity
of mmWave channels in the beamspace. Receiver architectures
with resolution-adaptive ADCs were investigated for mmWave
systems in [11], [12], showing 1-bit improvement in the uplink
sum rate in the low-resolution regime.
Fig. 1. A receiver with the large antenna arrays and analog combinerWRF,
followed by low-resolution ADCs in the uplink multi-user system.
In another line of research in mmWave communications,
user scheduling was investigated in [13] by considering a
random beamforming (RBF) method [14] for uniform random
single path channels. Then, the analysis of user scheduling in
mmWave channels was extended to the uniform random multi-
path case, and scheduling algorithms were developed based
on a beam selection approach [15]. Although the algorithms
in [15] were proposed for mmWave systems and outper-
formed the RBF algorithm in [14], the algorithms focused on
user scheduling without quantization errors. Accordingly, user
scheduling in mmWave systems with low-resolution ADCs is
still questionable.
In this paper, we investigate uplink user scheduling when
a basestation (BS) employs low-resolution ADCs with a large
number of antennas in mmWave systems. Due to the coarse
quantization, quantization errors need to be considered in
scheduling, which changes the scheduling problem from the
conventional problem. We derive structural criteria of channels
in the beamspace for user scheduling to maximize the uplink
sum rate in mmWave MIMO systems with low-resolution
ADCs. Considering a zero-forcing receiver for multi-user
MIMO communications, the derived structural criteria are
(i) to have as many channel propagation paths as possible
with unique angle of arrivals (AoAs) for each scheduled user
and (ii) to have channel power that is evenly spread across
beamspace complex gains within each scheduled user channel.
Leveraging the criteria and mmWave channel sparsity in the
beamspace, we propose a user scheduling algorithm with low
complexity. Numerical results demonstrate that the proposed
algorithm outperforms previous user scheduling algorithms in
terms of the sum rate.
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The remainder of the paper is organized as follows. Section
II explains the system model. In Section III, the user schedul-
ing criteria for maximizing the sum rate with the constraint
of the equal channel norm are derived. In Section IV, the
user scheduling algorithm is proposed by utilizing the derived
criteria. In Section V, the proposed algorithm is evaluated in
sum rate and Section VI concludes the paper.
II. SYSTEM MODEL
A. Signal and Channel Models
We consider a single-cell MIMO uplink network where a
BS employs uniform linear array (ULA) and analog combiners
with Nr antennas as shown in Fig. 1. We assume that Nu users
with a single antenna exist in the cell, and the BS selects Ns
users to serve. NRF RF chains are connected to NRF pairs of
ADCs. The received baseband analog signal r ∈ CNr with a
narrowband channel assumption is given as
r =
√
ρHs+ n (1)
where ρ, H, s, and n represent the transmit power, the
Nr × Ns channel matrix, the symbol vector of Ns users,
and the additive white Gaussian noise vector, respectively. We
assume n ∼ CN (0, I) and Gaussian signaling s ∼ CN (0, I)
where 0 is a zero vector and I is the identity matrix with
proper dimension. We consider that the channel H is known at
the BS as previously developed channel estimation techniques
[8]–[10], [16] show negligible degradation of the estimation
accuracy compared to the infinite-bit ADC case with few-
bit ADCs. We assume NRF = Nr as the BS employs low-
resolution ADCs. The BS adopts an Nr×Nr analog combiner
matrix WRF. The elements of WRF are constrained to have
the equal norm of 1/
√
Nr; i.e., [wRF,iwHRF,i]`,` = 1/Nr
where [·]i,i represents the (`, `)th element of [·] and (·)H
denotes the conjugate transpose. Later, this analog combiner
is used to exploit the sparsity of the mmWave channels in user
scheduling. With the analog beamforming, the received signal
(1) becomes
y =WHRFr =
√
ρWHRFHs+W
H
RFn. (2)
We consider mmWave channels with limited L propagation
paths [17]. Then, the kth user channel can be modeled as
hk =
√
Nr
L
L∑
`=1
ωk,`a(θk,`) (3)
where ωk,` is the complex gain of the `th path of the
user k, and a(θk,`) is the BS antenna array steering vector
corresponding to the azimuth AoA of the `th path of the
user k with θk,` ∈ [−pi/2, pi/2]. We consider that ωk,`
is an independent and identically distributed (IID) complex
Gaussian random variable as ωk,` ∼ CN (0, 1). The ar-
ray steering vector a(θ) for ULA is expressed as a(θ) =
1√
Nr
[
1, e−j2piϑ, e−j4piϑ, . . . , e−j2(Nr−1)piϑ
]ᵀ
, where ϑ is the
normalized spatial angle that is ϑ = dλ sin(θ), d denotes the
distance between antenna elements, and λ represents the signal
wave length. Assuming uniformly-spaced spatial angles, i.e.,
ϑi =
d
λ sin(θi) = (i − 1)/Nr, the matrix of array steering
vectors A =
[
a(θ1), . . . ,a(θNr )
]
becomes a unitary discrete
Fourier transform matrix. We adopt the matrix of array
steering vectors as the analog combiner WRF = A, and we
can rewrite the received signal (2) as y =
√
ρAHHs+AHn.
We denote Hb = AHH, which is the projection of the channel
matrix onto the beamspace.
B. Quantization Model
After the analog beamforming, each real and imaginary
component of the complex output yi is quantized at the
ith pair of ADCs. For analytical tractability, we adopt the
additive quantization noise model (AQNM) to represent the
quantization process in a linear form. The AQNM provides
reasonable accuracy in low and medium SNR ranges [18].
Accordingly, the quantized signal yq is given as
yq = Q(y) = α√ρHbs+ αη + q (4)
whereQ(·) is the element-wise quantizer function for each real
and imaginary part, α is the quantization gain which is defined
as α = 1−β with β = E[|yi−yqi|2]E[|yi|2] . Under the assumptions of
a scalar minimum mean squared error quantizer and Gaussian
signaling, β can be approximated as β ≈ pi
√
3
2 2
−2b for b > 5,
and Table 1 in [12] lists the values of β for b ≤ 5. Note that b
is the number of quantization bits for each real and imaginary
part of yi. Since A is unitary, the noise η = AHn is distributed
as η ∼ CN (0, I). The quantization noise q is an additive noise
that is uncorrelated with the quantization input y and follows
q ∼ CN (0,Rqq) where the covariance matrix Rqq for a
fixed channel realization Hb is Rqq = αβ diag(ρHbHHb +I).
Here, diag(ρHbHHb +I) represents the diagonal matrix of the
diagonal entries of ρHbHHb + I.
III. USER SCHEDULING
In this paper, we focus on employing a zero-forcing com-
biner Wzf = Hb(HHb Hb)
−1 at the BS. Then, we have
yzfq =W
H
zfyq = α
√
ρWHzfHbs+ αW
H
zfη +W
H
zfq, (5)
and the achievable rate for user k is given as
Rk(Hb) = log2
(
1 +
α2ρ
wHzf,kRqqwzf,k + α
2‖wzf,k‖2
)
. (6)
Using the achievable rate in (6), the user scheduling problem
can be formulated as
R(Hb(S?)) = maxS⊂{1,...,Nu}:|S|=Ns
∑
k∈S
Rk(Hb(S)) (7)
where S represents the set of scheduled users and Hb(S) is
the beamspace channel matrix of the users in S. Later, we use
S(k) to indicate the kth scheduled user.
Remark 1. To maximize (6), the aggregated beamspace chan-
nel gain at each RF chain ‖[Hb]i,:‖2 needs to be small to
reduce the quantization error Rqq where [Hb]i,: represents
the ith row of Hb, in addition to the beamspace channel
orthogonality (hb,k ⊥ hb,k′ , k 6= k′) and large beamspace
channel gains ‖hb,k‖2 for reducing ‖wzf,k‖2.
To solve the user scheduling problem in (7), we exploit
the finding in Remark 1 and derive the structural criteria for
channels in the beamspace that maximize the uplink sum rate.
For tractability, we focus on the case where the magnitude of
each user channel is equivalent, i.e., ‖hk‖ = √γ, ∀k where
γ > 0. To characterize a channel matrix that maximizes the
uplink sum rate, we formulate a problem as follows:
R(H?b) = max
Hb∈CNr×Ns
Ns∑
k=1
Rk(Hb), s.t. ‖hb,k‖ = √γ ∀k.
(8)
Note that ‖hb,k‖ = √γ in (8) is equivalent to ‖hk‖ = √γ
since the analog combiner WRF = A is a unitary matrix.
To provide geographical interpretation for the analysis, we
adopt the virtual channel representation [19] in which each
beamspace channel hb,k contains L non-zero complex gains.
The L non-zero elements correspond to the complex gains of
L channel propagation paths. We first analyze the single user
selection, followed by the multi-user selection.
Proposition 1. For single user selection with ‖hk‖ = √γ, ∀k,
selecting a user who has the following channel characteristics
maximizes the uplink achievable rate:
(i) The largest number of channel propagation paths.
(ii) Equal power spread across the beamspace complex
gains.
Proof. For a single user, the zero-forcing combiner becomes
wzf = hb/‖hb‖2. Then, the achievable rate (6) is given as
R(hb) = log2
1 + αρ
β
hH
b
‖hb‖2 diag
(
ρhbhHb +
1
β
I
)
hb
‖hb‖2

= log2
(
1 +
αρ‖hb‖4
ρ(1− α)∑i∈L |hb,i|4 + ‖hb‖2
)
(9)
where L is the index set of non-zero complex gains of hb with
|L| = L, and hb,i is the ith element of hb. Since ‖hb‖ = √γ,
maximizing R(hb) in (9) is equivalent to
min
hb
∑
i∈L
|hb,i|4 s.t. ‖hb‖2 = γ. (10)
This can be solved by using Karush-Kuhn-Tucker conditions.
Let xi = |hb,i|2 for i = 1, . . . , Nr. The Lagrangian of (10) is
L(x, µ) = ‖x‖2 + µ
(∑
i∈L
xi − γ
)
. (11)
By taking a derivative of (11) with respect to xi for i ∈ L
and setting it to zero, we have xi = −µ/2. Putting this to the
constraint ‖hb‖2 = γ, the Lagrangian multiplier µ becomes
µ = −2γ/L, which leads to
xi = γ/L, i ∈ L. (12)
Since xi = |hb,i|2 denotes the power of the beamspace com-
plex gains, and L = |L| represents the number of propagation
paths, the result (12) indicates that the beamspace channel
maximizes the achievable rate in (9) when the channel power
‖hb‖2 = γ is evenly spread to the L beamspace complex
gains for the single user case.
Accordingly, with |h?b,i|2 = γ/L for i ∈ L, the achievable
rate in (9) becomes
R(h?b) = log2
(
1 +
αρ
ρ(1− α)/L+ 1/γ
)
. (13)
Note that R(h?b) in (13) increases as L increases. Thus, a
selected beamspace channel hb needs to have the largest
number of propagation paths with equal power spread across
the beamspace complex gains to maximize the rate. 
Proposition 1 shows that the achievable rate is related
not only to the channel magnitude ‖hb‖ but also to the
channel structure in the beamspace for single user selection.
This reveals the difference from the conventional single user
selection that only requires the largest channel magnitude to
achieve a maximum rate. We further show that the maximum
achievable rate for the single user case converges to a finite rate
even with the infinite channel magnitude due to quantization
errors if the number of propagation paths L is limited.
Corollary 1. If the number of channel propagation paths L is
finite, the maximum achievable rate with single user selection
is limited to be finite with ‖hb‖ → ∞ and it converges to
R(h?b)→ log2 (1 + αL/(1− α)) . (14)
Proof. By increasing the beamspace channel magnitude to
infinity (γ →∞), the maximum achievable rate of the single
user selection (13) converges to (14). 
Unlike the conventional single user systems in which the
achievable rate increases to infinity as channel gain increases,
the quantization error (α < 1) limits the maximum rate to
remain finite.
To extend the derived result for the single user selection
to the multi-user selection, we consider the case in which
LNs ≤ Nr. Indeed, this assumption is relevant to mmWave
channels where the number of channel propagation paths is
considered to be small compared to the number of antennas
L  Nr. Proposition 2 shows the structural criteria of
channels to maximize the sum rate for multi-user selection.
Proposition 2. For the case where LNs ≤ Nr and ‖hb,k‖ =√
γ, ∀k, selecting a set of users S that satisfies the following
channel characteristics maximizes the uplink sum rate.
(i) Unique AoAs at the receiver for the channel propagation
paths of each scheduled user.
LS(k) ∩ LS(k′) = φ if k 6= k′. (15)
(ii) Equal power spread across the beamspace complex gains
within each user channel.
|hb,i,S(k)| =
√
γ/L for i ∈ LS(k) (16)
Proof. The achievable rate in (6) can be expressed as
Rk(Hb) = log2
1 + αρ
ρβwHzf,kdiag
(
HbHHb
)
wzf,k + ‖wzf,k‖2
 .
(17)
To prove Proposition 2, we take a two-stage maximization
approach and show that the conditions for the maximization
are sufficient to solve (8) when LNs ≤ Nr. In the first
stage, we focus on minimizing ‖wzf,k‖2 in (17). The zero-
forcing combiner wzf,k which satisfies wHzf,khb,k = 1 with
minimum norm is wzf,k = hb,k/‖hb,k‖2. When user channels
are orthogonal, hb,k ⊥ hb,k′ for k 6= k′, the zero-forcing
combiner wzf,k = hb,k/‖hb,k‖2 further satisfies wHzf,khb,k′ =
0 for k 6= k′. Therefore, with the orthogonality condition,
wzf,k = hb,k/‖hb,k‖2 minimizes ‖wzf,k‖2.
In the second stage, we minimize (17) given the orthogo-
nality condition from the first stage as follows:
Rk(Hb|hb,k⊥hb,k′ , k 6= k′)
(a)
= log2
(
1 +
αρ‖hb,k‖4
ρβhHb,kdiag
(
HbHHb
)
hb,k + ‖hb,k‖2
)
(18)
= log2
1 + αργ2
ρβ
∑
i∈Lk
|hb,i,k|2
(
|hb,i,k|2 +
∑
u 6=k
|hb,i,u|2
)
+ γ

(b)
≤ log2
(
1 +
αργ2
ρβ
∑
i∈Lk |hb,i,k|4 + γ
)
. (19)
(c)
≤ log2
(
1 +
αρ
ρβ/L+ 1/γ
)
. (20)
The equality in (a) comes from the channel orthogonality con-
dition (hb,k ⊥ hb,k′) which leads to wzf,k = hb,k/‖hb,k‖2.
The equality in (b) holds if and only if |hb,i,u| = 0, ∀u 6= k
and i ∈ Lk; i.e, each user has channel propagation paths
with unique AoAs. Note that (19) is equivalent to the rate of
single user selection in (9) due to the channel orthogonality
and unique AoA condition. Consequently, inequality (c) comes
from the fact that (19) is maximized when |hb,i,k| =
√
γ/L
for i ∈ Lk as shown in Proposition 1. The upper bound in (20)
is equivalent to the maximum achievable rate for the single
user case in (13); i.e., (20) is the maximum achievable rate
of each user for the multi-user case in the considered system,
which also maximizes the sum rate in (8).
Accordingly, the orthogonality condition, the unique AoA
condition, and the equal power spread condition are sufficient
to maximize the sum rate. Indeed, the unique AoA condi-
tion implies the orthogonality condition from the first stage.
Therefore, the beamspace channel matrix Hb only needs to
satisfy the unique AoA and equal power spread conditions to
maximize the uplink sum rate. This completes the proof. 
Intuitively, the structural criteria in Proposition 2 imply
that we need to select users by minimizing the quantization
noise to maximize the sum rate. Conventional user scheduling
approaches ignore such structural criteria of the channel in
Algorithm 1 Channel Structure-based Scheduling (CSS)
1) BS initializes U1 = {1, . . . , Nu}, S = φ, and i = 1.
2) BS stores Nb ≥ L dominant beam indices of each user
channel hb,k in Bk, ∀k.
3) Using SINR in (22), BS selects ith user as
S(i) = argmax
k∈Ui
SINRk
(
[Hb(S),hb,k]
)
and updates Ui = Ui \ {S(i)} and S = S ∪ {S(i)}.
4) To calculate component of hb,S(i) that is orthogonal to
subspace span{fS(1), . . . , fS(i−1)}, computes
fS(i) = hb,S(i) −
i−1∑
j=1
fHS(j)hb,S(i)
‖fS(j)‖2 fS(j)
=
(
I−
i−1∑
j=1
fS(j)fHS(j)
‖fS(j)‖2
)
hb,S(i)
5) To impose orthogonality among selected users by using
results from step 2 and 4, BS further updates
Ui+1 =
{
k ∈ Ui |
|fHS(i)hb,k|
‖fS(i)‖‖hb,k‖ < ,
|BS(i) ∩ Bk| ≤ NOL
}
(21)
6) If i ≤ Ns and Ui+1 6= φ, update selection stage i = i+1
and go to step 3. Otherwise, algorithm finishes.
the beamspace as perfect quantization is considered, and the
channel orthogonality and magnitude are mainly considered
in the conventional user scheduling methods, which is not
suitable for the systems with low-resolution ADCs.
IV. PROPOSED ALGORITHM
In this section, we propose a user scheduling algorithm with
low complexity by using the derived structural criteria with
respect to the beamspace channel in Proposition 2. Leveraging
the channel orthogonality condition, the proposed algorithm
first filters the user set with a semi-orthogonality condition
as in [20], which leaves only the users whose beamspace
channels closely satisfy the equality in (18). Exploiting the
unique AoA condition (15), the algorithm, then, enforces an
additional spatial orthogonality in the beamspace as in [15]
to the filtered set. These filtering steps reduce the size of
the user set, offering semi-orthogonality between the selected
users and remaining users. This semi-orthogonality leads to
wzf,k ≈ hb,k/‖hb,k‖2 when selecting a user.
Using wzf,k ≈ hb,k/‖hb,k‖2, the signal-to-interference-
plus-noise ratio (SINR) of user k in the candidate set can
be approximated as
SINRk(Hb) ≈ αρ‖hb,k‖
4
(1− α)hHb,kD(Hb)hb,k
(22)
where D(Hb) = diag(ρHbHHb +
1
1−αINRF). As a selection
measure, the algorithm adopts the approximated SINR (22)
Algorithm 2 Greedy User Scheduling
1) BS initializes T1 = {1, . . . , Nu}, SG = φ, and i = 1.
2) BS selects a user who maximizes sum rate as
SG(i) = argmax
k∈Ti
∑
j∈SG∪{k}
Rj
(
[Hb(SG),hb,k]
)
(23)
where Rj is given in (6).
3) Update Ti+1 = Ti \ {SG(i)}, SG = SG ∪ {SG(i)}, and
i = i+ 1, and go to step 2 until select Ns users.
to incorporate the structural criteria of channels in Proposi-
tion 2 with the channel magnitude and orthogonality. Using
the approximated SINR (22) greatly reduces complexity by
avoiding the matrix inversion for computing zero-forcing com-
biners Wzf . The proposed algorithm, which we call channel
structure-based scheduling (CSS), is described in Algorithm
1. Note that due to the quantized beamforming angle, there
exist beamforming offsets that result in more than L dominant
beams in the channels hb,k. Consequently, the algorithm stores
Nb ≥ L dominant beam indices as in step 2 in Algorithm 1.
To provide a reference for sum rate performance, we
propose a greedy algorithm that schedules the user who
achieves the highest sum rate in each iteration. The greedy
scheduling algorithm, given as Algorithm 2, offers sub-optimal
performance with high complexity. In each iteration, the
greedy approach uses the achievable rate in (6) as a selection
measure, and thus, computes the exact SINR with zero-forcing
combiners for each scheduled user. Accordingly, the greedy
method carries the burden of computing a matrix inversion
in each iteration. The method computes the achievable rate
|Ti| × i times and compares the resulting |Ti| sum rates for
the ith selection, whereas the CSS method only computes
the approximated SINR |Ui| times and compares |Ui| SINRs.
Moreover, unlike the greedy algorithm, the CSS algorithm
reduces the size of the remaining user candidate set Ui after
each selection by enforcing the semi-orthogonality conditions
in (21). This size reduction leads to |Ui| < |Ti|, which makes
the CSS algorithm more computationally efficient than the
greedy algorithm in two cases: the total number of candidate
users Nu becomes larger, and more users need to be selected.
V. SIMULATION RESULTS
In this section, we numerically evaluate the proposed CSS
algorithm. The Matlab code is available at [21]. We consider
Nr = 128 BS antennas, Nu = 200 users, L = 4 channel
propagation paths for each user, and Nb = 2×L beam indices
to store at the BS. We assume that the BS schedules Ns = 10
users to serve at each transmission. In addition to the proposed
CSS and greedy algorithms, we simulate the algorithm in
[15] and semi-orthogonal user scheduling (SUS) algorithm in
[20]. To provide a reference for a performance lower bound,
a random scheduling case is also included. In simulations, the
channel model in (3) is used without imposing the constraint
of ‖hb,k‖ = √γ, ∀k. Orthogonality parameters such as  and
NOL are optimally chosen unless mentioned otherwise.
Fig. 2. The uplink sum rate with respect to the transmit power ρ with Nr =
128, Nu = 200, Ns = 10, L = 4, Nb = 8, b = 2, and NOL = 3.
Fig. 3. The uplink sum rate with respect to the number of quantization bits
b with Nr = 128, Nu = 200, Ns = 10, L = 4, Nb = 8, and ρ = 5 dB.
Fig. 2 shows the uplink sum rate with respect to the transmit
power ρ. We consider the number of quantization bits b and
the number of beam-overlap constraint NOL to be b = 2
and NOL = 3, respectively. Notably, the CSS algorithm
almost achieves the sum rate of the greedy algorithm with
lower complexity. The gap between the CSS and the SUS
algorithms increases as the transmit power increases because
the quantization noise power becomes dominant compared to
the additive white Gaussian noise power in the high SNR
regime. Accordingly, the gain from considering the structural
criteria becomes larger as the SNR increases. In the high
SNR regime, the proposed CSS algorithm provides 22% sum
rate increase compared to the random scheduling, whereas the
algorithm in [15] and the SUS algorithm show marginal sum
rate increase.
In Fig. 3, we consider ρ = 5 dBm and increase NOL from
2 to 5 as the number of quantization bits increases since the
unique AoA condition becomes less critical as the quantization
resolution increases; NOL = 2, 3, 4, and 5 for b ∈ {1, 2, 3},
b ∈ {4, 5}, b ∈ {6, 7}, and b ∈ {8, 9}, respectively. The CSS
algorithm also attains the sum rate of the greedy algorithm
with lower complexity and outperforms the algorithm in [15]
Fig. 4. The number of users in the candidate set at each selection stage i for
ρ = 6 dBm transmit power with Nr = 128, Nu = 200, Ns = 10, L = 4,
Nb = 8, b = 2, and NOL = 3.
and SUS algorithm in the low-resolution regime. Note that
the sum rate of the algorithm in [15] and the SUS algo-
rithm converges to that of the CSS and greedy algorithm as
the number of quantization bits increases. This convergence
corresponds to the findings that the structural criteria with
respect to the channel in the beamspace, in addition to the
channel magnitude and orthogonality, needs to be considered
in user scheduling under coarse quantization. Accordingly, in
the low-resolution regime, there exists a noticeable sum rate
gap between the proposed algorithms and the other algorithms.
The number of remaining users in the candidate set at each
selection stage i is shown in Fig. 4. We consider the case of
ρ = 6 dBm with b = 2 and NOL = 3, which corresponds
to the ρ = 6 dBm point in Fig. 2. The algorithms other than
greedy scheduling show large decrease in the candidate set size
as the algorithms adopt orthogonality conditions to filter the
user. In particular, the proposed CSS algorithm provides the
largest decrease in the set size which is similar to the algorithm
in [15] while achieving the sum rate comparable to that of
the greedy scheduling. Consequently, the simulation results
reveal the efficiency of using the proposed CSS algorithm
which accomplishes high performance with low complexity
regarding the number of users in the candidate set.
VI. CONCLUSION
In this paper, we investigated user scheduling for mmWave
MIMO systems with low-resolution ADCs. We discovered that
in addition to channel magnitude and beamspace orthogonality,
the structural characteristic of channels in the beamspace is
indispensable in user scheduling with low-resolution ADCs
due to the quantization error. To maximize the achievable
rate with respect to the channel structure, the channels of the
scheduled users need to have (1) as many propagation paths
as possible with unique AoAs to give spatial orthogonality
in the beamspace, and (2) even power distribution in the
beamspace to reduce the quantization error. Leveraging these
structural criteria, we proposed the scheduling algorithm with
low complexity. The simulation results demonstrated that the
proposed algorithm outperforms the conventional scheduling
algorithms, providing a larger increase of the uplink achievable
rate for mmWave systems with low-resolution ADCs. Future
work could consider imperfect channel information.
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