Cohen's kappa coefficient is traditionally used to quantify the degree of agreement between two raters 7 on a nominal scale. Correlated kappas occur in many settings (e.g. repeated agreement by raters on 8 the same individuals, concordance between diagnostic tests and a gold standard) and often need to 9 be compared. While different techniques are now available to model correlated κ coefficients, they 10 are generally not easy to implement in practice. The present paper describes a simple alternative 11 method based on the bootstrap for comparing correlated kappa coefficients. The method is illustrated 12 by examples and its type I error studied using simulations. The method is also compared to the 13 generalized estimating equations of second order and the weighted least-squares methods. 
an empirical method to model independent κ coefficients. Finally, Barnhart
Results are compared to those obtained by the GEE2 and the WLS methods.
48
The bootstrap, GEE2 and WLS methods were applied to two examples in 
where κ d and SE(κ d ) are respectively the mean and standard deviation of 64 the q bootstrapped kappa differences and Q t (1 − α/2; q − 1) is the upper α/2-percentile of the Student's t distribution on q−1 degrees of freedom. Otherwise,
66
H 0 is not rejected. 
) ′ be the vector of the G kappa coefficients obtained. The null and alternative hypotheses can be rewritten in matrix form as follows:
Then, the test statistic is
distributed as Hotelling's T 2 , where κ and S are respectively the sample mean 79 vector and covariance matrix of the q bootstrapped vectorsκ. The null hy-80 pothesis will be rejected at the α-level if
where
on G − 1 and q − G + 1 degrees of freedom. Otherwise, H 0 will not be rejected.
83
Note that, since "q − G + 1" will be large in general, the left-hand side of equation 3 can be approximated by Q χ 2 (1 − α; G − 1), the (1 − α)th percentile 85 of the chi-square distribution on G − 1 degrees of freedom. If c g denotes the g-86 th row of matrix C, simultaneous confidence intervals for individual contrasts
can be used for multiple comparison purposes.
89
4 Simulations
90
The method described in Section 3 was applied to simulated data sets in order
91
to study the behavior of the type I error (α) of the homogeneity test for G = 3.
92
Each simulation consisted in applying the bootstrap method to 3000 data sets binary random variables (U and W ) were generated. Then, a vector of size n with uniform random numbers between 0 and 1 was generated. (DVT) detection using a multidetector-row computed tomography (MDCT)
122
and ultrasound (US). The study also looked at the benefit of using spiral data of the senior radiologist will be presented here (see Table 2 ). It is seen that the origin (0, 0) is well inside the confidence region, as expected. The weighted least squares method developed by Barnhart and Williamson [6] 163 and the GEE2 approach of Williamson et al. [4] were also applied to both 164 datasets. As seen in Table 4 , these approaches led to the same conclusions as 165 the bootstrap procedure for both examples. solve it. The bootstrap method described in this work provides an estimate of and is available on request from the first author.
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