It is necessary to check whether two sets of random quantities belong to the same population in the analysis of the random errors of measuring instruments and in statistical management of process quality. The corresponding statistical test is just as important as the means of measurement.
There are three groups of statistical tests for homogeneity: for checking hypotheses on the means (mathematical expectations and medians), for checking hypotheses on the spread characteristics (variances and ranges), and for checking hypotheses on the distributions.
Although there are many publications, it remains uncertain when each test is preferable and the most powerful. For example, for various tests on hypotheses concerning the means, one has information on the relative stability of the statistic distributions under deviations in the observed law from a gaussian distribution [1, 2] .
On the other hand, tests on hypotheses about the variances are always sensitive to any deviations from the assumptions on which they were made [3, 4] .
Tests for hypotheses on the distributions of two sets of data as a rule employ either the Smirnov test or the Lehmann-Rosenblatt one [3] . In [5] , there is a discussion of the preference in checking homogeneity by means of those tests.
Here we examine the distributions of the statistics and the power of the Smirnov and Lehmann-Rosenblatt tests with restricted sample volumes. Computer simulation and statistic regularity analysis are used [1, 4] , on the basis of Monte Carlo simulation and appropriate software.
One can check the homogeneity of two ranked sets of size m ≤ n as represented by the variation series x 1 < x 2 < ... < x m and y 1 < y 2 < ... < y n , and testing hypothesis H 0 that the two samples derived from the same population, i.e., F(x) = G(x) for any x = y. Smirnov Test. This test [6] involves the assumption that the distributions F(x) and G(x) are continuous. The Smirnov test statistic characterizes the maximum difference between the empirical distributions: 
GENERAL PROBLEMS OF METROLOGY AND MEASUREMENT TECHNIQUE
The actual values are calculated in accordance with the following [3] :
If H 0 is correct, i.e., and the statistic (1)
in the limit follows a Kolmogorov distribution K(s) [3] . However, for restricted values of m and n, then statistics D [7] [8] [9] . Figure 1 shows the conditional distributions for the (1) statistic when H 0 is correct as functions of m and n (for m = n). Even with m = 1000 and n = 1000, the stepped structure of G(S C H 0 ) persists. Another deficiency of using (1) is (see Fig. 1 ) that the distribution G(S C H 0 ) approximates to the limiting distribution K(S) from the left as m and n increase.
The smoothness of the statistic distribution is dependent on k, so it is best to use the test when m and n are not equal and constitute mutually prime numbers. In that case, the least common multiple of m and n is maximal and equal to k = mn, and the distribution more closely resembles a continuous one. In that connection, one proposes the following simple model for the (1) statistic: (2) in which that last deficiency is almost absent, as Fig. 2 shows. The smoothness is dependent on k. Figure 3 gives the limiting Kolmogorov distribution K(S) and the empirical distributions G(S C H 0 ) of the (1) statistic and G(S CM H 0 ) of the (2) Using mutually prime m and n in the Smirnov test with the (2) statistic makes it better to calculate the attained sig-
CM is the value of the (2) statistic found on testing hypothesis H 0 with the particular sets in accordance with the Kolmogorov distribution:
. Correspondingly, one is more justified in using the percentage points (quantiles) of the Kolmogorov distribution in the test. This cannot be said about the Smirnov test with the (1) statistic because in that case the physical values as determined from the Kolmogorov distribution are larger than the true ones. Consequently, the hypothesis may be adopted without justification (not rejected).
The coefficient 4.6 in the (2) statistic has been selected empirically for sample volumes up to m = n = 1000, but for large values of the least common multiple, m and n are mutually prime numbers, e.g., with m = 641 and n = 643, the 4.6 should be replaced by 3.4 In what follows, the power of the Smirnov test is considered for the distribution of the (1) statistic. However, all conclusions on the power apply also for tests with the (2) statistic, since all the distributions with identical sample volumes are shifted by the same amount, as (2) shows.
One can check the simulation results against the available theoretical ones [3] , and one finds complete coincidence for the simulation critical values with the exact ones for the statistic D m,n in [3] .
Here the power of the homogeneity tests is examined for a series of alternatives. For definiteness, H 0 corresponded to the samples belonging to the same gaussian standard distribution with density (3) In all the alternatives, the first set always corresponds to the (3) distribution with parameters θ 1 = 0 and θ 2 = 1, while the second corresponds to something different: in the case of hypothesis H 1 , a gaussian distribution with θ 1 = 0.1 and θ 2 = 1; in the case of H 2 , with θ 1 = 0.5 and θ 2 = 1; in the case of H 3 , with θ 1 = 0 and θ 2 = 1.1; and in the case of H 4 , with θ 1 = 0 and θ 2 = 1.5. In the case of hypothesis H 5 , the second set corresponded to the logit distribution with density Similarly, with various sample volumes one can construct the conditional distributions of the (1) statistic with others of these alternatives:
. These distributions and the limiting distribution for the statistic G(S C H 0 ) = K(S C ) were used in calculating the power of the test under various alternatives. We derived the values 1 -β of the power for the Smirnov test, in which β is the probability of an error of the second kind with respect to the competing hypotheses H 1 -H 5 with various sample volumes for significance levels (error probabilities of the first kind) α = {0.1; 0.05; 0.025} as given in Table 1 .
The power figures given in Table 1 are obtained relative to the 1 -α quantiles of the limiting Kolmogorov distribution K(S). The G(S C H 0 ) distribution for the (1) statistic differs substantially from K(S), so the actual significance levels differ from the given ones. Table 2 gives the actual significance levels for a Smirnov test corresponding to the power values given in Table 1 . As G(S C H 0 ) is stepped, the actual values of α differ quite markedly from the given ones for small sample volumes. For example, with m = n = 20 and a given significance level 0.1, there is an actual significance level of 0.0835.
Lehmann-Rosenblatt Homogeneity Test. This was proposed in [10] and was examined in [11] ; it is a test of ω 2 type. The statistic takes the form [3] in which is the empirical distribution constructed from the variation series for the union of the two samples and employed in the form (4) in which r i is the rank of y i , s j being the rank of x j in the combined variational series. It has been shown [11] that the (4) statistic converges to a limiting distribution for a statistic of the ω 2 Mises fit test a 1 (T) [3] . A difference from the Smirnov test statistic is that the distribution of statistic T converges rapidly to the limiting one a 1 (T) [3] . Simulation of the conditional distributions G(TH 0 ) for the (4) statistic with various sample volumes has shown that already for m = n = 20 the distribution of the G(TH 0 ) statistic is very close to α 1 (T), while there is practical coincidence for m = 100 and n = 100. Figure 5 shows the simulated conditional distributions for the G(TH 1 ) statistic when H 1 is correct. These distributions allow one to estimate the power of the Lehmann-Rosenblatt test with various m and n.
Similarly, distributions were constructed for the statistics G(TH 2 ), G(TH 3 ), G(TH 4 ), G(TH 5 ) when the corresponding competing hypotheses are correct. Table 3 gives the calculated values of the power 1 -β of the Lehmann-Rosenblatt test.
Conclusions. One can compare the power of the test with respect to the alternatives on the basis of the actual significance levels for the Smirnov test (Table 2) , which shows that usually the power of the Lehmann-Rosenblatt test is appreciably higher than that of the Smirnov one. However, the power of the Smirnov test is somewhat greater for very closely similar alternatives (see the power for alternative H 5 ), which is intuitively evident if one remembers that the deviation measure is linear in the Smirnov test, while in the Lehmann-Rosenblatt one it is quadratic.
One is usually dealing with samples of quite restricted or more often small volume in processing measurements concerned with statistical quality control. Homogeneity tests cannot distinguish similar alternatives because of their low power with small sample volumes. Consequently, any hypothesis on the homogeneity of samples, even if incorrect, very often will not be rejected. A shift of 0.1σ or an increase in the spread parameter by 10% with small sample volumes is unlikely to be detected by homogeneity tests, but large deviations in the laws corresponding to the samples will be detected. For example, with the Lehmann-Rosenblatt test, the probabilities of errors of the first kind α and second kind β do not exceed 0.1 with a shift of 0.1σ (alternative H 1 ), and the sample volume should be about 2000. With a shift of 0.5σ (alternative H 2 ), the error probabilities do not exceed 0.1 with sample volumes not more than 100. As the distribution for the (4) statistic converges very rapidly to the α 1 (T) distribution, it is correct to use it as the distribution for the statistic for the Lehmann-Rosenblatt test for small m and n.
In the case of the Smirnov test, the stepped distribution for the (1) statistic (especially for m = n) means that using the limiting Kolmogorov distribution K(S) will be related to obtaining a very approximate value for the actual significance level (error probability of the first kind), and corresponding critical value. It is therefore recommended as follows for constructing homogeneity tests on the basis of a Smirnov test: 1) to select m ≠ n in such a way that they are mutually prime numbers, and their least common multiple k is maximal and equal to mn; 2) to use a statistic of the (2) form in the Smirnov test. Then it will be correct to use the Kolmogorov distribution as the distribution for the (2) statistic for the Smirnov test with relatively small m and n.
It is thus best to use both tests in homogeneity checking.
