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Abstract
Numerical evidence is presented for the existence of stable heteroclinic cycles in
large parameter regions of the one-dimensional complex Ginzburg-Landau equa-
tion (CGL) on the unit, spatially periodic domain. These cycles connect different
spatially and temporally inhomogeneous time-periodic solutions as t→ ±∞. A care-
ful analysis of the connections is made using a projection onto 5 complex Fourier
modes. It is shown first that the time-periodic solutions can be treated as (relative)
equilibria after consideration of the symmetries of the CGL. Second, the cycles are
shown to be robust since the individual heteroclinic connections exist in invariant
subspaces. Thirdly, after constructing appropriate Poincare´ maps around the cy-
cle, a criteria for temporal stability is established, which is shown numerically to
hold in specific parameter regions where the cycles are found to be of Shil’nikov
type. This criterion is also applied to a much higher-mode Fourier truncation where
similar results are found. In regions where instability of the cycles occurs, either
Shilni’kov-Hopf or blow-out bifurcations are observed, with numerical evidence of
competing attractors. Implications for observed spatio-temporal intermittency in
situations modelled by the CGL are discussed.
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1 Introduction
Heteroclinic cycles have been observed and analysed in variety of PDEs includ-
ing the Kuramoto-Sivashinsky equation and Navier-Stokes equations, see [18].
Such cycles are characterised by metastable, recurrent behaviour, made up of
long periods of quasi-static regimes with sudden bursts of aperiodic, spatio-
temporal evolution, ‘relaxing’ after a while to new quasi-static states. Systems
possessing symmetries are often found to admit robust heteroclinic cycles that
persist under perturbations that respect the symmetry of the system. For ex-
ample, codimension-two mode interactions in systems with O(2) symmetry,
are known to provide a rich variety of robust heteroclinic cycles between equi-
libria and/or periodic solutions, see [2,29,8,24].
The one-dimensional complex Ginzburg-Landau (CGL) equation on a periodic
domain is given by
ut = (1 + iν)uxx +Ru− (1 + iµ)|u|2u (1)
where u ∈ C, ν, µ, R ∈ R, x ∈ [0, 1] periodic. It can be shown to be the
generic amplitude equation on long space and time scales close to the criti-
cal Reynolds number for spatio-temporal pattern formation in fluid dynamics,
see Newell et al. [32]. More generally, the CGL can be thought of as a normal
form for a Hopf bifurcation in a variety of spatially extended systems. The
CGL has been used to study many practical problems such as chemical turbu-
lence, Poiseuille flow, Taylor-Couette flow, and Rayleigh-Be´nard convection;
see Mielke [26] for a review.
Numerous analytical and numerical investigations of the CGL with periodic
boundary conditions have been carried out. Analytical results have concen-
trated on bifurcations from the trivial solution where new solutions can be
found from reductions of the CGL to an ODE, see [13]. A closed form so-
lution to the CGL for arbitrary initial data is not known and so numerical
investigations provide the only way to fully explore its dynamics away from
analytically known special solutions. There have been a few bifurcation se-
quences mapped out for ν = −µ,R = 0 . . . 100 ([12,17,27,22]). However, this
paper is concerned with exploration away from the line ν = −µ, where we
shall find wide parameter regions where robust heteroclinic cycles occur.
Rodriguez and Schell [35], analysed a two-mode Fourier truncation in an in-
variant subspace of the CGL but only found structurally unstable heteroclinic
cycles. The heteroclinic cycles that we observe in the full PDE are structurally
stable (i.e. they persist under perturbations that respect the symmetry of the
CGL) and are not described by the truncation of [35]. We find that the mini-
mal truncation necessary to observe these cycles is 5 complex Fourier modes,
in which setting we carry out a Shil’nikov-type analysis which shows why the
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cycles should be robust.
Our approach to the problem is similar to that of Rucklidge and Matthews [36]
who analysed two-dimensional PDEs governing magnetoconvection. We start
with a minimal Fourier truncation which possesses the same symmetries as
the heteroclinic cycles. We use both numerical continuation and analytical
techniques to explore the heteroclinic cycles observed in the truncation. Using
the results developed for the low-dimensional truncation we shall attempt to
understand the heteroclinic cycles in the full CGL using a high-dimensional
truncation. Indeed, we shall find that the 5-mode truncation is qualitatively
correct for low R, while additional features occur for larger R. This fact is of
no surprise since the length scales in the CGL scale like R1/2; see Wilson [34]
and Mielke [1].
The paper is outlined as follows. In Section 2 we set out the problem and dis-
cuss some of the properties of the observed heteroclinic cycles. This leads us
to a minimum Fourier truncation of the CGL that still possesses heteroclinic
cycles. A discussion of the numerical techniques is given in Section 2.3. In Sec-
tion 3 we explore the heteroclinic cycles in the minimal truncation and analyse
their persistence and stability using Poincare´-maps constructed around an as-
sumed cycle. In Section 4 we discuss how these results extend to the full PDE
and finally, in Section 5, we draw conclusions and suggest avenues for further
work.
2 Problem statement
2.1 Relative equilibria
The CGL equation (1) is invariant under the action of two symmetries that
are of interest to us:
• S1 phase symmetry - (α · u)(x, t) = eiαu(x, t) and,
• O(2) symmetry generated by,
· translation - (Td · u)(x, t) = u(x− d, t),
· reflection - (Rf · u)(x, t) = u(−x, t).
These symmetries mean that non-trivial solutions of the CGL exist on a 2-
torus with S1×O(2) symmetry. In addition, due to the odd power nonlinearity
in the CGL, an even (or odd) initial condition yields a solution that remains
even (or odd). For example the sub-space of even functions,
ε= {u|Rf · u = u},
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remains invariant under the flow of the CGL. By imposing Neumann bound-
ary conditions on (0, 1/2), we can restrict the S1 × O(2) symmetry of the
full dynamics to S1 × Z2 symmetry in an even subspace (see Luce [22] and
Doelman [12]).
Let us first describe some known solutions of the CGL. The trivial solution
(u = 0) is stable for R < 0. At R = 0 there is a Hopf bifurcation and the
trivial solution loses stability to rotating wave solutions of the form
un(x, t) = rne
i(knx−ωnt), (2)
where
r2n=R− k2n,
ωn= k
2
n(ν − µ) + µR,
and kn = 2pin, n = 0, 1, 2, . . .. These solutions exist for R > k
2
n and it can
be shown that the spatially homogeneous rotating wave (k0) is the last wave
to become unstable as R is increased in the modulationally unstable region
1+µν < 0. This wave becomes unstable to side-band perturbations of spatial
frequency km = 2pim, where m = 1, 2, . . ., at
R2pimcrit = −(km)2
(1 + ν2)
2(1 + µν)
, (3)
(see Stuart et al. [37]).
Throughout this paper, and without loss of generality, we will take µ < 0 and
ν > 0 since (1) is invariant under the transformation µ 7→ −µ, ν 7→ −ν, and
u 7→ u, where an overbar denotes complex conjugation.
Next note that new stable time-periodic solutions of the form,
u(x, t) = U(x)eiωt, (4)
bifurcate off the spatially homogeneous rotating wave at R2pimcrit . Several authors
have studied these time-periodic solutions, see [38,33], although the function
U(x) is not known in closed form. These solutions have an amplitude, |U |,
which is spatially dependent, but temporally independent. The function U(x)
solves the complex ODE
(1 + iν)Uxx + (R− iω)U − (1 + iµ)|U |2U = 0. (5)
For some parameter regions, as R is increased, time-periodic solutions (4) be-
come unstable and bifurcate to modulated time-periodic solutions where we
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Fig. 1. A typical heteroclinic cycle for R = 70, ν = 1, µ = −4. (a) Shows a ‘bird’s
eye’ view of the amplitude of the CGL solution. Panel (b) shows the amplitude at
t = 1.5 (dashed line) and at t = 2 (solid line). Panels (c) and (d) show time traces
at x = 0 and x = 1/4, respectively
observe temporal oscillations in the amplitude. These new modulated time-
periodic solutions break the Z2 symmetry and so occur in pairs within the
subspace ε. They correspond to two-frequency, quasi-periodic motions on an
invariant 2-torus. Eventually, upon increasing R further, the pair of solutions
join up by colliding with the spatially homogeneous rotating wave via a ho-
moclinic ‘gluing’ bifurcation [22].
2.2 Preliminary observation of Heteroclinic Cycles
In this section we shall describe a ‘typical’ heteroclinic cycle that we observe
in the CGL; see Fig. 1 We solve the CGL by the Crank-Nicolson method with
a three-point approximation for second spatial derivatives, see [28]. For Fig. 1,
∆x = 5 × 10−3 and ∆t = 10−4. Such a scheme is stable and second-order
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accurate in both space and time. We observe quasi-static behaviour followed
by bursts of aperiodic, spatio-temporal evolution, relaxing to a new quasi-
static state. This behaviour is characteristic of heteroclinic dynamics. The
quasi-static states are characterised by spatially dependent solutions of time-
periodic form (4), possessing Z2 symmetry (i.e., they possess spatial reflection
about x = 1/2, and have spatial frequency k = 4pi). The aperiodic bursts are
characterised by initial symmetry breaking (with spatial frequency k = 2pi)
of the quasi-static states (4). The ‘equilibria’ forming the heteroclinic points,
seen in the amplitude of the solution, are related by a 1/4-spatial translation
and are in fact fully periodic with S1 symmetry. Hence, we should consider
them to be relative equilibria. This allows us to consider this heteroclinic cycle
as a standard point-to-point cycle within the fixed point subspace of the S1
symmetry (see Melbourne et al. [24]). The overall solution is not periodic since
the solution shifts ±1/4 in space are seemingly random.
We believe that the chaotic shifting ±1/4 is due to numerical perturbations
around the equilibria of a robust heteroclinic cycle. In Fig 2(a) we see a zoom-
in of the L2 norm as it approaches equilibrium to within numerical error.
In Mercader et al. [25], they observe nearly heteroclinic cycles close to the
1 : 2 spatial resonance in two-dimensional Rayleigh-Be´nard convection without
Boussinesq symmetry. They find that these nearly heteroclinic cycles saturate
with a finitely long period showing similar behaviour to that in the CGL.
A further discussion of the effect numerical error has of the period between
burstings is given in Section 3.3.
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Fig. 2. Panel (a) shows a ‘zoom-in’ of the L2 norm of the solution as it approaches
the time-periodic equilibria Ue(x)e
−ωt to within 10−4. (b) shows the phase/pi of the
solution at x = 1/2.
Since the invariant sets to which heteroclinic connections occur are time-
periodic solutions and so are not known in closed form, we shall take two
approaches to gain insight into their existence and stability. The first ap-
proach, in Section 3, is based on looking at the minimal ODE projection of
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the CGL that still possesses these heteroclinic cycles. The second approach
will be to look at a high-dimensional ODE projection of the CGL, using some
of the techniques developed for the minimal projection, which we shall discuss
Section 4. First let us consider the Fourier projection of the CGL which will
be used in both approaches.
2.3 Fourier Projection and Numerical methods
Since we have periodic boundary conditions, it is natural to project the CGL
into an infinite-dimensional ODE system using Fourier modes. To do this we
write
u(x, t) =
n=+∞∑
n=−∞
Wn(t)e
i2pinx, (6)
where the Wn(t) are complex. The Fourier projection (6) applied to (1) yields
the infinite-dimensional system of ODEs,
W˙n = (R− (2pin)2(1 + iν))Wn − (1 + iµ)
∑
k−l+m=n
WkW lWm, (7)
where (·) = d
dt
and an overbar denotes complex conjugation. In order to solve
the infinite-dimensional system we shall truncate the Fourier projection to
n = −N, . . . , N .
The symmetries of the CGL have simple representations in Fourier space with
spatial translation and reflection being defined, respectively, as:
Td :Wn 7→ exp(i2pind)Wn, (8)
Rf :Wn 7→ W−n, (9)
with the complex phase S1-symmetry remaining unchanged.
We have chosen to use Matlab’s internal 4th-order Runge-Kutta solver to
solve the ODE system (7), since it allows for event detection and adaptive
time-stepping (useful for heteroclinic cycles since a large amount of the time is
spent near the relative equilibria). All computations are made with an relative
and absolute error of 10−8.
A standard approach to solving the initial value problem is to look only at
solutions in a symmetric (invariant) subspace; see Doelman [12] and Luce [22]
(i.e., restrict the flow of the system to one with S1 × Z2 symmetry). Using a
Fourier spectral representation this effectively means the solutions can always
be represented as a series of Fourier cosines. We can explicitly decouple the
phase symmetry (regardless of the spatial symmetry of the problem) by writing
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a solution of (1) as
u(x, t) = eiφ(t)
n=+∞∑
n=−∞
Wn(t)e
i2pinx, (10)
where W0 = a0 and W|n| = b|n| + ic|n| for n 6= 0 and a0, bn, cn ∈ R. Restricting
the solutions of the CGL to a Z2-symmetric subspace implies thatW−n = Wn.
Projecting (1) onto each mode separately, we obtain the infinite-dimensional
system of ODEs
iφ˙(t)Wn + W˙n = (R− (2pin)2(1 + iν))Wn − (1 + iµ)
∑
k−l+m=n
WkW lWm, (11)
governing the Wn’s for n = 0, 1, 2, . . . , N . The phase velocity φ˙ is then ex-
pressed explicitly by
φ˙ = Im
−(1 + iµ)
W0
∑
k−l+m=0
WkW lWm
 , (12)
which is obtained by taking the imaginary part of the equation for W˙0 and
using the fact that W0 = a0 is real. Since W0 appears in the denominator of
(12), this method is only valid for dynamics for which W0 never vanishes.
On making the symmetry assumption W−n = Wn, along with the decoupling
of the phase, the (S1 ×O(2)) torus of solutions has been reduced to a locally
unique solution, which allows us to use numerical continuation techniques (e.g.,
AUTO [11]) to look at bifurcation sequences of solutions from the spatially
homogeneous rotating wave. Specifically, in this representation the rotating
wave is described by an equilibrium point in Fourier space where W0 = R
1/2
and Wn = 0, for n 6= 0. The time-periodic solutions (4) that bifurcate off the
rotating wave also correspond to equilibria in Fourier space.
One could carry out a centre-unstable manifold reduction about the bifurca-
tion point where the heteroclinic points come into existence (see Armbruster
et al. [3]), however even using computer algebra the transformation to eigen-
coordinates is highly involved. More crucially, such a reduction would leave
a problem in R4, yet (as we shall see) the behaviour observed in a wide re-
gion of parameter space requires at least seven phase space dimensions. We
still believe though, that close to the bifurcation from the spatially homoge-
neous state the dynamics are governed by a modified Kuramoto-Sivashinsky
equation at R2pimcrit in which case such a centre-unstable manifold reduction of a
resultant Fourier truncation would be possible and beneficial. We shall discuss
this further in Section 5.
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3 Analysis of the Fourier 5-mode truncation
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Fig. 3. Heteroclinic cycle in Fourier space, R = 70, µ = −4, ν = 1, found by simula-
tion of (11) for N = 2, but with phase explicitly decoupled as in (12). The solid line
shows evolution of the W0 mode, the dashed line shows evolution of Re(W−1−W1)
and the dotted line shows evolution of Re(W−2 −W2).
In Fig. 3, we show a time evolution of the 5-mode Fourier truncation of the
CGL (i.e. N = 2), with decoupled phase, starting from a small perturbation of
the zero solution. For the same set of parameter values as the simulation of the
full PDE, we see qualitatively similar behaviour to the heteroclinic bursting
seen in Fig 1. In particular, from Fig. 3 we can see that the spatial average
mode (W0), shown as a solid line, exhibits the standard heteroclinic cycle
behaviour. These dynamics are found to be qualitatively similar for N > 2
(see Section 4), but we shall concentrate here on the 5-mode truncation.
Our first observation is that the dynamics are strongly attracting. The initial
condition used in Fig. 3 was the zero state, and we can see rapid convergence
to an attractor. We have observed similarly strong convergence for a variety of
other initial conditions including non-symmetric ones and large perturbations
from zero.
Our second observation is that the period of bursting is small compared to
that of the quiescent phases (time spent at the equilibria). However, the qui-
escent period is also short (∼ 0.5 time units) and one might be fooled into
thinking the simulation in Fig. 3 represents periodic motion since most previ-
ous numerical observations of heteroclinic cycles have produced large periods
between bursting. As we shall see in Section 3.3 though, the bursting occurs
in invariant subspaces which the numerical simulations approach to within
numerical error (∼ 10−8). In these invariant subspaces we have a connection
from an unstable equilibrium to a stable one, but the leading destabilising
eigenvalue (λ) is large and, as we shall show in Section 3.2, the time spent at
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the equilibria is O(λ−1) before numerical error causes the next burst to occur.
3.1 Existence of Heteroclinic cycles
Some other key observations about the heteroclinic cycles can be made by
looking at the two other quantities plotted in Fig. 3, Re(W−1 − W1) and
Re(W−2 − W2). These quantities correspond to W−1 = W1 and W−2 = W2
symmetries. It is clear from Fig. 3 that the quantity Re(W−2−W2) = 0 for all
time withW−2 6= 0 andW2 6= 0. This implies, and can be checked numerically,
thatW−2(t) = W2(t) is a spatial symmetry of the heteroclinic cycles. (Without
explicitly decoupled phase we would find that the quantity |W−2|−|W2| = 0 for
all time, instead. Throughout this section though, we shall assume that we are
in the fixed point subspace of the complex phase and so assume the complex
phase has been decoupled.) The other quantity, Re(W−1−W1) is zero at equi-
librium and for exactly half the heteroclinic connections. Hence exactly half
of the heteroclinic connections lie in the invariant subspace where W−n = Wn,
n 6= 0: this is the (even) Z2 restriction discussed in Section 2.2. If we plotted
Re(W−1+W1) then we would see the same as for Re(W−1−W1) but, the quan-
tity would be zero during the other half of heteroclinic connections. This then
gives us another (‘odd’) Z2-invariant subspace whereW−2 = W2,W−1 = −W1.
We shall refer to the even subspace as Z2 = {W−1 =W1,W−2 = W2} and the
odd one as Z˜2 = {W−1 = −W1,W−2 = W2}. Both subspaces intersect at the
equilibria where W−1 = W1 = 0 allowing for structurally stable heteroclinic
cycles to exist to such equilibria within either subspace.
In order understand the heteroclinic cycles better, it is clear that we must
look at the Z2-subspace restrictions. We shall just consider Z2 since the cor-
responding solutions in Z˜2 can be found by a simple spatial translation of
1/2. Therefore, we reduce the 5 Fourier mode truncation to just looking at 3
Fourier modes (W0,W1 and W2).
We shall first look at the equilibria which are invariant under T1/2 (i.e.,
T1/2(W0,W1,W2) 7→ (W0,−W1,W2)), which implies that W−1 = W1 = 0.
Hence the equations reduce to (in Fourier space without decoupled phase),
W˙0 =RW0 − (1 + iµ)
{
W0
(
|W0|2 + 4|W2|2
)
+ 2W 22W0
}
,
W˙2 =(R− (4pi)2(1 + iν))W2 − (1 + iµ)
{
W2(3|W2|2 + 2|W0|2) +W 20W2
}
,
(13)
where bar denotes complex conjugate. The first thing to note here is that
the equations are invariant under a spatial shift of a 1/4 (i.e., T1/4(W0,W2) 7→
(W0,−W2)). Consequently, any linearisation must also be invariant under such
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action and we should expect steady bifurcations to be pitchforks which break
this symmetry. The eigenvalues associated with the W0 and W2 modes are
called radial eigenvalues i.e., the eigenvalues are the same for both solutions
related by T1/4.
If we explicitly decouple the phase as in (12), we get
a˙0 =Ra0 − a30 − 2a0b22 − 6a22a0 + 4µa2b2a0,
a˙2 =Ra2 − (4pi)2a2 + (4pi)2νb2 − 3a2a20 − 7a2b22 − 3µa22b2 + µb32 − 3a32,
b˙2 =Rb2 − (4pi)2b2 − (4pi)2νa2 + 3µa32 − b2a20 − 2µa2a20 + a22b2 − 3b32 − µa2b22,
(14)
where W0 = a0 and W2 = a2+ ib2. We can see that the first bifurcation off the
spatially homogeneous rotating wave (W0 = +
√
R,W2 = 0) occurs at R
4pi
crit.
Specifically, if we linearise about the spatially homogeneous state we get the
eigenvalues, −2R,−(R + (4pi)2) ±
√
R2 − 2(4pi)2νµR− (4pi)4ν2, and we may
observe that the wave loses stability at R = R4picrit. At this bifurcation point,
the spatially homogeneous rotating wave undergoes a supercritical (for the
parameters we are interested in) pitchfork bifurcation to two new equilibria,
ξ1 and ξ2, which are related by a 1/4 spatial shift (i.e., T1/4ξ1 = ξ2). Both
equilibria must bifurcate off with the same stability and in this reduction both
are asymptotically stable since we have no 2pi-periodic destabilising sideband-
perturbation associated with the W1 mode.
As R is increased we eventually find that for some parameter values, the
equilibria (ξ1, ξ2) undergo supercritical Hopf bifurcations. Again both have the
same stability and bifurcate at the same point in parameter space. Since the
W1 mode is zero for the emanating limit cycles, this throws up the possibility of
a Shil’nikov-Hopf bifurcation of the heteroclinic cycles; see Section 3.3 below.
We shall now turn to numerical continuation to assess the stability of the
relative equilibria with respect to full perturbations in Z2. Fig. 4 shows the
bifurcation diagram of equilibria in the Z2 subspace for ν = 1, µ = −4. Be-
tween R = 0 and R = R2picrit ≈ 13.16, the spatially homogeneous rotating
wave is stable (solid line). At R = R2picrit there is a supercritical pitchfork bi-
furcation to the time-periodic solutions, related by a 1/2 spatial shift (i.e.
W0 6= 0,W1 7→ −W1,W2 7→ W2). These new solutions are also stable in
the full truncation and eventually undergo a supercritical Hopf-bifurcation
at R2piHopf . The limit-cycles eventually connect to the spatially homogeneous
rotating wave in a homoclinic gluing bifurcation as described by Luce [22].
At R = R4picrit ≈ 52.64 two new equilibria (ξ1 and ξ2) bifurcate off the ro-
tating wave which are, initially, unstable since the rotating wave is unstable
11
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Fig. 4. Bifurcation diagram in the subspace Z2 for ν = 1, µ = −4. Solid lines denote
stable equilibria and dashed lines unstable ones. Here stability is calculated with
respect to full perturbations in Z2 for which W1 6= 0 in general. Squares denote
pitchfork bifurcations. Circles denote periodic solutions emanating from a Hopf
bifurcation. The heteroclinic points correspond to the two equilibria bifurcating
off the spatially homogeneous rotating wave at R4picrit for the sideband perturbation
km = 4pi (both equilibria are initially unstable). At the square on the ξ1, ξ2 branch,
one equilibrium xi2 becomes stable with the other equilibrium ξ1 remaining unstable
(see insert). Other equilibria solutions bifurcate off when the equilibrium ξ2 becomes
stable (not shown).
for R = R4picrit. This initial instability does not last long for one branch of
solutions (corresponding to ξ2), which becomes stable at R ≈ 57.11. At this
point another unstable branch of solutions bifurcates off (not shown). This
situation (ξ2 stable and ξ1 unstable) continues until the Hopf-bifurcation at
R = R4piHopf ≈ 117.13. Since the Hopf bifurcation is supercritical the equilibria
‘transfer’ their stability to the resulting limit cycles and so we have one sta-
ble and one unstable limit cycle. Clearly, having one stable and one unstable
branch of solutions, related by symmetry, is due to the eigenvalues associated
with the W1 mode not being invariant under the spatial shift of a 1/4 (unlike
the W0 and W2 modes). Hence, the eigenvectors associated with the W1-mode
are orthogonal to the eigenvectors associated with theW0 andW2-modes. This
fact will be important for us in calculating asymptotic stability of the hetero-
clinic cycles, see Section 3.2. One would hope that it would be possible to start
at the unstable equilibrium, say ξ1, and evolve to the stable equilibrium, ξ2.
Indeed this is the case and we have found that this connection is structually
stable in the Z2-subspace.
To show that if there exists a connection taking us from ξ1 to ξ2 in the Z2-
subspace then there is a connection back to ξ1 we now consider the other
Z2-invariant subspace Z˜2. It is straightforward to show that equilibria ξ1, ξ2 ∈
Z˜2∩Z2, moreover, a transformation T1/4 maps ξ1 → ξ2 and maps any solution
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u(t) ∈ {W0,W1,W2} ∈ Z2 to a solution u˜(t) = T1/4u(t) ∈ Z˜2. Hence, the
bifurcation diagram of equilibria in Z˜2 is identical to that in Fig. 4, but along
the branch if ξ1 is stable and ξ2 is unstable with respect to perturbations in
Z2, precisely the opposite is true in Z˜2. Most importantly, the existence of
a structurally stable heteroclinic orbit within Z2, h : ξ1 → ξ2, implies that
there exists another structurally stable heteroclinic connection in Z˜2 since
ξ2 = T1/4ξ1 → T1/4 ◦ (T1/4ξ1) = ξ1. Therefore, the heteroclinic cycle in the full
5 mode truncation is ξ1 → ξ2 → ξ1. Note that T1/4ξ1 = T3/4ξ1 so in the full
system one can shift either to the right or left, to connect back to the other
equilibrium (i.e. ξ1 → T3/4ξ1 = ξ2 → T3/4 ◦ (T3/4ξ1) = ξ1).
Pictorially, we can consider the heteroclinic cycle existing in two subspaces
(shown as planes in Fig 5) which are orthogonal to one another with the
heteroclinic connections existing in either subspace. Of course, in the full PDE
these subspaces are infinite-dimensional.PSfrag replacements
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Fig. 5. Pictorial representation of the heteroclinic cycle in both Z2 and Z˜2-subspaces.
One question that needs to be asked is how large is the parameter space where
the situation of Fig. 5 exists in the Z2 subspace. Using numerical continuation,
we can answer this question by continuing in two parameters the locus of
the bifurcation point where one branch becomes stable. In Fig. 6, we show
a two-parameter plot in the (R, ν)-plane showing the region of existence of
structurally stable heteroclinic connections for µ = −4. Other choices of µ
produce similar diagrams but to simplify the presentation of the dynamics of
the CGL we shall stick to µ = −4. The circles denote the locus of the Hopf
bifurcation passing through this region. Somewhere in this region, heteroclinic
cycles become asymptotically stable and so we might be able to observe them
numerically. Conditions for asymptotic stability of the heteroclinic cycles and
what happens when we lose stability are discussed in the following section.
3.2 Stability and other dynamics near the Heteroclinic cycles
An important feature of robust heteroclinic cycles is that they attract nearby
dynamics, that is they are asymptotically stable. The standard approach to
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Fig. 6. Existence region of structurally stable heteroclinic connections for µ = −4
in the 5 Fourier mode truncation (shown as the shaded region (b)). (a) Modu-
lational stable region 1 + µν > 0, the bifurcation locus for R4picrit is the dashed
line, the Hopf-bifurcation locus is shown as circles, (c) is the region where we
have possible heteroclinic connections between limit-cycles and (d) is where sta-
ble 4pi-time-periodic solutions can be found. Region (e) is where the limit-cycles are
stable. More details inside the shaded region (b) are given in Fig. 11.
analysing stability of heteroclinic cycles is based on the construction of the
Poincare´ return map for the flow near the cycle. The symmetry of the problem
complicates issues somewhat producing an unusual result in that stability is
governed by eigenvalues which are not necessarily the closest to the imaginary
axis (as for standard homoclinic stability). The general theory of Krupa and
Melbourne [19] is applicable here, but in order to find out what happens when
we lose asymptotic stability, we shall also construct approximate Poincare´
maps from first principles. The analysis will also help us explain the numeri-
cal simulations and short period of the heteroclinic cycles. We follow similar
Shil’nikov-type constructions in Glendinning and Sparrow [14] and Hirschberg
and Knobloch [15]. The approach is to linearise the flow close to ξ1 and ξ2
which can be justified by (generalisation of) the Hartman and Grobman the-
orem provided the equilibria remain hyperbolic. Rigorous justification of this
approach for general non-equivariant systems has been proved by Deng [10]
and Lin [21].
Close to R4picrit, we find that all the leading eigenvalues in the Z2 and Z˜2-
subspaces are real and so the results from the O(2)-equivariant normal form
apply (Armbruster et al. [2] and Campbell and Holmes [8]). Campbell and
Holmes find that the stability of the heteroclinic cycle is governed by the ratio
ρ = −α/λ, where α is the maximum eigenvalue at ξ2 in the Z2-subspace and
λ is the unstable eigenvalue at ξ1 in Z2. If ρ > 1 then the cycle is found to be
asymptotically stable. As ρ passes through unity, Armbruster et al. [2] find that
an unstable, modulated travelling wave bifurcates off the heteroclinic cycle.
As R is increased further away from R4picrit, the leading eigenvalues become
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complex conjugate and so the 1:2 mode interaction O(2)-equivariant normal
form results of Armbruster et al. no longer apply.
Since general parameterised expressions for the eigenvalues at ξ1 and ξ2 are
cumbersome, we shall start by looking at the stability of our ‘typical’ hetero-
clinic cycle for R = 70, µ = −4, ν = 1 where the leading stable eigenvalues are
complex conjugate. In the 5-mode truncation the linearisation around either
equilibrium yields the following eigenvalues in the fixed point subspace of the
complex phase (S1) symmetry. The eigenvalues associated with the W−1 and
W1 modes are
λ1 = +82.3, λ2,3 = −92.5± 24.8i, λ4 = −175.9,
and the ‘radial’ eigenvalues associated with the W0,W−2 and W2 modes are
λ5 = 0, λ6,7 = −44.8± 74.7i, λ8 = −356.2, λ9 = −367.1.
Let the corresponding eigenvectors be v1 . . .v9. The first observation is that
we have a Shil’nikov saddle-focus situation with a 1D unstable manifold. The
zero eigenvalue is due to the O(2) symmetry and so there is no motion in the
direction corresponding to that eigenvector. Hence we can ignore this eigendi-
rection when considering the stability and the dynamics near the heteroclinic
cycle. Other eigenvalues that we can ignore (somewhat anticipating the result)
are λ4, λ8 and λ9 since they are not the leading stable eigenvalues (i.e., closest
to the imaginary axis) in either the Z2 or Z˜2 subspaces.
In order to carry out the Poincare´ map analysis, we now consider the eigenco-
ordinates (a1, r1, θ1, r2, θ2), where a1 is the coordinate in the direction of v1,
(r1cosθ1, r1sinθ1) is in the direction spanned by v2 and v3, and (r2cosθ2, r2sinθ2)
is in the direction spanned by v6 and v7. We shall assume that in Z2 at equi-
librium ξ1, we have r2 = θ2 = 0 and at equilibrium ξ2, we have a1 = 0. This
is consistent with the heteroclinic cycle problem and can be considered as
another representation of the Z2-subspace. The representation of Z˜2 at ξ1 is
a1 = 0 and at ξ2 the representation is r2 = θ2 = 0. Hence, we assume the
linearisation (in polar co-ordinates) of the flow about ξ1 or ξ2, in the form
a˙1 = λ1a1, r˙1 = γr1, θ˙1 = Ω, r˙2 = αr2, θ˙2 = β where λ6,7 = γ ± iΩ and
λ2,3 = α± iβ. Here λ1 > 0 > Re(λ6,7) > Re(λ2,3).
Take one of the invariant subspaces, say Z2. At ξ1 is unstable with r2 = 0, and
ξ2 is stable with a1 = 0. We let η > 0 be a small real number and we define
the following three Poincare´ sections, shown schematically in Fig. 7.
Let x0, y0, z0 ∈ R5 define points belonging to the connecting orbits h : ξ1 → ξ2
and T1/4h : ξ2 → ξ1 (or T3/4h : ξ2 → ξ1), with |x0 − ξ1| = |y0 − ξ1| =
|z0 − ξ2| = η ¿ 1. We define y±0 and z±0 as regions within the points where
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Fig. 7. Pictorial representation of the heteroclinic connections.
y±0 is determined by the sign of a1, z
+
0 is determined by 0 < θ1 < pi and z
−
0 is
determined by pi < θ1 < 2pi. This restriction on θ1 implies that in Cartesian
coordinates, z+0 has a3 = r1sinθ1 > 0 and z
−
0 has a3 < 0.
Around ξ1 we define the Poincare´ sections,∑in
1 : x0 + {(a1, r1, θ1, r2, θ2)| − δ ≤ a1 ≤ δ, r1 = η,−δ ≤ θ1 ≤ δ,
0 ≤ r2 ≤ δ, 0 ≤ θ2 ≤ 2pi},∑out±
1 : y0 + {(a1, r1, θ1, r2, θ2)|a1 = ±η, 0 ≤ r1 ≤ δ, 0 ≤ θ1 ≤ 2pi, 0 ≤ r2 ≤ δ,
0 ≤ θ2 ≤ 2pi}, (15)
and around ξ2,∑in±
2 : z0 + {(a1, r1, θ1, r2, θ2)| − δ ≤ a1 ≤ δ, r1 = η, θ∗− δ ≤ θ1± pi ≤ θ∗+ δ,
0 ≤ r2 ≤ δ, 0 ≤ θ2 ≤ 2pi}, (16)
here 0 < δ ¿ η is a small real number. We could of course, factor out the
symmetry of the heteroclinic cycles by identifying Poincare´ sections at the
different heteroclinic connections by using the symmetry of T1/4. This would
result in a system possessing one homoclinic orbit instead of a homoclinic
cycle. This method is known as the orbit space reduction. We shall however,
stick to this more intuitive choice of Poincare´ sections.
Let U be a neighbourhood of the origin (x0) in
∑in
1 . If U is sufficiently small
then all trajectories starting in U either converge to ξ1 (this happens for all
points with a1 = 0) or hit one of the other sections,
∑in+
2 or
∑in−
2 . With a
slight abuse of notation, we write the map from ξ1 to ξ2 as g(a) instead of
g(x0 + a). We shall also use the notation Fix(Z2) to define the fixed point
subspace of Z2 i.e at ξ1, r2 = θ2 = 0 and at ξ2, a1 = 0.
For all initial conditions in U\T1/4Fix(Z2) the map g2 is the return map gen-
erated by the flow along the heteroclinic cycle the connections ξ1 → ξ2 → ξ1
defined by T1/4 (or T3/4).
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The local map ψ at ξ1 under the linear flow of initial conditions (a1, η, θ1, r2, θ2),
is given by
ψ± :
∑in
1 7→
∑out±
1 : (a1, η, θ1, r2, θ2) 7→ (sgn(a1)η, ηeγT ,ΩT + θ1, r2eαT ,
βT + θ2) + h.o.t, (17)
where T = λ−11 ln(η/|a1|). In Cartesian co-ordinates (a1, a2, a3, a4, a5), ψ be-
comes, to leading order
ψ :
∑in
1 7→
∑out±
1 : (a1, η, a3, a4, a5) 7→
(
sgn(a1)η,
η
(
η
|a1|
)γ/λ1
cos
(
Ω
λ1
ln
(
η
|a1|
))
, η
(
η
|a1|
)γ/λ1
sin
(
Ω
λ1
ln
(
η
|a1|
))
,(
η
|a1|
)α/λ1 [
a4cos
(
β
λ1
ln
(
η
|a1|
)
+ θ∗2
)
− a5sin
(
β
λ1
ln
(
η
|a1|
)
+ θ∗2
)]
,(
η
|a1|
)α/λ1 [
a4sin
(
β
λ1
ln
(
η
|a1|
)
+ θ∗2
)
+ a5cos
(
β
λ1
ln
(
η
|a1|
)
+ θ∗2
)])
. (18)
For the global map taking us from ξ1 to ξ2 in a neighbourhood of the robust
heteroclinic connection h, we assume the connection occurs in the Z2-subspace.
Moreover, we consider the connection from
∑out±
1 to
∑in±
2 , hence our global
map φ maps Fix(Z2) ∩∑out±1 7→ Fix(Z2) ∩∑in±2 . This map must therefore be
a diffeomorphism of the form:
φ : (±η, a˜2, a˜3, a˜4, a˜5) 7→ (±(f1a˜4 + f2a˜5), η,±f3, f4, f5), (19)
where fi = fi(a˜2, a˜3, a˜4, a˜5), i = 1 . . . 5 are smooth functions for which we make
the non-degeneracy assumptions that f1 and f2 have nonzero constant terms.
The condition that fi(0, 0, 0, 0) 6= 0, i = 3 . . . 5 can easily be expressed as a
condition on the variational equation (Melnikov integral) for the connection
ξ1 → ξ2. Although we do not have explicit expressions for the functions fi
in this mapping, their arguments are vanishingly small as η → 0. We there-
fore expand them in a Taylor series about (a2, a3, a4, a5) = (0, 0, 0, 0). Note
that f1(0, 0, 0, 0) = f2(0, 0, 0, 0) = 0, f3(0, 0, 0, 0) = ±â3, fi(0, 0, 0, 0) = âi,
i = 4, 5, where (0, η,±â3, â4, â5) are the coordinates of the intersection of the
heteroclinics with
∑in±
2 and |â3|, |â4|, |â5| ∼ O(δ).
If we compose the map g = T1/4φ ◦ ψ, it takes the form:
g(a1, a3, a4, a5) = (sgn(a1)h1|a1|ρcos(∆1ln|a1|+∆2), sgn(a1)h2, h3, h4).
Here ∆i are O(1) constants, hi = hi(a1, a3, a4, a5), i = 1 . . . 4 are smooth func-
tions and ρ = −α/λ1. For asymptotic stability we need to bound
|hi(a1, a3, a4, a5)| ≤ K|a1|ρ, i = 2..4 and |h1(a1, a3, a4, a5)| ≤ K where
(a1, a3, a4, a5) ∈ U . Hence, for a general choice of (a1, a3, a4, a5) there exists
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a constant L > 0 such that L ≤ h1(a1, a3, a4, a5). We can now see that if
ρ > 1 then the heteroclinic cycle should be asymptotically stable. Note that
is this criteria is a necessary and sufficient condition for asymptotic stabil-
ity. For our typical heteroclinic cycle (R = 70, ν = 1, µ = −4) the quantity
ρ = α/λ1 ≈ 1.12, which implies stability. But what if α/λ1 < 1?
If we assume that the heteroclinic connection pierces
∑in
1 at (0, η, â3, â4, â5),
after some linearisation, the return map g to lowest order is given by,
g : (a1, a3, a4, a5) 7→ (sgn(a1)×
{∆1
(
η
|a1|
)α/λ1 [
a4cos
(
β
λ1
ln
(
η
|a1|
)
+ θ∗2
)
− a5sin
(
β
λ1
ln
(
η
|a1|
)
+ θ∗2
)]
+∆2
(
η
|a1|
)α/λ1 [
a4sin
(
β
λ1
ln
(
η
|a1|
)
+ θ∗2
)
+ a5cos
(
β
λ1
ln
(
η
|a1|
)
+ θ∗2
)]
},
sgn(a1)(â3 +∆3Π1 +∆4Π2 +∆5Π3 +∆6Π4),
â4 +∆7Π1 +∆8Π2 +∆9Π3 +∆10Π4,
â5 +∆11Π1 +∆12Π2 +∆13Π3 +∆14Π4), (20)
where,
Π1 = η
(
η
|a1|
)γ/λ1
cos
(
Ω
λ1
ln
(
η
|a1|
))
,
Π2 = η
(
η
|a1|
)γ/λ1
sin
(
Ω
λ1
ln
(
η
|a1|
))
,
Π3 =
(
η
|a1|
)α/λ1 [
a4cos
(
β
λ1
ln
(
η
|a1|
)
+ θ∗2
)
− a5sin
(
β
λ1
ln
(
η
|a1|
)
+ θ∗2
)]
,
Π4 =
(
η
|a1|
)α/λ1 [
a4sin
(
β
λ1
ln
(
η
|a1|
)
+ θ∗2
)
+ a5cos
(
β
λ1
ln
(
η
|a1|
)
+ θ∗2
)]
,
(21)
and ∆1 = f1(0) and ∆2 = f2(0).
If we assume that for small a1, a3 ≈ ±â3, a4 ≈ â4 and a5 ≈ â5, then the
essential dynamics of (20) is given by the map
a1 7→ sgn(a1)×
(
|a1|ρΛcos
(
β
λ1
ln(|a1|) + Φ
))
, (22)
where Λ and Φ are arbitrary constants. This map is similar to the standard
Shil’nikov map at homoclinicty and so for ρ < 1 we have an infinite number
of (saddle) periodic orbits. In the usual 3D case (e.g Glendinning and Spar-
row [14]) the homoclinic orbit (here a heteroclinic cycle) would be destroyed
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as a parameter is varied (an additive parameter on the r.h.s of (20)). Here
however, owing to the symmetry properties, the heteroclinic cycle persists.
However, as one varies a system parameter ρ, β, λ1, and ∆i, i = 1 . . . 14, are
likely to vary.
The crucial parameter here is ρ. If we have ρ > 1, the origin a1 = a4 = a5 = 0
of the map is stable, which implies a stable heteroclinic cycle. However, if
ρ < 1 then there exist infinitely many unstable periodic orbits (see Fig. 8)
and a chaotic invariant set corresponding to shift dynamics on an infinite set
of symbols (L,R-left or right spatial shift). Note that the Shil’nikov nature
of the map only exists if β 6= 0. For β = 0, the map reduces to the standard
map for heteroclinic cycles in the O(2)-equivariant normal form. Note here
though, that the condition on temporal stability is weaker than the one given
by Armbruster et al. [2].
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Fig. 8. Plot of the left side of the a1 component of (22) versus |a1| for ρ < 1 showing
many periodic solutions which are given by fixed points of the approximate 1D map.
3.3 Comparison with numerics
We are now in a position to answer the mystery of why the period of the
heteroclinic cycles is small. Numerically, we approach the invariant subspaces
Z2 and Z˜2 to within numerical error (∼ 10−8), but the time spent at the
equilibria is T ∼ 1/λ1ln(1/²), where ² is the numerical tolerance. For our
typical heteroclinic cycle λ1 = 82 À 1 and so the time spent at the equi-
libria is very small (∼ 0.5) regardless of the numerical tolerance. In order
to demonstrate the effect of the numerical error on the time spent at the
equilibria we shall look at numerical simulations of the heteroclinic cycles for
R = 150, ν = 0.5, µ = −4 for two different numerical tolerances. For these
equation parameters λ1 ≈ 22.11. In Fig. 9(a), we see two plots of the hete-
roclinic cycle for TOL = 10−5 (shown as a dashed line) and TOL = 10−14
(solid line). For the lower tolerance simulation we see that the time spent at
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the equilibria is T ≈ 0.5 whereas T ≈ 1.1 for the higher tolerance simulation.
These times are consistent with our Poincare´ return map approximation for
the time spent at the equilibria where T ∼ 1/λ1ln(1/10−5) = 0.5207 for the
lower tolerance, and T ∼ 1/λ1ln(1/10−14) = 1.4580, for the higher tolerance
(T ∼ 1/λ1ln(1/10−10) = 1.0414). In Fig. 9(b), we have plotted the quantity
ln(Re{W−1−W1}) to show how the simulations approach the Z2-subspace to
within numerical error i.e., ln(Re{W−1 −W1}) ≈ −30 numerical error 10−14.
In Fig. 9, we see the characteristic ‘slowing-down’ of the heteroclinic cycle for
odd initial conditions. Here ρ = 8.36 so we observe rapid convergence to the
heteroclinic cycle, but for smaller ρ we find a longer period of slowing down.
10 12 14 16 18 20
10.6
10.8
11
11.2
11.4
11.6
11.8
12
PSfrag replacements
t
|W0|
0 1 2 3 4 5
−35
−30
−25
−20
−15
−10
−5
0
5
10
15
PSfrag replacements
t
Fig. 9. Panel (a) shows a numerical simulation of the heteroclinic cycles for
R = 150, ν = 0.5, µ − 4 with two different tolerances. The dashed line shows the
simulation of the heteroclinic cycle with a tolerance of 10−5 at the equilibria and the
solid line with a tolerance of 10−14 at the equilibria. Note that the period between
burtings is smaller for the dashed line. Time spent at the equilibria for TOL = 10−14
time spent at equilibria T ∼ 0.5 and for TOL = 10−10 T ∼ 1.1. Panel (b) shows
a plot of |W0| shown as a solid line and ln(Re{W−1 −W1}) (dashed line) for the
heteroclinic cycle starting from odd initial conditions. Note the initial lengthening
of the period.
In Fig. 10, we plot the value of ρ for ν = 1, µ = −4 for R = 50..140, pass-
ing though the parameter region where our ‘typical’ heteroclinic cycle exists.
Observe that we should see stable heteroclinic cycles for R ∈ (68.68, 79.82)
and R ∈ (103.78, 117.77). At R = 110.08 we see another bifurcation where
we have a 2 distinct, unstable (real) eigenvalues, associated with the unstable
branch of equilibria, ξ1 in the Z2-subspace. As R is increased further these
two unstable eigenvalues collide and become complex conjugate, resulting in
a bifocal-heteroclinic cycle, before we eventually see a Hopf bifurcation at
R = 117.77 in the 5-mode truncation. One would still expect though that the
quantity ρ = α/Re(λ1) still governs stability of the cycles. In the next section
we shall discuss the bifocal heteroclinic cycle and the Hopf bifurcation.
Using the condition ρ > 1 for asymptotic stability, we can use numerical
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Fig. 10. Computation of the ratio ρ = −α/λ1 for N = 2 and ν = 1, µ = −4 and
R = 60 . . . 120 demonstrating stability of the heteroclinic cycle.
continuation to trace out in two parameters, the stability region for the het-
eroclinic cycles defined by ρ = 1. To do this we continue one branch of the
equilibria in the Z2-subspace and calculate the eigenvalues associated with the
odd modes. This calculation is made easier by the fact that the eigenvectors
associated with the radial-eigenvalues (i.e W0 and W2) are orthogonal to the
eigenvectors associated with the odd Fourier modes (i.e W1) and so the Ja-
cobian can be decomposed into two block matrices, one associated with the
radial-eigenvalues and the other with the odd Fourier modes; see Section 4.
In order to calculate either α or λ1, we need to only find the maximum eigen-
value of the matrix associated with the odd Fourier modes evaluated along
one branch of the equilibria (ξ1 or ξ2). The other eigenvalue, allowing us to
calculate ρ, can be found by using T1/4 to find the other equilibrium and eval-
uating the same block matrix associated with the odd Fourier modes, as we
continue along one branch of equilibria.
Continuing in R and ν while ρ = 1, yields a two parameter bifurcation diagram
for µ = −4, shown in Fig. 11. Fig.12 shows a particular solution inside each
of the open parameter regions of Fig.11. From Fig. 11, we can see that as
ν → 0.25, the loci for existence and stability of the heteroclinic cycle tends to
the R4picrit locus. This suggests that a centre-unstable manifold reduction would
be useful in analysing the heteroclinic cycles in this region of parameter space.
As we have mentioned before, this calculation is highly involved even with the
use of computer algebra software, suggesting that we need to go back and look
at a reduction of the full PDE first before entering Fourier space. In Fig. 13,
we see the evolution of a heteroclinic cycle close to the spatially homogeneous
rotating wave in the region where a centre-unstable manifold reduction we be
useful. Note here that the dynamics is constrained in a small region around
the rotating wave solution, for which |W0| =
√
R.
Let us now consider in more detail what is observed numerically in region (c)
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Fig. 11. Bifurcation diagram for µ = −4 (see Fig 6). Asymptotically stable hetero-
clinic cycles can be found in shaded regions (d) and (e). Plots of the spatial average
mode W0 against time for (a), (b), (c), (d), (e), (f), (g), and (h) are shown in the
corresponding panels of Fig. 12.
of Fig.11 where heteroclinic cycles exist but ρ < 1. Fig. 14 shows heteroclinic
cycles for R = 70 and R = 90, ν = 1, µ = −4 in the (a0, a1)-plane, where
a0 = W0 and a1 = Re(W1). The linearisation about the heteroclinic points
for both R = 70 and R = 90 is of the form described in Section 3.2. For
R = 70, ν = 1, µ = −4, we have ρ = α/λ1 ≈ 1.12 implying asymptotic stability
and a unique heteroclinic cycle. In Fig 14(a), we see only one heteroclinic cycle
for R = 70, but for R = 90, where ρ = α/λ1 ≈ 0.92, we see in Fig 14(b) what
appears to be chaotic dynamics close to the now unstable heteroclinic cycle,
as predicted by the analysis of the 1D map (22) for ρ < 1.
The situation is not as simple as this since we also have the possibility of
competing (chaotic)-attractors in the CGL. In Fig. 15 we see a case where
ρ = 1.05, the heteroclinic cycle appears to attract dynamics from the zero
solution before eventually the trajectory becomes chaotic.
3.4 Other heteroclinic dynamics
Let us now turn to an explanation of the observed dynamics in region (e) of
Fig. 11, before the Hopf bifurcation. In this region we find that the heteroclinic
cycles have a 2D unstable manifold. The construction of the Poincare´ return
map follows in much the same manner as before. The main difference here is
that we now have a 2D unstable manifold that is the simple eigendirection
associated with the real eigenvalue λ1 replaced with a 2D space associated
with complex eigenvalues λ1, λ1 where Re(λ1) > 0. Hence, the linearisation
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about the heteroclinic points must change as well as the connecting global
diffeomorphism φ. For the sake of brevity we do not carry out the analysis
here, but from the results of Krupa and Melbourne [19], we see that the
saddle quantity ρ = α/Re(λ1), governs the stability of the heteroclinic cycle.
Ashwin and Chossat [7] have studied homoclinic cycles with a 2D unstable
manifold. They show that, if the cycle is asymptotically stable and all the
expanding eigenvalues are real, then there exists a subcycle tangent to the
strong unstable direction which attracts most of the trajectories, but does not
satisfy the conditions for asymptotic stability. When the unstable eigenvalues
become complex, as in the CGL, Ashwin and Chossat [7] provide evidence
that the basin of attraction of the subcycle is riddled. We leave exploration of
this possibility of a subcycle for future work.
Let us now turn to an explanation of the observed dynamics in region (g) and
(h) of Fig. 11 beyond the Hopf bifurcation. At R = 117.11, ν = 1, µ = −4,
the equilibria (ξ1, ξ2) involved in the stable heteroclinic cycles, undergo a Hopf
bifurcation. The simulation in Fig. 16, suggests that after this Hopf bifurca-
tion a limit-cycle to limit-cycle heteroclinic cycle can be observed. In the full
PDE, these solutions correspond to connections on a two-frequency invariant
torus related by a 1/4 spatial symmetry in the amplitude. Since the Hopf-
bifurcation is due to (invariant) radial-eigenvalues crossing the imaginary-
axis, the structural stability and robustness of the cycles is still preserved
since the two invariant subspaces (Z2 and Z˜2) still intersect at the limit-cycles
(i.e. W−1 = W1 = 0 at the limit-cycles). Since the Hopf bifurcation occurs
in the direction associated with the radial eigenvalues the heteroclinic cycle
can remain stable upto the bifurcation, unlike the standard Shil’nikov-Hopf
bifurcation for non-equivariant systems.
We can construct a return map valid in a neighbourhood of the boundary
between region (e) and (g) e.g., similarly to the approach used by Hirschberg
and Knobloch [15] for the standard Shil’nikov-Hopf bifurcation. For brevity
we omit the details, although it is clear that the saddle quantity ρ still to
govern the stability of the heteroclinic cycles, close to the Hopf bifurcation.
The shaded region (g) in fig 11 is defined by ρ = 1, in terms of the eigenvalues
of the equilibria rather than the Floquet multipliers of the limit cycles. We
have still found though that the boundary is fairly sharp and that in region
(h) we find no stable heteroclinic cycles.
As well as observing stable limit-cycle to limit-cycle, heteroclinic cycles in re-
gion (g) of Fig. 11 corresponding to ρ > 1, we also find a region (h), where
ρ < 1 immediately before the Hopf bifurcation. Here one can find a variety of
different dynamics in particular heteroclinic cycles interrupted by regions of
chaos; see Fig. 17. The dynamics here are reminiscent of a blow-out bifurca-
tion since we have an invariant sub-manifold on which heteroclinic dynamics
evolve; see Ashwin et al. [5]. This invariant sub-manifold has a locally riddled
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basin of attraction. We can see this from Fig. 17 (c), where we have plotted
the invariant quantity for the heteroclinic cycles (without decoupled phase),
|W−2| − |W2|. This quantity should be zero if we are evolving in the invari-
ant sub-manifold containing the heteroclinic cycles. We see that this quantity
intermittently becomes chaotic, signifying a transverse instability and then
becomes zero again with the dynamics relaxing back to the heteroclinic cycle.
4 Heteroclinic cycles in the full PDE
We can use the results from the Fourier 5-mode truncation to help guide
an explanation of the heteroclinic cycles that are observed in the full CGL.
The invariant Z2-subspaces that the heteroclinic cycles evolve in are defined
by the subspace of solutions even about x = 1/2 (Z2) and x = 1/4 (Z˜2).
Hence, in Fourier space Z2 = {W−n = Wn, n 6= 0} and Z˜2 = {W−n =
Wn, n even,W−n = −Wn, n odd} (i.e., T1/2Z2 = Z˜2), where Wn are the
Fourier modes. In Fourier space, all the odd modes are zero at the equilibria.
This can be seen by looking at the equilibria that are equivariant under T1/2.
Applying T1/2 to the Fourier expansion yields
T1/2u(x)=
n=+∞∑
n=−∞
Wn(t)exp(i2pin(x+ 1/2)),
=
n=+∞∑
n=−∞
(−1)nWn(t)exp(i2pinx). (23)
We see that the right-hand side of (23) can only equal the left-hand side if
and only if Wn = 0 for n odd.
The following two lemmas show that the structure of the subspaces in the 5-
mode truncation is preserved in the infinite-dimensional projection. The first
lemma generalises the result that equations (13) are equivariant under T1/4.
The second lemma shows that the Jacobian of the heteroclinic equilibria can
be decomposed into two block matrices, one associated with the even modes
and the other with the odd modes. These two lemmas then allow us to define
stability criteria for the heteroclinic cycles in arbitary-order truncations.
Lemma 1 In the fixed point subspace of T1/2, the spatial translation of x =
1/2, equation (7)
W˙n = (R− (2pin)2(1 + iν))Wn − (1 + iµ)
∑
k−l+m=n
WkW lWm,
is equivariant under T1/4.
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Proof: We can simply just consider the restriction of T1/2 ◦ Rf where all
odd Fourier modes are zero. Hence, we need only consider n ≥ 0, see (23).
Consider the equation,
W˙2n = (R− (2pin)2(1 + iν))W2n − (1 + iµ)
∑
k−l+m=2n
WkW lWm. (24)
Now T1/4W2n 7→ [W0,−W2, · · · ,W4n,−W2(2n+1), · · · ]. It is trivial to show that
the linear part of (24) is equivariant under T1/4. If T1/4W4n 7→ W4n then we
need to show,
T1/4
∑
k−l+m=4n
WkW lWm =
∑
k−l+m=4n
WkW lWm.
Since k, l and m must be even and either k = 2(2k + 1), l = 2(2l + 1),m =
2(2m+1) or k = 4k, l = 4l,m = 4m, we only have three possible combinations
of k, l, and m which leave the summation (25) invariant. This can be seen by
examing
T1/4
∑
k−l+m=4n
WkW lWm = −
∑
k−l+m=4n
WkW lWm,
then we must have k = 2(2k+1), l = 4l,m = 4m etc., but 2(2k+1)−4l+4m =
4n ⇒ 2(2(k − l + m) + 1) = 2(2n), which is not possible. Similarly, we can
show that
T1/4
∑
k−l+m=2(2n+1)
WkW lWm = −
∑
k−l+m=2(2n+1)
WkW lWm.
¤
In Lemma 2, we show that the eigenvectors of the odd Fourier modes are or-
thogonal to the eigenvectors of the even and spatial average modes, by looking
at the Jacobian row for Wn of the Fourier projection without decoupled phase
(7).
Lemma 2 Let x be the vector of all even Fourier modes and their complex
conjugate (including W0-mode) and y be the vector of all odd Fourier modes
and their complex conjugate, such that,
x = [· · · ,W−2n,W−2n, · · · ,W0,W 0, · · · ,W2n,W 2n, · · · ] and
y = [· · · ,W−2n+1,W−2n+1, · · · ,W−1,W−1,W1,W 1, · · · ,W2n+1,W 2n+1, · · · ].
Define X = [x,y], then the linearisation of (7) about equilibria, ξ1 and ξ2,
invariant under T1/2, has the form
X˙ =
 Je 0
0 Jo
X, (25)
where Je is the Jacobian of the even, (x), Fourier modes and J0 is the Jacobian
of the odd, (y), Fourier modes. Furthermore, the linearisation x˙ = Jex is T1/4-
equivariant but y˙ = Joy is not.
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Proof: We need only consider the n’th equation of (7) since W˙ n can be found
by complex conjugation of (7). The n’th row of the Jacobian of (7) is defined
by Jn,2j = ∂W˙n/∂Wj and Jn,2j+1 = ∂W˙n/∂W j, where
∂W˙n
∂Wj
=(R− (2pin)2(1 + iν))− 2(1 + iµ) ∑
m−l=n−j
W lWm j = n, (26)
=−2(1 + iµ) ∑
m−l=n−j
W lWm j 6= n, (27)
∂W˙n
∂W j
=−(1 + iµ) ∑
k+m=n+j
WkWm. (28)
Using the fact that all odd modes are zero for equilibria invariant under T1/2,
we see that for all three summations above to be non-zero they must only
include even modes, i.e., k, l,m must be even integers. Let us look first at
the summation (27). If m and l are even integers then so are m− l and hence
n−j. So the parity of j is the same as the parity of n. This is also true for (26)
and (28). Hence for all even Wn-modes, all the odd terms in the Jacobian are
zero and visa versa for the odd Wn-modes. So the linearisation about even
equilibria that are invariant under T1/2 has the form (25).
Using Lemma 1, we see that the linearisation x˙ = Jex is invariant under T1/4.
Taking (27), we see that m − l = 2n + 1 − (2j + 1) = 2(n − j) or m − l =
2n + 1 + (2j + 1) = 2(n + j) + 2. Hence, the summation has even and odd
terms so that JoT1/4y 6= T1/4Joy. ¤
Hence, the Z2 subspaces and the heteroclinic equilibria seen in the 5-mode
truncation maintain their structure in the full PDE allowing for structually
stable heteroclinic cycles to exist in the infinite-dimensional ODE system.
We can now state the main result of this section that will allow us to trace
out a bifurcation diagram in higher Fourier truncations.
Theorem 1 For R sufficently close to R4picrit there exists 2 solutions (ξ1 and
ξ2) to
W˙n = (R− (2pin)2(1 + iν))Wn − (1 + iµ)
∑
k−l+m=n
WkW lWm, (29)
that are T1/2-equivariant and are related by T1/4ξ1 7→ ξ2. The linearisation
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about either ξ1 or ξ2 is of the form
X˙ =
 Je 0
0 Jo
X. (30)
Futhermore, if there exists a robust connection in Fix(Z2), such that ξ1 → ξ2
then there exists a heteroclinic cycle that is asymptotically stable if
ρ =
max{Re(eig[Jo|ξ2 ])}
max{Re(eig[Jo|ξ1 ])}
> 1. (31)
Proof: Following the work of Takac [38], at R4picrit we see that the centre-
eigenspace is spanned by {e−i4pix, ei4pix}. Hence, we have the parameterised
family of centre-manifolds as graphs of the form
Wn = hn(W−2,W2, R, ν, µ), n 6= −2 or 2. (32)
Therefore, the centre-manifold is T1/2-equivariant (T1/2hn(W−2,W2, R, ν, µ) =
hn(W−2,W2, R, ν, µ)), hence all the odd Fourier modes are zero. Since we have
a pitchfork bifurcation (see Takac [38]), we have two new solutions ξ1 and ξ2
related by T1/4 (or T3/4). Using Lemma 2, we see that the linearisation about
either ξ1 or ξ2 has the form (25).
A robust connection from ξ1 → ξ2 in Fix(Z2) implies that in, say, Fix(Z2) ξ1
is linearly unstable and ξ2 is linearly stable and there is a connection ξ1 → ξ2.
From Section 3.1 we see that such a connection implies a heteroclinic cycle
(ξ1 7→ ξ2 7→ ξ1). The condition for asymptotic stability of the cycle is found
using the results of Krupa and Melbourne [18]. ¤
Our results on the temporal stability of the heteroclinic cycles carry through
unchanged since the Poincare´ map analysis in Section 3.2 is defined in terms
of the set-up of the leading eigenvalues, ignoring directions corresponding to
the strong stable and strong unstable, manifold. Hence, for ρ < 1 we would
still expect to find infinitely-many heteroclinic cycles.
Theorem 1 allows us to use numerical continuation to trace out bifurcation loci
corresponding to ρ = 1 for an arbitrary Fourier truncation. In Fig. 18, we plot a
bifurcation diagram corresponding to a 13-mode truncation (N = 6). Here, for
the values ν = 1, µ = −4, R4picrit is identical to the 5-mode truncation, RHopf =
120.02 (showing an O(1) difference from the five-mode truncation but within
10−2 of the true value found for high mode truncations). A fold locus passes
through this region intersecting the Hopf locus at R = 141, ν = 0.7, µ− 4. At
this point the Hopf bifurcation of the heteroclinic points no longer takes place
and below this region we see a large region of parameter space where robust
heteroclinic cycles exist. Note here that for ν = 1, µ− 4, the saddle quantity ρ
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does not dip below 1, after the initial crossing, until after the Hopf bifurcation.
This would suggest that the heteroclinic cycles in the full PDE should be
asymptotically stable for the entire region, R = 65 . . . 120, µ = −4, ν = 1,
unlike for the 5-mode truncation (c.f. Fig. 11). In the five-mode truncation
for R = 90, ν = 1, µ − 4, Fig. 14 indicated that for ρ < 1, many heteroclinic
cycles are observed. In Fig. 19, the 13-mode truncation we no longer see many-
heteroclinic cycles in the region where ρ dips below 1 in the 5-mode truncation.
5 Conclusion
In this paper we have described and explained the existence of robust het-
eroclinic cycles in the one-dimensional, complex Ginzburg-Landau equation
posed on a spatially periodic domain. These cycles have provided us with
many numerical and analytical problems which we have only begun to solve
in this paper. Our approach has been to tackle these heteroclinic cycles in
an intuitive manner based on observations made in the full PDE rather than
looking a priori at heavy restrictions/truncations and seeing where they ap-
ply to the CGL. A combination of numerical and analytical techniques is then
required to gain insight into the dynamics associated with these heteroclinic
cycles.
The CGL is a well studied amplitude equation whose dynamics one might
believe have been exhaustively studied [12,17,27,22] yet, we have found large
parameter regions of new behaviour consisting of large quiescent periods of
time-periodic solutions interspersed by rapid bursts causing a 1/4 period shift,
away from the arbitrarily chosen line µ = −ν studied by most authors. For
example, we have found a variety of Shil’nikov-type heteroclinic cycles includ-
ing saddle-focus and bi-focal cycles as well as heteroclinic cycles between limit
cycles. We have observed other instabilities due to perturbations outside the
invariant subspaces which the heteroclinic cycles evolve in. In particular, we
have found something akin to a blow-out bifurcation for the limit-cycle to
limit-cycle heteroclinic cycle. For example in Fig. 20, we show the heteroclinic
connection between ξ1, ξ2 and a new relative equilibria, for a 7-mode Fourier
truncation with R ≈ 73.73, ν = 1, µ = −4. This new heteroclinic bifurcation
serves to show how rich the dynamics of the CGL in this parameter region
are.
It would be interesting to study the onset of the cycles with local analysis.
Most of the heteroclinic cycles require a high-dimensional phase space, but
close to the R4picrit bifurcation the cycles appear to be described by the dynam-
ics of the 1:2 mode-interaction, O(2)-equivariant normal form [2]. A centre-
unstable manifold reduction of the Fourier truncation is not straightforward.
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Also the dynamics would be governed by real eigenvalues rather than being
of Shil’nikov-type. Perhaps a more promising approach would be to perform
an analysis close to R4picrit where the cycles have small amplitude modulations.
Several reductions are possible here (e.g. sideband perturbation etc.), but per-
haps the most promising reduction comes from the analysis of hole solutions
and weak turbulence in the CGL by Lega [20]. She shows how to reduce the
CGL formally by assuming that the amplitude is ‘slaved’ to phase when it
is very much smaller than the amplitude of the spatially homogeneous rotat-
ing wave. This reduction effectively yields a Kuramoto-Sivashinsky equation
with some extra nonlinearities. This is a particularly compelling equation to
study since that KS-equation is known to support robust heteroclinic cycles,
see Armbruster et al. [3], which could provide a local explanation of the birth
of such cycles in the CGL close to R4picrit.
Another open problem is how to use numerical continuation to explore the
global bifurcations of the heteroclinic cycles that we cannot find. The two con-
tinuous symmetries of the CGL (complex phase and spatial translation) pro-
vide significant challenges to numerical continuation techniques since they re-
sult in a multi-parameter family of solutions. Ashwin et al. [4,6], have adapted
the numerical continuation scheme for continuation of homoclinic orbits by
Champneys et al. [9], for continuation of homoclinic cycles in the Kuramoto-
Sivashinsky equation. Further work will concentrate on adaption of these
methods for the CGL and those of Mun˜oz-Almaraz et al. [31] on factoring
out symmetries, in the Hamiltonian context, for numerical continuation.
Although all the presented numerical experiments have been confined to the
case µ = −4, further experiments not presented suggest the behaviour to
persist for a large range of µ-values where the heteroclinic cycles exist in
‘bubbles’ of parameter space. Another interesting piece of evidence that points
to the robustness of what we have observed is that using numerics we have
found structually stable heteroclinic cycles in the quintic CGL,
ut = (1 + iν)uxx +Ru− (1 + iµ)|u|4u,
which appear to have an even larger stability region than those for the cubic
CGL. Several other open problems remain. For example, whether the equiva-
lent of these heteroclinic cycles exists in higher spatial dimensions, what hap-
pens to the dynamics near forced symmetry breaking and what happens when
other symmetries are imposed e.g., the CGL with a conservation law [23]?
Let us turn finally to possible physical applications. Heteroclinic cycles have
been used to describe spatio-temporal intermittency in a variety of applica-
tions; see Krupa [18] for a review. For example, experiments on Taylor-Couette
flow by Mullin et al. [30] have shown a wide variety of Shil’nikov-like behaviour
as well as spatio-temporal intermittency close to the critical Reynolds number
for the onset of rolls, at which the CGL is valid. Thus, the robust Shil’nikov
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heteroclinic cycles that exist in the CGL could provide an explanation for
the structure of the chaotic dynamics in the Taylor-Couette flow. More gener-
ally, spatio-temporal intermittency is a feature of many weakly turbulent fluid
flows and the discovery of these new heteroclinic cycles in this paper might
prove insisive in describing experiments where gradual transition to turbu-
lence occurs, following an initial onset of patterned state. Finally, we remark
that a modification to the CGL with rapidly-oscillating nonlocal terms has
been shown rigorously by Melbourne [16] to be derived as a normal form close
to the critical Reynolds number bifurcating directly from the Navier Stokes
equation. It would be interesting to see therefore whether the robust structures
we have computed, qualitatively survive under the addition of these nonlocal
terms and therefore can be confidently connected to what is observed in fluid
experiments.
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Fig. 12. Plots of the spatial average against time in the 5-mode Fourier truncation
for the bifurcation diagram Fig.11 in regions (a)-(h). Panels (a), (c) and (h) show
chaotic dynamics, (d), (e) and (g) show heteroclinic cycles. Panel (f) shows evolution
to a the equilibria ξ1 or ξ2.
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Fig. 13. Heteroclinic cycles for R = 480, ν = 0.3, µ = −4 close to R4picrit. Note the
fluctuations of |W0| are very much smaller that the rotating wave W0 =
√
R ≈ 21.9.
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Fig. 14. Heteroclinic cycles in the (a0, a1)-Fourier plane for ν = 1, µ = −4 and
(a),(b) R = 70 (for which ρ = 1.12 > 1) and (c),(d) R = 90 for which ρ = 0.92.
Panels (b) and (d) show a zoom-in around the equilibria. In (b) we see only one
heteroclinic cycle, but in (d) we see a large number of cycles.
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Fig. 15. Competing attractors for R = 75, ν = 1, µ = −4, ρ ≈ 1.05.
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Fig. 16. Examples of a limit cycle to limit cycle heteroclinic connection, (a)
R = 118, µ = −4, ν = 1 and (b) R = 120, µ = −4, ν = 1.2. W0 is plotted as a
solid line, W−1 −W1 is shown as a dashed line and W−2 −W2 is a dotted line.
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Fig. 17. Competing attractors, limit-cycle to limit-cycle heteroclinic cycle and spa-
tio-temporal chaos. Phase is not decoupled. R = 111.7, ν = 1.5, µ = −4. The saddle
quantity is ρ = 0.88. Panel (c) shows the invariant quantity for the heteroclinic
cycles (|W−2|2 − |W2|2) becoming chaotic, implying a blow-out bifurcation.
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Fig. 18. Bifurcation diagram N = 6, µ = −4. Asymptotically stable heteroclinic
cycles can be found in the shaded region. Open blue circles denote Hopf-locus after
a fold (shown as dashed/dotted line).
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Fig. 19. Heteroclinic cycles in the (a0, a1)-Fourier plane for R = 90, ν = 1, µ = −4
in the 13-mode truncation. Panel (b) shows a zoom-in around the equilibria. In (b)
we observe only one heteroclinic cycle compare with fig 14(d).
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Fig. 20. A degenerate heteroclinic cycle for a 7-mode truncation (i.e. N = 3),
R = 73.7264, ν = 1, µ = −4. Here the phase has not been decoupled since |W0| → 0.
A connection to W0 = 0 occurs in between the heteroclinic connections between ξ1
and ξ2.
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