ABSTRACT Most high resistance faults in distribution network are caused by overhead lines contacting with high impedance objects. It is difficult to identify the high resistance faults with the steady-state characteristics in distribution network. In this paper, a Negative Selection Algorithm (NSA) based identification framework is proposed to detect the distribution network faults with high resistance. The Hilbert-Huang transform (HHT) analysis method is used to distinguish the faults from normal state. The sum of the first two order intrinsic mode function (IMF) components of zero sequence voltage within a cycle after fault is taken as the extracted characteristic of high resistance faults. An improved negative selection method is proposed to increase detection rate and realize the classification of abnormal states, so that normal training samples and a few fault samples can generate enough detector sets with higher coverage of non-self set area. Based on a 10 kV distribution network, the performance of the proposed identification framework is evaluated. The simulation results show that, compared with the wavelet analysis and the neural network algorithm, the proposed algorithm can effectively identify the high resistance faults in distribution network with small samples.
I. INTRODUCTION
The distribution network takes an important role in power transmission as a part of power grid. Distribution network directly affects the costumers' power quality, so it is particularly important to find out the faults in distribution network quickly thus the required safety and stability criteria can be satisfied. Among all kinds of faults in distribution network, single-phase earth fault is the most common one, accounting for about 70% of the faults in distribution network, but its diagnostic accuracy is not high. Traditional protection devices cannot detect/diagnose single-phase high resistance earth fault with desirable accuracy.
At present, the research on high resistance faults in distribution network mainly focuses on signal characteristic
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analysis and intelligent algorithm recognition. Because the fault current of high resistance faults is small, the three-phase voltage and current almost remain unchanged, and the steadystate characteristics are not obvious, so the study of high resistance faults is mainly based on transient signal analysis. Santos et al. [1] used discrete wavelet transform to analyze the high-frequency and low-frequency components of monitoring signals, and proposed an algorithm for identifying high impedance faults in distribution network based on transient signals. Costa et al. [2] presented the wavelet coefficient energy with border distortions of a one-cycle sliding window designed for the real-time detection of transient characteristics of high impedance faults. Ji et al. [3] , and Zhao et al. [4] used Hilbert-Huang transform (HHT) method to analyze the collected zero sequence current signal of distribution network, and extracted the transient high frequency characteristics. Most of the methods for identifying high resistance faults VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ by intelligent algorithms are combined with signal feature analysis. The fault signal features are analyzed by wavelet transform, HHT and other signal processing methods. The extracted fault features are used as input to train the algorithm, so as to realize automatic identification of high resistance faults. Michalik et al. [5] and Baqui et al. [6] combined wavelet analysis method with neural network to detect high resistance earth fault in distribution network. Li et al. [7] combined HHT with probabilistic neural network for fault identification and fault line selection of high resistance earth fault. However, wavelet transform method [8] - [10] generally has the problem of selecting the basis function. Neural network method [11] - [13] generally needs a large number of samples for training, which is difficult to obtain a large number of fault sample data for distribution networks in normal state for a long time. Negative selection algorithm (NSA) [14] in artificial immunity can recognize abnormal states only through normal state data, but it has black hole problem and cannot be classified when there are many types of abnormal states. Recent research on high resistance faults still focuses on feature extraction and intelligent algorithm. A novel method for estimation of interharmonic content using MODWPT and KEMD to detect high impedance fault with a reasonable detection speed was proposed in [15] , but its application in different topologies have some limitations. References [16] , [17] obtained high impedance fault detection methods by analyzing zero-sequence network, but they are affected by neutral grounding mode. In the aspect of intelligent algorithm, [18] applied deep learning to real-time high impedance fault detection. Reference [19] applied an incremental learning algorithm based on data streams to detect high impedance faults in power distribution systems. But it needs a lot of samples. Reference [20] provided a new idea of applying intelligent algorithm to feature extraction. It proposed a systematic design of feature extraction with advanced machine learning methods, and the practicality remains to be tested.
In order to identify the operation state of distribution network, especially the single-phase earth fault with high resistance, an NSA based identification framework is proposed in this paper. In the proposed framework, an improved negative selection algorithm (INSA) based on HHT analysis is developed. An improved negative selector is generated to identify and classify abnormal states by learning a small quantity of training samples. The HHT analysis method is used to extract the features of faults. The method proposed in this paper can achieve good recognition performance in the case of few fault samples. Compared with NSA, it can improve black hole problem and classify abnormal states. In addition, its performance is not affected by noise and different topologies.
The rest of this paper is organized as follows. Section 2 analyses the feature extraction method based on HHT. In Section 3, an improved negative selection algorithm is proposed. Section 4 describes the structure for high resistance fault identification framework of distribution network. In section 5, numerical simulation proves the effectiveness of the proposed identification framework. Conclusions are drawn in Section 6.
II. SIGNAL CHARACTERISTIC ANALYSIS
Low-resistance faults in distribution networks have special steady-state characteristics. They can be easily identified by three-phase and zero-sequence of voltage and current. The signal characteristics of low-resistance faults are shown in TABLE 1.
It can be seen that low resistance faults can be effectively identified by the changes of three-phase voltage, three-phase current, zero-sequence voltage and zero-sequence current before and after faults. However, due to the large fault resistance, the three-phase current changes little, and the threephase voltage remains almost symmetrical, which makes it impossible to distinguish the single-phase high resistance earth fault from the normal state through the above steadystate characteristics. In this paper, HHT method is used to analyze the transient characteristics of single-phase high resistance earth fault in distribution network.
A. HHT ANALYSIS METHOD THEORY
Hilbert-Huang transform (HHT) analysis method is different from the wavelet transform which has the problem of choosing basis function. HHT can decompose signals adaptively, overcome the shortcoming of Fourier transform and wavelet transform, and relax the constraints of linearity and stationarity. It is very suitable for the analysis of non-stationary and non-linear signals [3] .
HHT includes two processes: Empirical Mode Decomposition (EMD) and Hilbert transform (HT). The basic process of processing non-stationary signals by HHT method is shown in Fig. 1 .
1) EMPIRICAL MODE DECOMPOSITION (EMD)
The complex signal is decomposed into a series of intrinsic mode functions (IMFs) by EMD adaptively according to the characteristics of the signal. These IMFs need to satisfy the following two conditions [21] , in order to implement HT on them and make the calculated instantaneous frequencies have physical meaning:
(a) The difference between the number of local extremum points and the number of zero-crossing points in whole time scale of the signal is not more than one.
(b) The average value of the upper envelope formed by the maximum point and the lower envelope formed by the minimum point corresponding to any time point is zero.
In order to obtain IMF components, the EMD method decomposes complex signals in the following steps:
(1) Determine all local extremum points of the original signal x(t). All the local maximum and minimum points are fitted to form the upper and lower envelope of the signal by using the cubic spline interpolation function.
(2) The mean value of the upper and lower envelope is recorded as m 1 . Calculate h 1 according to formula (1). 
By taking r 1 as x(t) and repeating step (1) ∼ (3), the second component of x(t) satisfying IMF conditions is obtained and recorded as c 2 . If the above steps are repeated n times, the n − th component of the original signal x(t) that satisfies the IMF conditions can be obtained. There are the following equations:
(5) Determining whether r n is a monotonic function, if it is, the loop ends, if not, then go to step (1) . After the loop, the decomposition result of EMD can be obtained as follows:
where c i is the IMF components obtained by EMD decomposition; r n is the residual function, representing the average trend of the signal. The frequency of these stationary timedomain signals ranges from high to low. The frequency of c 1 is the highest, followed by c 2 , and the frequency of r n is the lowest. There is no energy loss in the whole EMD decomposition process. The original signal can be reconstructed accurately by using the decomposed IMF components and residual function.
2) HT (HILBERT TRANSFORM)
HT is the second step of HHT. It is used to calculate the instantaneous frequency and amplitude of each IMF. These values change with time. They reveal the intrinsic characteristics of the signal. The Hilbert transform of the i − th order IMF c i (t) of the original signal x(t) is:
Define the analytic signal z i (t) as:
where
c i (t) . Therefore, the original signal x(t) can be expressed as follows:
dt . Because r n (t) is a constant or monotonic function and its frequency is very low. In addition, it has little effect in the analysis of high-frequency components, so it can be omitted. Re A i (t)e j ω i (t)dt is Hilbert spectrum. It describes the variation of amplitude with frequency and time, and is recorded as: (8) In this way, the instantaneous amplitude, frequency and phase of the original signal x(t) can be calculated by HT.
B. HIGH RESISTANCE FAULT FEATURE ANALYSIS
High resistance faults in distribution networks are usually single-phase high resistance earth faults, mostly caused by short circuit with contact between overhead line and high impedance surface, lightning stroke, insulator flashover and other reasons [7] . The zero-sequence equivalent circuit of VOLUME 7, 2019 FIGURE 2. The simplified zero-sequence equivalent circuit.
single-phase high resistance earth fault can be simplified as shown in Fig. 2 .
R 0 , L 0 and C 0 are the equivalent resistance, inductance and capacitance in the simplified zero-sequence circuit respectively. U 0 is the zero-sequence voltage, and R f is the fault resistance. i c is the transient capacitive current, which is equal to the transient fault current.
According to Fig. 2 , it can be obtained that
where U m is the phase voltage amplitude, I cm is the amplitude of capacitive current. Combining the initial condition of fault time i c0 = 0, the i c can be calculated.
where ω f is the angular frequency of the transient free oscillation component and τ c is the damping time constant of the loop. According to equation (10), the transient capacitive current of single-phase high resistance earth fault contains high-frequency harmonics, and with the increase of transition resistance R f , τ c decreases, high-frequency information increases. In addition, the obvious high-frequency harmonics of zero-sequence voltage can be achieved by the voltage dividing effect of fault resistance.
The steady-state characteristics of single-phase earth fault with high resistance are not obvious. As shown in Fig. 3 , the fault occurrence time is 0.04s. The fault resistance range of high resistance faults in distribution network has not been clearly defined yet. According to the power industry standard DL/T 559-2007 [22] , the ability of conventional relay protection devices to respond to earth resistance does not exceed 300 . The resistance value of single-phase high resistance earth fault in distribution network generally does not exceed 3000 . Therefore, this paper sets 300 ∼ 3000 as the resistance range of high resistance faults in distribution network.
After the single-phase high resistance earth fault occurs, the zero-sequence signal has obvious non-fundamental frequency transient components, as shown in Fig. 4 . In contrast, the signal of zero-sequence current is smaller and the transient process is shorter, while the zero-sequence voltage contains more obvious harmonic components and the transient characteristics are more obvious. Therefore, the HHT method is chosen to analyze the zero-sequence voltage signal, because it is very effective in dealing with nonfundamental frequency transient signals.
According to HHT theory, the zero-sequence voltage is analyzed by EMD firstly, and the EMD decomposition of zero-sequence voltage for single-phase high resistance earth fault is obtained as shown in Fig. 5 . The high-frequency component IMF1 of the fault signal contains more fault information and maintains the main characteristics of the signal, which is most similar to the original signal. The IMF2 component contains less fault information. The IMF3 and its subsequent components have almost no effective information of the original signal.
The first two order IMF components are selected for the second step of HHT, Hilbert transform. After the EMD, the Hilbert transform is applied to the first two order IMF components of zero sequence voltage of high resistance faults. The instantaneous amplitude and frequency are shown in Fig. 6 . IMF1 signal contains a large number of high frequency components in a cycle after single-phase high resistance earth fault, and the fault information is the most abundant. At this time, the instantaneous amplitude of IMF1 increases rapidly and decreases continuously. In contrast, the IMF2 signal contains less fault information in one period after the fault.
Therefore, the instantaneous amplitudes of IMF1 and IMF2 of zero sequence voltage in one cycle after high resistance fault can reflect the fault characteristics well.
The fault signal of high resistance fault is weak, so it is difficult for traditional protection device to detect high resistance fault. Therefore, the zero-sequence voltage collected at the acquisition point is analyzed by HHT method, and the instantaneous amplitude of IMF signal in one cycle after the fault is accumulated, so as to amplify the fault characteristics of weak fault signals and achieve the purpose of detecting high resistance faults.
III. IMPROVED NEGATIVE SELECTION ALGORITHMS A. NEGATIVE SELECTION ALGORITHM (NSA)
Negative selection algorithm (NSA), as the important part of artificial immune system, was first proposed by Forrest in 1994 [23] . It is widely used in fault detection. Similar to the immune recognition of organisms, the NSA uses normal data to detect abnormalities, simulates the process of lymphocyte production and generates detectors to distinguish ''self'' from ''non-self'' [24] . Because the NSA does not need fault sample data and has super learning and memory ability, it is suitable for fault detection of distribution network which is in the normal state most of the time.
The basic process of NSA can be divided into two stages, namely, detector generation and state detection [25] , as shown in Fig. 7 .
1) DETECTOR GENERATION
(1) The elements in self-set S are represented by a set of characteristic vectors:
(2) Generate random detector vectors [y 1 , y 2 , . . . , y n ], evaluate the match degree d between each random detector and the self-set. If they match, that is, the match degree d is not greater than the preset threshold (λ), the detector is deleted. Otherwise, it is retained in the detector set D, and the radius of the detector is d − λ.
2) STATE DETECTION
The sample [u 1 , u 2 , . . . , u n ] is input to be tested and its match degree with detector set D is evaluated. If there is a detector matches the tested sample, the tested sample should be identified to be abnormal.
Similar to human immune system, detector set D is equivalent to mature T cells, which can identify pathogens, that is non-self set N. Mature T cells are called antibody (Ab) and pathogens are antigen (Ag). In order to identify the fault state conveniently, the self-set S can be represented according to the characteristic vector form of the non-self set N. Thus, the generated detector set D can identify the fault state more effectively, that is, the antibody can match the antigen better. The match degree d can be calculated by Euclidean distance. For example, the match degree d between random detector and self-set is:
where x i is the i − th feature value of a self-set sample, y i is the i − th value of a random detector vector. Therefore, by NSA, the normal state data of the distribution network are represented in the form of characteristic vectors of the fault to be identified. The detector set of the corresponding fault state are trained to identify the fault state. 
B. IMPROVED NEGATIVE SELECTION ALGORITHM (INSA)
Because the NSA can only detect the abnormal state of distribution network operation, it cannot classify the fault state. The existence of black holes may make the non-self set unable to be effectively covered, resulting in the missed judgment of abnormal state. Therefore, it is necessary to improve the NSA. Detector set D is generated by NSA. A small number of fault samples are used to optimize and cluster the detector set D. The detector set corresponding to each abnormal state is labeled to reflect the space distribution of each abnormal state.
The INSA includes two processes: detector set generation based on NSA; detector set optimization and clustering. The cloning and mutation operations are carried out according to the affinity between abnormal samples and the detector set D, and the detectors are aggregated to form the classifier F. The specific steps are as follows:
(1) Detector set D is generated according to NSA.
(2) Input a sample of fault type i to determine whether the sample matches detector set D or not, if it does not match, step (3); if it matches, step (4).
(3) Determine whether the sample matches the self-set when the sample does not match the detector set D. If it matches, the sample is self-sample, the algorithm goes to the input state. If not, the sample is added to the detector set D with the radius of d − λ. This step can effectively reduce the black hole coverage.
(4) Compute the affinity between the sample and each detector in the detector set D. The calculation method of affinity is the same as that of match degree d.
(5) Select a certain number of high affinity detectors for cloning. High affinity detectors have the larger number of clones.
(6) The clone detector generates variation. The lower the affinity is, the higher the mutation rate is.
(7) Calculate the affinity between the set of detectors and the fault samples, and keep the detectors with high affinity as fault type detectors, labeled i. The effectiveness of INSA can be illustrated by the affinity distance between detector and fault samples. The higher the affinity, the smaller the affinity distance. In the process of keeping the detectors with high affinity as fault type detectors in step (7), the iteration process of retraining f i is also included. In this iteration process, a small number of random detectors are added to the fault type detectors, and then the cloning, variation and updating f i processes of (5), (6), (7) are repeated. The retraining process is completed until the specified number of iterations is reached or the average affinity distance is below the specified threshold. The process of retraining f i can effectively reduce the affinity distance between detector and fault samples. And when the affinity is high enough, the f i can effectively represent the distribution characteristics of fault samples. At this time, the iteration stops, which ensures the effectiveness of training.
The samples of each fault type are input in accordance with the above steps. In this paper, four sets of low resistance fault type detectors f 1 , f 2 , f 3 , f 4 are trained to identify the low resistance faults given in TABLE 1. The abnormal state can be classified by the improved negative selection algorithm.
IV. A NEGATIVE SELECTION ALGORITHM BASED IDENTIFICATION FRAMEWORK IN HIGH RESISTANCE FAULT IDENTIFICATION
The measured data of distribution network includes threephase voltage, three-phase current and zero sequence. It is necessary to process and transform the measured data and extract the characteristic vectors, so that the mature detector set can be trained to identify the faults effectively.
A. FEATURE EXTRACTION AND NORMALIZED REPRESENTATION OF SAMPLES 1) FEATURE EXTRACTION OF LOW RESISTANCE FAULT SAMPLES
The steady-state characteristics of low resistance faults are obvious. The abnormality can be judged by the relative change of the three-phase quantity before and after the faults. Define the relative change of three-phase current before and after fault as follows.
where I a,b,c_before and I a,b,c_after represent the three-phase current of the cycle before and after the fault respectively. I a,b,c represents the relative change of the three-phase current before and after the fault. The relative change of threephase voltage before and after fault is calculated in the same way.
[
] is extracted as characteristic vectors to identify low resistance faults.
2) FEATURE EXTRACTION OF HIGH RESISTANCE FAULT SAMPLES
The characteristics of high resistance faults can be reflected by the instantaneous amplitudes of IMF1 and IMF2 of zerosequence voltage in one cycle after the faults occur. The sum of the sampled instantaneous amplitudes of the first two orders of IMF obtained by EMD analysis of zero sequence voltage in one cycle after the faults, S V 0 _IMF1 , S V 0 _IMF2 , are taken as the characteristic vectors of high resistance faults to distinguish from the normal state.
3) NORMALIZATION OF SAMPLE CHARACTERISTICS
When the distribution network state is different, the value of its feature is different and the variation range might be large. So, the sample feature is normalized to map the true value of the original sample feature to 0-1, which is convenient for analysis. The actual value X of a sample feature is normalized according to the following equation: (13) where, X is the actual value of a sample feature, X min is the minimum of the actual value of this eigenvalue for all samples, X max is the maximum of the actual value of all samples, and x is the normalized value of the sample feature.
B. HIGH RESISTANCE FAULT IDENTIFICATION BASED ON IMPROVED NEGATIVE SELECTION
Low resistance faults in distribution network are easy to detect, while high resistance faults can be miss-classified as normal state. Therefore, the detectors for identifying low resistance faults are trained by using the normal data in the form of low resistance characteristic vectors, and then a small number of low resistance fault samples are used to optimize the detectors and train the classifiers for the classification of low resistance faults. The detectors for identifying high resistance faults are trained by using the normal data in the form of high resistance characteristic vectors, which can realize the distinction between high resistance faults and normal states. The identification flow chart of the framework is shown in Fig. 8 . The whole identification process is as follows:
V c ] of low resistance faults are taken as feature 1, and the normal state data are expressed as S1. The detector set D1 is trained with S1 to form negative selector 1.
(3) According to the INSA, the sample data of various types of low resistance faults are input into D1, and D1 is optimized to obtain improved negative selector 1. The singlephase low resistance earth fault detector set f 1 , two-phase earth fault detector set f 2 , two-phase short circuit fault detector set f 3 and three-phase fault detector set f 4 are clustered to form a low resistance fault classifier F.
(4) High resistance fault characteristic vectors S V 0 _IMF1 , S V 0 _IMF2 are used as feature 2, and normal state data are expressed as S2. The detector set D2 was trained with S2 to form negative selector 2.
(5) Input normalized samples to be tested.
(6) Input the tested sample into the improved negative selector 1 to determine whether the tested sample expressed as feature 1 matches the optimized mature detector set D1 or not. If matched, it indicates that abnormal state has been detected, and the low resistance fault is identified. Then the samples are matched with four kinds of low resistance fault detector sets to output the classification results. (7) If not matched, the tested sample is input into negative selector 2 to determine whether the tested sample expressed as feature 2 matches the mature detector set D2 or not. If yes, the matched sample is abnormal state and classified as the single-phase high resistance earth fault. If not, it should be normal. Go to step (5). 
V. SIMULATION
Using MATLAB/SIMULINK, a 10 kV distribution network simulation system is established as shown in Fig. 8 . The sampling frequency is 2 kHz. In Fig. 9 , the voltage source is the ideal power source. Line L1 is overhead line with 8 km in length, Line L2 is overhead line with 10 km, Line L3 is power cable with 10 km, Line L4 is overhead line with 12 km. ThreePhase Series RLC Load model with capacity of 1.5MW and power factor of 0.9 is adopted for load. The 110/10kV transformer is Yd-connected with ungrounded neutral point, and its rated capacity is 31.5 MVA, no-load loss is 31.05 kW, short-circuit loss is 190 kW, short-circuit voltage is 10.5% and no-load current is 0.67%. The 10/0.4 kV transformer is DY connected, and its rated capacity is 1 MVA, no-load loss is 2 kW, short-circuit loss is 13.7 kW, short-circuit voltage is 5.5% and no-load current is 1.7%. The positivesequence parameters of overhead lines are as follows: R o1 = 0.17 /km, L o1 = 1.21mH/km, C o1 = 0.0097µF/km; The zero-sequence parameters of overhead lines are as follows:
The positive-sequence parameters of power cable are as follows: R c1 = 0.1956 /km, L c1 = 0.3597mH/km, C c1 = 0.2603µF/km; The zero-sequence parameters of power cable are:
The three-phase load of distribution network is generally asymmetric in normal operation, and capacitor switching operation will be carried out. Based on Fig. 9 , the three-phase load asymmetry and capacitor switching on L4 line are simulated. The three-phase voltage, three-phase current and zerosequence voltage data at the acquisition point are collected to form the normal state sample library of distribution network. In each normal state case mentioned above, 200 samples are used for training and 100 samples are used for identification verification. The low resistance fault and singlephase high resistance earth fault of L4 line are simulated by changing fault location, fault phase angle and fault resistance. Each 100 samples are generated as shown in TABLE 2 for simulation verification. In each low resistance fault, 50 samples are randomly selected as training samples, and the remaining 50 samples are used as test samples.
In the case of asymmetric three-phase load, the active power of three-phase A, B and C transmission is 500 kW, 700 kW and 300 kW respectively with 0.9 lagging power factor. At this time, the three-phase voltage, three-phase current, zero-sequence voltage and zero-sequence current waveforms at the acquisition point are shown in Fig. 10 . When the capacitor is switched in at the end of L4 line at 0.04s with each three-phase capacitor of 500µF. The waveform diagrams of the above-mentioned collection data at the acquisition point is shown in Fig. 11 . The phase A high resistance earth fault occurs at 0.04s on L4 line with its fault location of 11 km, fault phase angle of 0 degree, and fault resistance of 3000 . The waveform diagrams of the collection data at the acquisition point of the high resistance fault is shown in Fig. 3 and 4 .
It can be seen that the steady state characteristics of waveforms are not obvious in three cases, that is, it is difficult to distinguish high resistance fault from normal state from feature 1. However, the transient characteristics of zero sequence voltage in high resistance fault are obvious, while the zero sequence component in normal state is very small, which can be neglected. The characteristic vector 1 and char- It can be seen from TABLE 3 and TABLE 4 that the value of characteristic vector 1 in normal state and high resistance fault is small, that is, the steady-state characteristics are not obvious. While the characteristic vector 1 of low resistance faults shows obvious characteristics, and conforms to the low resistance fault characteristics described in TABLE 1. It can be seen from the characteristic vector 2 that the HHT method is very effective in extracting the features of high resistance faults. Under this feature, the high resistance faults can be distinguished from the normal state obviously.
A. IDENTIFICATION RESULTS
The training set of 400 normal samples was represented in the form of characteristic vector 1 and characteristic vector 2, and two negative selectors were trained respectively. Then, according to the INSA, 50 samples of various types of low resistance faults are input into the negative selector 1 one by one. The improved negative selector 1 is constructed by optimizing detector set D1 and constantly updating, and the low resistance fault classifier F is generated by clustering. The improvement process is simply illustrated with a twodimensional feature space as shown in Fig. 12 .
In Fig. 12 , all samples are illustrated in this space by two features. The normal state training sample set surrounded by the black solid line. The part of the detector set D randomly obtained by the negative selection algorithm is shown as the red solid line circle. When the test sample set is input, the normal test sample is in the self-set space, but it may occur that a fault type (e.g. fault A) sample is not in detector set D, thus it is misclassified as normal state. Therefore, some training VOLUME 7, 2019 samples of fault A are used as input to improve the original negative selector. A new detector shown as red dotted circle is generated from the samples in the black hole and added to the original detector set D. Through cloning and mutation operation, the fault type detectors representing the feature space distribution of fault A are generated. The fault type A detectors, are generated by using the updated detector set D (red circle) and fault A training samples. Then other fault type training samples are input in turn to update detector set D and generate fault classifier F, which is no longer shown here. Therefore, the NSA is improved by adding a small number of fault training samples for learning. After improvement, the fault state test set which was originally in the black hole is now in the detector set and judged as abnormal state. The fault type can be identified by fault classifier.
Fifty samples of various types of low resistance faults are input into negative selector 1 and improved negative selector 1 respectively. The results of the two methods are compared. NSA generates 200 detectors randomly. The correct rates of single-phase low-resistance earth fault, twophase earth fault, two-phase short-circuit fault and threephase fault judged as low resistance faults are 62%, 88%, 18% and 20% respectively. The algorithm has a large black hole range, high fault misjudgment rate and cannot distinguish which kind of fault occurs. The INSA generates 213 detectors after updating. The recognition rates of the four low resistance faults mentioned above are 94%, 100%, 90% and 96%, respectively. The range of black holes is greatly reduced, the fault diagnosis rate is greatly improved and the fault types are correctly classified.
200 normal samples, 50 samples of various types of lowresistance faults and 100 samples of high-resistance faults are used as the samples to be tested. Each sample is input for simulation verification. The identification results obtained by using the INSA are shown in TABLE 5.
It can be seen that this method can effectively identify various fault types with fewer fault samples and distinguish them from the normal state. Compared with the negative selection algorithm, the improved negative selection algorithm can effectively control the range of black holes and improve the detection accuracy. The high resistance fault samples do not match the improved negative selector 1, and all of them are identified by the negative selector 2, which shows that it is difficult to identify the high resistance fault by the steadystate characteristics. Because the self-sample set obtained from HHT analysis of normal state data is very similar and concentrated in feature space, the black hole range of negative selector 2 is small. And the high-resistance fault sample set obtained from HHT analysis is mostly far from the self-set in feature space, so the high-resistance fault identification rate can reach 97%. It should be noted that with the increase of fault resistance, the sample value in feature 2 will decrease, and the detection rate may decrease when it is closer to the self-set in feature space. Based on the actual situation, the maximum fault resistance of high resistance faults in this paper is set as 3000 .
B. COMPARISON OF RESULTS FROM DIFFERENT METHODS
The HHT signal analysis method used in this paper is compared with the wavelet analysis method (Wavelet), and the INSA identification algorithm is compared with the BP neural network algorithm (BP). The same normal state samples and low resistance fault samples are used for analysis and training. Fifty high resistance fault samples are used for training the neural network, and the remaining 50 high resistance samples are used for identification test. The results are compared in TABLE 6. The identification rate of low resistance faults takes the average value of four types of low resistance faults.
The identification rates of each method in six states are compared as shown in Fig. 13 The six operating states are: single-phase low resistance earth fault, two-phase earth fault, two-phase short-circuit fault, three-phase fault, high resistance fault and normal state.
Both HHT and wavelet analysis are used to extract feature vectors of high resistance faults. Comparing method 1 with method 3, it can be seen that the recognition rate of HHT analysis method to extract feature vectors of high resistance faults is higher when the same identification algorithm is used. Both INSA and BP algorithms are used for state classification and identification. Comparing method 1 and 2, it can be seen that the recognition rate of INSA is better than that of BP algorithm when the same feature is extracted as input.
In conclusion, the method presented in this paper has remarkable advantages in the identification of high resistance faults with small samples. Compared with wavelet analysis, HHT method is more suitable for extracting transient characteristics of high resistance faults, and the training of neural networks under small samples is not enough to learn fault characteristics. The improved negative selection algorithm can accurately identify non-self and classify abnormal states only through normal sample data and a small number of fault sample data. Therefore, it is superior to other methods.
C. IDENTIFICATION RESULTS CONSIDERING OTHER FACTORS
There may be a certain proportion of measurement noise in acquisition data of actual distribution network. In order to test the performance of the proposed algorithm with the data containing noise, the Gauss white noise is randomly added to the collected data to generate the test signal with signal-to-noise ratio of 95%, 90% and 85%, respectively. The identification results of the test signals with noise are shown in Random noise mainly affects the classification of twophase short circuit fault and three phase fault. Considering the above two cases, the proposed method in this paper still performance a high identification rate, and can effectively identify various types of distribution network faults.
The unbalanced current and distributed powers can possibly affect the identification rate of the proposed method. Unbalanced current is generally caused by asymmetric lines, which can be classified as unbalanced load. The asymmetric load has been taken into account in the process of constructing the sample library. In recent years, more and more distributed powers have been connected to distribution network, and the research on this field will be carried out in the future work.
VI. CONCLUSION
Feature extraction and fault diagnosis are important issues in high resistance fault identification of distribution network. Based on the combination of HHT analysis and improved negative selection algorithm, this paper has proposed an identification framework for high resistance faults in distribution network. The identification framework eliminates lowresistance faults by steady-state features and classifies them. The transient characteristics of high-resistance faults are extracted by HHT analysis for identification. Fault detector set D is trained by normal state data represented in the form of fault features. Then a small amount of fault sample data is used to reduce the black hole range by the INSA is proposed. The simulation results show that the identification framework is effective and can identify faults more efficiently. Also, it shows good performance on identification occasions with few fault states and small samples in distribution network.
