A Low-complexity Synchronization Scheme for LoRa End Nodes by Xhonneux, Mathieu et al.
1A Low-complexity Synchronization Scheme
for LoRa End Nodes
Mathieu Xhonneux, David Bol, Je´roˆme Louveaux
ICTEAM Institute, Universite´ catholique de Louvain, Louvain-la-Neuve, Belgium
Email:{mathieu.xhonneux, david.bol, jerome.louveaux}@uclouvain.be
Abstract—The new applications enabled by the Internet of
Things (IoT) require efficient and scalable low-power wide-
area networks (LPWAN). Although LoRa is nowadays one of
the most widely deployed LPWAN technologies, its physical
layer has received little attention in the scientific literature
and some of its working principles are not publicly known.
In this paper, we derive for the first time an analytical
model of a LoRa receiver contaminated by carrier frequency
and sampling time offsets. We show that these offsets are
deeply intertwined and that they cannot be estimated inde-
pendently of each other. Using these results, we propose a low
complexity synchronization algorithm capable of estimating
and correcting both offsets. Simulation results suggest that,
due to the structure of the preamble of LoRa frames, the
synchronization stage, rather than the demodulation decision,
limits the overall performance of the proposed receiver.
I. INTRODUCTION
Over the last years, the amount of Internet-of-Things
(IoT) devices deployed worldwide has grown exponen-
tially. These devices are connected to the Internet and
interact with different actors and objects of various ecosys-
tems such as cities, industrial sites or agricultural exploita-
tions [1]. In most cases, IoT end devices are battery-
powered or energy-harvested sensor nodes that process
data locally and communicate wirelessly over long dis-
tances [2]. The proportionally high energy cost of wireless
communications [3, 4] associated with the wide coverage
target led to the emergence of new low-power wide-area
network (LPWAN) technologies. Among these, LoRa has
become one of the most popular and widely deployed so-
lutions [5]. It consists of a protocol stack including a phys-
ical layer (PHY) and a MAC layer called LoRaWAN. The
PHY layer is a proprietary standard owned by Semtech
and patented in 2014 [6], whereas LoRaWAN is an open
standard defined by the LoRa Alliance [7]. Due to its
proprietary nature, the only transceivers compatible with
LoRa are commercialized in agreement with Semtech, and
no precise specifications of the PHY layer are publicly
available.
Although the literature on LoRa and LoRaWAN has
become consequent over the years [8], little analysis has
been conducted on the implementation of its physical
layer. The basic principles of the modulation and de-
modulation stages are well-known [9, 10], but no prior
work entirely addressed the issue of synchronization at
the receiver side. Moreover, the only receivers presented
so far originate from reverse-engineering efforts and have
been implemented on resource-intensive Software Defined
Radio (SDR) platforms [11, 12]. Their architectures are
thus hardly adaptable to the low-power IoT end nodes
based on simple microcontrollers [2].
In this paper, we present a low-complexity frame syn-
chronization algorithm capable of correcting at low power
carrier frequency and sampling time offsets in the receiver.
To this end, the working principles of the LoRa PHY
are introduced in Section II, and an existing work on the
effects of carrier frequency offset (CFO) is summarized
in Section III. In Section IV, we subsequently derive an
analytical model for sampling time offsets (STO) and
explain how these offsets can be mitigated. Due to the
nature of the waveform, we then show analytically in
Section V that CFO and STO are deeply intertwined and
cannot be estimated independently of each other. Using the
analytical formulations of the offsets previously obtained,
a complete synchronization scheme is designed in VI. This
scheme is verified in simulation and its performance is
assessed. Finally, the impact of the synchronization on
the performance of the overall communication chain is
discussed.
II. PRINCIPLES OF THE LORA PHY
The LoRa PHY uses a chirp spread spectrum modu-
lation, which brings several benefits for IoT communi-
cations. Notably, the employed waveform can easily be
adapted to trade throughput for coverage and/or energy
consumption [8] by spreading the signal over time, it is
more robust to frequency selective channels than conven-
tional modulation schemes [10], and the involved signal
processing on the end nodes has a very low complexity
and thus low power usage [8].
In this section, we present the waveform used in LoRa
and the related demodulation methods. The structure of the
PHY frames is then detailed since it plays a prominent role
in the synchronization of LoRa receivers.
A. Modulation
Chirp spread spectrum relies on sine waves whose
instantaneous frequency increase linearly with time over
a specific bandwidth B ∈ {125, 250, 500} kHz. These
specific waves are called chirps. Chirps whose frequencies
increase in time are called upchirps, whereas downchirps
have an instantaneous frequency decreasing over time.
LoRa symbols are modulated by selecting the initial
instantaneous frequency of the chirp. The complex base-
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2band representation of an upchirp xS(t) modulated with
a symbol S ∈ [0, 2SF [ is given by
xS(t) =
{
ej2pi(
B
2Ts
t2+B( S
2SF
− 12 )t) for 0 ≤ t < tfold
ej2pi(
B
2Ts
t2+B( S
2SF
− 32 )t) for tfold ≤ t < Ts,
(1)
where Ts is the duration of a chirp and is defined as Ts =
2SF
B . The spreading factor SF hence determines the length
of the symbol, i.e. a chirp contains N = 2SF samples
when it is sampled at frequency fs = B. The longer a
chirp is spread over time, the greater is the probability of
correct demodulation for a given SNR, but at the expense
of a reduced throughput [13]. The effect of modulating a
chirp is illustrated in Fig. 1.
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Fig. 1: Instantaneous frequency and phase of two chirps
sampled at fs = B and modulated with the symbols S = 0
and S = 64 for SF = 8. The folding for a symbol S = 64
appears at index 192.
As shown in (1), the waveforms are built piecewise
around a folding time tfold = 2
SF−S
B to ensure inter-
symbol phase continuity [6]. This property is particularly
useful to demodulate symbols when the receiver is not yet
synchronized, as explained in Section IV.
Since 2SF different initial frequencies may be selected
by the transmitter, this modulation scheme allows to code
up to log2N = SF information bits per chirp. Data
rates can therefore be adapted by changing the spreading
factor of a LoRa communication. Valid spreading factors
as defined by the LoRa Alliance [7] range from 7 to 12
included.
A LoRa chirp xS [n] carrying a symbol S and sampled
at fs = B is represented in discrete time as follows:
xS [n] = exp
(
j2pi
[
1
2 · 2SF n
2 +
(
S
2SF
− χS [n]
)
n
])
,
(2)
where n ∈ [0, 2SF [ and
χS [n] =
{
1/2 for n < 2SF − S
3/2 for n ≥ 2SF − S.
The sequence χS [n] is introduced to represent the fre-
quency shift at the folding index nfold = 2SF −S, allow-
ing to write more concisely the upcoming developments.
B. Demodulation
A receiver implements the following steps to demod-
ulate a LoRa symbol. Assuming a symbol S is sent by
the transmitter, the receiver samples the signal yS [n] =
xS [n] + w[n] of 2SF samples where w[n] is the additive
white gaussian noise (AWGN). The receiver subsequently
applies the following operations on each chunk of 2SF
samples. The sampled signal yS [n] is first multiplied point-
by-point with an unmodulated downchirp x∗0[n], i.e. the
complex conjugate of x0[n]. Multiplying the received chirp
by x∗0[n] is called dechirping, as it removes the squared
phase component from yS [n] but leaves the frequency term
depending on S which carries the modulated information.
We denote y˜S [n] as the dechirped signal:
y˜S [n] = yS [n] · x∗0[n]
=
{
ej2pin
S
2SF + w˜[n] for n < 2SF − S
ej2pin(
S
2SF
−1) + w˜[n] for n ≥ 2SF − S
= ej2pin
S
2SF + w˜[n],
with w˜ = x∗0[n] · w[n]. It is interesting to note that the
frequency shift term χS [n] disappears as it is reduced to
a phase shift of 2pi at each sample. Common demodula-
tion strategies rely on computing the 2SF -point Discrete
Fourier Transform (DFT) of the dechirped signal. We
define Y [k] as the result of the DFT on y˜S [n]. For the
specific case where w[n] = 0, the computation yields
Y [k] = F{y˜S [n]}[k] (3)
= 2SF · δ[(k − S) mod 2SF ], (4)
with F{·}[·] denoted as the DFT and δ[k] being the
Kronecker delta function.
A maximum likelihood demodulation strategy for LoRa
symbols in presence of AWGN consists of computing
Y [k] and selecting the index of the frequency bin with
the highest real part: Ŝ = arg maxk Re{Y [k]}. However,
this receiver is very sensitive to impairments which in-
duce phase shifts [9]. A non-coherent detection allows to
resolve this issue by using the magnitude instead of the
real part, with almost equivalent performance:
Ŝ = arg max
k
|Y [k]|. (5)
This receiver is the most commonly found throughout the
literature [6, 10, 14].
C. Frame structure
Every LoRa frame starts with a preamble containing
Nup = 8 repetitions of an unmodulated upchirp x0[n],
followed by Nsync = 2 synchronization symbols xQ[n] and
Ndown = 2 repetitions of a downchirp x∗0[n]. It is well-
known that the presence of several consecutive upchirps
can be used to detect the start of a frame [12, 14].
The synchronization symbols, also called sync words,
are modulated with a predetermined value Q. This value
3is used as a network identifier to differentiate LoRa
networks that communicate on the same frequency band
[15]. A receiver configured with a given Q value will
ignore all frames whose demodulated sync word Q̂ do not
match its configuration. In practice, because off-by-one
demodulation errors are very likely before the receiver is
properly synchronized, it is recommended that all possible
values for Q are distant of 3 units [6].
III. CARRIER FREQUENCY OFFSET
When a carrier frequency offset (CFO) is present at the
receiver, a frequency shift, here denoted as ∆fc, is added
to the sampled signal:
yS [n] = xS [n] · ej2pin∆fc + w[n]. (6)
In [14], the authors study the effect of CFOs on LoRa
communications and suggest an estimator for ∆fc. We
summarize their findings in this section.
Considering the specific case where w[n] = 0, the
output of the DFT is derived as:
Y [k] = F{y˜S [n] · ej2pi∆fcn}[k] (7)
= Π(k − S, 2SF ·∆fc), (8)
where Π(k, ξ) =
1− e−j2pi(Nξ−k)
1− e−j2pi(Nξ−k)/N is the discrete sinc
function centered around frequency parameter ξ for an N -
point DFT.
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Fig. 2: Amplitudes |Y [k]| obtained when demodulating a
symbol S = 64 (SF = 8) without AWGN for several
CFO values.
The effect of CFOs after the DFT stage is illustrated
in Fig. 2 and can be interpreted as follows. A carrier
frequency offset ∆fc shifts the outputs Y [k] of the DFT
by 2SF∆fc, and therefore also affects the demodulation
decision such as, in absence of AWGN, Ŝ = bS +
2SF∆fce mod 2SF , where b·e denotes the rounding op-
eration.
It is essential to underline that ∆fc is real valued,
whereas S is integer and contained in [0, 2SF [. Following
[14], an offset ∆fc can be decomposed into two compo-
nents ∆fc =
L+ φ
2SF
(L integer, φ ∈]− 0.5, 0.5]) where
• the integer offset L shifts the spectrum line in the
frequency domain from S to (S + L) mod 2SF ,
• φ is a residual offset that shifts the spectrum line
between two frequency bins, effectively making a
sinc kernel appear in the frequency domain.
Therefore, assuming an ideal channel with no noise and
an uncorrected CFO ∆fc = L+φ2SF , a symbol S will be
incorrectly demodulated as
Ŝ = (S + L) mod 2SF . (9)
Moreover, in the case φ 6= 0, a sinc kernel is induced by
the CFO and scatters the energy of the symbol previously
contained in the single bin k, over several frequency bins,
principally the adjacent bins k− 1 and k+ 1. In presence
of AWGN, the scattering adds uncertainty to the decision
and may lead to off-by-one demodulation errors when the
energy contained in a bin k± 1 exceeds the energy of the
bin k. This degrades severely the Bit Error Rate (BER)
for values of |φ| close to 0.5, as illustrated in Fig. 3.
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Fig. 3: BER of a receiver with a fractional offset φ (L =
0 and SF = 8). Similar results apply for the fractional
sampling time offset introduced in Section IV.
The possible important BER degradations due to a CFO
underline the need for a correction scheme in the receiver.
In [14], a receiver is proposed where L and φ are estimated
and corrected independently. To estimate φ, a variant of
the well-known Schmidl-Cox estimator [16] is leveraged,
either on the samples yS [n] or on the dechirped signals
y˜S [n]:
φˆ =
1
2pi
arg
2SF−1∑
n=0
y˜S [n] · y˜∗S [n+ 2SF ]
 . (10)
The estimator averages the differences of phase between
samples with the same index from two consecutive chirps
carrying the same symbol. Moreover, in the absence of any
other impairment, an estimation of L̂ may simply consist
of
L̂ = arg max
k
|F{y˜0[n]}[k]| (11)
from one of the upchirps in the preamble, since they carry
no symbol (S = 0).
By putting everything together, upon estimation of L
and φ, the CFO of a contaminated symbol yS [n] =
xS [n] · ej2pin∆fc +w[n] can be corrected by adapting the
demodulation stage such as
Ŝ = (arg max
k
|F{y˜S [n] · e−j2pi
φˆn
2SF }[k]| − L̂) mod 2SF .
(12)
4The two components of the CFO are corrected separately
from each other. An opposite frequency shift −φˆ is applied
on the signal before the DFT, and the integer component
is subtracted from the index of the bin with maximum
energy.
IV. ANALYTICAL MODEL OF SAMPLING TIME OFFSETS
Although [14] explain the effects of CFOs for LoRa,
they do not model the consequences of possible sampling
time offsets (STO) in the receiver. We hereby propose an
analytical analysis of the latter.
Let τ be an STO such as yS(t) = xS(t + τ). We
here first consider the specific case where τ =
M
B
, with
M being integer. Due to the spread spectrum nature of
LoRa symbols, the sampled chirp yS [n] will be captured
from two consecutive chirps, such as the first 2SF −M
samples belong to the first chirp and the remaining M
samples originate from the second chirp. Even if the signal
yS [n] is assembled from two successive symbols, it is still
continuous at n = M thanks to the inter-symbol phase
continuity property explained in Section II. This property
is illustrated in Fig. 4.
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Fig. 4: Structure of a preamble for SF = 8. The dotted
lines indicate the consecutive chunks of 2SF samples
received under an integer STO M = 64. Only 4 upchirps
are shown for clarity.
Regarding the general problem where τ ∈ R, since the
preamble contains mainly unmodulated upchirps (S = 0)
and since the receiver is supposed to be already closely
aligned in time when demodulating the payload, we only
consider in this model the case where consecutive chirps
carry the same symbol S. This allows us to extend the
definition of xS(t) from (1), which was restricted to t ∈
[0, Ts[, to a periodic definition corresponding to a self-
repeating chirp x¯S(t) (t ∈ R):
x¯S(t) = exp
[
j2pi
(
B
2Ts
t2 +B
(
S
2SF
− χ¯S(t)
)
t
)]
,
(13)
with
χ¯S(t) =
{
1/2 for 0 ≤ t (mod 2SFB ) < 2
SF−S
B
3/2 for 2
SF−S
B ≤ t (mod 2
SF
B ) <
2SF
B .
By expanding x¯S(t) with t′ = t+ τ , we obtain:
y¯S(t) = exp
[
j2piB
(
t′2
2Ts
+
(
S
2SF
− χ¯S(t′)
)
t′
)]
= ejθ exp
[
j2piB
(
t2
2Ts
+
S +B · τ
2SF
· t− χ¯S(t′) · t′
)]
,
where ejθ contains the remaining phase terms that do not
depend on t. These terms do not influence the demodula-
tion decision stated in (5) since only the magnitude of the
Fourier transform outputs is taken into account. We ignore
them in the following development.
As for the CFO, the STO τ can also be decomposed
into two components: τ =
M + λ
B
> 0 with M being
integer and λ ∈] − 0.5, 0.5], i.e. the residual time offset
between samples:
y¯S(t) = exp
(
j2pi
[
B
( t2
2Ts
+
S +M
2SF
t− χ¯S(t′)
)
+ λ
( Bt
2SF
− χ¯S(t′)
)−Mχ¯S(t′)]).
The term Mχ¯S(t′) only induces a phase shift of 2pi
when it folds, and can also be simplified. After sampling
2SF points and performing the dechirping, we obtain the
following discrete time representation y˜S [n] of a dechirped
LoRa symbol S with an STO τ = M+λB :
y˜S [n] = exp
(
j2pi
[S +M
2SF
n+λ
( n
2SF
−χ¯S [n+bM+λc]
)])
,
(14)
with b·c being the floor operation and
χ¯S [n] =
{
1/2 for 0 ≤ n (mod 2SF ) < 2SF − S
3/2 for 2SF − S ≤ n (mod 2SF ) < 2SF .
Through (14), we observe that a real valued STO τ has
two effects on the symbol received. Equivalently to the
CFO, the integer component M of the STO is added to
the modulated symbol S. The fractional part also induces
a residual frequency offset λ
2SF
, but for λ 6= 0, this
frequency component contains a phase discontinuity at the
sample index J = S + bM + λc, due to the piecewise
sequence χ¯S [n+bM+λc]. In fact, the fractional STO can
be seen as a single frequency component of frequency λ
2SF
circularly shifted by J samples, since χ¯S [n + bM + λc]
induces a phase difference of piλ at n = J . Therefore,
ignoring constant phase offsets, we obtain:
y˜S [n] = exp
(
j2pi
[S +M
2SF
n
])
· exp (−j2piλ J
2SF
)
· exp (−j2piλ (2SF − J + n) mod 2SF
2SF
)
(15)
= exp
(
j2pi
[S +M
2SF
n
])
· 〈 exp (j2piλn− J
2SF
)〉
J
,
(16)
where 〈x[n]〉K corresponds to a circular shift of K sam-
ples on the signal x[n].
By following the demodulation process and using (16),
we now analyse the effect of an STO after the DFT:
Y [k] = F{ej2pinS+M2SF 〈ej2piλn−J2SF 〉J}[k]
= F{ej2pinS+M2SF }[k]~ F{〈ej2piλn−J2SF 〉J}[k]
= 2SF δ[k − (S +M)]~ [ej2piJ k−λ2SF Π(k, λ
2SF
)
]
.
5where a[n]~ b[n] is the convolution product between a[n]
and b[n]. By applying the convolution and ignoring again
constant phase offsets, we obtain a final expression of
Y [k]:
Y [k] = 2SF ej2pi
kJ
2SF ·Π(k − (S +M), λ
2SF
). (17)
Beside the frequency shift M + λ of the spectrum line
originally located at k = S, Y [k] is multiplied with a
linear phase term ej2pi
kJ
2SF .
Regarding the demodulation decision (5) for the case
where y˜S [n] underwent an STO and no other impairment
is present (particularly no CFO), because the final symbol
decision is made on the magnitudes |Y [k]|, the term
ej2pi
kJ
2SF becomes irrelevant and the sole remaining impact
of an STO τ = M+λB on the decision is the frequency shift
M + λ. Thus, in absence of AWGN, we obtain
Sˆ = arg max
k
|Y [k]| = (S +M) mod 2SF . (18)
Equation (18) is equivalent to (9) and shows that, when
analysed independently, the integer component of CFOs
and STOs have similar effects on the demodulation in
LoRa. Notably, the fractional offset λ also induces sinc
kernels in the final demodulation stage, and the BER curve
presented in Fig. 3 for the fractional CFO φ also applies
to λ.
To correct an STO, two tasks must be carried out by the
receiver. It needs to align itself on the actual boundaries
of the chirps it samples, which can be done by dropping
2SF − M samples in the preamble. It also needs to
perform a fine-grain synchronization to cancel λ, e.g. using
interpolation.
V. JOINT ESTIMATION OF CFO AND STO
COMPONENTS
Until now, we considered CFO and STO separately and
demonstrated that they can be decomposed into integer
and fractional components. When analysed independently,
the effects of these components on the demodulation can
be seen as identical. In this section, we analyse how these
offsets can be estimated when they are both present. We
hereby assume that CFO and STO synchronization fully
takes place in the preamble, and that therefore all upchirps
and downchirps are unmodulated (S = 0).
Assuming that the receiver undergo an STO τ = M+λB
and a CFO ∆fc = L+φ2SF , a representation y˜S [n] of an
unmodulated upchirp after dechirping and contaminated
by both offsets can be obtained by merging (6) and (16):
y˜0[n] = exp
(
j2pi
L+M + φ
2SF
n
)
· 〈 exp (j2pi λn
2SF
)〉
J
(19)
with J = bM + λc. Computing the DFT of this signal
yields
Y [k] = 2SF Π(k−L−M, φ
2SF
)~
[
ej2pi
kJ
2SF ·Π(k, λ
2SF
)
]
.
(20)
Due to the term ej2pi
kJ
2SF from (20), Y [k] is no longer
similar to a sinc function but a more complex function that
includes a convolution. |Y [k]| retains a peak around k =
S′, but its tails do not match the tails of a sinc function.
Due to the complexity of Y [k], deriving estimators
for the general case where L,M, φ, λ 6= 0 is rather
impractical. We instead suggest reducing the difficulty of
the problem by priorly estimating and correcting one or
several offsets components. More specifically, there are
two approaches that reduce (20) to a sinc function. When
coarse-grain time synchronization has been carried out, i.e.
J = 0, the spectral representation of the dechirped upchirp
becomes Y [k] = 2SF Π(k−L−M, φ+λ
2SF
). Similarly, if φ
is corrected, we obtain
Y [k] = 2SF ej2pi
kJ
2SF ·Π(k − L−M, λ
2SF
). (21)
These considerations underline the importance of the
order of the synchronizations operations, as correcting
even partially one offset can facilitate the estimation of
the other one. In practice, performing coarse-grain time
synchronization is more difficult than correcting φ. We
hence focus on the latter approach.
A. Estimating the fractional CFO φ
An estimator φˆ was given in (10). We demonstrate that
this estimator is in fact insensitive to STOs. φˆ uses the
quantity z computed by:
z =
2SF−1∑
n=0
y˜S [n] · y˜∗S [n+ 2SF ]
where y˜∗S [n+ 2
SF ] denotes the upchirp that follows y˜S [n]
after dechirping. We assume that the STO τ is constant
throughout the successive symbols.
As demonstrated in (15), the frequency offset λ
2SF
due to the fractional STO is cyclic with a period 2SF .
Hence, the phases induced by this offset are equal between
consecutive upchirps. Using (19) and assuming no AWGN,
we obtain:
z =
2SF−1∑
n=0
y˜0[n] · y˜∗0 [n+ 2SF ]
=
2SF−1∑
n=0
exp
(
j2pi
S′ + φ
2SF
n
)
· 〈 exp (j2pi λn
2SF
)〉
J
· exp
(
−j2piS
′ + φ
2SF
(n+ 2SF )
)
· 〈 exp (−j2pi λn
2SF
)〉
J
=
2SF−1∑
n=0
exp
(
j2piφ
)
.
The equation (10) can therefore be used even in pres-
ence of an STO. The estimations from successive pairs of
upchirps can be averaged to improve the precision of the
final estimation.
B. Estimating the integer offset components L and M
As indicated in (18), an STO τ also impacts the demod-
ulation of the upchirps in the preamble. Consequently, (12)
is no longer valid in presence of an STO.
Hence, we now investigate the estimation of L and M
due to the presence of both CFO and STO. Assuming no
6AWGN and φ, λ = 0, the demodulation decision (5) for
an upchirp yields
Ŝup = arg max
k
|Y [k]| = (L+M) mod 2SF . (22)
However, the receiver needs to estimate M and L
separately, since both are required in distinct offset cor-
rection schemes. To this end, [17] suggest leveraging the
downchirps in the preamble.
By re-using the development laid in Section IV, we
derive an analytical representation of a downchirp con-
taminated by both offsets. Considering first a sampled
downchirp y∗0 [n] contaminated by an STO but no CFO,
it can be shown that:
y∗0 [n] = exp
(
−j2pi
[ 1
2 · 2SF n
2 +
M
2SF
n− 1
2
])
· 〈 exp (−j2piλn− J
2SF
)〉
J
.
After adding a CFO to y∗0 [n] and dechirping it with an
unmodulated upchirp, we obtain
y˜∗0 [n] = exp
(
j2pi
L−M + φ
2SF
n
)
· 〈 exp (−j2pi λn
2SF
)〉
J
.
(23)
We denote Y ∗0 [k] as the DFT of y˜
∗
0 [n]:
Y ∗0 [k] = 2
SF Π(k−L+M, φ
2SF
)~
[
ej2pi
kJ
2SF ·Π(k, −λ
2SF
)
]
.
(24)
By comparing (20) and (24), we can deduce that positive
STOs and CFOs shift the spectral line in the same direction
for upchirps, but in opposite directions for downchirps.
Therefore, under the same assumptions used to obtain (22),
the demodulation decision for an unmodulated downchirp
is different from (22):
Ŝdown = arg max
k
|Y ∗0 [k]| = (L−M) mod 2SF . (25)
Using Ŝup and Ŝdown, M and L can be estimated
separately to some extent. If L̂ is known, M can be
estimated such as
M̂ = (Ŝup − L̂) mod 2SF . (26)
with 0 ≤ M̂ < 2SF , owing to the fact that the receiver
may start acquiring a symbol at any time of its transmis-
sion.
Yet, because the values Ŝup and Ŝdown are constrained
by the demodulation to 2SF different integer values, the
sum L + M and difference L −M wrap around 0 and
2SF . As a direct consequence, it is impossible to recover
both components M and L in the range [0, 2SF [ without
ambiguity. Taking into account that ∆fc, and thus L, may
be positive or negative, but still assuming φ, λ = 0 and no
AWGN, a naive estimation of L would be
L̂′ =
⌊
1
2
Γ2SF
[
(Sˆup + Sˆdown) mod 2
SF
]⌋
, (27)
with ΓN [k] =
{
k for 0 ≤ k < N2
k −N for N2 ≤ k < N.
However, this estimator is very sensitive to off-by-one
errors induced by fractional offsets. To better understand
this kind of error, we now consider a receiver only affected
by a given fractional STO λ and CFO component L. By
defining W˜ [k] = F{w˜[n]}[k], we have Y0[k] = Π(k −
L, λ) + W˜ [k] and Y ∗0 [k] = Π(k − L,−λ∗) + W˜ [k], i.e.
the DFTs of an upchirp and a downchirp are symmetric
around k = L. If λ is close to 0.5, |Y0[L]| ≈ |Y0[L+ 1]|,
and the probability of demodulating Ŝup = L+ 1 instead
of Ŝup = L is high due to the noise. Let ν (resp. ν∗) be
equal to 1 if the bin to the right of Ŝup (resp. Ŝdown) is
greater than the bin to the left, else −1:
ν = sgn(|Y0[Ŝup + 1]| − |Y0[Ŝup − 1]|)
ν∗ = sgn(|Y ∗0 [Ŝdown + 1]| − |Y ∗0 [Ŝdown − 1]|).
In a noiseless scenario, the symmetry property implies ν =
1, ν∗ = −1 for λ > 0, and ν = −1, ν∗ = 1 for λ < 0.
These two statements also hold when M 6= 0.
When AWGN is present, the noise may break this
symmetry when the spectrum line of either the upchirp
or downchirp slides to the adjacent frequency bin, thus
yielding ν = ν∗. If either Ŝup or Ŝdown is affected by such
demodulation error, (27) yields a non-integer value, and
neither L nor M can be estimated without ambiguity (i.e. a
random binary decision must be taken on their estimations,
e.g. flooring the value as done in (27)).
Fortunately, by computing ν and ν∗, the receiver can
detect that an off-by-one demodulation error happened in
Ŝup or Ŝdown and mitigate it by including a correction
term γ when estimating L:
L̂ =
1
2
Γ2SF
[
(Sˆup + Sˆdown + γ) mod 2
SF
]
(28)
where γ = ν if ν = ν∗, and γ = 0 otherwise. The
performances of (27) and (28) are compared in Section
VI.
We highlight that due to the frequency wrappings from
the DFT, L̂ is bounded to [− 2SF4 , 2
SF
4 [, meaning that this
scheme can only detect a CFO ∆fc ∈ [−B4 , B4 ].
C. Estimating the fractional STO λ
Once the CFO component φ is corrected, the spectral
representation of a dechirped upchirp becomes Y [k] =
2SF ej2pi
kJ
2SF ·Π(k − S′, λ
2SF
). The task of estimating the
fractional frequency λ is then similar to the well-studied
problem of estimating the residual frequency of a single
tone signal under AWGN.
Let h[n] be a single tone signal h[n] = ej2pin
fi+fr
N +
w[n] of length N with fi being integer, fr ∈]− 0.5, 0.5].
We denote H[k] = Π(k − fi, fr) as the N -point DFT
of h[n]. State-of-the-art frequency estimators fˆr either
require an usage of the phase of Y [k] [18], or rely on zero-
padding to improve the accuracy of the estimation [19].
For both cases, these estimators cannot be directly applied
to upchirps or downchirps from the preamble. That is, the
phase of Y [k] is not solely determined by λ, but also by the
term ej2pi
kJ
2SF . Likewise, due to the phase discontinuity at
n = J , symbols from the preamble cannot be zero-padded
as this makes the signal non-periodic. In both cases, a
prior knowledge of J ≈ M is required before λ can be
estimated.
Taking into account the LoRa frame structure and the
estimation scheme for L and M , M̂ can only be obtained
7after demodulation of a complete downchirp. It is then
possible to use any estimator fˆr operating directly on the
complex values of the DFT, e.g. [20]:
fˆr = −Re
[ H[i+ 1]−H[i− 1]
2H[i]−H[i− 1]−H[i+ 1]
]
, (29)
with i = arg maxk |H[k]|.
Considering the DFT Y0[k] of an unmodulated upchirp
and assuming J ≈ M̂ , an estimator λ̂ can thus be built
from fˆr by correcting the phases of Y0[k] once M is
estimated:
λ̂ = −Re
[
W−M̂Y0[i+ 1]−W M̂Y0[i− 1]
2Y0[i]−W−M̂Y0[i+ 1]−W M̂Y0[i− 1]
]
,
(30)
with W k = ej2pi
k
2SF . Similarly to φˆ, the estimation of λ
can be improved by using an average Y 0[k] of the DFT
of several upchirps instead of Y0[k].
Albeit (26) is prone to an off-by-one demodulation error
on Ŝup, such error will also cause a sign change on λ̂,
ensuing that the error on the latter compensates the error
on the former.
VI. A COMPLETE SYNCHRONIZATION SCHEME
In Section V, we demonstrated that the estimations of
the CFO and STO components are deeply intertwined and
needed to be carried out in a precise order. We now present
a full synchronization algorithm and a receiver using the
estimators previously obtained. The performance of the
receiver is then presented and discussed.
A. Upchirps processing
When waiting on a frame, the receiver continually
captures chunks yi[n] of 2SF samples and demodulates
them using (5), with i being the chunk index. We denote
Ŝi as the successive demodulated symbols.
The beginning of a frame is detected at index p when-
ever
∀j ∈ [1, 4], |(Ŝp+j − Ŝp) mod 2SF | ≤ 1. (31)
Since Nup = 8, this decision identifies the first half of the
upchirps in the preamble, while allowing possible off-by-
one errors induced by fractional offsets. The threshold is
arbitrary defined at four upchirps instead of two or three.
This setting reduces the probability of false detection of
a preamble, which would vainly trigger the rest of the
synchronization algorithm.
Upon detection of two successive upchirps, i.e. |(Ŝi+1−
Ŝi) mod 2
SF | < 1, the receiver starts an estimation of φˆi
using (10) with yi[n] and yi+1[n]. The final estimate φˆ is
then obtained by averaging the individual estimates such
as φˆ = 2Nup
∑Nup/2
i=p φˆi after identification of p.
The remaining complete upchirps can be used to es-
timate Sup and λ if they are coherently averaged into
a signal yS [n], i.e. by correcting the fractional CFO
continuously across consecutive chunks:
yS [n] =
1
Nup/2− 1
Nup−1∑
i=p+Nup/2+1
y˜iS [n] · e−j2piφˆ(i+
n
2SF
).
(32)
Since the DFT of yS [n] corresponds to (21) because the
fractional CFO is fixed, the receiver can compute Ŝup =
arg maxk |Y 0[k]|. The bin heights Y 0[Ŝup − 1], Y 0[Ŝup]
and Y 0[Ŝup + 1] are subsequently stored in memory until
the downchirp processing step to estimate λ. Using half
of the upchirps to estimate φ and the remaining half for λ̂
allows both fractional offsets to be corrected with a similar
accuracy, which is a more efficient strategy than favouring
one offset instead of the other.
B. Sync words processing
To successfully synchronize a LoRa frame, the receiver
must not only estimate and correct its offsets with respect
to the transmitter, but also determine if the frame’s network
identifier Q matches its own configured value. Since the
receiver is not properly aligned in time with the transmit-
ter, after reception of Nup−1 complete upchirps, the chunk
i = p+Nup contains J samples of the last unmodulated
upchirp and 2SF − J samples of the first sync word, and
cannot be demodulated. This effect is illustrated in Fig. 4.
Let Ŝsync the demodulated symbol of chunk i = p +
Nup + 1. Since all possible values for Q are distant of 3
units, the network identifier is retrieved using
Q̂ = 3
⌊ (Ŝsync − Ŝ∗up) mod 2SF
3
⌉
. (33)
The estimation of Q is therefore not subject to off-by-
one demodulation errors caused by the remaining frac-
tional STO.
C. Downchirp processing
Upon reception of a full downchirp, the receiver pro-
ceeds to its demodulation to obtain Ŝdown. It then fol-
lows (28) and (26) to derive L̂ and M̂ . Once M̂ is
known, the receiver computes λ̂ using (30) from the values
Y 0[Ŝup − 1], Y 0[Ŝup] and Y 0[Ŝup + 1].
To mitigate the STO, the receiver finally discards 2SF−
M̂ samples and performs a fine-grain time synchroniza-
tion, e.g. by advancing its sampling clock of ∆τ = λ̂B or
using interpolation. The upcoming information symbols
can then be demodulated using (12).
D. Simulation results and discussion
To evaluate the performance of the suggested synchro-
nization scheme, we implemented the receiver illustrated
in Fig. 5. The RF chain comprises an ADC that samples
the received signal at an oversampling rate R =
fs
B
. The
receiver decimates this signal and selects, once λ̂ is known,
the polyphase that minimizes the fractional STO among
the R ones available. The decimation stage is preceded by
a low-pass filter to avoid aliasing. The subsequent stages
implement (12).
The BER and synchronization failure rates of this
receiver are determined using Monte-Carlo runs for dif-
ferent SNR levels. At each level, 100, 000 LoRa frames
modulated with SF = 8 and consisting of a preamble and
10 information symbols are fed to the receiver. For each
run, the information symbols, CFO and STO are uniformly
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Fig. 5: Architecture of the simulated receiver. The CFO
and STO are corrected using the estimators previously
described.
distributed in the ranges S ∈ [0, 2SF [, ∆fc ∈ [−B
4
,
B
4
]
and τ ∈ [0, 2
SF
B
[.
We consider a frame to be correctly synchronized at the
receiver if Q̂ = Q, | L̂+φ̂
2SF
−∆fc| < 0.5 and | M̂+λ̂B − τ | <
0.5. If the two latter conditions are not met, the receiver
cannot correctly demodulate any information symbol in
the frame.
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Fig. 6: Synchronization failure rates for two variants of
the proposed synchronization scheme (SF = 8). The
suggested non-naive synchronization scheme leveraging
(28) is subsequently tried with different preamble sizes
(Nup/Nsync/Ndown).
The synchronization failures rates are presented in Fig.
6, for two variants of the synchronization algorithm. The
first variant uses the naive estimator L̂′ explained in (27),
whereas the second relies on (28). Even though the naive
estimator L̂′ is valid in absence of noise, Fig. 6 demon-
strate that it is very sensitive to off-by-one demodulation
errors caused by AWGN, even at high SNR. The proposed
synchronization scheme using (28) does not exhibit the
same shortcoming.
Furthermore, Fig. 7 shows the BER of the synchro-
nized frames only for different oversampling rates R. By
ignoring the unsynchronized frames, the metric reflects
the ability of the receiver to estimate and correct the
fractional components λ and φ. Notably, the developed
scheme demonstrates good performance for R = 4 as the
simulated BER are almost identical to the BER of an ideal
receiver. Higher oversampling rates do not significantly
further improve the performance of the system, but lower
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Fig. 7: BER of the proposed receiver for different over-
sampling rates R with SF = 8. Only the synchronized
frames are included in the metric.
ones strongly deteriorate the BER as the receiver is then
unable to sufficiently mitigate the fractional STO.
By comparing the synchronization failure rate and the
BER, one can observe that the synchronization stage limits
the overall performance of the system, as its failure rate
lags between 2 and 3 dB behind the BER. This difference
is principally due to the absence of redundancy when
estimating Ŝsync and Ŝdown, as a single demodulation
error on the sync word or downchirp impairs the whole
synchronization process. Fig. 6 shows three additional
scenarios where the preamble is extended. Adding 2 sync
words and 2 downchirps and coherently averaging these
symbols as in (32) improves the performance of the
proposed scheme by 1.5 dB. However, further extending
with Nsync = Ndown = 6 actually slightly decreases the
synchronization rate. This is due to the fact that coherent
averaging requires an accurate estimate φˆ. If the fractional
CFO is only partially corrected after (32), the greater
the number of upchirps to average, the less coherent the
average becomes. This strongly deteriorates the estimation
of λ using (30) which relies on the phase of the DFT.
Even increasing the number of upchirps to Nup = 16,
to obtain a more precise estimate of φ, yields a similar
synchronization rate to the one obtained with Nup = 8
and Nsync = Ndown = 4.
We hence witness that the overall performance of the
receiver should not be inferred from its BER, but rather
from its synchronization failure rate. The proposed non-
naive algorithm already demonstrates good performance
when it is used with the conventional LoRa preamble.
However, the synchronization rate can be improved by 1.5
dB when adding two sync words and downchirps to the
preamble. The associated cost of this extension is very
limited since the conventional preamble already consists
of 12 symbols. Further gains on the synchronization rate
cannot be obtained by extending more the preamble be-
cause the receiver presents a lower bound independent of
the preamble length, which is already attained with the
extension of 4 symbols explained above.
9E. Complexity evaluation
The number of different signal processing functions
executed by the proposed receiver for the preamble identi-
fication and the synchronization is summarized in Table I.
With respect to the processing required for the demod-
ulation itself, which needs to be carried out for every
symbol in the preamble, the estimators φˆ and λˆ are very
lightweight. This underlines that the presented synchro-
nization scheme has an overall very low implementation
complexity.
Task Operations
Estimation of φ
Nup
2
· 2SF MAC, Nup
2
angle
Estimation of λ 1 complex division
Demodulation
Npre · 2SF complex mult. (dechirping),
Npre complex 2SF -point FFT,
Npre · 2SF magnitude comparisons
TABLE I: Principal signal processing operations executed
by the receiver during the reception of the preamble. Npre
is equal to the number of chirps in the preamble, i.e.
Npre = Nup +Nsync +Ndown.
VII. CONCLUSION
This work is the first to propose a synchronization
scheme for LoRa receivers resistant to carrier frequency
and sampling time offsets. To this end, we derived an
analytical model for sampling time offsets. We showed
that these two offsets are deeply intertwined and that they
could not be estimated independently of each other.
The synchronization algorithm described in this paper
has a very low complexity with respect to the demodula-
tion stage of LoRa, and is thus adapted to IoT sensor nodes
with a tight power budget. The algorithm has subsequently
been verified in simulation and exhibits good performance.
However, due to the size of the preamble of LoRa frames,
the synchronization is still the stage limiting the capability
of a receiver to demodulate frames at low SNR. Further
trials that extended the size of the preamble have shown
improvements in the synchronization rate, and allow to
conclude that its conventional size is not optimal for our
receiver.
Future work could thus investigate alternatives to the
current preamble and study new synchronization schemes
that do not hamper the overall performance of a LoRa
receiver.
ACKNOWLEDGMENTS
The authors would like to thank Reza Ghanaatian, Orion
Afisiadis, and Pr. A. Burg from the EPFL, Switzerland for
useful discussions on the LoRa PHY and for sharing their
simulation framework.
REFERENCES
[1] G. A. Akpakwu, B. J. Silva, G. P. Hancke, and A. M.
Abu-Mahfouz, “A survey on 5G networks for the
Internet of Things: Communication technologies and
challenges,” IEEE Access, vol. 6, pp. 3619–3647,
2017.
[2] D. Bol, “Ultra-low-power SoCs for local sensor data
processing,” Intelligent Energy-Efficient Systems at
the Edge of IoT, 2018, forum of IEEE Int. Solid-
State Circuits Conf.
[3] ——, “Ultra-low-power wireless communications for
IoT smart sensors,” Sensors and Energy Harvesting,
2018, tutorial of IEEE European Solid-State Circuits
Conf.
[4] D. Bol and G. de Streel, An 802.15.4 IR-UWB
transmitter SoC with adaptive-FBB-based channel
selection and programmable pulse shape, ser. The
Fourth Terminal. Springer, 2020.
[5] K. Mekki, E. Bajic, F. Chaxel, and F. Meyer, “A
comparative study of LPWAN technologies for large-
scale IoT deployment,” ICT express, vol. 5, no. 1, pp.
1–7, 2019.
[6] S. O. and S. N., “Low power long range transmitter,”
Feb. 2 2016, US Patent 9,252,834.
[7] S. N. et al, “LoRaWAN specification,” LoRa alliance,
2015.
[8] J. Haxhibeqiri, E. De Poorter, I. Moerman, and
J. Hoebeke, “A survey of LoRaWAN for IoT: From
technology to application,” Sensors, vol. 18, no. 11,
p. 3995, 2018.
[9] A. Marquet, N. Montavont, and G. Z. Papadopoulos,
“Investigating theoretical performance and demod-
ulation techniques for LoRa,” in 1st International
Workshop on Data Distribution in Industrial and
Pervasive Internet (DIPI 2019), 06 2019.
[10] L. Vangelista, “Frequency shift chirp modulation:
The LoRa modulation,” IEEE Signal Processing Let-
ters, vol. 24, no. 12, pp. 1818–1821, 2017.
[11] M. Knight and B. Seeber, “Decoding LoRa: Realiz-
ing a modern LPWAN with SDR,” in Proceedings of
the GNU Radio Conference, vol. 1, no. 1, 2016.
[12] P. Robyns, P. Quax, W. Lamotte, and W. Thenaers,
“A multi-channel software decoder for the LoRa
modulation scheme,” 2018.
[13] T. Elshabrawy and J. Robert, “Closed-form approx-
imation of LoRa modulation BER performance,”
IEEE Communications Letters, vol. 22, no. 9, pp.
1778–1781, 2018.
[14] R. Ghanaatian, O. Afisiadis, M. Cotting, and A. Burg,
“Lora digital receiver analysis and implementation,”
in ICASSP 2019-2019 IEEE International Confer-
ence on Acoustics, Speech and Signal Processing
(ICASSP). IEEE, 2019, pp. 1498–1502.
[15] A. Augustin, J. Yi, T. Clausen, and W. Townsley, “A
study of LoRa: Long range & low power networks
for the internet of things,” Sensors, vol. 16, no. 9, p.
1466, 2016.
[16] T. M. Schmidl and D. C. Cox, “Robust frequency and
timing synchronization for OFDM,” IEEE transac-
tions on communications, vol. 45, no. 12, pp. 1613–
1621, 1997.
[17] S. O. and S. N., “Low complexity, low power and
long range radio receiver,” Jan. 4 2018, US Patent
App. 15/620,364.
[18] B. G. Quinn, “Estimation of frequency, amplitude,
and phase from the DFT of a time series,” IEEE
10
transactions on Signal Processing, vol. 45, no. 3, pp.
814–817, 1997.
[19] C. Yang and G. Wei, “A noniterative frequency
estimator with rational combination of three spec-
trum lines,” IEEE transactions on Signal Processing,
vol. 59, no. 10, pp. 5065–5070, 2011.
[20] E. Jacobsen and P. Kootsookos, “Fast, accurate fre-
quency estimators [DSP Tips & Tricks],” IEEE Sig-
nal Processing Magazine, vol. 24, no. 3, pp. 123–
125, 2007.
