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ABSTRACT 
Let A, B, C be R X n matrices of zeros and ones. Using Boolean addition and 
multiplication, we say that A is prime if it is not a permutation matrix and if A =BC 
implies that B or C must be a permutation matrix. Conditions sufficient for a matrix 
to be prime are provided, and a characterization of primes in terms of a notion of 
rank is given. Finally, an order property of primes is used to obtain a result on prime 
factors. 
1. INTRODUCTION 
Let B, be the set of all n X n matrices of zeros and ones. We use Boolean 
addition and multiplication; that is, we add and multiply as usual, but 
replace all positive entries in the final result by ones. For example, 
Let P, denote the set of all nX n permutation matrices. 
DEFINITION 1.1. We say that A EB, is a (Boolean) prime if A 4 P,, and 
whenever A = BC, where B, CE B,, then either B or C is in P,,. 
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Th e permutation matrices are the units in B,,, i.e. the matrices A EB,, 
such that for some BEB,,, AB= BA =I, the identity matrix in B,. Similar 
definitions can be made in other matrix semigroups. For the semigroup Zz 
of all n X fl matrices with nonnegative integer entries, the units are again the 
n X n permutation matrices. For the semigroup RT of all n X n matrices with 
nonnegative real entries, the units are the matrices A ERA whose pattern A* 
(obtained by replacing the positive entries by ones) is a permutation matrix. 
Primes in Ri have been studied by Richman and Schneider [ll] (see also 
Berman and Plemmons [l, p. 751). For the semigroup Z, of all nXn matrices 
with integer entries, the units are the matrices with determinant + 1 and the 
primes are the matrices with determinant a prime number [4, p. 61. 
In this paper we only consider Boolean primes. This is perhaps the most 
interesting case, because in B, the matrix product has a compelling interpre- 
tation in terms of families of subsets of [n] = { 1,2,. . . , n}. Identifying col- 
umns of matrices in B, with subsets of [n], the equation A = BC says that for 
each k, 1 < k < n, the kth column A .k of A is a union of columns of B, in fact, 
of those columns of B corresponding to the ones in C, (i.e. those B,‘s such 
that Cjk = 1). 
Another reason for considering the Boolean case is that primes in B,, give 
rise to families of primes in RL and Zz. Note that if A = BC, A, B, C in Rz 
or Z,+, then A* = B*C*. Thus, if A E Rl and A* is prime in B,, then A is 
primeinR~.Also,ifAEZ~ andA*isprimeinB,,,thenAisprimeinZz if 
and only if the greatest common divisor of the nonzero entries of each row 
and of each column of A is always one. 
Unless otherwise specified, we shall assume throughout the paper that all 
matrices are matrices of zeros and ones, that matrix addition and multiplica- 
tion is Boolean, and that columns and rows of zeros and ones are identified 
with subsets. 
2. PRELIMINARIES 
DEFINITION 2.1. We say that A, A’ EB,, are equivalent if there are 
P, QEP” such that A’ = PAQ. 
That is, A’ is equivalent to A if A’ can be obtained from A by permuting 
the rows and columns of A. We note that A E B,, is prime if and only if any 
matrix equivalent to A is prime. 
There are no primes in B, or B,. Consequently, when discussing primes 
in B, we shall always assume that n > 3. 
DEFINITION 2.2. If A, B are Boolean matrices we say that A contains B, 
and write A > B, if A and B are the same size m X n and Aii > Bii for all 
ldidm, l<j<n. 
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If A EB,, is prime, then no column of A can contain another; otherwise, 
A would not be a permutation matrix, and A =AC for an elementary matrix 
C, that is a matrix C equivalent to the direct sum of 
I I 
; ; and IEB,_,. 
Similarly, if A EB, is prime, then no row of A can contain another. In 
particular, if A E B, is prime, then A will have no zero rows or columns and 
no row or column with all entries equal to one. 
EXAMPLE 2.3. Up to equivalence, the only nonpermutation matrix in B3 
without row or column containment is 
i 0 10 1 0 1, I 
and so this is the only candidate for a prime in B,. 
DEFINITION 2.4. An n Xn matrix A is called r-indecomposable, where 
O<r<n, if it has no sXt zero submatrix where s,t>l and s+t=n-r+l. 
More general measures of indecomposability have been introduced by 
Hartfiel [8]. Closely related notions have been studied by Fenner and Loizou 
El. 
We note that if A EB, is r-indecomposable, then each column of A has at 
least r-t 1 ones, the union of each pair of columns of A has at least 
min( r+ 2, n) ones, the union of each triple of columns of A has at least 
min(r+ 3, n) ones, and so on. The converse is also true. The corresponding 
statements for rows also hold. 
A matrix A E B, is 0-indecomposable if and only if it contains an n X n 
permutation matrix. A 1-indecomposable matrix, i.e. a matrix with no k X (n 
- k) zero submatrices, 0 < k < n, is also called fully indecomposable. 
By a block partition argument like that in [ll; p.1381, it follows that a 
prime is either frilly indecomposable or equivalent to the direct sum of a 
fully indecomposable prime and an identity matrix. Thus in studying primes 
in B,, we may restrict our attention to fully indecomposable matrices. In 
particular, we may assume that the matrices have no singleton rows or 
columns. 
We note that for r> 1, an r-indecomposable matrix is always fully 
indecomposable. Thus, r-indecomposability refines full indecomposability 
and can be used to further distinguish prime matrices. 
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EXAMPLE 2.5. Up to equivalence, the only fully indecomposable matrices 
in B4 without row or column containment are: 
(1) I 0 1 1 1 1 0 1 
110 
1 I 
1’ 
the only case with a 2 x 2 submatrix of ones, 
1 1 1 0 
0 1 1 1 
(2) i 1 1 0 0 _..-_:-:~_. 
1 O 1 O 
I ’ the on’__ 
0 0 1 three< 
1 0 0 1 
(3) 1 1 0 0 the case where each column has two ones. 
0 0 1 1 
Each column of the first matrix is a union of columns of the third matrix, and 
so the first matrix is not prime. 
The results of the next section will imply that our candidates for primes 
in Bar B4 (i.e. the matrix in Example 2.3 and the last two matrices in Example 
2.5 above) really are prime. 
3. CONDITIONS SUFFICIENT FOR A MATBIX TO BE PRIME 
By a J-submatrix of A EB,, we mean an s X t submatrix of A, where 
1 <s, t < n, all of whose entries are one. We say that the J-submatrix is 
properifs>l,t>l.ByaJ2ofAwemeana2X2J-submatrixofA.LetB.k 
denote the kth column of B, and C,. the kth row of C, where 1 < k < n. We 
note that if A = BC, B, C E B,, , then A = Zk B .& ., where each B .& is an 
n X n matrix contained in A which, if it is not a zero matrix, can be identified 
with a J-submatrix of A. 
DEFINITION 3.1. Let AEB,,, and let PEP, be contained in A. We say 
that P is isolated (in A) if no .ls of A contains two ones of P. 
LEMMA 3.2. Let A E B, contain the identity matrix. Zf I is isolated and 
A-BC where B,CEB,, then BP>Z and P’CZZ for some PEP,. 
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Proof. Since A = Ek B .kCk. 2 I, each of the n ones of Z is in some B .& . . 
Since Z is isolated in A, no Jz of A, and so no J-submatrix of A, contains two 
ones of I. Thus each B+Ck has a single one of I. If PEP,,, BP is obtained by 
permuting the columns of B, and PtC by permuting the rows of C. Choose P 
so that the kth one of Z is in (BP) .k( PtC)k . . Then BP2 I, P’C> 1. H 
DEFINITION 3.3. If A E B,, contains a PEP,,, we say that a J-submatrix of 
A meets P if it contains a one of P. 
THEOREM 3.3. Let A E B,, be r-indecomposable, r > 1, and suppose that 
A cqntains an isolated permutation matrix P. Zf less than T Jz’s of A meet P, 
then A is prime. 
Proof. Since the conditions of the theorem are preserved by equiva- 
lence, we may take P = 1. 
We first show that n > 37. We call the ones in Z diagonal ones. Not every 
column of A can contain two nondiagonal ones that are in a J, that meets I, 
for then at least n> r Js’s of A would meet 1. Let A .i be a column that 
contains no such pair of ones, and let K=(k~[n]: A,.=l, kfj}. SinceA is 
r-indecomposable, r+ 1 < ) A.jl (the number of ones in A .j), and so r < 1 K 1 
(the cardinality of K). By the choice of A .i, the ] K 1 X ) K ) submatrix A,, of A 
whose entries are in the K rows of A and the K columns of A is an identity 
matrix. The case where i = 1 and the ones of A _i are the first 1 K I+ 1 entries is 
shown below: 
K 
Since Z is isolated, the K entries of Ai. (the first row in the illustration) will 
all be zero. Thus each K column of A has at least r more ones in its KU {i} 
entries, where denotes complement. Since Z is isolated, it follows that each 
K row of A has at least r more zeros in its KU {i} entries. Thus, each K row 
has at most n - (I K ( - 1) - r ones. Since A is r-indecomposable, this is at least 
r+l. Thus n> (Kl+2r>3r. 
Since A is fully indecomposable, it cannot be a permutation matrix. To 
prove that A is prime, we assume that A = BC, where B, C E B,,, and show 
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that either B or C must be a permutation matrix. Since Z is isolated, we may 
assume that B, C> I, by Lemma 3.2. 
Let K={k~[n]:]Z?.,]<l}. Since Z?zZ, ]B,J=l for kEK. 
If 1 K ) = n, then B = Z is a permutation matrix. Thus we may assume that 
(K(<n. 
If r < I K I <n, then K, the complement of K in [n], is nonempty. Since Z 
is isolated, each B.&J,. meets a single one of I, as in Lemma 3.2. If k EK, 
then I B, I > 2, so B.,C,. contains_a ) B,) X ) C,.] J-submatrix of A meeting I 
only at its kth one. Thus, for k E K, each one in C, _, other than C,. = 1, gives 
rise to another _Zs of A meeting I at its kth one. Since less than r .Zs’s of A 
meet I, the K row submatrix of C must have less than r nondiagonal ones, 
and so less than ) KI + I ones in all. Consequently, this I K] x n row submatrix - 
ofChasatleastn-(KI-r+l=(KI-r+l>Ozerocolumns.Thesituationis 
illustrated below for K equal to the first I K I integers: 
K P 
~[___~__~__] i[ j o 1 ] 
B C 
Multiplying the Z? rows of B by the columns of C that contain the ) K ) - r f 1 
or more zero columns in the K row submatrix of C gives a zero submatrix of 
A, which is at least ]KJx(JK]-~+~). But ]K]+JK]-r+l=n-r+l, and 
this contradicts the r-indecomposability of A. Thus the case r Q I K( <n 
cannot occur. That is, if B is not a permutation matrix (i.e. if (K) < n), then 
less than T columns of B can be singletons. Likewise, if C is not a permuta- 
tion matrix, then less than r rows of C can be singletons. 
If (K( <r, then C must be a permutation matrix. Otherwise, from the 
comment above, more than n - T rows of C would not be singletons, at most 
( K ) < r - 1 of wljch are K rows of C. Therefore, more than n - r - (T - 1) = n 
- 2 r+ 1 of the K rows of C would be nonsingletons, and so would each have 
a nondiagonal 1. As before, these would yield more than n - 2r+ 1 &‘s of A 
meeting 1. But n>3r, so more than n-2r+l>r+l Js’s of A meet I, a 
contradiction. n 
Theorem 3.3 is the synthesis of two quite different results (on sufficient 
conditions for a matrix to be prime), proved earlier in [4,5]. These results 
now follow as Corollaries 3.4, 3.5-the latter in an improved form. 
COROLLARY 3.4. Let A EB,, be fully indecomposable. Replace all th-e 
ones in A that are in Jz’s of A by zeros. Zf the resulting matrix contains an 
n x n permutation matrix, then A is prime. 
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Proof. Here r > 1. The permutation matrix meets r - 12 0 Js’s of A; in 
particular, it is isolated. Thus A is prime by the theorem. n 
COROLLARY 3.5. Let A E B,,. Zf, for some r > 1, A is r-indmmnposab~ 
and A has less than r Jz’s, then A is prime. 
Proof. By Theorem 3.3, it is enough to show that the conditions in the 
statement of the corollary imply that A contains an isolated permutation 
matrix. We prove this by induction on n. 
If n = 3, we have r= 1; otherwise every entry of A would be one and A 
would have more than r Jz’s. Since a 1-indecomposable matrix is O- 
indecomposable, it contains a permutation matrix; it will be isolated, since A 
has no J2’s. 
Let A E B,,, n > 4. We suppose that any smaller matrix that satisfies the 
conditions contains an isolated permutation, and will show that A contains 
an isolated permutation also. If there are no Jz’s in A, any permutation will 
do. Thus, we may assume that A has some J2’s, and so that r - 1> 0 or r > 2. 
Also, the ones of A couldn’t all be in Jz’s, because A has at least r+ 1 ones in 
each column, n( r + 1) or more ones in all, and so would have at least 
[ n ( r + 1) /4 1 > r Jz’s, where [ x 1 denotes the smallest integer greater than or 
equal to x. Consequently, we may assume that some of the ones of A are in 
Jz’s and some are not. Then there must be a one of A, Aii say, that is not in a 
JS, and yet some one in the row or column through it is in a Jz. Otherwise A 
would be the direct sum of the submatrix of A containing the ones in Jz’s and 
the submatrix containing the ones not in J2’s, and the full indecomposability 
of A would be contradicted. Now the submatrix A’ of A obtained by 
removing the row and column through Aii is an (n - 1) X (n - 1) matrix that 
is (r - 1)-indecomposable and has less than r - 1 Jz’s. Thus, by the inductive 
assumption, A’ contains a permutation matrix 4’ isolated in A’. No Jz of A 
contains two ones of P’, since such Jz’s must be contained in A’. Let P be the 
permutation matrix (contained in A) formed by taking the direct sum of P’ 
and Aii. Since no Jz of A meets A,,, P is isolated in A. n 
The following special case was the initial motivation for Corollaries 3.4, 
3.5. 
COROLLARY 3.6 [ll, p. 1371. Zf AEB, is fully indecomposabb and bus 
no J2’s, then A is prime. 
The next corollary, proved independently by N. J. Pullman (private 
communication), provides us with a large class of primes. 
126 D. DE CAEN AND D. A. GREGORY 
COROLLARY 3.7. Let A EB, have the following form: 
*d 
Z 
A2 Z 
4 
. . 
*d--l 1 
> where d>3, 
the Z’s denote identity matrices (not necessarily of the same size), and all 
blank entries are zero. Zf A is fully indecomposable, then A is prime. 
Proof. Since the diagonal entries meet no _Zs of A, the result follows 
from Corollary 3.4. n 
The matrix A in Corollary 3.7 is fully indecomposable if and only if A has 
no singleton rows or columns and the matrix product A, Ad_ I + . * A, A i is 
primitive (i.e. has some power all of whose entries are one). To see this, we 
recall that ME B, is called irreducible if and only if MX @ X for all n x 1 
matrices Xwith O<lxJ<n, whereas, AEB,, is fully indecomposable if and only if 
~AX~>JX~+lforallnXlmatricesXwithO<~X~<n.Itthenfollowsthat 
if A 1 I, then A is folly indecomposable if and only if the matrix M =A\Z 
(obtained by replacing the diagonal ones of A by zeros) is irreducible. The 
equivalence in the first sentence now follows from Frobenius’s theorem [lo; 
p. 1021 and a converse [9], due to L. Dulmage and N. Mendelsohn later 
found independently by H. Mint. 
Using Frobenius’s theorem, we obtain the following form of Corollary 
3.7. The index of imprivitivity d of an irreducible matrix M may be defined 
as the greatest common divisor of the set of all integers n such that trace M” 
is positive. 
COROLLARY 3.8. Zf M EB,, is irreducible, with index of irnpriwititity 
d>3, then Z+M i.s prim. 
EXAMPLE 3.9. The candidates in B3 and B4 introduced in Sec. 2 are all 
prime by Corollary 3.6, as are the first five of the following six matrices in 
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B,: 
i 
0 
1 
1 
1 
1 
1 1 1 1 1 0’0’0’1 0 0 0
10 0, 1_ 
0 1;_0~0;1_ ; 
0 i-if 11010, i- --- 0 0 10 0 0Til-i’~ 
o o o 1 ---L-L-L- 
$- 
0 01011l1_ - o 
0’0’1 0 
lX!_1_ 
ill10 0 
o~i~i-0 
OIllO l_ 
r 
1 0’0’1 1 
O 11!.0_1_ 
1 0 0 0 1 10’0’1 1 
1 1 0 0 0 
i-ill10 0, 
I 
O _11!!11__1_ 
01100, i-illi 0 
,-oyi-(y 0 0 1 1 0 ygJy-0 
0 OIllO l_ 0 0 0 1 l_ -0 OIllO 1 
The last matrix is prime by Corollary 3.4. Actually, all of the primes 
considered so far are of the type considered in Corollary 3.7. It turns out 
that, up to equivalence, the examples given so far are the only n X n fully 
indecomposable prime matrices, for n < 5. We have no short proof of this 
claim, however. 
Theorem 3.3 requires the existence of ones in A that are not in.&‘s of A. 
The next theorem will provide examples of primes all of whose ones are in 
_La’s. We require the following lemma [II, p. 1371. 
LEMMA 3.10. Let A EB,, be fully indecomposabk, and suppose that 
A = BC, where B, CEB,, are not permutation matrices. Then ) B., I> 2 and 
IC,.1>2 forsome k. 
Proof. If not, then each B .&. has all of its ones in a single row or 
column, and so BC= zk B.&Yk. induces a covering of the ones of A by a 
selection of n of the 2n rows and columns of A (choose a row if 1 B, I< 1, a 
column if ) C, .I < 1, and either if both conditions hold). Since A is fully 
indecomposable, the selection must be either all rows or all columns. Since A 
has no zero rows or columns, B has no zero rows and C no zero columns. So 
if the selection is all rows, i.e. 1 B.,) Q 1 for all k, then B is a permutation 
matrix, while if it is all columns, i.e. 1 C,.l < 1 for ail k, then C is a 
permutation matrix. Contradiction. H 
THEOREM 3.11. Let A EB,, be fully indecomposable, and suppose that 
each row and each column of A has exactly k ones. Zf the number of ones in 
each proper J-submutrix of A is less than k, then A is prim. 
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Proof. Suppose A were not prime. Then A = BC for some B, C @P,,. 
Now nk=~A(=~ZiB.,Ci.~<Z~(B,C~.~, where each B.+T1. provides a J- 
submatrix contained in A, at least one of which is proper by Lemma 3.10. 
Thus I B.iCi,l < k for all j, and ) B.&.j <k for some i. Hence nk <EiJ B.iCi.l < 
nk , a contradiction. n 
Recall that AEB,, is an (n, k, A) design, where n>k>A>O, if each row 
and each column of A has k ones, and if every two columns of A have exactly 
A ones in common. It then follows that every two rows of A have exactly X 
ones in common [7, p. 1041. 
COROLLARY 3.12. Zf AEB,, i-s an (n, k, A) design and k>X2, then A is 
prime. 
Proof. If A were l-decomposable, then A would be equivalent to a 
matrix of the form 
s t 
where s, t>l, s+t=n, and 0 is a txs zero matrix. Since the matrices L and 
N would account for all sk+ tk = nk of the ones, M would have to be zero 
and so A = 0, a contradiction. Thus A is fully indecomposable. 
From the definition of A, it follows that each proper J submatrix of A is 
at most h X X and so has at most h2 ones. Since k > h2 is assumed, A is prime 
by Theorem 3.11. n 
EXAMPLE 3.13. The matrix A EB,, whose rows are the eleven cyclic 
permutations of (1 0 1 1 1 0 0 0 1 0 0 ) is an (11,5,2) design [7, p. 3001 
and so is prime by Corollary 3.12. Each 1 of this matrix is in a Jz. The 
complement x of A is an (11,6,3) design. We do not know whether x is 
prime or not. 
We note that if A ER,’ and A* satisfies the sufficiency conditions of any 
of our theorems or corollaries in this section, then A is prime in Rz . Also, if 
A E B, and A is prime in B,, then A is prime in ZT. In particular, the 
matrices in Corollary 3.12 are prime in Zz . This sharpens a result of Bridges 
and Ryser [3, p. 4221. 
EXAMPLE 3.14. Not every (n, k, h) design is prime in B, [the first matrix 
in Example 2.5 is a (4,3,2) design]. Also, using ordinary matrix muhiplica- 
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tion, 
1001011 
1100101 
1110010 
0111001 
1011100 
0101110 
-0 0 10 1 1 1 
r 1 0 0 0 
0 1 1 0 
0 1 0 1 
=o 0 0 0 
0 0 0 0 
0 0 0 0 
-0 0 1 1 
0 0 0 1001011 
0 tl 0 1100000 
0 0 0 0000101 
1 0 0 0010010 
0 1 0 0111001 
0 0 1 1011100 
0 0 o__o 0 1 1 1 0 1 
where the first matrix is a (7,4,2) design with k =X2. Thus, not every 
(n, k, A) design is prime in Zz. This answers a problem posed by Ryser [12, 
p. 3301. (We are grateful to N. f. Pullman for references [3] and [12].) 
4. PRIMES AND RANK 
In this section we characterize fully indecomposable prime matrices by a 
rank condition on some of the matrices they contain. The notion of rank we 
use is the following symmetric one. 
DEFINITION 4.1. The (Boolean) rank of a nonzero m x n Boolean matrix 
M is the least integer k such that M is the Boolean product of an m X k and a 
kxn matrix. 
THEOREM 4.2. Let AEB, be fully indecomposable. Then A is prim if 
and only if every A’ E B, , obtained from A by removing (some or all or none 
of the) ones from a proper J-s&matrix of A, has full rank n. 
Proof. ti: Suppose that all the A’ are of rank n. Then A must be prime; 
otherwise, by Lemma 3.10, A=BC=Z,B,C,., where the J-submatrix associa- 
ted with B,C,. say, is proper. The matrix A’-ZiZjB.rCr. would then be 
obtained from A by removing a selection of ones from B.,C,., but would have 
rank at most n- 1, a contradiction. 
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*: Suppose that A is prime and that A’ is obtained from A by removing 
a selection of ones from a proper J-submatrix of A with row indices specified 
by the Boolean column vector X, and column indices by the Boolean row 
vector Y so that XY E B,, is associated with the J-submatrix. Then A’ has rank 
n; otherwise A’ = B’C’ for some n X (n - 1) matrix B’ and (n - 1) X n matrix 
C’, and so 
A= [ B’ I x][+], 
where neither factor is a permutation matrix, since 1 X I> 2, (Y I> 2. Con- 
tradiction. n 
We note that if A EB, contains an isolated permutation matrix, then A 
has rank TL This follows from Lemma 3.2. 
EXAMPLE 4.3. The following 2-indecomposable matrix A EB, is prime: 
A= iblOb 
a 1 0 0 0 a 
a' 0 a 0 0 a 
OOObbl 
ObObb’O 
All the letters are ones: each a marks a one of a Ja containing a’, and each b 
marks a one of a ./a containing b'. These four Ja’s are the only proper 
_I-submatrices of A. Thus the four unmarked ones together with a' and b' 
specify an isolated permutation matrix P. Since a matrix containing an 
isolated permutation matrix has full rank, to prove that A is prime, of the 
matrices A’ described in Theorem 4.2 we need only consider those that fail 
to have a one in P. They are 
-0 b 0 b b' 0 
* 0 * 10 0 
ObiObO 
a 1000a' 
0 0 * 0 0 a_ 
_O 0 0 b _b 1_ 
0 
a 
0 
a 
a' 
-0 
0 
0 
0 
a' 
a 
I_ 
-0 b 0 b b' 0 
a_ 0 a i 0 0 
OblObO 
* iooo*’ 
ooa_oo* 
-0 0 0 b b I_ 
O~o*oo 
0 a 1 0 0 
:b16bO 
a 1000a' 
a 'OaOOa 
0 0 6 * * l_ 
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where each * may be either a zero or a one. In each matrix the underlined 
entries specify an isolated permutation matrix. Thus each A’ has full rank 6, 
and so A is prune. 
The amount of checking required in Theorem 4.2 can be reduced in 
some circumstances. For example, suppose that each row and column of the 
fully indecomposable matrix A has exactly k ones and that the number of 
ones in each proper J-submatrix of A is less than or equal to k. Then A is 
prime if and only if every A’ E B, obtained from A by removing all of the 
ones from a proper J-submatrix of A with exactly k ones has rank n. The 
necessity of this condition is immediate by Theorem 4.2. For the sufficiency, 
note that in the first part of the proof of Theorem 4.2, nk= ) A I< 
Z~_,,JB.&.J<nk, so that IB&.J=k each i and no two B.&. have a one in 
common. Therefore, the matrix A’ there is obtained by removing all the ones 
from B.&.. 
EXAMPLE 4.4. The circulant matrix A EB, whose columns are the eight 
cyclic permutations of (1 1 1 0 1 0 0 0), 
A= 
10001011 
11000101 
11100010 
01110001 
10111000 
01011100 
00101110 
00010111 
is prime. To see this note that each row and column of A has four ones and 
each proper J-submatrix of A has four ones. Also, A is fully indecomposable 
(in fact, 3-indecomposable). By the comments in the preceding paragraph, to 
show that A is prune it is sufficient to show that each matrix A’ obtained 
from A by deleting all the ones from some J, of A is of rank 8. Since A is a 
circulant, it is sufficient to consider Jz’s containing ones from the first column 
of A. There are five such J2’s, indicated by *‘s below: 
* ~ooolo* 
111000~0 
01~10001 
~0111000 
010~1100 
00101~10 
0001011~ 
* 000~0*1 
1100010l, 
*~1000*0 
011~0001 
~0111000 
01011~00 
00~01110 
000101~1 
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* 0 0 0 * 0 J 1 
~1000101 
11~00010 
0111000~ 
* 0 1 1 * 0 0 0’ 
0~011100 
0010~110 
-0 0 0 10 i 1 l- 
10001011 
5 * 000~01 
* * ~00010 
0111000~ 
101~1000 
0~011100 
0010~110 
.o 0 0 10 1 1 1 
In each case, the matrix A’ obtained by removing all the ones in the Js (i.e. 
by putting * = 0) contains an isolated permutation matrix (indicated by 
underlined entries) and so is of rank 8. Thus A is prime. 
The matrix A in Example 4.4 can be seen to have the following 
properties: 
(1) Each one of A is in a ./a of A. 
(2) A is 3-indecomposable. 
(3) A does not contain an isolated permutation matrix. 
The first two properties can be verified directly. We have no short proof of 
the last property; it shows that, for n > 8, a prime n Xn matrix need not 
contain an isolated permutation matrix (an assumption used in Theorem 3.3). 
We do not know if there is a prime in B, with any one of the three 
properties above. 
5. PRIME FACTORS 
In this section we give a characterization of primes in terms of an order 
property on classes of subsets, and use it to obtain a result on prime factors 
of Boolean matrices. 
For A EB,, let span A denote the column span of A, that is, the set of all 
sums of columns of A together with the zero column. Equivalently, span A is 
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the smallest family of subsets of [n] that includes the columns of A among its 
members and that is closed under unions (including the empty union). For 
example, span A = 2 [“I (the set of all subsets of [n J) if and only if A is a 
permutation matrix. Also, for A, B EB,,, span A Cspan B if and only if 
A=BC for some CEB,. 
Let 5, = {span A : A E B,} have the natural inclusion order. We say that 
a member of S, is maximal if it is not 2[“] and if no member of S, except 2[“] 
properly contains it. We recall that an elementary matrix is a matrix 
equivalent to a direct sum of 
1 0 
[ I 1 1 
and an identity matrix. 
THEOREM 5.1. LetAEB,,. ThenspanAisnraximulinS,,ifandonlyifA 
is a prime or an elementary matrix. 
Proof. c=: If A is prime and span A Cspan B#2[“], then A =BC, BEI’,,, 
and so CE P,. Thus span A = span B is maximal in S,. If A is an elementary 
matrix, it is easily checked that span A is maximal in s,. 
+: Suppose span A is maximal in s,, and some column of A contains 
another, A .1 > A .2 say. Since span A is maximal, none of the columns of A is 
in the span of the others. In particular, A cannot have a zero column or a 
pair of identical columns. Let A’ be the matrix obtained from A by replacing 
the first column by A .;\A .2. Then span A cspan A’, and the inclusion is 
strict, since A .1 is not in the span of the other columns of A. Since span A is 
maximal, spanA’=2[“], so A’ is a permutation matrix. Thus A is an elemen- 
tary matrix in this case. 
Suppose now that no column of A contains another. Let A = BC, B, CEB,. 
Then B or C must be a permutation matrix. For if B is not a permutation 
matrix, then span A ~span B# 2[“]. Thus, by maximality, span A = span B 
and so B = AC’ for some C’ E B,,. Thus A = AC” where C” = CC’. Since A has 
no column containment, each column of C” is a singleton and no two 
columns of C” are identical. Thus C”, and consequently C, is a permutation 
matrix. Since span A # 2 [“I, A is not a permutation matrix. Thus A is prime. 
n 
COROLLARY 5.2. Let A EB,, where A is not a permutation matrix. Zf no 
row (respectively, column) of A contains another, then A = BC for some 
B, CEB,, with B (respectively, C) prime. 
Proof. Choose B EB, so that span B is maximal in S,, and span A C 
span B. Then A = BC for some CE B,, and B is a prime or an elementary 
matrix by Theorem 5.1. Since A has no row containment, neither does B, so 
B must be a prime matrix. n 
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PROBLEM 5.3. Which matrices A EB, are products of prime matrices? 
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