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On Lyapunov and Upper Bohl Exponents of Diagonal Discrete
Linear Time-Varying Systems
Adam Czornik , Alexander Konyukh , Iryna Konyukh , Michał Niezabitowski , and Justyna Orwat
Abstract—In this paper, we present necessary and sufficient con-
ditions for two given functions to be the Lyapunov and the upper
Bohl exponent of a certain discrete linear system with diagonal co-
efficients. The obtained conditions have a form of easily verifiable
algebraic conditions.
Index Terms—Discrete linear time-varying system, Lyapunov ex-
ponent, upper Bohl exponent.
I. INTRODUCTION
The most frequently used numerical quantities to characterize the
dynamic properties of a discrete linear time-varying system are the
Lyapunov and Bohl exponents (see, for example, [11], [16], and [20]
and the references therein). The Lyapunov exponents were introduced
in Lyapunov’s work [22]. The Bohl exponents were introduced by Bohl
[8]. Within hard sciences, where there is a long-standing tradition of
quantitative studies, Lyapunov exponents are naturally used in a large
number of fields, such as control theory, fluid dynamics, chemical re-
actions, and laser physics. More recently, they started to be used also
in disciplines, such as biology and sociology, where nowadays pro-
cesses can be accurately monitored (e.g., the propagation of electric
signals in neutral cells and population dynamics). In context of our re-
search, the Lyapunov and Bohl exponents characterize the exponential
and uniform stability, respectively. These exponents were introduced in
Manuscript received December 27, 2018; accepted March 30, 2019.
Date of publication May 2, 2019; date of current version December 3,
2019. This work was done as part of the project funded by the Na-
tional Science Centre in Poland granted according to decision DEC-
2017/25/B/ST7/02888 (Czornik). The work of M. Niezabitowski was sup-
ported by the Polish National Agency for Academic Research (the Bekker
programme) according to decision PPN/BEK/2018/1/00312/DEC/1. Rec-
ommended by Associate Editor F. Mazenc. (Corresponding author:
Michał Niezabitowski.)
A. Czornik is with the Faculty of Automatic Control, Electronics and
Computer Science, Silesian University of Technology, 44-100 Gliwice,
Poland (e-mail:,Adam.Czornik@polsl.pl).
A. Konyukh is with Belarus State Economic University, 220070 Minsk,
Belarus (e-mail:,al3128@gmail.com).
I. Konyukh is with the Belarusian State University of Informat-
ics and Radioelectronics, 220013, Minsk, Belarus (e-mail:, airisster@
gmail.com).
M. Niezabitowski is with the Faculty of Automatic Control, Electronics
and Computer Science, Silesian University of Technology, 44-100 Gli-
wice, Poland, and also with the Faculty of Mathematics, Physics and
Chemistry, Institute of Mathematics, University of Silesia, 40-007 Katow-
ice, Poland (e-mail:,michal.niezabitowski@polsl.pl).
J. Orwat is with the Faculty of Mining and Geology and the Faculty
of Civil Engineering, Silesian University of Technology, 44-100 Gliwice,
Poland (e-mail:, justyna.orwat@polsl.pl).
Color versions of one or more of the figures in this paper are available
online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TAC.2019.2911848
the context of linear time-varying differential equations, and since then,
they are an object of intensive research both for continuous and discrete
times (see, for example, [4], [5], [7], [9], [17]–[19], [21], and [26]).
It is well known that the theory of Lyapunov exponents is much more
developed[6], [12], [20]. There exists the necessity of building up an
analog of the Lyapunov exponent theory for Bohl exponents because
Bohl exponents carry an important information about solutions’ behav-
ior, which could be used in Lyapunov exponent theory as well. Bohl
exponents were applied, for example, by Bylov in his theory of almost
reducibility [10] and by Millionshchikov in his investigations of lin-
ear differential systems with almost periodic or uniformly continuous
coefficients and properties of systems with integral separation.
In [24], [25] (here the upper Bohl exponent is called generalized
spectral radius), and [27], a discrete version of upper Bohl exponents
has been studied. Bohl exponents of the discrete-time varying linear
system were also studied in [2] and [13].
It is well known that if we have the set of initial conditions such that
the corresponding solutions have different Lyapunov exponents, then
the initial conditions are linearly independent. Upper Bohl exponents
do not possess this Lyapunov exponent property [1], [23]. Therefore,
the problem of the structure of the set of Bohl exponents is much
more complicated than the problem for Lyapunov exponents. These
issues for the diagonal discrete-time system have been studied in [1]
and [14].
Natural continuation of these studies is a description of all functions
that may be simultaneously the Lyapunov and upper Bohl exponents of
a certain system. In this paper, as in [6], by the Lyapunov exponent, we
understand a function that assigns to each nonzero initial condition the
value of the classical Lyapunov exponent (cf., Definition 1). Analogi-
cally, we understand the upper Bohl exponent (cf., Definition 2). This
problem for the Lyapunov exponent is relatively easy, and its solution
is given by the so-called theorem of filtration [6]. For continuous-time
systems, this issue for upper and lower Bohl exponents is completely
solved in [3]. The first step toward characterizing all pairs of functions
being at the same time the Lyapunov and Bohl exponents has been
made in [2] and [15], where we presented necessary and sufficient con-
ditions for a single function to be the lower and upper Bohl exponents
of a diagonal discrete-time system, respectively (in [15], the upper Bohl
exponent is called the upper Bohl function).
In this paper, we are considering a pair of functions and provide
necessary and sufficient conditions that guarantee that one of them is
the Lyapunov exponent and the other is the Bohl exponent of the same
discrete linear system with diagonal coefficients.
Apart from the natural cognitive motivation presented above, this
problem is also interesting from the control theory point of view.
Namely, the relations between the values of the Lyapunov/Bohl expo-
nents and dynamic properties of a system are well known and deeply
understood. Therefore, one may formulate demands for a control sys-
tem by defining the Lyapunov and Bohl exponents (understood as
functions), and then, the question about existence of a system realizing
these demands arises naturally.
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II. MAIN RESULTS
In this paper, we will study a discrete time-varying linear system of
the form
x(n + 1) = A(n)x(n) (1)
where A = (A(n))n∈N is a bounded sequence of s-by-s real, in-
vertible, and diagonal matrices such that (A−1 (n))n∈N is bounded.
For x ∈ Rs , the solution of the system (1) with the initial condition
xA (0, x) = x will be denoted by (xA (n, x))n∈N . By Rs∗ , we will
denote the set Rs\{0}. The symbol ‖ · ‖ denotes an arbitrary norm
in Rs . Sometimes, we will also use the maximum norm of a vector
x = [x1 , . . . , xs ] ∈ Rs , denoted by the symbol ‖ · ‖∞:
‖x‖∞ = maxi=1 , . . . ,s |xi | .
Definition 1: The function λA : Rs∗→ [0,∞) defined as





is called the Lyapunov exponent of the system (1).
Definition 2: The function βA : Rs∗ → [0,∞) defined as
βA (x) = lim sup
n−m →∞




is called the upper Bohl exponent of the system (1).
Due to the equivalence of all norms in Rs , we do not have to specify
the norm in formulas (2) and (3).
To formulate our main results, we introduce the following notation:
for a vector x ∈ Rs , x = [x1 , . . . , xs ], we denote
I(x) = {i = 1, . . . , s : xi = 0}
and
x0i = [0, . . . , 0︸ ︷︷ ︸
i−1
, 1, 0, . . . , 0] ∈ Rs∗ .
Theorem 1: Functions f1 , f2 : Rs∗ → [0,∞) are the Lyapunov and
upper Bohl exponents of a certain diagonal system (1), respectively, if
and only if the following conditions hold.
1) f1 (x) = maxi∈I (x )f1 (x0i ) for every x ∈ Rs∗ .
2) f2 (x) = f2 (y) for all x, y ∈ Rs∗ such that I(x) = I(y).
3) For every x ∈ Rs∗ , there exists a number ix ∈ I(x) such that for
any y ∈ Rs∗ satisfying the conditions I(y) ⊂ I(x) and ix ∈ I(y),
the inequality f2 (x) ≤ f2 (y) holds.
4) f1 (x) ≤ f2 (x) for every x ∈ Rs∗ .
Proof: Necessity: The necessity of Condition 1 means that for any
nonzero solution xA (n, x) of the diagonal system (1) with the initial
vector x = [x1 , . . . , xs ], the equality


















, i0 ∈ I(x).
Since the obvious inequality
‖xA (n, x)‖∞ ≥ |xi0 | ·




λA (x) ≥ lim sup(
n→∞
|xi0 | ·







∥∥xA (n, x0i0 )∞
∥∥ 1n = λA (x0i0 ) .
The opposite inequality




is a consequence of one of the general properties of the Lyapunov
exponents (see [6]), i.e.,
λA (x + y) ≤ max{λA (x), λA (y)}.
Equality (4) is proved.
Conditions 2 and 3 are established in [15, Th. 3].
Finally, the inequality βA (x) ≥ λA (x), which follows straight from
the definitions of these functions, proves the necessity of Condition 4.
Sufficiency: Let functions f1 and f2 satisfy Conditions 1–4 of
Theorem 1. We will construct a diagonal system (1) such that λA ≡ f1
and βA ≡ f2 .
Let








be matrices of some diagonal system (1) with the upper Bohl exponent
satisfying the identity βA 1 ≡ f2 . The existence of such a system was
proved in [15, Th. 2]. In the proof of that theorem, two properties of
the coefficients a(1)i (n),i = 1, 2, . . . , s, were established.










i (p) = α
n k (5)
for all i = 1, 2, . . . , s, k ∈ N and some in advance given number α
such that
0 < α < min
x∈Rs∗
f2 (x).









i (p) ≤ αn (7)
hold for all i = 1, 2, . . . , s, n = 2, 3, . . ..
As far as the members of the sequence (nk )k∈N can be as large as
we need, we will also assume that the inequality∣∣∣∣∣∣ maxn ,m ∈[0 ;n k ]
n−m > k
( ‖xA 1 (n, x)‖








holds for every x ∈ Rs∗ , k = 1, 2, . . ..
Let us denote Tk = (τk−1 ; τk ], where the sequence (τk )k∈N of nat-
ural numbers is such that
τ0 = 0
and
τ3k−2 = τ3k−3 + nk (9)
τ3k−1 = k · τ3k−2 (10)
τ3k = 2τ3k−1 − τ3k−2 (11)
for k = 1, 2, . . ..
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Now, we will define the coefficients of the system under construction
A (n) = diag [a1 (n), . . . , as (n)]






i (n − τ3k−3 ), if n ∈ T3k−2
λi , if n ∈ T3k−1
α 2
λi
, if n ∈ T3k
(12)
for every k = 1, 2, . . ., where λi = f1 (x0i ), i = 1, 2, . . . , s.
According to Condition 1 of Theorem 1, in order to prove the identity










for every i = 1, 2, . . . , s.
Let us estimate the value of ‖xA (n, x0i )‖∞. Due to (5) and (12), the
equality ∥∥xA (τ3k−3 , x0i )∥∥∞ = ατ 3 k −3
holds for every k = 1, 2, . . .. Then, from (6) and (7), we have
∥∥xA (n, x0i )∥∥∞ = ατ 3 k −3 ·




i (p) ≤ αn < λni
if n ∈ T3k−2 ,∥∥xA (n, x0i )∥∥∞ = ατ 3 k −2 · λn−τ 3 k −2i < λni
if n ∈ T3k−1 , and∥∥xA (n, x0i )∥∥∞




)n−τ 3 k −1
< λni
if n ∈ T3k−1 .







∥∥xA (n, x0i0 )
∥∥ 1n
∞ ≤ λi
for i = 1, 2, . . . , s. From the other side, we have
lim
k→∞
∥∥xA (τ3k−1 , x0i )∥∥ 1τ 3 k −1∞
= lim
k→∞
(ατ 3 k −2 · λτ 3 k −1 −τ 3 k −2i )
1
τ 3 k −1
= lim
k→∞
(ατ 3 k −2 · λ(k−1)τ 3 k −2i )
1






















= λi = f1 (x0i ), i = 1, 2, . . . , s
and, according to Condition 1 of Theorem 1, we obtain the necessary
identity λA ≡ f1 .
To prove the identity βA ≡ f2 , we will use the Lemma 1 from [1].
Lemma 1: For a natural number z ≥ 1, consider any infinite subsets
Qr = {ω (k, r) : k = 1, 2, . . . , r = 0, 1, . . . , z}
of the set of natural numbers N such that Qi ∩ Qj = ∅, when i = j
and
⋃z
i=0 Qi = N. Then, for any nonzero solution (xA (n, x))n∈N of
the system (1), the following equality
βA (x)
= max




n , m ∈T ω (k , r )







It is worth to note that the upper limit in (13) is taken for all n, m, sat-
isfying the condition n − m → ∞ and belonging to the same interval
Tω (k ,r ) .








n , m ∈T 3 k −r






Let us introduce the following quantity:
χA (n, m, x) =




, n > m.
According to (5)–(12), for every x ∈ Rs∗ , we have
χA (n, m, x) = max
i=1 , . . . ,s
a
(1)
i (n − τ3k−3 )





n ,m ∈[n k ;n k −1 ]
n−m > k




⎟⎠ = f2 (x).
From (12), we have




i=1 , . . . ,s
λi , if n, m ∈ T3k−1
max
i=1 , . . . ,s
α 2
λi
, if n, m ∈ T3k .
According to Lemma 1, taking into consideration inequality (6) and
Condition 4 of the theorem, we obtain the required equality βA (x) =
f2 (x) for every x ∈ Rs∗ . The theorem is proved.
III. EXAMPLE
Consider the following two functions f1 , f2 : R2∗ → [0,∞):
f1 (x1 , x2 ) =
{
2, for x1 = 0 and x2 = 0
3, for x2 = 0
f2 (x1 , x2 ) =
⎧⎪⎨
⎪⎩
5, for x1 = 0 and x2 = 0
6, for x1 = 0 and x2 = 0
4, for x1 = 0 and x2 = 0
satisfying Conditions 1–4 of Theorem 1. Using the above-described
method, we will construct a diagonal two-dimensional discrete time-
varying system, for which f1 and f2 are the Lyapunov and upper Bohl
exponents, respectively. From [15], we obtain a system (1) with








for which the identity βA 1 ≡ f2 holds. We define the
coefficients a(1)1 (n), a
(1)
2 (n) as follows: a
(1)
1 (0) = a
(1)
2 (0) = 1







1, if n ∈ Δ1k ∪ Δ2k
1
5 , if n ∈ Δ3k
5, if n ∈ Δ4k
4, if n ∈ Δ5k
1







6 , if n ∈ Δ1k
6, if n ∈ Δ2k
1, if n ∈ 6∪
i=3
Δik
where Δlk = (3(k − 1)k + (l − 1)k; 3(k − 1)k + lk], l = 1, . . . , 6,
k ∈ N.
Let us denote Tk = (τk−1 ; τk ], where τ0 = 0, τ3k−2 = τ3k−3 +
6k, τ3k−1 = k · τ3k−2 , τ3k = 2τ3k−1 − τ3k−2 , and Slk = (τ3k−3 +
(l − 1k; τ3k−3 + lk] for k = 1, 2, . . . , l = 1, . . . , 6.
Now, we will define the coefficients a1 (n), a2 (n) of the system




1, if n ∈ S1k ∪ S2k
1
5 , if n ∈ S3k
5, if n ∈ S4k
4, if n ∈ S5k
1
4 , if n ∈ S6k
2, if n ∈ T3k−1
1





6 , if n ∈ S1k
6, if n ∈ S2k
1, if n ∈ 6∪
i=3
Sik
3, if n ∈ T3k−1
1
3 , if n ∈ T3k
for k = 1, 2, ... .
Proof of identities λA ≡ f1 and βA ≡ f2 for the constructed system
can be carried out in the same way as in the proof of Theorem 1.
IV. CONCLUSION
In this paper, we investigate the Lyapunov and upper Bohl exponents
of a discrete time-varying linear system with diagonal coefficients.
The main result provides necessary and sufficient conditions for two
functions to be simultaneously the Lyapunov and upper Bohl exponents
of a certain diagonal discrete time-varying system. It is worth to notice
that there exists a large class of systems that maybe reduced to diagonal
ones by appropriate state transformation, which does not change the
values of the Lyapunov and Bohl exponents (diagonalizable systems).
Therefore, our results can also be applied to them. Natural continuation
of the problem solved in this paper is to extend the results for a not
necessarily diagonal linear systems. Partial results in this research
direction are available for continuous-time systems (see [4] and [5] and
the references therein). However, the conditions are not only purely
algebraic, but also of topological nature. Obtaining such conditions
for discrete-time systems will be a subject of our further research.
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