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Abstract
We denote by L2a(D) the classical Bergman space of all square integrable an-
alytic functions with respect to the Lebesgue area measure on the unit disc. We
set ζ(z) = z, z ∈ D and by Mζ we denote the operator of multiplication by ζ
on L2a(D). Additionally we suppose that M is a multiplier invariant subspace
of L2a(D); that is, Mζf ∈ M for all f ∈ M and moreover we assume that
ind M ≡ dim (M ⊖ ζM) = 1.
If G is a unit vector in M ⊖ ζM , then there is a positive definite sesquianalytic
kernel lλ(z) defined on D × D such that
1 − λzlλ(z)
(1 − λz)2
is the reproducing kernel
for
M
G
(this space is the closure of the analytic polynomials in L2a(|G|2D)). As
a consequence one checks that lλ(z) defines the space M uniquely. Hence it is
natural to ask about the properties, the boundary behavior and the structure of
lλ(z). It is within this context that this study has been undertaken.
We define the rank of a positive definite sesquianalytic kernel and we study its
properties for a larger class of Hilbert spaces which contains L2a(D). In the case
of L2a(D), we set σ(M
∗
ζ |M⊥) to be the spectrum of M∗ζ restricted to M⊥ and we
consider a conjecture which is due to H. Hedenmalm and which states that rank lλ
equals the cardinality of σ(M∗ζ |M⊥) . We show that
cardinality
(
σ(M∗ζ |M⊥) ∩ D
)
≤ rank lλ ≤ cardinality σ(M∗ζ |M⊥) .
Additionally we prove that the conjecture is true whenever M is a nontrivial, zero
based invariant subspace of L2a(D).
Furthermore it is shown that if I = T\σ(M∗ζ |M⊥) 6= ∅, then lλ for fixed λ ∈ D,
has a meromorphic continuation across I. We also provide examples when some
extra hypothesis are imposed on lλ and we obtain information for the invariant
subspaces related to them.
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CHAPTER 1
Introduction
Beurling’s theorem for the Hardy space H2 and its generalizations to the Ba-
nach spaces Hp for 1 ≤ p ≤ ∞, are fundamental results in Mathematics and
particularly in the area of Analysis. Moreover, they have a tremendous impact on
a plethora of sciences and especially in the latest advances in the general System
Theory and in Engineering.
A natural direction for exploration unfolds when we replace the shift in H2 by
its analogue (multiplication by z) on holomorphic spaces other than H2. There
are countless possibilities for this other space; one that has turned out to be es-
pecially interesting, is a class of weighted Bergman spaces where some analogue
of Beurling’s theorem holds. In this study, we consider invariant subspaces of the
Bergman shift and we explore their structure via the general theory of reproducing
kernels.
This chapter starts with a collection of basic facts from the theory of Banach
spaces of analytic functions. It follows a presentation of the main results of the
general theory of reproducing kernels and of some facts from the theory of Bergman
spaces which will be used throughout this study. We close this chapter with a brief
introduction to our main results which will be developed in chapters two, three
and four.
1.1. Banach Spaces of Analytic Functions
Let Ω be an open connected subset of the complex plane C and let Hol(Ω) be
the space of analytic functions on Ω.
1
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We define a Banach space of analytic functions to be a Banach space B which
satisfies the following two axioms:
(1) It is a vector subspace B of Hol(Ω) that has a norm with respect to which
it is complete;
(2) the functional of evaluation at each point of Ω is a bounded linear functional
on B.
For z ∈ Ω we denote with λz the functional of evaluation at z; that is:
λz(f) =< f, λz >= f(z).
Even though B is not assumed to be a Hilbert space we shall frequently use the
inner product notation above to denote the value of a linear functional at a vector.
Thus,
|f(z)| ≤ ‖f‖ · ‖λz‖ for all f ∈ B, z ∈ Ω,
and λzo = 0 if and only if f(zo) = 0 for all f ∈ B. Thus, either B contains only
the zero function (and dimB = 0), or λz = 0 for at most a countable set of points
z with no limit point inside Ω.
Definition 1.1.1. A complex valued function φ on Ω is said to be a multiplier
of B if φB ⊂ B. We also let M(B) be the set of all multipliers of B and we denote
by Mφ the operator of multiplication by φ, Mφf = fφ.
The following facts (Propositions, Corollary, Theorem and Examples) are well
known. (For a complete exposition and proofs, see [22, Chapter 1]).
Proposition 1.1.2. Suppose φ ∈ M(B). Then
(a) Mφ is a bounded linear operator;
(b) |φ(z)| ≤ ‖Mφ‖ for every z ∈ Ω;
(c) if Ω′ = {z ∈ Ω : ‖λz‖ > 0}, then φ ∈ Hol(Ω′).
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The Banach algebra of all bounded analytic functions on Ω will be denoted by
H∞(Ω).
Corollary 1.1.3. If B contains the constants, then M(B) ⊂ B ∩ H∞(Ω).
Furthermore, in such case, we can assume that we always have M(B) ⊂ H∞(Ω).
Proposition 1.1.4. If φ ∈ M(B), then M∗φλz = φ(z)λz, for all z ∈ Ω. Con-
versely, if T is a bounded linear operator on B and if each λz is an eigenvalue of
T ∗, then there is a φ ∈ M(B) such that T = Mφ.
Remark 1.1.5. If B is a Hilbert space, then
M∗φλz = φ(z)λz φ ∈ M(B), z ∈ Ω.
With Mζ we denote the multiplication operator associated with the identity
function ζ(z) = z, z ∈ Ω. From now on, we suppose that B is equipped with two
additional axioms:
(3) If f ∈ B, then Mζf ∈ B;
(4) if f ∈ B and f(λ) = 0, then there is a function g ∈ B such that (ζ−λ)g = f .
Axiom (3) is equivalent to Mζ being a multiplier for B. Axiom (4) is related to
the “index 1 invariant subspaces of B” which we will discuss in the next section.
Theorem 1.1.6. The commutant of (Mζ ,B), that is the set of all bounded
linear operators on B which commute with Mζ , equals {Mφ : φ ∈ M(B)}.
Examples:
In the following examples we present some Banach spaces of analytic functions
which satisfy axioms (1) − (4). These spaces are well known and fundamental in
the area of Analysis, especially in Function theory - Operator theory and they are
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studied extensively by many mathematicians.
1. The Banach algebra H∞(Ω) of all bounded analytic functions on Ω clearly
satisfies the axioms.
2. The weighted Bergman spaces Lpa(Ω, wµA).
The normalized Lebesgue measure on Ω is denoted by µA. If Ω = D, we simply
write A for µA.
Let w : Ω → C be a continuous function with w(λ) > 0 for all λ ∈ Ω and
∫
Ω
w(λ)dµA(λ) < ∞. For 0 < p < ∞ the space Lpa(Ω, wµA) consists of all analytic
functions f : Ω → C with
∫
Ω
|f(λ)|pw(λ)dµA(λ) < ∞.
For f ∈ Lpa(Ω, wµA) we let
‖f‖p,w =
(
∫
Ω
|f(λ)|pw(λ)dµA(λ)
)1/p
.
If p ≥ 1, then ‖ ‖p,w defines a norm on Lpa(Ω, wµA). If Ω = D and w = 1 we get
the classical Bergman space and we write (Lpa, ‖ ‖p) for (Lpa(D, wµA), ‖ ‖p,1).
1.2. Invariant Subspaces and the Index Function
If T is an operator on a Banach space X, then a closed subspace M of X is
called invariant for T if TM ⊂ M . The collection of all invariant subspaces of
an operator T is denoted by Lat T . It forms a complete lattice with respect to
intersections and closed spans.
From now on suppose that Ω is a bounded, non-empty region in the complex
plane and that B is a Banach space of analytic functions on Ω satisfying axioms
(1)− (4) of the previous section. By an invariant subspace we will always mean an
invariant subspace for (Mζ ,B), unless it is stated otherwise. For a subset S of B
write [S] for the smallest invariant subspace which contains all of S. For a single
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nonzero function f ∈ B we will simply write [f ] for [{f}]. Such invariant subspaces
are called cyclic. Note that the linear manifold {pf : p is a polynomial} is dense
in [f ]. Furthermore, a function f ∈ B is called a cyclic vector in B if [f ] = B.
Definition 1.2.1. If f ∈ B, then
(a) The zero set of f is denoted by Z(f) ≡ {α ∈ Ω : f(α) = 0}.
We set Z(S) ≡ ∩{Z(f) : f ∈ S} for every subset S of B.
(b) If Ω is bounded with boundary ∂ Ω, the lower zero set of f is defined to be
Z(f) ≡ Z(f) ∪ {λ ∈ ∂ Ω : lim
z→λ, z∈Ω
|f(z)| = 0}.
We set Z(S) ≡ ∩{Z(f) : f ∈ S} and Z(S) ≡ {λ ∈ C : λ ∈ Z(S)} for every
subset S of B.
Furthermore, observe that every invariant subspace M satisfies axioms (1)−(3).
Definition 1.2.2. The map
ind : Lat(Mζ ,B) −→ {0} ∪ N ∪ {∞}
is defined as follows:
Fix λ ∈ Ω and set ind M = dim (M/(ζ − λ)M). (Note that if M = 0, then
ind M = 0). We say that M has index n if ind M = n.
In this study we mainly work with Hilbert spaces and with index 1 invariant
spaces. If 0 ∈ Ω, since Mζ is bounded below, ζM = ζM . In the case where B is a
Hilbert space we set M ⊖ ζM = M ∩ (ζM)⊥. Note that M ⊖ ζM is Hilbert space
isomorphic to M/ζM and hence ind M = dim(M ⊖ ζM).
Theorem 1.2.3. Suppose f ∈ B, f 6= 0. Then ind [f ] = 1.
Suppose that A = {αk}k∈N ∈ Ω is a B-zero sequence; that is the sequence of
zeros, repeated according to multiplicity, of some nonidentically vanishing function
in B.
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We write
BA = {f ∈ B : f(α) = 0 for each α ∈ A, accounting for multiplicities}
for the set of functions in B that vanish in the sequence A to at least the prescribed
multiplicity. Note that if A is a B-zero sequence, BA is a nontrivial invariant
subspace of B. Such spaces are called zero-based invariant subspaces.
Corollary 1.2.4. Suppose that A is a B-zero sequence and M = BA. Then
ind M = 1.
Examples
1. The Hp(D) spaces for 1 ≤ p ≤ ∞.
We define fr on T by
fr(e
iθ) = f(reiθ) (0 ≤ r < 1),
where f is any continuous function with domain D. Denote with σ the normalized
Lebesgue measure on T. Accordingly, for 0 < p ≤ ∞, Lp norms will refer to Lp(σ).
Definition 1.2.5. If f is an analytic function on D and 0 < p ≤ ∞ we put
‖f‖p = sup{‖fr‖p : 0 ≤ r < 1}.
If 0 < p ≤ ∞, Hp is defined to be the class of all f ∈ Hol(D) for which ‖f‖p < ∞.
It is well known that every function f ∈ Hp admits the following factorization:
f = c · B · F · φ,
where c is a constant, |c| = 1 and B, F, φ are a Blaschke product, an outer function
and a singular inner function respectively. For z ∈ D,
B(z) = zk
∞
∏
n=1
λn − z
1 − λnz
|λn|
λn
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for some λn ∈ D,
∑
n∈N
(1 − |λn|) < ∞, λn 6= 0, n ∈ N and k is a nonnegative inte-
ger. The outer function F is of the form
F (z) = exp
(
1
2π
∫ 2π
0
eit + z
eit − z log |f(e
it)|dt
)
.
An inner function is an element h ∈ H∞ such that |h(z)| = 1 almost everywhere
on T.
If µ is a finite positive Borel measure on T which is singular to Lebesgue
measure,
φ(z) = exp
(
− 1
2π
∫ 2π
0
eit + z
eit − zdµ(t)
)
.
Such functions are called singular inner functions. We also note that Blaschke
products are inner functions and it is well known that every inner function is of
the form B · φ. In addition to this, Beurling’s theorem states that every nonzero
invariant subspace of Hp 1 ≤ p < ∞ is of the form M = hHp = [h], where h
is an inner function. From this, h ∈ M ⊖ ζM and M = [M ⊖ ζM ]. If p = ∞
and M is a nonzero weak∗ closed invariant subspace of H∞, then it is of the form
M = hH∞ = [h]w∗, with h an inner function. For a complete proof, see [11,
Beurling’s Theorem, pages 290-293]. Since cyclic invariant subspaces have index 1
(Theorem 1.2.3), then every nonzero invariant subspace of Hp has index 1.
2. The spaces Lpa(D, (1 − |z|)αdA), 1 ≤ p < ∞, α > −1.
It is well known that for these spaces and for every 1 ≤ n ≤ ∞, there are
invariant subspaces with index n. A proof can be found in [17, pages 176-179,
Corollary 6.5].
An analytic function f : D → C will be called locally Nevanlinna (at λo ∈ T) if
there is an ǫ > 0 such that f =
f1
f2
for f1, f2 ∈ H∞(D ∩ |z − λ0| < ǫ). It is shown,
see [1, Theorem 3.2], that if M ∈ Lat (Mζ , Lpa(D, (1 − |z|)αdA)) contains a nonzero
function which is locally Nevanlinna, then ind M = 1. In addition to the above
and in relation to Beurling’s theorem, Aleman, Richter and Sundberg showed in
[3, Theorem 3.5] that if M ∈ Lat(Mζ , L2a), then M = [M ⊖ ζM ].
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1.3. The General Theory of Reproducing Kernels
The general theory of reproducing kernels is an essential part of the theory
of Hilbert spaces of analytic functions. Mercer, Moore, Aronszajn, Krĕive and
Schwartz are a few who have introduced, studied and obtained fundamental results
in this subject. A complete reference for the theory of reproducing kernels and
many of its interesting applications is the book by S. Saitoh [26]. Another source
with original proofs of many of the main results is an article by N. Aronszajn [5].
We suppose that E is any set and H is a Hilbert space of complex-valued
functions on E such that the point evaluations at each point in E are bounded
linear functions on H.
By Riesz representation theorem, for every y ∈ E there is a function ky = k(·, y)
in H such that
f(y) =< f, ky > f ∈ H.
The function k(x, y) with (x, y) ∈ E ×E is called the reproducing kernel of H and
it defines H uniquely.
Definition 1.3.1. A function k : E × E → C is called positive definite, if
for any finite subset {x1, x2, . . . , xN} ∈ E the matrix {k(xi, xj)}Ni,j=1 is positive
definite; that is
N
∑
i,j=1
k(xi, xj)wiwj ≥ 0
holds for all sequences {wi}Ni=1 ∈ CN .
If we require strict inequality for all nonzero vectors in CN , then the matrix is
called strictly positive definite.
The following theorem, which is the classical characterization of the reproduc-
ing kernels, describes what kind of functions k : E ×E → C arise as reproducing
kernels of Hilbert spaces of functions on E. The original proof is ascribed to Moore
and Aronszajn. For a concise proof we refer to [17, Proposition 9.1].
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Theorem 1.3.2. A function k : E × E → C is the reproducing kernel of a
Hilbert space H(k) of functions on E if and only if k is positive definite.
In particular 0 ≤ k(x, x), k(x, y) = k(y, x) and
|k(x, y)| ≤ k(x, x)1/2 · k(y, y)1/2,
for all x, y in E. The above is referred to as the Cauchy-Schwartz inequality for
reproducing kernels.
The following theorem is due to Aronszajn. A proof can be found in [5, pages
352-357].
Theorem 1.3.3. If H1,H2 are Hilbert spaces of functions defined on the same
set E and k1, k2 are reproducing kernels for H1,H2 respectively, then the relation
k1 ≪ k2 (which means k2 − k1 is positive definite) is equivalent to the embedding
H1 ⊆ H2, with the inequality for the norms
‖f‖H2 ≤ ‖f‖H1
for any f ∈ H1.
An infinite matrix {A(j, k)}∞j,k=0 is called positive definite if for every N ∈ N,
each finite submatrix {A(j, k)}N−1j,k=0 is positive definite.
The following general result will be used in chapter 4. For a proof, see [16,
Proposition 6.1].
Proposition 1.3.4. Let k be a function with a convergent power series expan-
sion on D × D,
k(λ, z) =
∞
∑
j,i=0
k̂(j, i)zjλ
i
(λ, z) ∈ D × D.
Then k is a reproducing kernel on D×D if and only if the infinite matrix {k̂(j, i)}∞j,i=0
is positive definite.
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Remark 1.3.5. If H is a separable Hilbert space, so that it has a countable
orthonormal basis {en}∞n=1, we can represent the reproducing kernel as a series
k(x, y) =
∞
∑
n=1
en(x)en(y) (x, y) ∈ E × E.
It is worth noting that it does not matter which particular orthonormal basis is
used.
We will be interested only in Hilbert spaces of analytic functions in a region
Ω ⊂ C on which the point evaluations are bounded linear functionals. In terms of
kernel functions, we study positive sesquianalytic kernels on Ω×Ω; that is, for each
λ ∈ Ω, k(λ, z) is an analytic function in z ∈ Ω (and hence conjugate analytic in λ)
which is positive definite and it is worth mentioning that in such case the space in
Theorem 1.3.2 turns out to be a Hilbert space of analytic functions.
If α ∈ Ω and k(α, z) = 1 for every z ∈ Ω, k(λ, z) will be called normalized at α.
If 0 ∈ Ω and k(0, z) = 1 for every z ∈ Ω, we will simply call k(λ, z) normalized.
We close this section by introducing the rank of a positive definite sesquianalytic
kernel.
Definition 1.3.6. If u(λ, z) is a positive definite sesquianalytic kernel on Ω×Ω
then we define the rank of u(λ, z) to be the least number of analytic functions un
in Ω such that u(λ, z) =
∑
n≥1 un(λ)un(z), where the sum converges uniformly on
compact subsets of Ω × Ω.
1.4. Bergman Spaces
The weighted Bergman spaces Lpa(Ω, wµA) were considered in Example 2 of the
first section. For 0 < p < +∞ and −1 < α < +∞ the weighted Bergman space
Lpa,α of the disc D, is the space of analytic functions in L
p(D, dAα) where
dAα(z) = (α + 1)(1 − |z|2)αdA(z).
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If f is in Lp(D, dAα), write
‖f‖p,α =
[∫
D
|f(z)|pdAα(z)
]1/p
.
When 1 ≤ p < +∞ the space Lp(D, dAα) is a Banach space with the above norm.
If α = 0 we simply write Lpa for L
p
a,0.
In the following, we present briefly the results from the Lpa,α theory that are
the most useful for our purposes.
Definition 1.4.1. A function G in Lpa,α, 0 < p < +∞, is called an Lpa,α-inner
function if
∫
D
(|G(z)|p − 1) zndAα(z) = 0
for all nonnegative integers n.
Equivalently, G is Lpa,α-inner if and only if
∫
D
|G(z)|ph(z)dAα(z) = h(0),
where h is a bounded harmonic function in D.
Recall that a closed subspace M of Lpa,α is called invariant if Mζf ∈ M whenever
f ∈ M . Moreover, for any invariant subspace M of Lpa,α, let n = nM denote the
smallest nonnegative integer such that there is f ∈ M with f (n)(0) 6= 0.
Theorem 1.4.2. [17, Theorem 3.4] Suppose M is an invariant subspace of
Lpa,α, 0 < p < +∞, α > −1 and G is any function that solves the extremal
problem
sup{Ref (n)(0) : f ∈ M, ‖f‖p,α ≤ 1}
where n = nM . Then G is an L
p
a,α-inner function.
For any invariant subspace M , the extremal problem stated in the above theo-
rem will be referred to as the extremal problem for M . If there is a unique solution
to the extremal problem for M will be called the extremal function for M .
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Proposition 1.4.3. [17, Prop. 3.5] Suppose 1 < p < +∞ and M is an
invariant subspace of Lpa,α. Then the extremal problem has a unique solution.
It is shown in [12] and [13] that for zero-based invariant subspaces M and for
0 < p < +∞, there is a unique extremal function G for the extremal problem which
is Lpa-inner and has the contractive divisor property; that is
(1.4.4) if f ∈ M, then f/G ∈ Lpa and ‖f/G‖p ≤ ‖f‖p.
In particular G vanishes at each point of the zero sequence to exactly the prescribed
multiplicity; that is, it has no “extra zeros”.
The next result shows that we have both existence and uniqueness of the ex-
tremal problem for cyclic invariant subspaces of L2a(D).
Theorem 1.4.5. [3] or [17, Theorem 3.34] If M is a cyclic invariant subspace
of Lpa, 0 < p < +∞, then there exist a unique solution G of the extremal problem.
Furthermore, [G] = M .
In relation to the above result and as an analogue of Beurling’s theorem for Hp
spaces, Aleman, Richter and Sundberg proved the following two theorems.
Theorem 1.4.6. [3] If M ∈ Lat(Mζ , L2a), then M = [M ⊖ ζM ].
Theorem 1.4.7. [3, Theorem 5.2 and Proposition 5.3] Suppose 0 < p < +∞
and f ∈ Lpa. Then there exists an Lpa-inner function Φ and a cyclic vector F in Lpa
such that f = ΦF . Furthermore, ‖F‖p ≤ ‖f‖p.
Observe that if p = 2 and if ind M = 1, then the extremal function G for M
is a unit vector in M ⊖ ζM . For this reason we can also refer to G as the inner
function for M .
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1.5. Overview and Introduction to the Main Results
We suppose that M ∈ Lat(Mζ , L2a(D)), ind M = 1 and that G is the extremal
function for M . In light of Theorem 1.4.6, M/G is the closure of the analytic poly-
nomials in L2a(|G|2dA). We denote by < ·, · >G the inner product on M/G and
with ‖ · ‖G =
(∫
D
| · |2|G|2dA
)1/2
the norm on M/G. Moreover, it is not hard to
see that the point evaluations are bounded on M/G and hence M/G has a repro-
ducing kernel which we denote by kGλ . If kλ(z) denotes the reproducing kernel for
the Bergman space and if PM denotes the projection onto M , then it is elementary
to show that kGλ (z) =
PMkλ(z)
G(λ)G(z)
.
The following theorem which was proved by Hedenmalm, Jakobsson and Shi-
morin [16, Theorem 6.3] and the remark following it are not only essential for the
development of this dissertation, but also constitute the main motivation for this
thesis.
Theorem 1.5.1. Suppose that M ∈ Lat(Mζ , L2a(D)), ind M = 1. If G is a
unit vector in M ⊖ ζM , then there is a positive definite sesquianalytic kernel lMλ
defined on D × D, such that
PMkλ(z)
G(λ)G(z)
= (1 − λzlMλ (z))kλ(z).
Moreover, 0 ≤ lMλ (z) < 1, λ, z ∈ D (see[16, Corollary 6.6]). It is also worth
mentioning that the above theorem leads to a different proof of Theorem 1.4.6,
Theorem 1.4.7 and the contractive divisor property (1.4.4) in the case of L2a(D).
The following remark shows that lMλ defines the invariant subspace M uniquely.
Remark 1.5.2. If M1, M2 are index 1 invariant subspaces of L
2
a(D) with l
M1
λ =
lM2λ , then M1 = M2.
Indeed, if GMi are unit vectors in Mi ⊖ ζMi, i = 1, 2, then M1GM1 =
M2
GM2
, with
equality of norms, since the kernel defines the space uniquely. Moreover, Mi
GMi
is
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the closure of the analytic polynomials in L2a(|GMi|2dA), i = 1, 2. The result now
follows from [24, Theorem 1].
From now on lMλ will denote the kernel function which appears in the expression
for the reproducing kernel of M/G. We will simply call lMλ the associated kernel
for M . Whenever there is no ambiguity, the superscript M in lMλ will be excluded
from the notation.
Since the kernel lMλ defines the subspace M uniquely, it seems natural to ask
about the structural properties of lMλ and relate them to common properties of the
functions in M . This type of study of lMλ is recent and we would like to note that
prior to our thesis very few results were known about the form of lMλ .
For example, the exact expression of lMλ is well known whenever M is a single
zero based invariant subspace. Actually, it is an easy consequence of a result which
is due to Aleman, Richter and Sundberg (see [4, Lemma 6.6]). In particular, if
α ∈ D, α 6= 0, m ∈ N and if
M = {f ∈ L2a(D) : f (j)(α) = 0, 0 ≤ j ≤ m − 1},
then
lMλ (z) =
c
(z − A)(λ − A)
, where
c =
m(m + 1) (1 − |α|2)2
|α|2 and A =
1 + m(1 − |α|2)
α
.
In this case the above form of lMλ implies that rank l
M
λ = 1. We also note that if
M is zero based and its zero sequence contains more than one (distinct) points,
then a similar approach for the calculation of the form of lMλ does not appear to
be practical. In such case the manipulations are becoming extremely complicated
since they involve factorizations of higher order polynomials. For more information
about the form of lMλ and formal calculations in the case where M is a finite zero
based invariant subspace, we refer to Chapter 4 and specifically to Theorem 4.1.9.
Considering the above remarks, H. Hedenmalm stated the following conjecture
regarding the rank lMλ .
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Hedenmalm’s Conjecture: Suppose that M ∈ Lat (Mζ , L2a(D)) and ind M =
1. Then
rank lMλ = card σ(M
∗
ζ |M⊥) ,
where card σ(M∗ζ |M⊥) is the cardinality of the spectrum of M∗ζ restricted to M⊥.
It is also well known that Z(M) = σ(M∗ζ |M⊥) (see [15]).
This thesis is the first systematic study of the kernel lλ and we devote a major
part of it to the investigation of Hedenmalm’s Conjecture. We will show in the
Main Theorem of Chapter 2 (Theorem 2.3.4) that the conjecture is resolved for
zero based invariant subspaces and moreover, for every index 1 invariant subspace
M the following holds:
card
(
σ(M∗ζ |M⊥) ∩ D
)
≤ rank lλ ≤ card σ(M∗ζ |M⊥) .
For the proof of the above see Chapter 2 Theorem 2.3.25 and Chapter 4 Theo-
rem 4.2.8.
We begin the second chapter with a brief presentation of the theory of Bergman
type kernels which is developed by McCullough and Richter in [20]. We let k be a
Bergman type kernel defined on D and H(k) be a Hilbert space with reproducing
kernel k. (For the definition of these kernels we refer to Definition 2.1.2 and
Definition 2.1.11). For such kernels an analogue of Theorem 1.5.1 holds. For the
proof of this result see [20, Corollary 0.8] and for just the statement we refer to
Theorem 2.1.12 of our thesis.
Furthermore, in section 2 of Chapter 2 we show, among other results, that if
M ∈ Lat(Mζ ,H(k)), ind M = 1, then rank lλ = rank Q, where Q is some positive
operator on H(k) (see Corollary 2.2.11). Hence the study of the rank lλ carries
over to the study of the range of the operator Q.
In section 3 of Chapter 2 we resolve Hedenmalm’s Conjecture in the case where
M is a zero based invariant subspace of L2a(D) (see Theorem 2.3.4) and further-
more we show in Theorem 2.3.25 that if M ∈ Lat(Mζ , L2a(D)), ind M = 1, then
card
(
σ(M∗ζ |M⊥) ∩ D
)
≤ rank lλ.
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Throughout the third and fourth chapter, unless stated otherwise, we suppose
that M ∈ Lat (Mζ , L2a(D)) and ind M = 1.
The third chapter consists of some results related to the properties and the
boundary behavior of lλ (see Theorem 3.2.9 and Theorem 3.2.15). Moreover, we
use Cauchy transform techniques to prove that if I = T\Z(M) 6= ∅, then the
extremal function G and every f ∈ M⊥ have a meromorphic continuation across I
(see Theorem 3.2.17). We would like to mention that the previous result has been
proved by Aleman and Richter (see [1, Lemma 3.1]) using different techniques. As
a corollary to this result, we show that the associated kernel lλ for fixed λ ∈ D has
a meromorphic continuation across I (see Corollary 3.2.21).
In Chapter four we consider the structure of some special types of kernels lλ
and we obtain information for the invariant subspaces related to them (see The-
orem 4.1.1 and Theorem 4.1.19). We then give a description of the structure of
lMλ whenever M is a finite zero based invariant subspace (see Theorem 4.1.9). We
also show that not all the positive sesquianalytic kernels rλ(z) on D × D with 0 <
rλ(λ) < 1 for every λ ∈ D are associated kernels for some M ∈ Lat (Mζ , L2a(D)),
ind M = 1. This raises the question of which positive sesquianalytic kernels
rλ(z), λ, z ∈ D with 0 < rλ(λ) < 1, λ ∈ D, are associated kernels for some
M ∈ Lat(Mζ , L2a(D)), ind M = 1. Some of our results address this question (see
Theorem 4.1.19 and Theorem 4.1.20). Furthermore, in the last section we consider
Hedenmalm’s conjecture in general and in Theorem 4.2.8 we obtain an interesting
partial result. More precisely we show that for every M ∈ Lat(Mζ , L2a(D)) with
ind M = 1,
rank lMλ ≤ card σ(M∗ζ |M⊥) .
We would like to close this introduction by addressing some issues related to
open problems and to research directions that this thesis suggests. By now, one
could be intrigued by investigating the structure of index 1 invariant subspaces
of the Bergman shift via the structural form of the associated kernels lλ. More
specifically, and in the direction of Hedenmalm’s conjecture, we strongly believe
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that the techniques and the results as developed in this thesis do not only support
the conjecture, but also are very promising in resolving it. Furthermore, one would
like to elaborate more on the structural properties and the conditions regarding
the boundary behavior of the associate kernels lλ. We believe that this direction
will shed more light on the question of which positive sesquianalytic kernels are as-
sociated kernels for index 1 invariant subspaces. Lastly, one would like to consider
the general class of Hilbert spaces with Bergman type reproducing kernels and ex-
amine if analogous questions to the Bergman space case (for example Hedenmalm’s
conjecture) could be addressed.
Regarding the above, we certainly hope that both Bergman space theory and
the theory of Bergman type kernels could be benefited from the material presented
in this dissertation.
CHAPTER 2
Reproducing Kernels and their Rank
2.1. Theory of B-kernels
In this section we present some of the main results from the theory of B-kernels
as developed by McCullough and Richter. For a complete presentation of this the-
ory we refer to [20]. Even though we mainly need the results when the B-kernel
is the classical Bergman kernel, we state the theorems in full generality since we
obtain some interesting results which hold in this context. For example, see The-
orem 2.2.9 and Corollary 2.2.11.
Let Ω ⊂ C be a region and let k be a positive sesquianalytic kernel on Ω;
that is for each λ ∈ Ω the function kλ is an analytic function on Ω such that
n
∑
i,j=1
aiajkλi(λj) ≥ 0 for all n ∈ N, ai ∈ C, λj ∈ Ω, i, j ∈ {1 . . . n}.
It is well known (see Chapter 1 section 3) that every positive sesquianalytic
kernel k on Ω is the reproducing kernel for a unique Hilbert space H(k) of analytic
functions on Ω. In particular, f(λ) =< f, kλ > for every f ∈ H(k), λ ∈ Ω. As
in Chapter 1, we denote by M(k) the set of multipliers of H(k) and by Mζ the
multiplication operator associated with the identity function ζ(z) = z, z ∈ D.
In this section we will be interested in a special collection of reproducing kernels
which are called B − kernels and are studied extensively in [20]. If Ω = D
and certain natural hypothesis on k are added the corresponding spaces H(k) lie
between the Hardy and the Bergman space of D, H2(D) ⊆ H(k) ⊆ L2a(D), where
the inclusion maps are contractive.
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Given a subspace M of H(k), we denote by PM the (orthogonal) projection onto
M . Furthermore, M is called a multiplier invariant subspace of H(k), if gf ∈ M
for all f ∈ M and all g ∈ M(k).
Given A = {α1, α2 . . .} a finite or infinite sequence of points in Ω, let HA(k)
denote the zero based invariant subspace of H(k) with zeros α ∈ A. That is,
HA(k) = {f ∈ H(k) : f(α) = 0 for each α ∈ A, accounting for multiplicities}. Re-
call that if ζ ∈ M(k) and if 0 ∈ Ω, then the index of an invariant subspace M is
defined to be the dimension of the quotient space M/ζM . It is also well known
that if HA(k) 6= (0), then HA(k) has index one, provided that the operator Mζ−ω
is bounded below for each ω ∈ Ω and H(k) itself has index one (see [23, Corollary
3.4]).
Definition 2.1.1. A point α ∈ Ω is called a generic point for the positive
kernel k, if kα and ∂kα are linearly independent. Here ∂kα denotes the kernel for
the evaluation of the derivative at α, f ′(α) =< f, ∂kα > for all f ∈ H(k).
If dimH(k) > 1, then the set of non-generic points for k is a discrete subset of
Ω. If we let Z(k) ⊆ Ω be the set of the common zeros of the functions in H(k), then
it is easy to see that all points in Ω\Z(k) are generic whenever ζ is a multiplier.
For α ∈ Ω the space Hα(k) = {f ∈ H(k) : f(α) = 0} is a multiplier invariant
subspace of H(k).
Furthermore, if Pα denotes the projection onto Hα(k) and kα(α) 6= 0, then
Pαf = f − f(α)kα(α)kα.
If k is a nonzero positive kernel on Ω×Ω, if α ∈ Ω and if f is any meromorphic
function in Ω with f(α) 6= 0 and with no pole at α, then the expression
kα(α)
kα(z)kλ(α)
kλ(z)
is the normalized kernel at α, (see Chapter 1 section 3), and in the following we
shall always consider it for each λ ∈ Ω as a meromorphic function in Ω.
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Definition 2.1.2. A nonzero positive kernel on Ω is called a B-kernel if there
is a generic point α ∈ Ω, a nonzero meromorphic function φ on Ω, and a positive
kernel u on Ω × Ω such that
(2.1.3)
(
kα(α)
kα(z)kλ(α)
kλ(z)
)−1
= 1 − φ(z)φ(λ)(1 − u(λ, z)) for all λ, z ∈ Ω.
We also note that the function φ in the above, has been shown to be analytic
in Ω and to satisfy φ(α) = 0. (For the proof of this we refer to [20, Definition 0.2]
and the remarks following it).
Examples
(a) If Ω = D, α = 0, φ(z) =
√
2z, u(λ, z) = 1
2
λz, then kλ(z) = (1 − λz)−2 is
the classical Bergman kernel.
(b) If Ω = D, α = 0, φ(z) = z, u = 0, then kλ(z) = (1 − λz)−1 is the classical
Szegö kernel.
If u(λ, z) is a positive kernel then there are analytic functions un, n ≥ 1
on Ω such that u(λ, z) =
∑
n≥1 un(λ)un(z), where the sum converges uniformly on
compact subsets of Ω×Ω. For example one can take {un}n≥1 to be an orthonormal
basis for H(u). Thus if k is a B-kernel, then there is a generic point α, an analytic
function φ and analytic functions {un}n≥1 such that
(2.1.4)
(
1 −
∑
n≥1
un(λ)un(z)
)
kλ(z) =
Pαkλ(z)
φ(z)φ(λ)
.
Lemma 2.1.5. [20, Lemma 1.3]. If k is a B-kernel and α, φ, un as in (2.1.4)
then for each n ≥ 1 the function un is in M(k) and 1/φ multiplies Hα(k) into H(k).
(That is; M1/φ : Hα(k) 7→ H(k), f 7→ f/φ defines a bounded linear operator).
Furthermore, if Id denotes the identity operator,
M1/φM
∗
1/φ +
∑
n≥1
MunM
∗
un = Id,
∥
∥
∥
∥
∥
∑
n≥1
ungn + g/φ
∥
∥
∥
∥
∥
2
≤ ‖g‖2 +
∑
n≥1
‖gn‖2
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for all g ∈ Hα(k), gn ∈ H(k).
If we use Lemma 2.1.5 it is not hard to prove the following. (For a complete
proof we refer to[20, Lemma 1.4]).
Lemma 2.1.6. Let k be a B-kernel and α, φ, un be as in (2.1.4). If M is a
multiplier invariant subspace of H(k) and if N is a subspace of M ∩ Ha(k) such
that N
φ
⊆ M , then
kα(α)
kα(z)kλ(α)
PMkλ(z)
kλ(z)
= PM⊖Nkλ(z) − φ(z)φ(λ)νλ(z)
where νλ(z) is a positive kernel on Ω such that
νλ(z) =< Qkλ, kz >, where the positive operator Q is given by
Q =PM −
∑
n≥1
PMMunPMM
∗
unPM − PMM1/φPNM∗1/φPM .(2.1.7)
Observe that if ζ ∈ M(k), Lemma 2.1.5 implies that ζ−α
φ
∈ M(k). By taking
N = (ζ − α)M , Lemma 2.1.6 immediately implies the following.
Theorem 2.1.8. Let k be a B-kernel which is normalized at a generic point
α ∈ Ω and such that ζ ∈ M(k). Let φ be a function such that (2.1.3) holds at α.
If M is any multiplier invariant subspace of H(k), then for λ, z ∈ Ω
PMkλ(z)
kλ(z)
= PM⊖(ζ−α)Mkλ(z) − φ(z)φ(λ)νλ(z),
where
νλ(z) =< Qkλ, kz >,
Q =PM −
∑
n≥1
PMMunPMM
∗
unPM − PMM1/φP(ζ−α)MM∗1/φPM ≥ 0.(2.1.9)
Corollary 2.1.10. Suppose that the hypothesis are the same as in
Lemma 2.1.5 and define L ≡ Hα ⊖ (ζ − α)M and the operators
T ≡∑n≥1 PMMunPM⊥M∗unPM and S ≡ PMM1/φPLM∗1/φPM . Then
Q = T + S.
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Proof. Write PM = Id − PM⊥, P(ζ−α)M = PHα − PL. Since Hα=span (kα)⊥,
then (ζ − α)M ⊆ Hα. From Theorem 2.1.8,
Q =PM −
∑
n≥1
PM [Mun(I − PM⊥)M∗un]PM − PM [M1/φ(PHα − PL)M∗1/φ]PM
=PM [I −
∑
n≥1
(
MunM
∗
un − MunPM⊥M∗un
)
]PM − PMM1/φPHαM∗1/φPM
+ PMM1/φPLM
∗
1/φPM .
From Lemma 2.1.5, PHαM
∗
1/φ = M
∗
1/φ and M1/φM
∗
1/φ +
∑
n≥1 MunM
∗
un = Id. Hence
by doing simple algebraic manipulations in the above expression for Q we get
Q =
∑
n≥1 PMMunPM⊥M
∗
unPM + PMM1/φPLM
∗
1/φPM , and so Q=T+S. 
Definition 2.1.11. A B-kernel k in the open unit disc D is called a Bergman
type kernel if k is normalized at 0, ζ ∈ M(k), and if kz(z) → ∞ as |z| → 1.
In [20, Proposition 1.3] it is shown that for Bergman type kernels k the following
holds:
(i) M(k) = H∞ with equality of norms.
(ii) The polynomials are dense in H(k).
(iii)H2(D) ⊆ H(k) ⊆ L2a(D) contractively.
(iv) If w ∈ D, then kw ∈ H∞.
Since H∞ is the w∗-sequential closure of the analytic polynomials in D, the
above implies that the multiplier invariant subspaces of H(k) are precisely the
invariant subspaces of H(k) which are invariant for the operator Mζ .
The following two results are fundamental for the development of the Main
Theorem of this Chapter (see Theorem 2.3.4) and will be used extensively. For the
proofs, see [20, Corollary 0.8(a)] and [20, Wandering Subspace Theorem 0.17].
Theorem 2.1.12. Let k be a Bergman type kernel and let M be a multiplier
invariant subspace of index 1. If G denotes a unit vector in M ⊖ ζM , then there
is a positive definite kernel lλ(z) such that
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(2.1.13)
PMkλ(z)
G(λ)G(z)
= (1 − λzlλ(z))kλ(z),
where
(2.1.14) λzlλ(z) =
φ(λ)φ(z)
G(λ)G(z)
< Qkλ, kz > .
The expression for the positive operator Q is given in (2.1.7).
Theorem 2.1.15 (Wandering Subspace Theorem). If k is a Bergman type
kernel and M is a multiplier invariant subspace of H(k), then the span of the set
{ζnf : n ≥ 0, f ∈ M ⊖ ζM} is dense in M .
Remark 2.1.16. In the case of the Bergman kernel kλ(z) = (1−λz)−2, formula
(2.1.13) of Theorem 2.1.12 was proved in [16, Theorem 6.3] and Theorem 2.1.15
was proved in [3, Theorem 3.5].
2.2. Positive Operators and Reproducing Kernels
We start by introducing some notation. If H is a Hilbert space, we denote
by B(H),B+(H) the algebra of bounded linear operators on H, and its positive
elements respectively. If Q ∈ B(H), then rank Q denotes the Hilbert space di-
mension of the closure of the range of Q and σ(Q) denotes the spectrum of Q.
The abbreviations SOT, WOT, refer to the strong and weak operator topologies
respectively.
If U ⊆ H we let ∨{U} to denote the closed linear span of the set U and by
cl U we denote the closure of U under the norm topology of H. In addition, we use
the symbols I, J to denote subsets of N. Also for f, g ∈ H we let f ⊗ g to denote
the rank one operator on H that is defined by
(f ⊗ g)(h) =< h, g >H f.
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Lemma 2.2.1. If f, g ∈ H and R, L ∈ B(H), then
R(f ⊗ g)L = Rf ⊗ L∗g.
Proof. If x, y are elements of H, then
< R(f ⊗ g)Lx, y >= < (f ⊗ g)Lx, R∗y >
= << Lx, g > f, R∗y >
= < x, L∗g >< Rf, y >
= << x, L∗g > Rf, y >=< (Rf ⊗ L∗g)x, y > .

In this section we prove that if u is a positive sesquianalytic kernel on Ω × Ω
such that u(λ, z) =< Qkλ, kz >, λ, z ∈ Ω, where Q ∈ B+(H) and k is a positive
definite kernel, then rank u = rank Q. We also prove some functional analytic
results which we use in the sequel.
Lemma 2.2.2. Suppose that u(λ, z) =
∑
i∈I ui(λ)ui(z) is the reproducing kernel
for the Hilbert space H(u). Then
ui ∈ H(u) for every i ∈ I.
Proof. Fix l ∈ I, then
u(λ, z) − ul(λ)ul(z) =
∑
i∈I,i6=l
ui(λ)ui(z) ≫ 0.
Since kl ≡ ul(λ)ul(z) is positive definite, it is the reproducing kernel for some
Hilbert space of functions H(kl). From the above equation we get u − kl ≫ 0.
Now we use Theorem 1.3.3 in Chapter 1 to get that H(kl) ⊆ H(u). Particularly,
ul ∈ H(u). This concludes the proof. 
Now recall the definition of the rank of a positive definite sesquianalytic kernel.
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Definition 2.2.3. If u(λ, z) is a positive definite sesquianalytic kernel on Ω×Ω,
then we define the rank of u(λ, z) to be the least number of analytic functions un
in Ω such that u(λ, z) =
∑
n≥1 un(λ)un(z), where the sum converges uniformly on
compact subsets of Ω × Ω.
Remark 2.2.4. In the definition for the rank it is not necessary to suppose that
un, n ≥ 1 are analytic in Ω since we can prove that their analyticity is forced by
the analyticity of the kernel u(λ, z) as a function in z.
Indeed, since u(λ, z) is a positive sesquianalytic kernel, it is a reproducing
kernel for some Hilbert space of analytic functions H(u). Suppose that u(λ, z) =
∑
n≥1 un(λ)un(z). From Lemma 2.2.2, un ∈ H(u) for every n ∈ N. In particular,
each un is an analytic function. Furthermore, it is easy to see that the set {un}n≥1
in the definition for the rank is a linearly independent subset of H(u).
Lemma 2.2.5. If Q ∈ B+(H), then Q =
∑
i∈I
√
Qei ⊗
√
Qei in the SOT sense,
where {ei}i∈I is an orthonormal basis for clrange Q.
Proof. Define fi =
√
Qei, i ∈ I.
Claim 2.2.6. {fi}i∈I is a linearly independent subset of H.
Indeed, if {ci}i∈(1...m) ∈ C such that
∑
i∈(1...m) cifi = 0, then
√
Q(
∑
i∈1...m ciei) = 0 and so
(2.2.7)
∑
i∈1...m
ciei ∈ ker(
√
Q).
Moreover,
∑
i∈(1...m) ciei ∈ clrange Q = clrange(
√
Q) = (ker
√
Q)⊥. This together
with (2.2.7) imply that
∑
i∈(1...m) ciei = 0 and so ci = 0 for every i ∈ {1 . . .m}
since {ei}i∈I is a linearly independent set. This concludes the proof of the claim.
Denote by F the collection of all finite subsets of I ordered by inclusion, so F
becomes a directed set. For each F ∈ F define
PF =
∑
{ei ⊗ ei : i ∈ F} ≡
∑
i∈F
ei ⊗ ei.
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We will see that {∑i∈F fi ⊗ fi}F∈F → Q in the WOT.
Indeed, if f, g ∈ H, then
< (
∑
i∈F
fi ⊗ fi)f, g > =
∑
i∈F
< f, fi >< fi, g >(2.2.8)
=
∑
i∈F
<
√
Qf, ei >< ei,
√
Qg >
=< (
∑
i∈F
ei ⊗ ei)
√
Qf,
√
Qg >
=< PF
√
Qf,
√
Qg > .
We use elementary functional analysis results to get {PF} → P∨{PFH:F∈F} in the
SOT. Furthermore, note that since {ei}i∈I is an orthonormal basis of clrange Q,
we have
∨
{PFH : F ∈ F} = clrange Q
and so from (2.2.8),
{< {
∑
i∈F
fi ⊗ fi}f, g >}f∈F →< Pclrange(Q)
√
Qf,
√
Qg > .
Since clrange(Q) = clrange(
√
Q), the above is equivalent to {∑i∈F fi⊗fi}F∈F →
Q in the WOT. Also note that since {∑i∈F fi ⊗ fi}f∈F is an increasing net of
positive operators on H which converges to Q in the WOT, {∑i∈F fi⊗fi}f∈F → Q
in the SOT. This concludes the proof of the lemma. 
Theorem 2.2.9. If Q ∈ B+(H(k)) and u(λ, z) =< Qkλ, kz >H(k), then
rank u(λ, z) = rank Q.
Proof. If {ei}i∈I is an orthonormal basis for cl rangeQ, the above lemma and
the defining property of the reproducing kernels imply that
(2.2.10) u(λ, z) =< Qkλ, kz >=
∑
i∈I
fi(λ)fi(z),
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where fi =
√
Qei, i ∈ I, are linearly independent vectors in H(u) and where the
sum converges uniformly on compact subsets of Ω×Ω. The above equation implies
that rank u ≤ rank Q. Hence it remains to show that rank u ≥ rank Q.
If H(u) is the Hilbert space of functions with reproducing kernel u, by (2.2.10)
and Lemma 2.2.2, fi ∈ H(u), i ∈ I. From the claim in the proof of the above
lemma, {fi}i∈I is a linearly independent set. Consequently, card I ≤ dimH(u).
Moreover, the definition of the rank and an elementary argument given by
Aronszajn in [5, pages 346-347], imply easily that dimH(u) ≤ rank u. The proof
now is complete since card I = rank Q. 
Corollary 2.2.11. If k, M, lλ(z), G, Q are as in Theorem 2.1.12, then
rank lλ(z) = rank Q.
Proof. From Theorem 2.1.12 and (2.1.14) we have λzlλ(z) =
φ(λ)φ(z)
G(λ)G(z)
<
Qkλ, kz >, where lλ(z) is a positive definite kernel. This and the definition of
the rank (Definition 2.2.3) imply that rank lλ(z) = rank < Qkλ, kz >. The result
now follows from the above theorem. 
We close this section with the following two lemmas which are used in the proof
of Theorem 2.3.4.
Lemma 2.2.12. Suppose T, S ∈ B+(H). If Q = T + S, then the following hold:
(a) cl range T ⊆ cl range Q.
(b) If range S ⊆ range T , then cl rangeQ=cl rangeT and in particular rank Q =
rank T .
(c) If fi ∈ H for every i ∈ I and Q =
∑
i∈I fi ⊗ fi , where the convergence is
in the SOT, then cl range Q =
∨
i∈I{fi}.
Proof. (a). For every x ∈ H,
< Qx, x >= < Tx, x > + < Sx, x >
=
∥
∥T 1/2x
∥
∥
2
+
∥
∥S1/2x
∥
∥
2
(since T, S ∈ B+(H)).
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For y ∈ ker Q,
∥
∥T 1/2y
∥
∥ = 0, hence y ∈ ker T . From this we conclude that
cl range T ⊆ cl range Q.
(b). It follows from (a).
(c). Note that cl range Q ⊆ ∨i∈I{fi}.
Fix j ∈ I and set Tj = fj ⊗ fj, Sj =
∑
i∈I, i6=j fi ⊗ fi.
Write
Q = Tj + Sj .
Since Tj, Sj ∈ B+(H), from part (a), cl rangeTj ⊆ cl range Q. In particular fj ∈
cl range Q. Since j is arbitrary in I we get
∨
i∈I{fi} ⊆ cl range Q. 
Lemma 2.2.13. Suppose that R, L ∈ B(H) and M is a closed subspace of H. If
PM denotes the projection onto M and R = LPML
∗, then cl range R = cl LM .
Proof. If {ej}j∈J is an orthonormal basis for M , then PM =
∑
j∈J ej ⊗ ej ,
where the convergence is in the SOT.
R =L
(
∑
j∈J
ej ⊗ ej
)
L∗
=
∑
j∈J
Lej ⊗ Lej (see Lemma 2.2.5).
From Lemma 2.2.12 part (c), cl range R =
∨
j∈J{Lej} = cl LM . 
2.3. The Main Theorem
In the main result of this section we resolve Hedenmalm’s conjecture in the case
of zero based invariant subspaces of the Bergman shift. In order to show this we
need the following two results which were proved originally by S.Walsh, see [29,
Theorems 1, 2]. The first result was proved for a larger class of spaces and for
hyponormal operators.
Theorem 2.3.1. If Mζ denotes the multiplication by z on the L
2
a(D) and f is
an analytic function in a neighborhood of D, then the following holds:
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Either f is cyclic for M∗ζ (that is [f ]M∗ζ = L
2
a(D)) or f belongs to a finite di-
mensional M∗ζ invariant subspace of L
2
a(D).
Theorem 2.3.2. Suppose that f ∈ L2a(D). Then f is in a finite dimensional
invariant subspace of M∗ζ if and only if it is rational with zero residues at its poles.
Lemma 2.3.3. Let ∂
l
kλ denote the kernel of the evaluation of the l
th derivative
at λ; that is f (l)(λ) =< f, ∂
l
kλ >, λ ∈ D, l ≥ 0.
If λ ∈ D, λ 6= 0, set
W =
ρ
∨
j=1
{∂j−1kλ}, ρ ≥ 1,
where kλ(z) = (1 − λz)−2, z ∈ D. Then
W =
ρ
∨
j=1
{(1 − λz)−(j+1)}
={kλ(z)} ∨
ρ
∨
j=2
{z(1 − λz)−(j+1)}.
Proof. For k ≥ 1,
z(1 − λz)−(k+1) =1
λ
(
1 − (1 − λz)
)
(1 − λz)−(k+1)
=
1
λ
[
(1 − λz)−(k+1) − (1 − λz)−k
]
.
The above leads to the second equality.
Since ∂
j−1
kλ(z) = cj−1z
j−1(1 − λz)−(j+1), cj−1 = j!, j ≥ 1, a repeated applica-
tion of z = 1
λ
(
1 − (1 − λz)
)
to zj(1−λz)−(j+2), as in the above calculation, proves
the first equality. 
We now state and prove our main result.
Theorem 2.3.4 (Main Theorem). Let Λ = {λi}i∈I be a nonempty sequence of
points in D with λi 6= λj for i 6= j, i, j ∈ I. Suppose that for i ∈ I, ρi is a positive
integer. Set M = {f ∈ L2a(D) : f (m)(λi) = 0, i ∈ I, 0 ≤ m ≤ ρi − 1} and assume
that M is nontrivial.
If lλ(z) is the associated kernel for M , then
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rank lλ(z)= card Λ.
Proof. If we apply Theorem 2.1.8 and Corollary 2.1.10 in the case of the
Bergman kernel kλ(z) = (1 − λz)−2, λ, z ∈ D, we get u(z) = z/
√
2, φ(z) =
√
2z, L = Ho ⊖ ζM and
Q = T + S,
where
T =PMMuPM⊥M
∗
uPM ,
S =PMM1/φPLM
∗
1/φPM .
Claim 2.3.5. range T = PMMζM
⊥, range S = PMM1/ζL.
Observe that T = (PMMu)PM⊥ (PMMu)
∗ and S =
(
PMM1/φ
)
PL
(
PMM1/φ
)∗
.
The proof of the claim is now an easy application of Lemma 2.2.13.
From the hypothesis, M =
⋂
i∈I
⋂ρi−1
m=0 {f ∈ L2a(D) : f (m)(λi) = 0}.
Now recall that for every Hilbert space H and any collection of (closed) sub-
spaces {Hi}i∈I of H we have
⋂
i∈I
Hi⊥ =
(
∨
i∈I
Hi
)⊥
,
thus
(2.3.6) M⊥ =
∨
i∈I
ρi
∨
j=1
{∂j−1kλi}.
Claim 2.3.7. range S ⊆ range T and rank T ≤ cardΛ.
For each λi 6= 0, i ∈ I, we set
(2.3.8) Ri =
ρi
∨
j=2
{z(1 − λiz)−(j+1)}.
Note that if for some i ∈ I, ρi = 1, then Ri = (0).
We divide the proof of this claim into two cases.
Case 1: 0 /∈ Λ.
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By (2.3.6) and Lemma 2.3.3, for i ∈ I,
M⊥ =
∨
i∈I
ρi
∨
j=1
{∂j−1kλi}(2.3.9)
=
∨
i∈I
({kλi} ∪ Ri)
=
∨
i∈I
(
{kλi} ∪
1
ζ
Ri
)
.
Since range T = PMMζM
⊥,
range T = PMMζ
∨
i∈I
(
{kλi} ∪
1
ζ
Ri
)
=
∨
i∈I
{PMMζkλi}, since Ri ⊆ M⊥, i ∈ I.(2.3.10)
This implies that rank T ≤ card Λ.
Now consider the expression for L;
L =Ho ⊖ (ζM)
=(ζM)⊥ ∩Ho = (ζM)⊥ ∩ span {ko}⊥.
Observe that
ζM =M ∩ {f ∈ L2a(D) : f(0) = 0}
=M ∩ span {ko}⊥
and hence
(2.3.11) L = (M⊥ ∨ {ko}) ⊖ span {ko}.
Moreover, for every i ∈ I,
ko = 1,
< kλi − ko, ko >= 0,
< z(1 − λiz)−n, ko >= 0, n ≥ 0.
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The above, (2.3.11) and (2.3.9) lead to,
(2.3.12) L =
∨
i∈I
({kλi − 1} ∪ Ri) .
Since range S = PMM1/ζL, we have
range S = PM
∨
i∈I
({
kλi − 1
ζ
}
∪ Ri
ζ
)
(2.3.13)
= PM
∨
i∈I
{
kλi − 1
ζ
}
, since for every i ∈ I, Ri
ζ
⊆ M⊥.
Note that
kλi(z) − 1
z
= λi
2 − λiz
(1 − λiz)2
, i ∈ I and thus we have
PM
kλi − 1
ζ
= 2λiPMkλi − λi
2
PMζkλi
= −λi
2
PMMζkλi , since for every i ∈ I, kλi ∈ M⊥.
Hence from (2.3.13), range S =
∨
i∈I{PMMζkλi}.
From the above and (2.3.10), range S = range T and thus the proof of case 1
of the proof of Claim 2.3.7 is complete.
Case 2: 0 ∈ Λ.
We assume, without loss of generality, that λ0 = 0 has multiplicity ρ > 0 in M
and that λi 6= 0 for i 6= 0, i ∈ I.
By (2.3.6) and Lemma 2.3.3,
M⊥ =
ρ
∨
j=1
{
ζj−1
}
∨
∨
i∈I, i6=0
({kλi} ∪ Ri)(2.3.14)
=
ρ
∨
j=1
{
ζj−1
}
∨
∨
i∈I, i6=0
(
{kλi} ∪
Ri
ζ
)
.
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Consequently,
rangeT =PMMζM
⊥
(2.3.15)
=
∨
i∈I, i6=0
PM{ζρ, ζkλi}, since
ρ
∨
j=1
{
ζj−1
}
, Ri ⊆ M⊥, for i ∈ I, i 6= 0,
={PM∂
ρ
ko} ∨
∨
i∈I, i6=0
{PMζkλi}.
Note that ∂
ρ
ko = (ρ + 1)!ζ
ρ. Moreover, ζM = M ∩ {ζρ}⊥, hence
L =Ho ⊖ ζM
=M⊥ ∨ {ζρ} ⊖ span {ko}.
Additionally, < ζρ, ko >= 0, thus
(2.3.16) L =
ρ
∨
j=1
{ζj} ∨
∨
i∈I, i6=0
({kλi − 1} ∪ Ri) .
Recall that range S = PMM1/ζL and so by (2.3.16) we get
range S =
∨
i∈I, i6=0
{
PM
kλi − 1
ζ
}
, since
ρ
∨
j=1
{
ζj−1
}
,
Ri
ζ
⊆ M⊥, for i ∈ I, i 6= 0.
As we calculate in case 1, PM
kλi − 1
ζ
= −λi
2
PMMζkλi, i ∈ I, i 6= 0, thus
(2.3.17) range S =
∨
i∈I, i6=0
{PMMζkλi}.
We use (2.3.15) to conclude that range S ⊆ range T and rank T ≤ card Λ. The
proof of Claim 2.3.7 is now complete.
By Lemma 2.2.12 and the above claim, range Q = range T and rank Q ≤
card Λ. Now it follows (see (2.3.15)) that
(2.3.18) range Q =









∨
i∈I
{PMMζkλi} 0 /∈ Λ
{PM∂
ρ
ko} ∨
∨
i∈I, i6=0
{PMMζkλi} 0 ∈ Λ of multiplicity ρ.
Reproducing kernels and their rank 34
To conclude the proof of the Main Theorem, since rank Q = rank lλ (see Corol-
lary 2.2.11), it remains to show that the sets
{PMMζkλi}i∈I , {PM∂
ρ
ko, PMMζkλi}i∈I, i6=0
are linearly independent subsets of L2a(D).
To this end we only consider the set {PM∂
ρ
ko, PMMζkλi}i∈I, i6=0. The other
case follows from this.
Assume that J is a finite subset of I\{0} such that
(2.3.19) bPM∂
ρ
ko +
∑
j∈J
ajPMMζkλj = 0, aj, b ∈ C.
It remains to show that aj = b = 0, j ∈ J . If we define
(2.3.20) f = b∂
ρ
ko +
∑
j∈J
ajMζkλj , aj, b ∈ C, j ∈ J,
PMf = bPM∂
ρ
ko + PM
∑
j∈J
ajMζkλj
= bPM∂
ρ
ko +
∑
j∈J
ajPMMζkλj
= 0 (because of (2.3.19))
and hence
(2.3.21) f ∈ M⊥.
From (2.3.20) we observe that f is analytic in a neighborhood of D. Consequently,
Walsh’s theorems apply and we have two options.
Option 1. f is contained in a finite dimensional M∗ζ invariant subspace of
L2a(D).
Another expression for f is
(2.3.22) f(z) = b(−1)ρ(ρ + 1)!zρ +
∑
j∈J
aj
λj
2 [(z −
1
λj
)−1 +
1
λj
(z − 1
λj
)−2], z ∈ C,
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thus Res(f, 1/λj) = aj/λ
2
j , where Res(f, 1/λj) denotes the residue of f at 1/λj ,
j ∈ J . Now Theorem 2.3.2 forces Res(f, 1/λj) to be zero and hence aj = 0.
Additionally, since ζρ /∈ M⊥ and f ∈ M⊥, b = 0.
Option 2. f is cyclic for M∗ζ .
Thus, [f ]M∗
ζ
= L2a(D). Since M
⊥ is an M∗ζ invariant subspace of L
2
a(D),
L2a(D) = [f ]M∗ζ ⊆ M⊥. Hence M ≡ 0. This leads to contradiction because M is a
nonzero invariant subspace. The proof of the Main Theorem is now complete. 
Recall from Chapter 1 section 5 Hedenmalm’s Conjecture and note that the
Main Theorem resolves Hedenmalm’s Conjecture whenever M is nontrivial and
zero based.
Corollary 2.3.23. Suppose that M, N are Mζ invariant subspaces of L
2
a(D),
M is zero based, M ⊆ N, indN = 1. If lMλ , lNλ denote the associated kernels, then
rank lNλ ≤ rank lMλ .
Proof. Under the hypothesis of the corollary N is zero based and the zero
sequence of N is contained in the zero sequence of M [16, Corollary 10.3]. An
application of the Main Theorem concludes the proof. 
Remark 2.3.24. (a) In the proof of the Claim 2.3.5 of the Main Theorem
we did not use the fact that M is zero based and so Claim 2.3.5 holds for any
M ∈ Lat (Mζ , L2a(D)), ind M = 1.
(b) In the proof of the Main Theorem in order to show that the set
{PM∂
ρ
ko, PMMζkλi}i∈I is a linearly independent subset of L2a(D) we only used the
facts that M ∈ Lat (Mζ , L2a(D)) and ∂
ρ
ko /∈ M⊥. Hence the set
{PM∂
ρ
ko, PMMζkλi}i∈I is a linearly independent subset of L2a(D) whenever M ∈
Lat (Mζ , L
2
a(D)), ∂
ρ
ko /∈ M⊥ and λi ∈ D, i ∈ I.
We will close this chapter with a result related to Hedenmalm’s Conjecture
which is an application of the techniques used in the proof of the Main Theorem.
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If M is an index 1 invariant subspace of L2a(D) it is known (see [15]) that
Z(M) = σ(M∗ζ |M⊥) ,
where σ(M∗ζ |M⊥) is the spectrum of M∗ζ restricted to M⊥.
Theorem 2.3.25. If M ∈ Lat(Mζ , L2a(D)), ind M = 1 , then
card
(
σ(M∗ζ |M⊥) ∩ D
)
≤ rank lλ(z).
Proof. Without loss of generality we suppose that
(2.3.26) Z(M) = {λi}i∈I ∪ {ζj}j∈J ,
where for i ∈ I, λi are distinct points in D, and for j ∈ J , ζj are distinct points
in T.
This implies that M ⊆ L, where
L⊥ =
∨
i∈I
ρi
∨
l=1
{∂l−1kλi}
for some positive integers ρi, i ∈ I. We also note that σ(M∗ζ |M⊥) ∩ D = {λi}i∈I .
For the rest we use the same notation as in the proof of the Main Theorem.
Now observe that Remark 2.3.24 (a) implies that
Q = T + S,
where range T = PMMζM
⊥, range S = PMMζL and L = Ho ⊖ ζM .
From Lemma 2.2.12(a), cl range Q ⊇ cl range T . Now observe that
cl range T ⊇ PMMζL⊥. Hence,
(2.3.27) cl range Q ⊇ PMMζL⊥.
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As in the proof of the Claim 2.3.7 of the Main Theorem and since
∨
i∈I
ρi
∨
l=1
{∂l−1kλi} ⊆ M⊥, we have
PMMζL
⊥ =







∨
i∈I
{PMMζkλi} 0 /∈ Z(M)
∨
i∈I, i6=0
{PM∂
ρ
ko, PMMζkλi} λo = 0 ∈ Z(M) of multiplicity ρ.
From Remark 2.3.24 (b), {PM∂
ρ
ko, PMMζkλi}i∈I is a linearly independent subset
of L2a(D). Consequently,
rank PMMζL
⊥ ≥ card I
= card
(
σ(M∗ζ |M⊥) ∩ D
)
.
In light of (2.3.27) the proof of the theorem is complete, since rank lMλ = rank Q
(see Corollary 2.2.11).

CHAPTER 3
Properties of the Reproducing Kernels
In this chapter we consider the associated kernel lMλ for M ∈ Lat(Mζ , L2a(D))
with ind M = 1. We study the boundary behavior and some of the basic properties
of the kernel lMλ . Furthermore we prove that if T\Z(M) 6= ∅, the kernel lMλ for
fixed λ ∈ D has a meromorphic continuation across T\Z(M).
3.1. The Cauchy Transform
The Cauchy transform is an essential tool in the proofs of some of the main
results of this chapter. In this section we introduce this transform and study some
of its most important properties.
Throughout this chapter A denotes Lebesgue measure in the complex plane
normalized so that A(D) = 1. Furthermore, if P is a property which a point x may
or may not have, the statement ‘P holds almost everywhere[Area]’, abbreviated
‘a.e[Area]’, means that there is a A-measurable subset of the complex plane, N ,
with A(N) = 0, such that P holds at every point of C\N .
Let µ be a compactly supported complex Borel measure on C with total varia-
tion measure |µ|. One checks that the function z 7→
∫
1
|z − w|d|µ|(w), z, w ∈ C
is locally integrable. Hence, the following definition makes sense.
Definition 3.1.1. For a compactly supported complex Borel measure µ on the
complex plane the Cauchy transform µ̂ of µ is defined a.e [Area] by the equation,
µ̂(z) =
∫
1
w − z dµ(w).
The next result states some elementary properties of the Cauchy transform.
38
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Proposition 3.1.2. If µ is a compactly supported measure on C,
then:
(a) µ̂ is analytic on C∞\ supp µ, hence ∂µ̂ = 0 on C∞\ supp µ.
(b) The power series expansion of µ̂ in a neighborhood of infinity is given by
µ̂(z) = −
∞
∑
n=0
(
∫
wn dµ(w)
)
1
zn+1
.
Proof. For a proof see [10, Proposition 3.2]. 
Weyl’s Lemma: If G is an open subset of C and u is locally integrable on G
with ∂u = 0 as a distribution, then there is an analytic function f on G such that
u = f a.e [Area].
Proof. For a proof see [10, page 172]. 
Proposition 3.1.3. If µ is a compactly supported measure on C,
then
∂µ̂ = −πµ.
Moreover, µ̂ is the unique solution to this differential equation in the sense that if
h is locally integrable such that ∂h = −πµ, h is analytic on a neighborhood of ∞
and h(∞) = 0, then h = µ̂ a.e [Area].
Proof. The proof of the first part is an application of the Cauchy integral
formula and the theory of distributions. The second part follows from Proposi-
tion 3.1.2 and Weyl’s Lemma. For a complete proof we refer to [10, Theorem
3.3]. 
Lemma 3.1.4. If f is a function which is defined on a compact set K ⊆ C with
|f(z)| ≤ C, z ∈ K, C constant, then the Cauchy transform of µ = fXKA is a
continuous function in C∞.
Proof. Since supp µ = K is compact, by Proposition 3.1.2(a) we conclude
that it is enough to show the continuity of µ̂ at every point of K.
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Define h(w) = 1
w
, w ∈ C. Then by [11, Lemma 2.6], h ∈ L1 (XKA). If for
z ∈ C, hz : K 7→ C∞ is the translate of h defined by
hz(w) = h(w − z) =
1
w − z (w ∈ K),
then there exists a neighborhood U of K such that the map z 7→ hz is a uniformly
continuous mapping of U into L1 (XKA). We mention that this can be proved
using Lusin’s theorem (to approximate hz by continuous functions with compact
support) and the translation invariance of the L1 norm in C.
Now fix ǫ > 0 and zo ∈ K. The above shows that there is a δ > 0 such that
‖hz − hzo‖L1 < ǫ, whenever |z − zo| < δ. Hence,
|µ̂(z) − µ̂(zo)| ≤
∫
K
|f(w)| · |hz − hzo | dA(w)
≤C · ‖hz − hzo‖L1 · Area(K)
< C · ǫ · Area(K).

Corollary 3.1.5. Suppose that ζo is a point on T and that f is an element in
L1 (XDA) ∩ C(D) which can be extended continuously on a neighborhood V of ζo.
If µ = fXDA, then there is an arc I on T with ζo ∈ I where the Cauchy transform
µ̂ of µ is continuous.
Proof. Let ǫ > 0 such that K ≡ B (ζo, ǫ) ⊆ V . Since f ∈ C(D ∪ V ), f is a
bounded function in K.
For z ∈ C∞ we set
F1(z) =
∫
D\K
f(w)
w − z dA(w)
and
F2(z) =
∫
D∩K
f(w)
w − zdA(w).
Then µ̂ = F1 + F2. By Lemma 3.1.4, F2 is continuous in C∞ and by Proposi-
tion 3.1.2(a), F1 is analytic in B (ζo, ǫ). This concludes the proof. 
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3.2. Properties of the Kernel Functions
In this section, M denotes an element of Lat(Mζ , L
2
a(D)) with ind M = 1.
Recall from Chapter 1 section 4 that the extremal function G of M is a unit vector
in M ⊖ζM with M = [G] and that M/G is the closure of the analytic polynomials
in L2a(|G|2dA) with (normalized) reproducing kernel of the form
kGλ (z) =
PMkλ(z)
G(λ)G(z)
= (1 − λzlλ(z))kλ(z),
where lλ(z) is some positive definite sesquianalytic kernel on D × D and kλ(z) is
the Bergman kernel (see Chapter 1 Theorem 1.5.1 or Chapter 2 Theorem 2.1.12
and equation (2.1.14)).
In the following, < ·, · >G denotes the inner product on M/G and ‖·‖G denotes
the norm on M/G. With Z(M), Z(M) we denote the zero set and the lower zero
set of M respectively (see Chapter 1 Definition 1.2.1).
It is well known, see [26, page 135], that if s denotes the Szegö kernel on
D, that is s(λ, z) = (1 − λz)−1, and q is a positive (sesquianalytic) kernel on
D, then (1 − q)s is a positive kernel if and only if |q(z, z)| ≤ 1. In addition
|q(λ, z)| ≤ |q(z, z)|·|q(λ, λ)|, which is referred to as the Cauchy-Schwartz inequality
for reproducing kernels. Now observe that (1− q)kλ is positive definite if and only
if (1 − q)s is positive definite.
The following lemma was proved by Hedenmalm, Jakobsson and Shimorin, [16,
Corollary 6.6]. Here we provide a different proof.
Lemma 3.2.1. |lλ(z)| < 1 for all λ, z in D.
Proof. The expression (1−λzlλ(z))kλ(z) is positive definite, as a reproducing
kernel function, therefore, as we have mentioned before, |z|2|lz(z)| ≤ 1. Since lλ(z)
is sesquianalytic, lz(z) is a subharmonic function in D.
If we use the maximum modulus principle for subharmonic functions and the
Cauchy-Schwartz inequality, it is not hard to show that either lz(z) < 1 or lz(z) ≡
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1 for all z ∈ D. If lz(z) ≡ 1, and since the reproducing kernel is completely
characterized by its values along the diagonal, then lλ(z) ≡ 1 and so
1 − λzlλ(z)
(1 − λz)−2
= (1 − λz)−1 = s(λ, z).
Hence, M/G is (isometrically isomorphic to) the Hardy space H2(D). This is
impossible. Just observe that Mζ is an isometry on H
2(D), but Mnζ |M/G −→ 0 in
the Strong Operator Topology. The conclusion is that lz(z) < 1 for all z ∈ D. By
the Cauchy-Schwartz inequality for the reproducing kernels we get
|lλ(z)| ≤ lλ(λ) · lz(z) < 1
and that completes the proof. 
If De ≡ C∞\D is the exterior unit disc, we denote by M(D), M(De), the sets of
meromorphic functions on D and De respectively. Since ind M = 1, it is easy to
see that
(3.2.2) (ζM)⊥ =





M⊥ ∨ {ko} if 0 /∈ Z(M)
M⊥ ∨ {∂ρko} if 0 ∈ Z(M), with multiplicity ρ.
Also observe that ∂
ρ
ko = (ρ + 1)!z
ρ for every z ∈ D and for every nonnegative
integer ρ.
In the rest of the chapter we investigate the situation where T\Z(M) 6= ∅. The
properties for the kernel lλ(z) which we will prove hold under this hypothesis.
The first argument in the following lemma is due to Hedenmalm (see [15,
lemma 1.4]).
Lemma 3.2.3. T\Z(M) 6= ∅ if and only if M contains a (nonzero) function f
which extends to be analytic in a neighborhood V of a point ζo ∈ T.
Proof. Suppose that ζo ∈ T\Z(M). Then there is a function g ∈ M such
that |g(z)| ≥ c > 0 for all z in a D-neighborhood of ζo. In this case we can
construct a function h ∈ H∞(D) such that f = gh ∈ M extends to be analytic
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in a neighborhood V of ζo, 1/2 < |f(z)| < 2, |f(ζo)| = 1, z ∈ V . For a complete
proof we refer to [15, Lemma 1.4].
For the converse we assume the contrary, that is T ⊆ Z(M), so lim
z→ζ, z∈D
|f(z)|
= 0 for all ζ ∈ T ∩ V . Since f extends to be analytic in V , there is an analytic
function F on D∪V such that f(z) = F (z), z ∈ D∩V . Thus, F (ζ) = 0, ζ ∈ T∩V
and so F ≡ 0 in V . This forces f to be zero, which is a contradiction. 
The next lemma was proved by Aleman and Richter for a larger class of spaces
[1, Lemma 3.1].
Lemma 3.2.4. Let V be an open subset of C such that V ∩ T 6= ∅. If f ∈ M ,
f 6= 0 extends to be analytic in V , then the extremal function G and every g ∈ M⊥
extend to be analytic in V .
Proof. Suppose that g ∈ M⊥ and fix a point ζo ∈ V ∩ T. We use standard
Duality Theory, see [2, Section 5], to find an analytic function Ψ with
∫
D
|Ψ′|2 dA <
∞ such that (zΨ(z))′ = g(z) z ∈ D.
An easy calculation with power series leads to:
(3.2.5) lim
r→1−
∫ 2π
0
h(rζ)Ψ(rζ)
|dζ |
2π
=
∫
D
h(z)(zΨ(z))′dA, h ∈ L2a(D).
Without loss of generality we assume f(ζo) 6= 0. Indeed, if f(ζo) = 0 one shows
easily that
[
f
z − ζo
]
= [f ].
By (3.2.5), for λ in some D-neighborhood of ζo, we have
0 = <
f
1 − λz
, g >
(
since
f
1 − λz
∈ [f ] ⊆ M
)
0 = <
f − f(1/λ)
1 − λz
, g > +f(1/λ) <
1
1 − λz
, g > .
Note that
1
1 − λz
is the Szegö kernel, thus
0 = <
f − f(1/λ)
1 − λz
, g > +f(1/λ) Ψ(λ)
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and hence
(3.2.6) f(1/λ)Ψ(λ) = −
∫
D
f − f(1/λ)
1 − λz
g(z)dA.
If f extends to be analytic in a neighborhood V of ζo and has no zeros there,
then for λ ∈ V the function
F (λ) = − 1
f(1/λ)
∫
D
f − f(1/λ)
1 − λz
g(z)dA(3.2.7)
=
1
λf(1/λ)
∫
D
f − f(1/λ)
z − 1
λ
g(z)dA
is analytic in λ, and from (3.2.6)
(3.2.8) F = Ψ on V ∩ D.
This shows that Ψ extends to be analytic in a neighborhood V of ζo.
Since g(z) = (zΨ(z))′ , z ∈ D, we conclude that g extends to be analytic in a
neighborhood of ζo. Now observe that the extremal function G is an element in
(ζM)⊥. The expression for (ζM)⊥ is given in (3.2.2) and so G also extends to be
analytic in a neighborhood of ζo. 
Theorem 3.2.9. Let V be an open subset of C such that V ∩ T 6= ∅. If
f 6= 0, f ∈ M extends to be analytic in V , then the kernel lλ(z) satisfies the
following boundary conditions:
(i) lim
λ→ζ
(1 − |λ|2lλ(λ))|G(λ)|2 = 1 for every ζ ∈ V ∩ T;
(ii) lim
λ→ζ
∂
∂z
[
(1 − λzlλ(z))G(λ)G(z)
]
∣
∣
∣
z=λ
= 0 for every ζ ∈ V ∩ T.
In the case where G ∈ C(D), condition (i) was proved by Hedenmalm, Jakob-
sson and Shimorin in [16, Theorem 6.8]. It is also worthwhile to observe that by
Lemma 3.2.3 the above conditions hold on T\Z(M).
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Proof. Fix a point ζo ∈ V ∩T. If kGλ is the reproducing kernel for M/G, then
kGλ (z) =
PMkλ(z)
G(λ)G(z)
= (1 − λzlλ(z))kλ(z)
and
1 − PM⊥kλ(z)
kλ(z)
=(1 − λzlλ(z))G(λ)G(z),
∂
∂z
(
1 − PM⊥kλ(z)
kλ(z)
)
=
PM⊥kλ(z)
(kλ(z))2
∂
∂z
kλ(z)
−
∂
∂z
PM⊥kλ(z)
kλ(z)
.
In addition we have :
lim
λ→ζo
1
kλ(λ)
= lim
λ→ζo
(1 − |λ|2)2 = 0,
lim
λ→ζo
∂
∂z
kλ(z)
(kλ(z))2
∣
∣
∣
∣
∣
z=λ
= lim
λ→ζo
− 2λ(1 − |λ|2) = 0.
Hence, to conclude the proof of the theorem, it is enough to show that PM⊥kλ(λ)
and ∂
∂z
PM⊥kλ(z)
∣
∣
z=λ
are bounded as λ approaches ζo, λ ∈ V ∩ D. The proof
depends on Lemma 3.2.4 and more precisely on equation (3.2.7).
In what follows, C is a positive constant depending on V and it may vary
depending on the estimates. We denote by ‖ · ‖ the norm in L2a(D).
We write equation (3.2.7) as
F (λ) =
1
λ
1
f(1/λ)
∫
V ∩D
f − f(1/λ)
z − 1/λ
g(z) dA
+
1
λ
1
f(1/λ)
∫
D\V
f − f(1/λ)
z − 1/λ
g(z) dA,
where g ∈ M⊥, λ ∈ V and g(z) = (zΨ(z))′ , z ∈ D. In addition, there is a
compactly contained neighborhood V ′ of ζo inside V where we may suppose that
f has no zeros.
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Suppose that U1 is any neighborhood of ζo which is compactly supported in
V ′ and U2 is another neighborhood of ζo which is compactly supported in U1. If
1
λ
∈ U2, then
∫
U1∩D
∣
∣
∣
∣
f − f(1/λ)
z − 1/λ
∣
∣
∣
∣
|g(z)| dA ≤ C‖g‖,
because
f(z) − f( 1
λ
)
z − 1
λ
is uniformly bounded for z ∈ U1 and for
1
λ
∈ U2.
Furthermore,
∫
D\U1
∣
∣
∣
∣
f − f(1/λ)
z − 1/λ
∣
∣
∣
∣
|g(z)| dA ≤ C‖g‖,
because
∣
∣
∣
∣
z − 1
λ
∣
∣
∣
∣
is bounded away from 0 and
∣
∣
∣
∣
f
(
1
λ
)∣
∣
∣
∣
remains bounded.
Suppose that U = {λ ∈ C : 1
λ
∈ U2}. Then |F (λ)| ≤ C‖g‖ for all λ ∈ U . Since
F (z) = Ψ(z) for z ∈ D∩ V ′ (see (3.2.8)), |zΨ(z)| ≤ C‖g‖ for every z ∈ D∩U . We
now apply the Cauchy integral formula for the derivatives and we obtain
|g(z)| ≤ C‖g‖ z ∈ D ∩ U,(3.2.10)
|g′(z)| ≤ C‖g‖ z ∈ D ∩ U,(3.2.11)
where C depends only on the neighborhood V and the function f , but not on
g ∈ M⊥.
If we choose g to be PM⊥kλ, considering PM⊥kλ as a function of z, the proof is
complete.
Indeed,
|PM⊥kλ(λ)| = ‖PM⊥kλ‖2 , λ ∈ D,
hence by (3.2.10),
‖PM⊥kλ‖ ≤ C for every λ ∈ D ∩ U.
In view of (3.2.10) and (3.2.11), |PM⊥kλ(λ)| ≤ C and
∣
∣
∂
∂z
PM⊥kλ(z)
∣
∣
z=λ
∣
∣ ≤ C,
for λ ∈ D ∩ U with C depending only on the neighborhood V and the function
f . That is the end the proof, since ζo is an arbitrary point in T ∩ V and U is a
neighborhood of ζo. 
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Lemma 3.2.12. Suppose that rλ(z) is a positive definite sesquianalytic kernel
on D × D and I is an open set on T such that lim
λ→ζ
rλ(λ) is defined for ζ ∈ I and
rζ(ζ) < 1 for every ζ ∈ I,(α)
lim
λ→ζ
[
∂
∂z
(
1 − λzrλ(z)
)
∣
∣
∣
∣
z=λ
]
exists for every ζ ∈ I.(β)
Then there is at most one analytic function G (modulo a unit constant multiple)
on D such that
lim
λ→ζ
(
1 − |λ|2rλ(λ)
)
|G(λ)|2 = 1 ζ ∈ I,(A)
lim
λ→ζ
∂
∂z
[
(
1 − λzrλ(z)
)
G(λ)G(z)
]
∣
∣
∣
∣
z=λ
= 0 ζ ∈ I.(B)
Proof. Suppose that Gi, i = 1, 2 are two analytic functions on D which satisfy
(A) and (B). From (α) and (A) we conclude that |Gi(ζ)| = lim
λ→ζ
|Gi(λ)| exists on
I and
(3.2.13) |G1(ζ)| = |G2(ζ)| ζ ∈ I.
We apply (α), (β) and (A) on (B) to conclude that
G′i
Gi
(ζ) = lim
λ→ζ
G′i(λ)
Gi(λ)
exists on I
and
(3.2.14) lim
λ→ζ
(
∂
∂z
(
1 − λzrλ(z)
)
)
|Gi(λ)|2 +
G′i(λ)
Gi(λ)
= 0 ζ ∈ I.
If we set Hi(z) ≡
G′i(z)
Gi(z)
, z ∈ D, i = 1, 2, then by (3.2.13) and (3.2.14), H1(ζ) =
H2(ζ), ζ ∈ I. Since Hi ∈ M(D), an application of Privalov’s uniqueness theorem
[19, Privalov’s uniqueness theorem, page 62] leads to
H1(z) = H2(z) for every z ∈ D.
Now choose an open simply connected region U in D such that
U ∩Z(Gi)∩Z(G′i) = ∅, i = 1, 2. In U , since Hi is the logarithmic derivative of Gi,
[log G1(z)]
′ = [log G2(z)]
′ z ∈ U.
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This leads to G1(z) = kG2(z), z ∈ U, k ∈ C with |k| = 1, hence G1(z) =
G2(z) for all z ∈ D, modulo a unit constant multiple. 
Theorem 3.2.15. Suppose that a given positive kernel lλ(z) on D × D is the
kernel function which appears in the expression for the reproducing kernel of M/G
for some nonzero index 1 invariant subspace M with T\Z(M) 6= ∅. Then G is the
unique solution of (A) and (B) in the above lemma with I = T\Z(M).
Proof. Since there is an extremal function G such that kGλ (z) = (1−λzlλ(z))kλ(z)
and T\Z(M) 6= ∅, in light of Theorem 3.2.9, it is not hard to prove that lλ(z) sat-
isfies (α) and (β) of the above lemma; hence G satisfies (A) and (B). The above
lemma concludes the proof. 
Definition 3.2.16. Suppose that E denotes an open arc or a union of open arcs
on T. We say that a meromorphic function f on D has a meromorphic continuation
in De across E, if there is a neighborhood V of E and a meromorphic function F
defined on De ∪ V such that F (z) = f(z) for every z ∈ V ∩ D.
It is worthwhile to note that whenever a meromorphic continuation exists, it
is unique.
For the proof of the next theorem we will use techniques from the theory of
Cauchy transforms.
Theorem 3.2.17. Let V be an open subset of C such that V ∩T 6= ∅. If f ∈ M ,
f 6= 0 extends to be analytic in V , then the extremal function G and every g ∈ M⊥
have a meromorphic continuation in De across V ∩ T.
Before we present the proof of this theorem it is worth to mention the following.
Remark 3.2.18. (a) The conclusion of the above result can also be obtained
without the use of Cauchy transforms from the proof of Lemma 3.2.4 and in par-
ticular from (3.2.7).
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Indeed, use the notation as in Lemma 3.2.4 and recall that for λ ∈ V , (3.2.7)
is
F (λ) =
1
λf(1/λ)
∫
D
f − f(1/λ)
z − 1
λ
g(z)dA.
From this equation we conclude that F can be extended to be analytic in C\D
wherever f(1/λ) 6= 0, λ ∈ C\D. Hence, F is extended to be meromorphic in De,
and consequently from the formula for g as in the proof of Lemma 3.2.4, we also
conclude that g has a meromorphic continuation across V ∩ T in De.
Here we provide a different proof based on the theory of Cauchy transforms.
One of the reasons for doing this is that the new approach provides us with more
information on the structure of the meromorphic continuations.
The Cauchy transforms are studied extensively and they have properties which
are used here but it could be applied in a more general setting (for example see [4,
lemma 3.3 ]). Hence one would hope, with the aid of Cauchy transforms, to extend
our results or to prove analogous results in different classes of Hilbert spaces of
analytic functions.
(b) We also mention that H.Hedenmalm proved in [15, Lemma 1.2 ] that the
extremal function G extends to be analytic at all z ∈ C such that 1
z
/∈ Z(M).
The following approach is based on a modification of a technique which is due
to C. Sundberg [28, Theorem 2.1].
Proof. We suppose that g ∈ M⊥, µ = 1
π
GgXDA, and that µ̂ is the Cauchy
transform of µ. We also fix a point ζo ∈ V ∩T. By Proposition 3.1.3, ∂µ̂ = −gGXD
in the sense of distributions. Moreover, by Lemma 3.2.4, G and g extend to be
analytic in a neighborhood V of ζo; thus, by Corollary 3.1.5, µ̂ is continuous on
an arc I of T with ζo ∈ I.
For the rest of the proof we use the symbol I to denote an arc of T with ζo ∈ I.
If |z| > 1,
<
G(w)
w − z , g(w) >= 0 w ∈ D,
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since g ∈ [G]⊥ and 1
w − z ∈ H
∞. Hence, µ̂(z) = 0 for |z| > 1, and by continuity
of µ̂ on I,
(3.2.19) µ̂(ζ) = 0, for all ζ ∈ I.
We define
Ψ(z) =
∫
σz
g(λ)dλ, where σz is a rectifiable path from 0 to z in D.
Then
Ψ′(z) = g(z) z ∈ D.
If
h(z) =µ̂(z) + G(z)Ψ(z) z ∈ D, then
∂h(z) =∂µ̂(z) + G(z)∂Ψ(z)
= − G(z)g(z) + G(z)g(z)
=0,
and by Weyl’s lemma h is analytic on D.
Since µ̂ is a continuous function on I and G, g extend to be analytic in a
neighborhood V of ζo, G and Ψ can be extended continuously on D ∪ I; thus by
(3.2.19),
(3.2.20) h(ζ) = G(ζ)Ψ(ζ) ζ ∈ I.
Define
K(z) =
h(1
z
)
G(1
z
)
z ∈ De.
From the boundary condition lim
λ→ζ
(1 − |λ|2lλ(λ))|G(λ)|2 = 1,
|G(ζ)| ≥ 1 ζ ∈ I.
Consequently, we can extend K continuously on I. Furthermore, by (3.2.20),
this extension agrees with Ψ on I and so K is a meromorphic continuation of Ψ
across I. By the definition of Ψ and the uniqueness of meromorphic continuations,
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the formula Ψ′ = g yields to the meromorphic continuation of g across I. Since
G ∈ (ζM)⊥, from (3.2.2) and the above we also conclude the result for the extremal
function. 
Corollary 3.2.21. The kernel function lλ for fixed λ ∈ D, has a meromorphic
continuation across T\Z(M).
Proof. As we stated earlier in this chapter,
PMkλ(z)
G(λ)G(z)
= (1 − λzlλ(z))kλ(z).
We write PM = Id − PM⊥, where Id is the identity operator on L2a(D). This leads
to
lλ(z) =
(
1 − 1 − (1 − λz)
2PM⊥kλ(z)
G(z)G(λ)
)
1
λz
.
Now observe that PM⊥kλ(z) is a function in M
⊥; thus the result follows from the
above theorem and Lemma 3.2.3. 
CHAPTER 4
Applications and Further Results
Once more, unless stated otherwise, M denotes an index 1 invariant subspace
of the Bergman shift with extremal function G (which is a unit vector in M⊖ ζ M ,
M = [G]) and lλ(z) is the kernel function which appears in the expression for the
reproducing kernel of M/G.
In the first section of the present Chapter we investigate the structure of cer-
tain types of lλ(z) and we obtain information for the invariant subspaces and for
the extremal functions related to them. Furthermore, we study the form of lMλ
whenever M is a finite zero based invariant subspace (see Theorem 4.1.9).
As we have seen in Chapter 3, if lλ is the associated kernel for some M ∈
Lat(Mζ , L
2
a(D)), ind M = 1, then lλ(λ) < 1 for all λ ∈ D (see Chapter 3,
Lemma 3.2.1). We show that not all positive sesquianalytic kernels rλ(z), λ, z ∈ D
which satisfy rλ(λ) < 1 for all λ ∈ D are associated kernels for some M ∈
Lat(Mζ , L
2
a(D)), ind M = 1. This raises the question of which positive sesqui-
analytic kernels rλ(z), λ, z ∈ D with rλ(λ), λ ∈ D, are associated kernels for some
M ∈ Lat(Mζ , L2a(D)), ind M = 1. Some of our results address this question (see
Theorem 4.1.19 and Theorem 4.1.20).
In the second section we discuss Hedenmalm’s Conjecture and we obtain further
interesting partial results (see Theorem 4.2.8).
4.1. Applications
As we have seen in Chapter 1 section 5, if G is the extremal function for M
and kλ(z) is the Bergman kernel, then the reproducing kernel for M/G is
kGλ (z) =
PMkλ(z)
G(λ)G(z)
= (1 − λzlλ(z))kλ(z),
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where lλ(z) is some positive definite sesquianalytic kernel defined on D×D. With
‖ · ‖G we denote the norm in L2a (|G|2dA) and with ‖ · ‖ the L2a(D) norm.
Theorem 4.1.1. If there is a constant c ∈ (0, 1) such that
lim
λ→ζ, λ∈D
lλ(λ) ≤ c < 1 for every ζ ∈ T,
then the extremal function G factors as G(z) = B(z)F (z), where B is a Blaschke
product, which is a finite product of interpolating Blaschke products, and F (z) is
an outer function which is bounded above and below.
Proof. We define the linear transformation T : L2a 7→ M/G on the finite linear
combinations of the reproducing kernels of L2a(D) by
Tkλ(z) =k
G
λ (z)
=(1 − λzlλ(z))kλ(z), λ, z ∈ D.
Note that we have T densely defined with dense range (since finite linear com-
binations of kernels kλ are dense in L
2
a, and finite linear combinations of kernels
kGλ are dense in M/G). Consequently, it is not hard to show that T extends to be
bounded. To show this, just observe that since λzlλ(z)kλ(z) is positive definite,
∥
∥
∥
∥
∥
T
n
∑
i=1
aikλi
∥
∥
∥
∥
∥
≤
∥
∥
∥
∥
∥
n
∑
i=1
aikλi
∥
∥
∥
∥
∥
for every n ∈ N and λi ∈ D, ai ∈ C, 1 ≤ i ≤ n, and hence ‖T‖ ≤ 1.
If we write λzlλ(z) =
∑
n≥0 fn(λ)fn(z) for some H
∞ functions fn, n ∈ N and
if we use the hypothesis and the subharmonicity of
∑
n∈N |fn(z)|2, we obtain
(4.1.2)
∑
n∈N
|fn(z)|2 ≤ c < 1 for every z ∈ D.
Since ‖fn‖∞ ≤ 1 for every n ∈ N, it is clear that Mfn:L2a(D) 7→ L2a(D) is bounded.
Furthermore, one has M∗fnkλ = fn(λ)kλ, λ ∈ D. We set L =
∑
n≥0 MfnM
∗
fn
and
considering the above it is elementary to show that the adjoint of T , namely T ∗,
is the inclusion map and that T ∗T = I − L.
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Furthermore, if h ∈ L2a(D),
‖L‖ = sup
‖h‖=1
∑
n≥0
< M∗fnh, M
∗
fnh >
(4.1.3)
≤ sup
‖h‖=1
∫
D
∑
n≥0
|fn|2 |h|2dA ≤ c < 1 (by Fubini’s theorem and (4.1.2)).
This implies that T ∗T is an invertible element in B+(L2a) and thus T is bounded
below. Additionally, cl range T = M/G and now using well known results from
Functional Analysis, it is not hard to conclude that T is invertible. (See [11,
Chapter VII, Proposition 6.4] and the open mapping theorem).
Since T ∗ is also invertible, it is possible to choose some positive numbers c1, c2
such that
c1‖g/G‖G ≤ ‖T ∗ (g/G) ‖ ≤ c2‖g/G‖G for every g ∈ M.
Moreover, and since T ∗ is the inclusion map, by taking g = pG with p an arbitrary
analytic polynomial in D we get
(4.1.4) c1‖pG‖ ≤ ‖p‖ ≤ c2‖pG‖.
The next argument shows that G ∈ H∞.
Claim 4.1.5. The extremal function G is a multiplier of L2a(D) and hence an
element in H∞.
If we choose {pn}n∈N to be a sequence of analytic polynomials converging in
L2a(D) to f , we can get at least pointwise convergence of {pnG}n∈N to fG. We use
Fatou’s lemma and (4.1.4) to get
‖fG‖ ≤ lim
n→∞
‖pnG‖
≤ lim
n→∞
1
c1
‖pn‖ =
1
c1
‖f‖, c1 > 0,
which implies that G is a multiplier of L2a(D), that is equivalent of G being an H
∞
function. Hence, the claim has been proved.
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The above claim implies that G factors as G(z) = kΦ(z)F (z) where k is a
constant and Φ, F are H∞ inner and H∞ outer functions respectively (see Chapter
1 section 2).
In what follows, k and k′ denote positive numbers which may vary at each step
of the proof depending on the estimates.
If |F (z)| ≤ k, z ∈ D, then ‖pG‖ ≤ k‖pΦ‖, and by (4.1.4)
(4.1.6) ‖p‖ ≤ k‖pΦ‖ for every analytic polynomial p in D.
A result due to Mc-Donald and Sundberg, see [21, Proposition 22], forces Φ to
be a Blaschke product B and in fact, a finite product of interpolating Blaschke
products (see also Horowitz [18, page 202]).
To complete the proof it remains to show that
1
F
is an element in H∞. To
this end, if h ∈ H2 and since F is a cyclic element in H2 (see Beurling’s Theo-
rem, Chapter 1 section 2), then there exists a sequence of analytic polynomials in
D, {pn}n∈N, such that pnF → h in H2 norm, and hence in L2a(D) norm. Particu-
larly, pn(z) →
h(z)
F (z)
pointwise in D. Since Φ ∈ H∞,
(4.1.7) lim
n→∞
‖pnG − hΦ‖ = 0.
We put everything together to obtain
‖h/F‖ ≤ lim
n→∞
‖pn‖ (by Fatou’s lemma)
≤ k lim
n→∞
‖pnG‖ (by (4.1.4))
= k‖hΦ‖ (by (4.1.7)).
If we choose h to be an analytic polynomial p in D and use the above,
‖p/F‖ ≤ k‖pΦ‖ ≤ k′‖p‖,
and a similar argument as in Claim 4.1.5 shows that
1
F
is a multiplier of L2a(D),
and hence
1
F
∈ H∞. 
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The next theorem concerns the case where M is a finite zero based invariant
subspace. Before we state the theorem we give the following definition.
Definition 4.1.8. A nonzero sesquianalytic polynomial p(λ, z) defined on D×
D; that is a polynomial which is analytic in z and conjugate analytic in λ, for
λ, z ∈ D, is called symmetric, if p(λ, z) = p(z, λ) for every λ, z ∈ D.
Note that if <, >Cd denotes the Euclidean inner product in C
d and p is a
symmetric polynomial, then
p(λ, z) =
〈
A








1
z
...
zd








,








1
λ
...
λd








〉
Cd
λ, z ∈ D,
for some nonnegative integer d and some self-adjoint matrix A. In particular, for
symmetric polynomials, the degree with respect to z variable is the same as the
degree with respect to λ variable. In such a case we denote by deg p the degree of
p with respect to either of the variables, λ, z.
Let I = {1, 2, . . . , n} and set Λ = {λi}i∈I be a nonempty sequence of points in
D with λi 6= λj for i 6= j, i, j ∈ I. Suppose that for i ∈ I, ρi is a positive integer
and set M = {f ∈ L2a(D) : f (m)(λi) = 0, i ∈ I, 0 ≤ m ≤ ρi − 1}.
Theorem 4.1.9. The reproducing kernel of M/G is of the form:
kGλ (z) =
(
1 − p(λ, z)∏r
i=1(z − Ai)(λ − Ai)
)
kλ(z),
where p is a symmetric polynomial, deg p = n, p(0, z) = 0 for every z ∈ D and
(i) if 0 ∈ Λ, Ai ∈ C\D, i = 1 . . . r, r = n − 1;
(ii) if 0 /∈ Λ, Ai ∈ C\D, i = 1 . . . r, r = n.
Proof. First we show that deg p(λ, z) ≤ n, and then using the Main Theorem
of Chapter 2 (see Theorem 2.3.4) we prove that the degree of p is exactly n.
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Claim 4.1.10. The reproducing kernel of M/G has the form as stated in the
theorem with deg p(λ, z) ≤ n.
We treat the case where 0 ∈ Λ. The result for the case where 0 /∈ Λ has an
almost identical proof with fewer technicalities.
We assume that λn = 0 with multiplicity ρn in M and that λi 6= 0 for i =
1 . . . n − 1. Hence, as was done in Chapter 2 Lemma 2.3.3,
M⊥ =
n
∨
i=1
ρi
∨
j=1
{∂j−1kλi}(4.1.11)
={1, z, . . . zρn−1} ∨
n−1
∨
i=1
ρi
∨
j=1
{
1
(1 − λiz)j+1
}
.
Let
A = {1, z, . . . zρn−1} ∪
n−1
⋃
i=1
ρi
⋃
j=1
{
1
(1 − λiz)j+1
}
and α = card A.
Let also {fk}αk=1 be an enumeration of A and note that {fk}αk=1 is an ordered
basis of M⊥. If {ek}αk=1 is the dual basis of {fk}αk=1, then
(4.1.12) PM⊥ =
α
∑
k=1
ek ⊗ fk.
Moreover, for every k ∈ {1, . . . , α}, ek =
∑α
j=1 akjfj for some akj ∈ C, k, j ∈
{1, . . . , α}. Thus,
(4.1.13) PM⊥ =
α
∑
k,j=1
akj(fj ⊗ fk).
Note that PMkλ(z) = PMkz(λ) and write PMkλ(z) = kλ(z) − PM⊥kλ(z) for every
λ, z ∈ D. From (4.1.13),
PMkλ(z) = kλ(z) −
α
∑
k,j=1
akjfk(λ)fj(z),
and by doing some elementary calculations we have
(4.1.14) PMkλ(z) =
p1(λ, z)
(1 − λz)2∏n−1i=1 (1 − λiz)ρi+1(1 − λiλ)ρi+1
,
where p1 is a symmetric polynomial with deg p1 ≤ n +
∑n
i=1 ρi.
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Since PMkλ ∈ M ,
(4.1.15) p1(λ, z) = λ
ρn
zρn
n−1
∏
i=1
(z − λi)ρi(λ − λi)ρip2(λ, z)
for some symmetric polynomial p2 with deg p2 ≤ n.
In the rest of the proof, c1, c2, c3 are constants in C. Since 0 has multiplicity
ρn, it is not hard to see that G(z) = c1PM∂
ρn
ko(z). Moreover, PM∂
ρn
kλ(z) =
∂
ρn
kλ(z) − PM⊥∂
ρn
kλ(z). Consequently, by (4.1.11), we obtain after simple alge-
braic manipulations
(4.1.16) PM∂
ρn
ko(z) =
q(z)
∏n−1
i=1 (1 − λiz)ρi+1
,
where q is a polynomial in D with
(4.1.17) deg q = n − 1 +
n
∑
i=1
ρi.
Now recall from Chapter 1 (1.4.4) that G has exactly n zeros in D with the
right multiplicity; in other words, G has no “extra zeros”in D. Moreover, from
Chapter 3 Theorem 3.2.9, |G| ≥ 1 on T and hence G has no extra zeros on D.
Thus by (4.1.17),
q(z) = c2z
ρn
n−1
∏
i=1
(z − λi)ρi
n−1
∏
j=1
(z − Aj) where Aj ∈ C\D, j = 1 . . . n − 1.
We use (4.1.14), (4.1.15), (4.1.16) and the above to get
kGλ (z) = c3
PMkλ(z)
PM∂
ρn
ko(z)PM∂
ρn
kλ(0)
= a
p2(λ, z)
∏n−1
j=1 (z − Aj)(λ − Aj)
kλ(z) for some constant a,
where p2 is the symmetric polynomial appeared in (4.1.15) with deg p2 ≤ n.
Now recall that the normalized reproducing kernel for M/G is of the form
kGλ (z) = (1 − λzlλ(z))kλ(z) for some positive definite sesquianalytic kernel lλ(z)
defined on D × D.
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To complete the proof of the claim write
p(λ, z) =
n−1
∏
j=1
(z − Aj)(λ − Aj) − ap2(λ, z)
and in addition observe that p(λ, z) is symmetric with deg p ≤ n.
We also mention that for the case where 0 /∈ Λ the extremal function is G(z)
= cPMko(z) for some constant c, and an almost identical argument leads to the
proof with r = n, and hence the proof of the claim is complete.
If d denotes the degree of the symmetric polynomial p in the statement of Theo-
rem 4.1.9, in light of the above claim, it remains to show that d ≥ n. Furthermore,
from the proof of the above claim, if lλ is the associated kernel for M , then
λzlλ(z) =
p(λ, z)
∏r
j=1(z − Aj)(λ − Aj)
,
where r = n− 1, if 0 ∈ Λ and r = n, if 0 /∈ Λ. Now note that p(λ, z) is in addition
a positive definite sesquianalytic polynomial of the form
p(λ, z) =
d
∑
n,m=1
an,mλ
n
zm,
and furthermore by Proposition 1.3.4 of Chapter 1, A = {(an,m)}dn=1, m=1 is a
positive definite matrix. Hence,
p(λ, z) =
〈
A





z
...
zd





,





λ
...
λd





〉
Cd
.
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Since A ≥ 0, there is a unitary operator U and a diagonal operator D ≥ 0 such
that
p(λ, z) =
〈
UDU∗





z
...
zd





,





λ
...
λd





〉
Cd
=
〈√
DU∗





z
...
zd





,
√
DU∗





λ
...
λd





〉
Cd
=
〈





φ1(z)
...
φd(z)





,





φ1(λ)
...
φd(λ)





〉
Cd
,
where
√
DU∗





z
...
zd





=





φ1(z)
...
φd(z)





for some analytic polynomials φi, i = 1 . . . d.
Hence,
p(λ, z) =
d
∑
j=1
φj(λ)φj(z)
and
λzlλ(z) =
d
∑
j=1
φj(λ)φj(z)
∏r
β=1(z − Aβ)(λ − Aβ)
.
By recalling the definition of the rank of a positive sesquianalytic kernel, we
immediately get that rank lλ(z) ≤ d. Now, since λi 6= λj , i 6= j, i, j ∈ I, the Main
Theorem in Chapter 2 (see Theorem 2.3.4) implies that rank lλ(z) = n and hence
d ≥ n. This concludes the proof of the theorem. 
Lemma 4.1.18. Suppose that M ∈ Lat (Mζ , L2a(D)), ind M = 1 and lλ(z) is
the associated kernel for M . If in addition lλ(z) is rotationally invariant; that is
lλ·ζ(z · ζ) = lλ(z) for every λ, z ∈ D, ζ ∈ T, then the extremal function G for M is
of the form G(z) = ckz
k for some k ∈ Z+ ∪ {0}, where ck =
√
k + 1.
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Proof. The reproducing kernel property of kGλ and the fact that the Lebesgue
measure on D is rotationally invariant imply that
q(λζ) =
∫
D
q(zζ)kGλζ(zζ)|G(zζ)|2dA(z)
for every analytic polynomial q in D and every ζ in T.
Moreover, the hypothesis of the lemma implies that kGλ (z) is rotationally in-
variant and hence
p(λ) =
∫
D
p(z)kGλ (z)|G(zζ)|2dA(z)
for every analytic polynomial p in D, and every ζ in T.
Now recall that M/G is the closure of the analytic polynomials in L2a(|G|2dA).
In view of the above equations and for z ∈ D, ζ ∈ T, we get |G(zζ)| = |G(z)|,
and hence G(zζ) = c(ζ)G(z) for some function c(ζ). By taking the derivative with
respect to ζ we see that
zG′(z) = αG(z) for every z ∈ D and for some constant α.
Furthermore, if we write G(z) =
∑
n≥0
cnz
n, cn ∈ C, n ∈ N, and use the above equa-
tion, we have
∑
n≥1
ncnz
n =
∑
n≥0
αcnz
n, α, cn ∈ C, n ≥ 0.
This implies that there is a unique k ∈ Z+∪{0} such that G(z) = ckzk. Moreover,
since ‖G‖ = 1 and since Re Gk+1(0) > 0, ck =
√
k + 1. 
Theorem 4.1.19. Suppose that lλ(z) is a rotationally invariant sesquianalytic
kernel on D × D. Then the following holds:
kGλ (z) = (1 − λzlλ(z))kλ(z) is a reproducing kernel for M/G, where
M ∈ Lat(Mζ , L2a(D)), ind M = 1 with G the extremal function for M , if and only
if lλ(z) =
k
k + 1
for some k ∈ Z+ ∪ {0}.
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Proof. We suppose that kGλ (z) = (1−λzlλ(z))kλ(z) is a rotationally invariant
reproducing kernel for M/G. If {en}∞n=0 is an orthonormal basis of M/G, then
kGλ (z) =
∑
n≥0
en(λ)en(z)
and for every n ∈ N, en(z) = anzn, n ∈ N for some an ∈ C.
By the previous lemma there is a k ∈ Z+ ∪ {0} such that G(z) = ckzk, ck =
√
k + 1, and since for every n ∈ N
1 = ‖en‖2M/G =
∫
D
|en|2|G|2dA,
we obtain en(z) =
√
n + k + 1
k + 1
zn, n ∈ N.
Hence,
kGλ (z) =
∑
n≥0
n + k + 1
k + 1
λ
n
zn
=
1
k + 1
(
∑
n≥0
(n + 1)λ
n
zn + k
∑
n≥0
λ
n
zn
)
=
1
k + 1
(
1
(1 − λz)2
+
k
(1 − λz)
)
=
(
1 − λz( k
k + 1
)
)
kλ(z).
Thus, lλ(z) =
k
k + 1
for some k ∈ Z+ ∪ {0}.
For the converse we suppose that lλ(z) =
k
k+1
for some k ∈ Z+ ∪{0}. We write
(
1 − λz( k
k + 1
)
)
kλ(z) =
∑
n≥0
n + k + 1
k + 1
λ
n
zn
=
∑
n≥0
en(λ)en(z), where en(z) =
√
n + k + 1
k + 1
zn, n ∈ N.
If M = {f ∈ L2a(D) : f(0) = 0, where 0 has multiplicity at least k}, then the
extremal function for M is G(z) = ckz
k with ck =
√
k + 1.
Now it is easy to verify that {en}∞n=0 is indeed an orthonormal basis of M/G
which is equivalent of
(
1 − λz( k
k + 1
)
kλ(z) being a reproducing kernel for M/G.

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Theorem 4.1.20. Suppose that lλ(z), λ, z ∈ D is the associated kernel for some
M ∈ Lat(Mζ , L2a(D)), ind M = 1 which satisfies the following two conditions:
(1) lim
λ→ζ, λ∈D
lλ(λ) ≤ c < 1 for every ζ ∈ T;
(2) rank lλ = n for some n ∈ N.
Then M is finite zero based and lλ(z) is a rational function of the form,
λzlλ(z) =
p(λ, z)
∏r
i=1(z − Ai)(λ − Ai)
,
where p is a symmetric polynomial, deg p = n, p(0, z) = 0 for every z ∈ D and
(i) if 0 ∈ Λ, Ai ∈ C\D, i = 1 . . . r, r = n − 1;
(ii) if 0 /∈ Λ, Ai ∈ C\D, i = 1 . . . r, r = n.
Proof. Condition 1 and Theorem 4.1.9 imply that M is zero based. In addi-
tion, condition 2 together with the Main Theorem of Chapter 2 force M to be finite
zero based. The rest of the theorem follows immediately from Theorem 4.1.9. 
Remark 4.1.21. Suppose that rλ(z) is a positive sesquianalytic kernel on D×D
which satisfies the conditions (1) and (2) of the above theorem. The above theorem
implies that such functions are not always the associated kernels for some M ∈
Lat(Mζ , L
2
a(D)), ind M = 1. For example, in order to see this, just take any
positive definite sesquianalytic function which satisfies conditions (1) and (2) of
the above, but it is not rational.
4.2. Hedenmalm’s Conjecture
Our next result is related to a conjecture which is due to H. Hedenmalm and
which states the following (see also Chapter 1 section 5) :
Hedenmalm’s Conjecture: Suppose that M ∈ Lat (Mζ , L2a(D)) and ind M = 1.
Then
rank lMλ =card Z(M)
=card σ(M∗ζ |M⊥) .
Applications and further results 64
Recall that from [15] we have Z(M) = σ(M∗ζ |M⊥) , where σ(M∗ζ |M⊥) is the spec-
trum of M∗ζ restricted to M
⊥. Thus, the second equality in the conjecture holds.
In the case where M is a nontrivial zero based invariant subspace of L2a(D), the
Main Theorem of Chapter 2 (Theorem 2.3.4) implies that the conjecture is true.
Moreover in Chapter 2 Theorem 2.3.25 we have shown that if M ∈ Lat(Mζ , L2a(D)),
ind M = 1, then
card
(
σ(M∗ζ |M⊥) ∩ D
)
≤ rank lλ(z).
In this section we prove that
rank lλ(z) ≤ card σ(M∗ζ |M⊥) .
In order to show this, we need the following three results.
Lemma 4.2.1. Suppose that for n ∈ N, Mn, M ∈ Lat (Mζ , L2a(D)) are nontriv-
ial with index 1 and that PMn → PM in the WOT. Then for the associated kernels
lMnλ , l
M
λ , the following holds:
rank lMλ ≤ lim
n→∞
rank lMnλ .
Proof. From Chapter 2 Theorem 2.1.12, if k is a Bergman type kernel defined
on D × D and N ∈ Lat(Mζ ,H(k)), ind N = 1, then for λ, z ∈ D,
PNkλ(z)
GN(λ)GN(z)
= (1 − λzlNλ (z))kλ(z),
where
λzlNλ (z) =
φ(λ)φ(z)
GN(λ)GN(z)
< QNkλ, kz >,
for some QN ∈ B+(H(k)) and some meromorphic function φ defined on D.
We combine the above two equations to get
(4.2.2)
PNkλ(z)
GN(λ)GN(z)
=
(
1 − φ(λ)φ(z)
GN(λ)GN(z)
< QNkλ, kz >
)
kλ(z).
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Moreover, since PMn → PM in the WOT, PMnkλ → PMkλ uniformly on compact
subsets of D×D and GMn → GM uniformly on compact subsets of D. Thus, from
(4.2.2), it follows that
< QMnkλ, kz >→< QMkλ, kz > in D × D.
As we have seen in Chapter 2 (Corollary 2.1.10 in the case of the Bergman kernel),
if N ∈ Lat(Mζ , L2a(D)), ind N = 1, then
QN = PNMuPN⊥M
∗
uPN + PNM1/φPHo⊖ζNM
∗
1/φPN ,
where u(z) = z/
√
2, φ(z) =
√
2z, z ∈ D. Hence, {QMn}∞n=1 is a uniformly
bounded sequence. Furthermore, and since finite linear combinations of {kz : z ∈
D} are dense in L2a(D), QMn → QM in the WOT. In addition, it is well known that
the rank function (for a bounded linear operator on a Hilbert space H) is weakly
lower semicontinuous, in the sense that if {Ti}i∈I is a net in B(H) and T ∈ B(H)
such that Ti → T in the WOT, then rank T ≤ lim
n→∞
rank Ti. (For a proof of this
we refer to Halmos [14, Appendix]).
The proof now is complete, since for every N ∈ Lat(Mζ , L2a(D)), ind N = 1, we
have rank lNλ = rank QN (see Chapter 2 Corollary 2.2.11). 
Remark 4.2.3. (a) If k is a Bergman type kernel (see Chapter 2 Defini-
tion 2.1.11) and Mi, M , i ∈ I are index 1 invariant subspaces of H(k), where
{Mi}i∈I is a net such that PMi → PM in the WOT, the above result holds, provided
that the associate net {QMi}i∈I is uniformly bounded.
Indeed, in the proof of Lemma 4.2.1, the exact expressions for QMn , Q in the
case of the Bergman space, were only needed in order to conclude that {QMn}n∈N
is uniformly bounded. The rest of the arguments used in the proof hold in H(k).
(b) A result due to Shimorin, for a proof see [27, Theorem 5], states that if M
is an index 1 invariant subspace of L2a(D), then there is always a sequence of finite
zero based invariant subspaces {Mn}n∈N such that PMn → PM in the WOT. The
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above lemma implies that
rank lMλ ≤ lim
n→∞
rank lMnλ .
The proof of the following lemma is due to Shimorin (see [27, Lemma 2]).
Lemma 4.2.4. Let H be a Hilbert space and M, Mn, n ∈ N, are closed subspaces
of H. With PM , PMn we denote the orthogonal projections onto M and Mn, n ∈ N
respectively. If PMn → PM in the WOT and xn ∈ Mn, x ∈ H such that xn → x
weakly, then x ∈ M .
Proof. Write x = y + z for some y ∈ M and z ∈ M⊥.
Since PMn → PM in WOT, we get that PMn → PM in the SOT and PM⊥n → PM⊥
in the SOT. Additionally, since y ∈ M and since z ∈ M⊥, for yn = PMny and for
zn = PM⊥n z we conclude that limn
yn = y in norm and lim
n
zn = z in norm.
Since xn → x weakly,
‖x‖2 = lim
n
< y, xn > + lim
n
< zn, xn >
= < y, x > +0
= < y, y + z >= ‖y‖2.
Thus, x = y, z = 0 and hence x ∈ M . 
The following facts are necessary for the development of the proof of Theo-
rem 4.2.8. We set
Bw(z) =
|w|
w
w − z
1 − wz , w 6= 0, w, z ∈ D and
Sζ(z) = exp
(
−ζ + z
ζ − z
)
, ζ ∈ T, z ∈ D.
Then for every b ∈ (0, +∞) and ζ ∈ T it is elementary to show that
(4.2.5) Bn(1− bn)ζ
→ Sbζ as n → ∞
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uniformly on compact subsets of D\{ζ}. Furthermore one proves that if k ∈ N,
then for every j ∈ {1, . . . k}, βj ∈ (0, +∞) and ζj ∈ T, the following holds:
(4.2.6)
[
k
∏
j=1
S
βj
ζj
]
=
k
⋂
j=1
[
S
βj
ζj
]
.
The proof of the next result is essentially due to Atzmon and can be found in
[7, Theorem 1.6]. The theorem we are referring to holds in greater generality and
for a larger class of Hilbert spaces of analytic functions.
Lemma 4.2.7. Suppose that M ∈ Lat (Mζ , L2a(D)) and k ∈ N such that
σ(M∗ζ |M⊥) = {ζj}kj=1, ζj ∈ T, 1 ≤ j ≤ k.
Then for every j ∈ {1, . . . k} there is a βj ∈ (0, +∞) such that
M =
[
k
∏
j=1
S
βj
ζj
]
,
where
S
βj
ζj
(z) = exp
(
−βj
ζj + z
ζj − z
)
for z ∈ D, j ∈ {1, . . . k}.
It is also worthwhile to mention that even though the proof given in [7, Theorem
1.6] applies for the case where σ(M∗ζ |M⊥) is a singleton on T, a minor modification
leads to the proof of the previous result. One can also derive the above lemma
from [6, Theorem 2].
Theorem 4.2.8. If M ∈ Lat(Mζ , L2a(D)), ind M = 1, then
card
(
σ(M∗ζ |M⊥) ∩ D
)
≤ rank lMλ ≤ card σ(M∗ζ |M⊥) .
Proof. First recall from Chapter 1 section 5 that Z(M) = σ(M∗ζ |M⊥) and
observe that the first inequality in the result is exactly Theorem 2.3.25 of Chapter
2. The second inequality holds trivially if card Z(M) = ∞.
So without loss of generality we suppose that there are s, k ∈ N, such that
(4.2.9) Z(M) = {αi}si=1 ∪ {ζj}kj=1,
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where for i = 1, . . . , s, αi are distinct points in D, and for j = 1, . . . , k, ζj are
distinct points in T.
In light of (4.2.9) it is not hard to prove that M = L ∩ N , where
L⊥ =
s
∨
i=1
ρi
∨
l=1
{∂l−1kαi}
for some positive integers ρi, i ∈ {1 . . . s}, and N =
M
GL
, where GL is the extremal
function for L (the proof of the above becomes elementary once we observe that
GL ∈ H∞). We also note that
σ(M∗ζ |N⊥) = Z(N) = {ζj}kj=1.
Now use Lemma 4.2.7 to obtain βj ∈ (0, +∞), j = 1 . . . k, such that
N =
[
k
∏
j=1
S
βj
ζj
]
.
For n ∈ N write
S =
k
∏
j=1
S
βj
ζj
and Bn =
k
∏
j=1
Bn(
1−
βj
n
)
ζj
and hence,
(4.2.10) M = L ∩ [S].
Furthermore, equation (4.2.5) obviously implies that
(4.2.11) Bn −→ S,
uniformly on compact subsets of D\{ζj}kj=1.
For n ∈ N we set
(4.2.12) Mn = L ∩ [Bn]
and we denote with Gn, G the extremal functions for Mn and M respectively.
In the following we show that Gn → G weakly. Since for n ∈ N, ‖Gn‖ = 1,
there is an F ∈ L2a(D) with ‖F‖ ≤ 1 such that an appropriate subsequence of
{Gn}n∈N converges to F weakly. The following argument applies to any convergent
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subsequence of {Gn}n∈N and moreover, a standard argument implies the result for
the full sequence. Thus, in order to simplify the notation, we shall assume that
Gn → F . Consequently, it is enough to show that F is extremal for M . We
set B =
s
∏
i=1
Bρiαi and without loss of generality we consider only the case where
αi 6= 0, i = 1, . . . s, since the other case can be proved in a similar way. For the
proof of this we need the following two claims.
Claim 4.2.13. Re F (0) ≥ Re G(0).
If p is an analytic polynomial on D, then for n ∈ N,
Re (pBBn(0))
‖pBBn‖
≤ Re Gn(0), since Gn is extremal for Mn,
and a use of (4.2.11) leads to
Re (pBS(0))
‖pBS‖ ≤ Re F (0).
In the above inequality we take the supremum over the set of all analytic polyno-
mials which are defined on D, and since G is the extremal function for M we get
Re F (0) ≥ Re G(0).
Claim 4.2.14. F ∈ [G] = M .
It is clear that F ∈ L. In light of (4.2.6) it is enough to show that for every
j ∈ {1 . . . k}, F ∈ [Sβjζj ]. Now fix j ∈ {1 . . . k} and for n ∈ N denote by gn, g the
extremal functions for
[
B(
1−
βj
n
)
ζj
]
and
[
S
βj
ζj
]
respectively.
It is shown in [13, pages 256-257] that gn → g uniformly on compact subsets of
D and particularly lim
n
gn(z) = g(z) pointwise in D. Consequently, by [27, Theorem
1A], we get
P[gn] → P[g] in the WOT.
Observe that Gn ∈ [gn] for every n ∈ N and since Gn → F weakly, we use
Lemma 4.2.4 to conclude that F ∈ [g] = [Sβjζj ]. Since j is arbitrary in {1, . . . k},
the proof of the claim is complete.
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The above claim implies that
Re F (0)
‖F‖ ≤ ReG(0) and hence, by Claim 4.2.13
we get ‖F‖ ≥ 1. Since ‖F‖ ≤ 1 we conclude that ‖F‖ = 1. This together with
Claim 4.2.13 imply that F is the extremal function for M . Thus, Gn → G weakly
and particularly limn→∞ Gn(z) = G(z) pointwise in D. Consequently,[27, Theorem
1A] implies that P[Gn] → P[G] in the WOT and equivalently
PMn −→ PM in the WOT.
Hence, Lemma 4.2.1 applies and so
rank lMλ ≤ lim
n→+∞
rank lMnλ .
Furthermore, and for sufficiently large values of n, we can assume that αi, (1 − βj/n) ζj,
for i = 1 . . . s, j = 1 . . . k, are distinct points in D; hence, from Chapter 2 Theo-
rem 2.3.4 we get that for every n ∈ N, rank lMnλ = s + k. Thus,
rank lMλ ≤ card Z(M)
= card σ(M∗ζ |M⊥) .

In relation to the above, and in the opposite direction, we are able to construct
a sequence of finite zero based invariant subspaces Mn, such that PMn → PM in
the WOT for some invariant subspace M , with
card Z(M) 6= lim
n→+∞
card Z(Mn).
Indeed, take a sequence {an}n∈N of distinct points in D such that lim
n
|an| = 1 and
for every n ∈ N set Mn = Man ; that is M⊥n = C · kan . Then for n ∈ N,
PMn =Id − PMn⊥
=Id − kan‖kan‖
⊗ kan‖kan‖
.
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Moreover, since the analytic polynomials on D are dense in L2a(D), it is easy to
show that
lim
n→∞
|f(an)|
‖kan‖
= 0, f ∈ L2a(D).
Consequently, PMn → Id in the WOT (where Id is the identity operator on L2a(D)).
Now to complete the argument just observe that card Z(L2a(D)) = 0 and that
card Z(Mn) = 1 for every n ∈ D.
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