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Abstract: 
In this work we address the main issues of Information Technology (IT) consumerization that are related to security risks, and 
vulnerabilities of devices used within Bring Your Own Device (BYOD) strategy in particular. We propose a ‘soft’ mitigation strategy 
for user actions based on nudging, widely applied to health and social behavior influence. In particular, we propose a complementary, 
less strict, more flexible Information Security policies, based on risk assessment of device vulnerabilities and threats to corporate data 
and devices, combined with a strategy of influencing security behavior by nudging. We argue that nudging, by taking into account 
the context of the decision-making environment, and the fact that the employee may be in better position to make a more appropriate 
decision, may be more suitable than strict policies in situations of uncertainty of security-related decisions. Several examples of 
nudging are considered for different tested and potential scenarios in security context. 
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1. Introduction to the consumerization of IT 
Globalization and the worldwide availability of the Internet (for both stationary and mobile devices) has led to the 
reduction of spatial restrictions within traditional working environments, and thereby enabling the working environment 
to be highly mobile. Increasingly, people work not from a single office, but from multiple offices, on customer sites, 
when traveling, at home and in public places. At the same time, the technology markets fuel and adapt to such dynamic 
environments by regularly supplying a variety of new mobile devices to meet different business requirements and 
purposes.  
The rapid development of Information Technology (IT) products and their constantly reducing costs make the best 
’high-tech’ technologies available not only to large companies, but also to the general public for personal usage. Data 
interchange between devices is also increasing. Storing data on individual devices not only becomes impractical, but 
also insufficient for its distributed usage. Cloud-based solutions are therefore of high demand for both private and work-
related usage by employees.  
This orientation of products and services towards users is known as consumerization of IT. Here, a user (an employee of 
a company) is also a consumer of devices and services, both owned by the company (the user’s employer) and privately 
purchased by the user. The use of such products and services via the Internet for personal activities (e.g. social networks 
and other web tools) pushes companies to adapt business technologies and practices to allow employees access for 
personal purposes. At the same time, companies expect an employee to be productive and responsive at anytime from 
anywhere, thus removing the boundary between an employee’s personal life and work. In turn, companies that keep 
pace with new technologies and take full advantage of them have more opportunities to improve their business and 
achieve both short- and long-term returns [1]. 
Under the conditions of a fast growing economy and improved technologies, such “mobilization” of businesses will 
continue. To stay competitive in such a dynamic market, companies need to quickly adapt to these trends and provide 
their employees with ways of working in such mobile environments, for instance by providing them with up-to-date 
mobile phones, laptops and/or tablets. However, frequently updating the equipment of employees is costly for 
companies and the pace of upgrades may not keep up with their expectations. 
In such circumstances, a recent trend is for companies, large firms and small to medium enterprises (SMEs) alike, to 
allow their employees to work with their own devices. This strategy, known as bring your own device (BYOD), 
introduces flexibility for employees and affords the opportunity for the companies to satisfy the wishes of their 
employees to work with their preferred devices without increasing equipment budgets.  
Many practitioners consider further IT consumerization inevitable. Trend Micro Inc. performed a survey confirming 
that 74% of IT enterprises were allowing BYOD for their employees. However, they emphasized that consumerization 
of IT carries strategic and operational challenges and ‘creates security risk, financial exposure and a management 
nightmare for IT’ if not properly managed [2]. 
In addition to opportunities, consumerization of IT also introduces some severe security risks. These risks include: weak 
control over employees private devices (e.g., old or absent anti-virus software); possible weakness of protection 
measures of services used to transfer or store company data; potentially unsecured environments, in which employees 
may use their mobile devices (e.g., public places or foreign countries). 
In addition to preoccupations related to technical security aspects, human factors are of high importance in the context 
of global consumerization. When using personal devices for work (or company devices for personal purposes), the 
boundary between personal and company data becomes blurred. However, attempts from companies to take control 
over personal devices for their better protection may meet opposition from employees, and disturb their ownership 
perception associated with their devices and privacy intrusion sentiments. Therefore, companies must consider these 
facts when developing their security policies. 
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In this work we consider how changes in the employees working context (from the office to public places or home) and 
in the ownership of the devices (from corporate to personal) introduce uncertainty in security decisions. We suggest a 
‘soft’ strategy to assist in security decision-making under uncertainty, based on nudging. This approach has been used 
to create health [3] and social solutions [4] and recently studied in the context of security and privacy decision-making 
[5]-[12]. In particular, we consider when nudging may be beneficial to both the company and employee and, 
consequently, lead to a more secure and productive society in general. 
In Section 2, we discuss practical approaches to risk assessment and mitigation of consumerization risks from the 
literature. In Section 3 we analyze in more detail the uncertainty that consumerization of IT brings to security decisions. 
In Section 4 we discuss risks that the BYOD strategy introduces and different levels of controls for managing those 
risks. We provide an approach to influencing the behavior of users to make more secure or more productive choices 
based on nudging techniques widely applied in marketing in Section 5. Finally, we conclude this work and outline 
directions for future research in Section 6. 
2. Approaches to consumerization risk management 
Different organizations may have different risk assessment strategies and may include in their security policy only risks 
specific to their activity. The European Network and Information Security Agency (ENISA), which develops security 
recommendations for EU countries, delivered a report that may serve as a good guideline for SMEs to perform a risk 
assessment [13]. According to this report, a company should identify its risk profile depending on the: size of the 
company; yearly revenue; data type a company is dealing with (e.g. critical personal data, such as medical information, 
customer data or employees data); loss of reputation and loss of customers’ confidence resulting from unavailability of 
service. The critical assets should be identified among systems (server, laptops, workstations storage, archiving and 
backups), networks (routers, cabling, gateways wireless access points, network segments, etc.), people (HR, R&D, 
Sales and Marketing, Contractors and Third Party, Operations and Technology) and applications (ERP, Logistics, e-
commerce, financial control, logistics) categories. In particular, for each asset the security requirements related to 
confidentiality, integrity and availability should be identified.  
Depending on the company risk profile and critical assets, ENISA suggests selecting a number of organizational and 
asset-based controls that will become a part of a security requirements list, implemented within either physical security, 
system and network management, system administration tools, monitoring and auditing IT security, authentication and 
authorization, vulnerability management, encryption, security architecture, incident management or general staff 
practices [13]. The identified key security areas of the company help to shape its security efforts, in particular (i) 
defining and selecting requirements to be implemented within company’s security policy; (ii) specifying key technical 
and management controls for preventing disasters and incidents; (iii) developing recovery plans and educational 
programs needed for staff training. 
In addition to standard risk assessments, e.g. based on ENISA proposed scheme [13] or ISO/IEC 27005:2011 [14], 
when assessing the BYOD strategy of a company, opportunities should be considered. ENISA analyzed IT 
consumerization considering related costs and opportunities [15], and suggested various mitigation strategies to reduce 
the risks in the areas of governance, legal and regulatory issues and technical issues [16], which are related to potential 
losses and gains that a company may have with respect to confidentiality, integrity or availability of its assets when 
introducing IT consumerization. These mitigation strategies correlate with concerns related to consumerization reported 
by several Chief Information Security Officers (CISOs) of large enterprises interviewed by Microsoft [17], such as 
governance related to monitoring of personal devices, e-discovery associated with legal issues of business data stored 
on personal devices, and general security and control of data for privately owned devices. 
MWR Security published a detailed report on mobile devices security, including BYOD strategies for companies, in 
cooperation with the Centre for the Protection of National Infrastructure (CPNI) [18]. According to this report, 
companies developing a security policy including mobile devices and BYOD strategy should consider the following 
challenges: (i) fast developing IT technologies in general and the constantly emerging variety of mobile devices in 
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particular; (ii) different risk profiles within variety of vendors of the same type of device (for instance, iPhone-based 
and Android-based mobile phones risk profiles are different, moreover, risks vary between devices using different 
versions of the same Operating System (OS)); (iii) assets that a company possesses and tries to protect; (iv) possible 
assets vulnerabilities (which are assets weaknesses that can be used for security breaches); (v) threats (against what the 
protection efforts are directed) and risks specific to the activities of the company and its employees; (vi) variety of 
working locations, both public (cafes, parks, hospitals, organizations) and private (home, other companies); (vii) 
organizational structure, whether it is an SME (with mainly 3rd party vendors/suppliers taking care of security) or a 
large company (with a CISO dedicated to maintaining company security). 
In addition to technical challenges, attention should be paid to users’ awareness of risks, their education and the 
provision of recommendations to users whenever possible [18]. Employers may consider different educational tools to 
communicate the requirements of the security policy, reasons for these requirements, benefits of compliance, and 
consequences of non-compliance and thus promote a security culture. However, these long-terms approaches require 
time and involve user awareness and conscious decision-making. While users may be aware and intend to behave 
securely, these intentions do not always translate into actual behavior. Therefore a complementary alternative approach 
would be to try to influence the behavior of the decision makers directly at the moment of the decision-making. 
Influencing users behavior rather than forcing it appears to be an attractive option when  security decisions are made in 
situations of uncertainty, when users may be required to balance competing requirements (e.g. security versus 
productivity), and/or when dealing with mobile devices, which employees use, but which are not fully controlled by the 
company-employer. 
3. BYOD Vulnerabilities 
Vulnerability can be seen as ‘the intersection of three elements: a system susceptibility or flaw, attacker access to the 
flaw, and attacker capability to exploit the flaw’ [30]. For the purpose of this paper we shall reflect explicitly on the first 
two elements assuming a ‘worst case scenario’ in the latter (data theft, financial loss, etc.). With this paradigm, we 
present an environment where there are numerous intervention methods to reduce risk and conversely several 
exploitations with respect to the BYOD trend. It is necessary to discuss each in light of users’ behaviors. 
3.1 A system susceptibility or flaw 
With the introduction of unknown devices into the network the likelihood of a susceptibility or flaw increases. 
Unknown devices are typically self-monitored and (specifically in this case) are mobile. This is highly problematic as 
the unknown software, mobile nature and the method in which the device is used present a real security threat. The 
phrase, ‘a system is only as strong as its weakest link’ is highly appropriate when such devices will be configured and 
managed manually with numerous issues associated with this. 
Within many companies employees’ computers are centrally managed under a specific data security policy. These 
machines are static often with a single user per machine and are homogenous throughout the company (with possible 
exceptions in policy related to specific roles within the company – i.e. installation rights, administrator access etc.). This 
allows for a robust, secure (albeit policy dependent) environment where risk can be mitigated by rigid control 
mechanisms. Installation of software can be blocked, operating system, virus scanner, firewalls and software patches 
can be automatically deployed and attachments to peripheral devices can be denied or monitored to name but a few. 
With BYOD, however, the above level of central control is lost. Self-managed devices are typically not used in the 
same manner and often fulfill a multitude of roles. For example, an employee owned laptop would be used in both an 
office environment for work and a home environment for non-work activities. This duality of use, stronger sense of 
ownership, lack of knowledge, lack of prioritization of security by users and lack of central control, may lead to security 
features being omitted or simply not configured correctly, particularly if the security feature is perceived as 
inconvenient or hindering productivity. Activities that would either be impossible or forbidden by policy are now 
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available and this presents a conflict for users related to what they are and are not allowed to do. For instance, a given 
website or software may be forbidden and inaccessible on a work machine. Does this, however, mean that it is 
forbidden on an employees’ own machines outside of work? 
Unsafe practices on a personal device outside of the working environment are problematic when re-introducing a device 
to the work environment. The device has transformed from a personal device back to a work device but has, in the 
process, been exposed to numerous policy breaching activities. It is highly likely that the device has (from a company 
perspective) connected to unknown networks, with unknown traffic, attached to unknown physical devices (a highly 
relevant problem with recent documentation on USB stick firmware exploits – ‘BadUSB’ [31]). This presents a major 
threat to the company’s infrastructure and data security if not carefully managed (e.g. via separate networks for personal 
devices). 
3.2 Attacker access to the flaw 
Attacks generally fall into three categories [32]: persistent targeted; single targeted; or random (chance). The adoption 
of BYOD is vulnerable to all of these and presents an attractive avenue for attack. One could further argue that BYOD 
introduces an additional ‘physical’ attack relating to device theft that is exacerbated by the mobile nature of the device 
(particularly problematic if the device is not encrypted). 
Targeting such a device can be beneficial to an attacker for many reasons. Firstly, it enables personal targeted attacks 
(i.e. targeting the CEO), which allows attackers to be much more focused. As cyber-attacks are often financially 
motivated (with time being a key factor) identifying such a device optimizes the attack by enabling bespoke (either 
physical or device specific) methods to be devised. The attacks are likely to be more successful due to the 
susceptibilities noted in 3.1 and the availability of the device to be attacked (predominantly in a more unsecured 
environment). 
To understand such an attack and how BYOD may create new threat vectors, it is necessary to work through a practical 
example. A Man-in-the-Middle [33] attack exploits a network connection by intercepting traffic sent and received. The 
most successful Man-in-the-Middle attacks aim to remain anonymous by having a negligible (particularly unnoticeable 
by humans) impact on users’ activities. Data is intercepted and subsequently analyzed in an effort to exploit a particular 
vulnerability (e.g. stealing Facebook login details via FireSheep FireFox plugin [34], [35]). Following the example 
demonstrated in [8] we see a typical BYOD scenario where attackers can exploit users’ behaviors. When in a public 
environment the user accesses a public Wi-Fi network, the device is placed under threat. Open Wi-Fi networks present 
an unknown threat environment, where it is impossible to verify other users and identify malicious activity. This 
infrastructure provides a relatively simple platform to intercept and steal data as in the above Facebook example [34], 
[35] if connections are not encrypted (which is typical for small-medium enterprises and general public use). 
Unencrypted connections on such networks are simple to intercept enabling specifically targeted attacks to be highly 
successful. 
Exploiting users’ behaviors via phishing is also a common approach. This attack plays on users’ vulnerabilities and 
attempts to deceive users into carrying out an action (such as clicking on a link). This is a non-technical attack, which 
targets users, not physical hardware or software. Phishing is a problem since permissions are often granted erroneously 
by users, who are fooled into believing that the task they are presented with is genuine. By providing authorization, the 
attacker can then gain sensitive information (often usernames and passwords) allowing them to masquerade as a 
genuine user. It is then extremely difficult for the system (moreover the system administrator) to determine whether or 
not a user is who they say they are. 
3.3 BYOD risks and controls 
There is clearly significant impact of BYOD on a network’s security infrastructure if not managed in a controlled 
manner. By enabling users to transport their devices between environments, new vulnerabilities and exploits are 
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presented that must be combatted. It is important this control is managed in a fashion that does not detract from the core 
attraction of BYOD, particularly mobility and productivity. 
4. Assistance in risk assessment under uncertainty 
We now propose an approach to risk assessment assistance in situations of uncertainty. The standard risk assessment 
procedure, for instance suggested in [13] or [14], is adjusted taking into account consumerization of IT adaptation, e.g. 
proposed in [16], and includes: the estimation of company activities profile; the corporate data and the evaluation of the 
vulnerabilities and threats of professional or personal devices; the security checks of services that employees use on a 
daily basis; and the analysis of potential human behavior vulnerabilities. Moreover, we consider the ownership of 
devices and data (private or corporate) as well as the context, in which the devices, services and data are used. Here, by 
context, we mean a dynamic environment, e.g. work, home or a public place, in which the mobile device users may 
utilize devices or data or services. Note that the context may include services that the employee is allowed to use 
including those owned by the company, bought by the employee or even freeware. 
4.1 Risk assessment for consumerization of IT 
The designer of a security policy for a company working with mobile devices should consider the properties given in 
Table 1. Together with important functionalities, they may expose security vulnerabilities of devices. Paradoxically, one 
of the greatest advantages of mobile devices, mobility, is also one of its greatest vulnerabilities. Some devices (laptop 
and tablet) have large screens, which makes them convenient for regular tasks (e.g., writing/reading emails, 
programming, watching video), but it also becomes easier to shoulder surf these devices and for data shown on large 
screens to be disclosed accidentally. In Table 1 ‘+’ refers to a vulnerability being present, ‘-’ means that a vulnerability 
is not present and ‘?’ refers to the presence of a vulnerability being unpredictable. 
Here, we refer to a private device as a mobile device bought by an employee and to a corporate device as a mobile 
device bought by a company for an employee to work on. Then, a mixed-usage device is a private or corporate device 
used for both personal and work purposes. 
Table 2 presents an example of threats adapted from [18] to mixed-usage devices, taking into account vulnerabilities 
presented in Table 1 and considering possible scenarios in which an employee may happen to work. 
 
Table 1. Vulnerabilities of devices 
Property Laptop Tablet Phone USB Stick 
Connectivity + + + + 
Mobility + + + + 
Applications + + + + 
Lock + + + ? 
Remote Access + + + + 
Out of date software/OS + + + + 
Large screen + + - - 
Admin access + ? ? - 
Removable Media ? + + - 
Access to SIM card ? ? + - 
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On the one hand, many threats presented in Table 2 can be controlled with technical solutions, such as data loss/leakage 
prevention (DLP), if private devices are locked down in a similar way to corporate devices with some security policy 
and/or with mobile device management (MDM) programs that allows management of the assets (both devices and data). 
Security practitioners consider MDM as a necessary risk prevention tool [19], and highlight the urgent need for an 
MDM version for Android-based devices [20] for companies adopting IT consumerization. Companies with ‘mobile’ 
employees already appreciate the help of mobile Virtual Private Network (VPN), which extends a private network 
across a public network. Research in Motion (RIM) announced a multi-platform version of its BlackBerry Enterprise 
Server [20] for improving the security of mobile devices. Separation of private and corporate data with data segregation 
tools may help to differentiate data that should be monitored from that which is personal. 
 
Table 2. Threats for devices and corporate data 
Device 
compromised 
Device 
contaminated 
Communication 
compromised 
Data 
compromised 
Data disclosed Security/trust 
model 
weakened 
Device lost Malicious 
application 
installed by user 
Data 
interception in 
transit 
Integrity 
(access via 
security 
breach) 
Inappropriately 
stored / 
transferred 
data 
Personal 
credentials 
shared 
Device stolen Device infected 
by malware / 
virus 
Encryption key 
disclosed 
Confidentiality 
(access via 
security 
breach) 
Discloses data 
after being 
asked (social 
engineering) 
Device 
jailbroken 
Device 
decommissioned 
Device 
contamination 
Insecure 
unencrypted 
connection 
Availability 
(denial of 
service) 
Discloses data 
unintentionally 
(shoulder 
surfing/ 
duplication) 
Security 
controls 
bypassed 
 
 
On the other hand, many threats presented in Table 2 involve risk prone actions, which increase security breaches 
significantly. Hence, companies’ security policy efforts are twofold: the identification of technical controls to apply 
(e.g. which anti-virus to buy, which software to install and how to control its updates, allowable ways to access 
corporate data and how to guarantee data protection) and the prevention of possible human errors. This should be via 
technical controls when possible, such as control over anything installed by users and password creation rules, or with 
education sessions, for instance on not sharing personal credential, public Wi-Fi connection and policy jail-breaking. 
Risk is usually considered as the likelihood of an attack multiplied by its impact, where the likelihood of an attack is 
given by the probability that a threat can exploit a particular vulnerability. A typical approach to reduce risk is therefore 
to add some control over the vulnerabilities, so that they are no longer exploitable. However, the usage of mixed-usage 
devices raises the problem of who is responsible for applying this control. Here, control refers to ‘a measure that is 
modifying risk’ [14]. 
Moreover, we differentiate between different levels of control that may help maximally reduce risk with: full control 
over devices; partial control over devices; or no control over devices. Table 3 adapted from [18] shows four possible 
cases of combination of a device owner and a device manager: 1) company provides employees with devices and takes 
full control of these devices, e.g. typical BlackBerry ‘work phone’; 2) company provides devices, but does not manage 
them, e.g. common for universities, having partial control over the devices; 3) employees own devices are controlled by 
companies partially, e.g. can be registered to be wiped in case of loss; 4) employees are allowed to work with their own 
devices, but have to take care of security themselves, resulting in company having no control over the devices. 
Addressing consumerisation of IT risks with nudging
 
 
 
 
International Journal of Information Systems and Project Management, Vol. 3 , No. 3, 2015, 5-22 
◄ 12 ► 
Table 3. Company control of devices depending on ownership and management 
  Device Manager 
  Company Employee 
Device Owner 
Company (1) Full control (2) Partial control 
Employee (3) Partial control (4) No control 
 
The first case (1) is the case of full control: a company both owns and manages the device. Depending on how 
restrictive the security policy is and compliance levels, there are still possible threats and corresponding risks to the 
assets of the company, e.g., zero-day vulnerabilities. In case (2) a company provides devices, but does not manage 
them, or in case (3) employees use their own devices, and the company manages them or the company does not manage 
them as in case (4). In cases (2) and (3), a company may apply some security policy to protect the employee’s personal 
or corporate devices with DLP and/or MDM tools. In case (4), there is a danger of uncontrolled threats, as an employee 
might not use all, or any, protection measures, such as an anti-virus, software updates, passwords, etc. 
5. Nudging for mitigating security risks and improving productivity 
A security policy should be seen as a protective measure, which employees should comply with. In addition to 
punishments for risky behavior and rewards for secure ones, it should take into account the employee’s perspective. A 
highly restrictive security policy that limits flexibility for employees might result in a rebellion effect and push 
employees towards ignoring it. Fundamentally, such behavior would expose the company to security risks and 
corresponding costs that should be taken into account when developing a security policy. The problem of non-
compliance with security policies has highlighted the existence of a compliance limit for each user (probably, varying 
from user to user) known as the “compliance budget” [21]. Further research [22] focused on understanding non-
compliance and workaround strategies employees apply in order to be more productive and perform their tasks faster. 
Moreover, too restrictive security policies may be insufficiently flexible to the dynamic context, in which security 
decisions are made. For instance, a security policy, may only allow employees to connect to Wi-Fi’s in the whitelist of a 
company. However, there may be no available white-listed Wi-Fi’s at the employee’s current location. Hence, the 
employees would be unable to work if the policy is enforced on their device, or if the policy is not enforced, they may 
choose to breach policy and connect to a publicly available Wi-Fi. Unfortunately, at the moment of making security 
decisions there is often no objective information to aid the user in evaluating the consequences of each possible choice 
and/or the decision makers might not realize the risks and consequences of possible security breaches. However, the 
choices are still made (e.g. one of the Wi-Fi’s should be selected for work) and the decision maker must take 
responsibility for the consequences of such decisions. 
The traditional approach for helping employees making better security decisions is via education and training sessions 
about the security policy of the company [16], [18]. This is a time-consuming approach that requires conscious 
reflection of employees on security issues and possible consequences of such decisions for them and their company. 
However, awareness and knowledge does not necessarily lead to the required behavior as it does not provide cues to 
action, at the moment the behavior is initiated. Alternatively, nudging is an explicit recommendation or more subtle 
influence emphasizing some choice, but not forcing it. It has a reputation of being able to make a big difference by 
small changes while leaving the freedom of choice to the decision maker. This is important when security decisions are 
made in situations of uncertainty, where an employee might have better situational awareness than the company had 
when creating the policy. 
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5.2 Nudging for security and productivity: What is it? 
In this work, we investigate a possibility of applying a recently proposed ‘nudging’ approach [23] to influence 
information security choices as a ‘soft’ alternative to more restrictive security policy. Nudging provides a framework, 
called choice architecture, which presents available alternatives in such a way that influences the decision maker’s final 
choice [23]. This approach is referred to as libertarian paternalist, in the health and social behavior domains ‘people are 
free to do what they choose, but that it is legitimate to influence people’s behavior in the positive direction’ [24]. This 
approach has been adopted by the governments (e.g. UK and USA) to encourage behaviors promoted by government 
policies while still providing freedom of choice.  
Nudging has been widely used in healthcare [3] and social policies [4] to change the behavior of people with minimal 
interventions. In these initiatives the nudged behavior is widely accepted as the ‘best’ by both governments and citizens, 
such as fighting obesity or paying the right amount of tax. The research results on applied cases of nudging are very 
encouraging and show that, indeed, the manner, in which the information is presented to the decision maker, influences 
the choice. For instance, it was shown that rearranging menu items in student's cafeteria may increase/decrease 
consumption of a particular item by up to 25%, since the first options in the list have higher chances of being selected 
[23].  
Similarly, nudging can be adapted to influence people’s choices in information security. The behaviors towards which 
nudging will direct people should be based on rigorous models developed using quantitative risk assessment techniques. 
They should take into account the trade-offs between productivity benefits and security risks for each particular 
scenario, and nudge the decision maker towards the best compromise trade-off solutions, but also taking into account 
context of the decision-making, security policy of the company and preferences of the particular decision maker when 
possible. Assuming that uncertainty is present in such security scenarios, the outcome of the rigorously assessed models 
will be used to frame choice architecture for decision makers in such a way that it nudges decision-makers to make the 
‘best’ information security and productivity decisions, but still leaves the final choice for the decision maker. This 
assumes that the decision maker understands what is better for them in the context of the decision-making.  
5.3 Nudging for security and productivity: How to influence? 
Six techniques are presented in [23] to support the creation of nudges: incentives, understanding mapping, defaults, give 
feedback, expect error and structure complex choices. They can be used to build a choice architecture that aims to 
influence choice made by the decision maker.  
To develop incentives for information security, we need to understand the rewards that would encourage employees to 
make the choices we want, and the punishments that would stop them from making choices we do not want. For 
instance, would warning messages when connecting to a fast unsecure Wi-Fi network encourages employees to switch 
to a slower but more secure Wi-Fi that does not present such warnings? 
To understand mappings between available options and consequences that follow, we need to be aware of the risks 
employees take and the convenience employees gain. For instance, studies looking at choosing between more secure 
Wi-Fi not protected by a password and less secure Wi-Fi protected by a password shows that people perceive more 
secure solutions as being more complex by default, and less secure solutions being easier and faster to implement [25].  
Default choices are selected by people who ‘go with the flow’ and do not pay much attention to them. Default choices 
for security-related decisions should be pre-selected to the most secure ones, leaving the freedom for users to uncheck 
selections or change defaults if desired. 
Giving feedback on choices, whether positive or negative, helps users to learn from their past decisions and use this 
experience in the future. Knowing that users make errors and expecting errors means those developers should provide 
choices in a simple and understandable manner, as well as guide choices with explanations and help options. They 
should also ensure that the user is protected against any unrecoverable decisions. One last point is also important, the 
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presentation and structuring of complex choices should reduce people’s cognitive load, e.g., sectioning decisions so that 
there are clear steps and a limited number of options to choose from at any point in time [26]. 
In addition to the six techniques provided by choice architecture, organizational psychology and behavioral economics 
have identified many different factors that influence behavior. The MINDSPACE framework [27] summaries these 
influencing techniques some of which are common to those presented in [23]: messenger; incentives; norms; default; 
salience; priming; affect; commitment; and ego. Messenger effects suggest that the person delivering the message and 
not the message itself influences people. Norm effects suggest that people will behave in the way that those around 
them behave, or in ways they think people expect them to behave.  Salience refers to how to present choices so that the 
desired choice stands out from the others and grabs the attention of the decision maker. Priming addresses framing 
effect, which is related to our subconscious processing of information. This is an implicit memory effect where 
exposure to a stimulus influences how a person responds to the next stimulus. Affect refers to people’s emotional 
reaction to a stimulus. Commitment refers to a person’s desire to keep promises they have made to another person, 
particularly if the commitment is written down.  Ego refers to acting in a way that makes people feeling good about 
themselves. These factors can be used when designing choice architectures in security to optimize the chances of the 
nudge succeeding. In addition, [28] outlines a process by which companies can explore the creation of nudges to solve 
specific security problems within their companies by using MINDSPACE as part of creative workshops with staff to 
identify factors influencing their security behaviors within the company and to identify possible approaches of 
designing ways of increasing security compliance. 
5.4 Nudging for security and productivity: When is it appropriate? 
The company may decide when to apply nudging depending on the level of control the company has over the device. 
Recalling Table 3 with four various cases of device ownership and management, resulting in three levels of control: 
full, partial and no control for the company. Taking into account the context in which the security related decisions are 
made, here, we argue about the appropriateness and benefit of nudging, see Table 4. Similarly to Table 3, we consider 
the owner and manager of the device (company or employee) and context (working or not, e.g. public places, home, 
private houses, other companies). In the Nudging column of Table 4, ‘+’ indicates a situation where nudging may be 
desirable and ‘-’ indicates cases, where nudging is not beneficial. 
 
Table 4. Devices control and nudging 
# Device Owner Device Manager Context Control Nudging 
(1) Company Company Working Full - 
(2) Company Company Public/Private Partial + 
(3) Company Employee Working Partial + 
(4) Company Employee Public/Private Partial + 
(5) Employee Company Working Partial + 
(6) Employee Company Public/Private Partial + 
(7) Employee Employee Working Partial + 
(8) Employee Employee Public/Private No - 
 
Note that in this context we can also include services that the employee is allowed to use. For instance, in the case 
where publicly available services are used by employees at work on working devices, such as Dropbox or social 
networks, the scenario should no longer be classified as the first case of full control. 
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Indeed, nudging is appropriate for all cases presented in Table 4 with the exception of case (1) of full control, where a 
company controls and manages devices and they are only used for work and case (8) of no control, where there is no 
control over an employee owned and managed device used in a non-work context. For instance, an Information Security 
policy may state that users should not access social networks from a work device. A company may restrict access to 
such a websites and prevent access in case (1). However, that would not be possible in case (3), where an employee is 
managing a corporate device, or in case (6), where an employee works on a personal device providing some managing 
privileges to the company, and such a restriction would disturb the employee’s sense of ownership. On the contrary, 
nudging employees away from social network websites during working hours would be seen as advice from the 
company that an employee can override when justified, e.g., for working purposes in order to advertise some company 
products or jobs in social networks. 
5.5 Nudging for security and productivity: Examples of tested scenarios 
Nudging has been explored in information security, for instance, for nudging users away from privacy invasive choices 
[5]-[8] by using color to positively and negatively frame information. Traditionally, red is associated with danger, e.g. 
red in traffic light or the infamous ‘red button’, and green with safety or ‘to go’ in a traffic light signal. Traffic light 
color schemes are widely applied in cyber security design, e.g., for indicating what can be done with shared information 
in a traffic light protocol [29] or for framing choice options [5]. 
One of the possible applications of nudging in the security context is presented in [8], [11], where a traffic light color 
scheme is used for a choice of public Wi-Fi. In this work an example of nudging a user towards selecting a more secure 
Wi-Fi is considered. Choice architecture is organized so that available Wi-Fi’s are ordered in such a way that the most 
secure networks are placed at the top of the list and their names are colored ‘green’, while names of less secure Wi-Fi’s 
are ‘yellow’ and open Wi-Fi’s are ‘red’. The results show that the color was effective in influencing the choice of users, 
more than the order, which did not change the choice significantly. However, in preliminary evaluations the 
combination of order and color was the most effective nudge, encouraging more people away from insecure networks 
than one factor alone. 
5.6 Nudging for security and productivity: Examples of potential scenarios 
The following scenarios are considered as examples of scenarios where nudging can be applied efficiently, choosing a 
new password and determining whether to accept or decline a mobile application’s permissions. In these scenarios 
decision makers are facing a trade-off decision of choosing between being more productive or more secure. For 
instance, creating a new password, which is similar to the old one, is fast and takes less time and effort to remember, 
however, this strategy leads to creating weak passwords according to security metrics [36]. Similarly, accepting all 
permissions that an application requests during installation on a mobile phone is fast and easy, however, it might 
compromise the user. 
Regular password renewal is a common procedure used by companies to provide protection from potential malicious 
attackers. Many academic papers have highlighted both the need for secure passwords and how to create them [37] 
(‘strength’ meters are now commonplace). Equally important, however, is the frequency and rules that govern this 
process (how often passwords are updated and their complexity). It is essential to strike a balance between maintaining 
security and inconveniencing users. If a password is renewed too frequently then the chance of forgetting them is 
increased, and the users’ willingness to comply decreases [38]. Forcing users to create too strong passwords may lead 
either to difficulties of memorizing passwords, create security breaches as a result of writing passwords down and 
exposing them to potentially malicious attackers or forgetting them. Alternatively, nudging may help with creating a 
more secure, memorable password. 
At its core, a nudge should be holistic and not annoying. This is essential for password creation, as we do not want to 
over-burden users with additional time consuming requests or cognitive load. At the same time users should be able to 
override a nudge if they have strong preferences towards an option different from the one suggested by a nudge. The 
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nudge for password creation must be present at the point where the password is being formulated, for instance, a point 
immediately after requesting a user to create a new or to update an old password and before the cognitive process is 
started. The point of password entry is too late. The experiment described in [39] has demonstrated the direct impact of 
forcing users to wait a fixed time period in order to improve their password strength. Perhaps a social nudge would also 
be beneficial here. Social nudges work by playing on social norms. For instance, users can be informed that a high 
percentage of people in their company update their passwords regularly with strong alternatives, e.g. a popup is 
presented ‘74% of employees choose a stronger password than this one’. 
Applications are requesting more and more permissions to access information and services on your mobile phone, for 
instance your personal information, your precise location, or full network access. New communication technologies 
such as Near Field Communication (NFC), Bluetooth LE (Low Energy) provide new methods to share data stored on 
given devices. These new technologies, however, are utilized by applications (e.g. NFC typically used for card payment 
methods and Bluetooth LE by sport fitness accessories) that must first call operating system methods that are governed 
explicitly by permissions. On installation of an application, these permissions are presented to users in order to detail 
what the application has access to and some indication of why it is necessary. Unfortunately, current implementations of 
this process are poor and end users have little, comprehensible information on which to base their decisions. An 
application may request (perhaps legitimate) access to the address book, but without direct statements regarding why 
such access is required, it is unclear whether or not these should be accepted. For instance, why would a torch 
application on a mobile phone require access to your location? The path to finding out exactly what permissions is 
being requested, and what they mean may well be made deliberately difficult by app developers – to nudge people to 
simply accepting all permissions! Recently, Facebook [40] received negative press coverage for their applications due 
to the way in which the permissions were presented and worded when in fact the core functionality of the applications 
remained the same. It was the permission text that had changed thus generating negative connotations of privacy 
invasion to users. Here adding more information on the usage of the requested data by the application would help in 
nudging users towards more selective responses. 
By extending the permission text to include possible implications of accepting the permission, the user would be more 
informed as to whether or not they wished to accept and thus install the application. This would potentially prevent 
significant data leakage and personally identifiable information via uploading of contacts or media on the device for 
example. Similarly to the previously discussed Wi-Fi study [8], ordering and coloring could be adopted to highlight the 
most significant threats to security. As demonstrated in the previous study, ordering and coloring had a significant 
positive effect on the security of the chosen Wi-Fi network. To demonstrate, access to the address book or media could 
be highlighted red and given prominence by ordering it at the top of the list (with additional related text to highlight the 
potential impact of sharing this). Typically less security invasive permissions would conversely be ordered towards the 
bottom and highlighted green (permission to change the ringtone for instance). The combination of these visual nudges 
enforced with priming would allow users to make more informed decisions as to whether the application was indeed 
trustworthy or whether it was suspicious (why does a solitaire game require my location?). 
Both of the above examples of potential nudges provide an interesting test bed for future investigations and highlight 
the complex nature in which security decisions are made. Encouraging users to make more secure decisions should not 
prevent them from being productive when needed and nudging appears to be an easy form for such soft influence, 
which can be applied together with other complementary ways of influencing users by educating and training them on a 
regular basis. 
6. Conclusions 
In this work, we have discussed the recent trend of both large companies and SMEs towards adopting the 
consumerization of IT. In addition to the commonly recognized risks and opportunities that this trend carries for the 
companies and their employees, we highlighted the uncertainty that consumerization introduces. This uncertainty is due 
to the changed ownership model and context of the potentially unsecure environments, in which an employee is using 
private or company owned devices and corporate data. To help reduce potential risks, we have suggested the adoption 
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of a ‘soft’ strategy of nudging that tries to influence the choices of employees by subtly pushing them towards more 
appropriate decisions, leaving the final choice and the responsibility for its consequences to employees. This approach 
can be used to optimize compliance with the company’s Information Security policy. In addition, such an approach 
takes into account the ownership model and considers the dynamics of the context, in which employees might have 
more awareness of the situation to make an informed decision, than a policy maker can ever have. 
When compared to more restrictive and less flexible Information Security policies, which leave no choice to decision 
makers, an alternative ‘soft’ nudging approach looks appealing when freedom of choice is at stake. This approach 
allows users to take responsibility, when dealing with corporate data/device, which may also be advantageous. 
We considered several tested and potential examples of nudging in the security context and showed how users can be 
softly influenced towards choosing some of the options that are considered to be ‘better’ from security and or 
productivity points of view. At the same time nudging assumes that decision makers are well informed and are free to 
override nudges. 
As future work, we are considering the development of rigorous risk assessment of trade-off solutions for concrete 
security scenarios to ground options towards which nudging is performed. It is a complex task of trading security and 
productivity objectives of a decision maker, while taking into account security policy of the company and the 
employee’s personal preferences. We also aim to create a methodology to construct choice architectures in security, and 
to be able to evaluate the impact in corporate risk through nudging techniques. 
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