1. INTRODUCTION In practice we are often faced with random experiments whose outcomes are not numbers (or vectors in &I") but are expressed in inexact linguistic terms. As an example, consider a group of individuals chosen at random who are questioned about the weather on a particular city on a particular winter day. Some possible answers would be "cold," "more or less cold," "very cold," " extremely cold," and so on. A natural question which arises with reference to this example is: What is the average opinion about the weather in that particular city?
A possible way of handling situations like this is by using the concepts of fuzzy sets and fuzzy functions [24] found useful in many applications, notably in pattern recognition, clustering, information retrieval, and systems analysis (cf. [ 161) .
Motivated by examples of the type given above and related problems (especially concerning group opinions), we introduce fuzzy random variables and their expectations, and we investigate some of their properties.
Fuzzy random variables (or fuzzy variables) generalize random variables and random vectors; they also generalize random sets [ 151. The expected value of a fuzzy variable is a natural generalization of the integral of a setvalued function [2] .
Kwakernaak [ 143 introduced the notion of a fuzzy random variable as a function F: 52 -+ 9( [w) (subject to certain measurability conditions), where (Q, d, P) is a probability space, and P([w) denotes all piecewise continuous functions U: (w -+ [0, 11.
F&on [8] defined a fuzzy random set as a measurable function F: 52 + 9(X), where X is a topological space, F(X) = {u: ?X + [0, l] }, and {xE%: F(w)(x)>a} are closed subsets of !Z for each 06a6 1, ~ESZ. Relationships between fuzzy sets and random sets were studied by Fortet and Kambouzia [9] and by Goodman [lo] .
However, in the work of the authors mentioned above, no attempt is made to define the expected value of a fuzzy variable and to study its properties. Our definition of the expected value is new and it provides a natural generalization of the set valued function (that is, random set) setting.
In Section 2, we briefly state some results related to the integral calculus for set-valued functions. These results will be frequently referred to in the subsequent sections.
In Section 3, we introduce the notion of a fuzzy random variable slightly different than that of Kwakernaak [ 143. We define it as a function (subject to certain measurability requirements) X: 52 -+ PO( IV), where (Q, ,aul, P) is a probability space, and YO([Wn) denotes all functions (fuzzy subsets of IY) U: IF!" --t [0, l] such that {x E IV': U(X) 2 a} is nonempty and compact for each 0 < a < 1. In this setting we define the expected value E(X) of a fuzzy variable X.
In Section 4 we study some properties of this expected value. To this end, we first define a metric in &(I?') which generalizes the Hausdorff metric in the space of compact subsets of [w". We show that, under certain conditions E(X) is a fuzzy convex set. The main result of this section is a Lebesguedominated convergence type theorem. This generalizes the corresponding results of Aumann [2] and Debreu [6] . Some of the results of this section can possibly be extended to Banach space valued fuzzy variables, that is, functions X: 0 -+ 4(g), where (Q, &, P) is a probability space, ?Y is a Banach space, and Y,(g) denotes all functions (fuzzy sets) u: CY -+ [0, 11 whose levels ( y E $Y: u(y) > a}, a # 0 are closed, bounded, and convex subsets of ?Y. However, this generalization will not be carried out in this paper.
Finally, in Section 5 we state some problems of further research interest.
INTEGRAL CALCULUS FOR SET-VALUED FUNCTIONS
The concept of an integral of a set-valued function was first introduced by Kud6 [12] in connection with the theory of experiments in statistics. Later, using Kudii [12] and Richter [23] , this concept of an integral was extended by Aumann [2] who proved some important convergence properties. Debreu [6] delined another concept of an integral of a setvalued function in a more general context, studied its properties, and showed that under suitable hypotheses, it coincided with the integral of Aumann [a] .
Applications of these integrals are found in economics [3] , control theory [ 111, and probability theory [ 1, 5, 20] .
We define two different types of convergence for sequences of sets. Let A and B be two nonempty bounded subsets of (w". The distance between A and B is defined by the Hausdorff metric, d&4 B) = maxC:py ,j$ lb -WI, ;yt $f, lb -4 I, If Q(lR") denotes the set of all nonempty, compact subsets of R", it is clear that (Q(rW'), dH) becomes a metric space. The following theorem gives a more precise result. Another type of convergence for a sequence of sets was defined by Kuratowski [13] .
We say that a sequence of sets { Ck}k, Ck c Iw", converges to a set Cc R", denoted by C = lim, Ck, if C = lim inf Ck = lim sup Ck, (2.5) where lim inf Ck = {x 6 [w": x = lim xk, xk E Ck >, (2.6) k -rm limsupC,= fi k=l (2.7) We mention that for sequences of closed sets, convergence in the Hausdorff metric implies convergence in the sense of Kuratowski. On Q(rW"), both types of convergence are equivalent provided the limit set is nonempty, that is, the sequence is bounded (cf. [ 151). Now, let (s2, .G!, P) be a probability space where the probability measure P is assumed to be nonatomic.
A set-valuedfunction is a function 8'1 s2 -+ 9(&Y) such that F(o) # @ for every own. By L'(P) (or by L'(P, I??)) we denote the space of P-integrable functions f: 52 + [w". We denote by S(F) the set of all L'(P) selections of F, that is,
The Aumann integral of F is defined by
For easy reference, we state the following results due to Richter [23] , Aumann [2] , and Debreu [6] . Another result about the structure of (A) l F is given by In Debreu [6] , a concept of an integral is defined for more general setvalued functions F 52 + K(%), where .!Z is a Banach space and K(Z) denotes all nonempty compact convex subsets of X. The key result used in defining the Debreu integral is an embedding theorem for K(X) due to Radstrom (1952) .
Without going through the details of this construction here, we may mention that the Aumann integral can also be defined in this more general setting and it is possible to prove the equivalence of the Aumann and Debreu integrals without assuming that X is reflexive (see Byrne [4] ).
Remark. It is important to observe that Theorem 2.5 can be stated in a different form by replacing convergence in the sense of Kuratowski by convergence in the Hausdorff metric. The statement of the theorem remains unchanged provided we assume that all functions take values in Q(P). We shall use this version of Theorem 2.5 in Section 4, where we shall generalize the Lebesgue dominated convergence theorem to fuzzy variables.
FUZZY VARIABLES AND THEIR EXPECTATIONS
Let (Q, d, P) be a probability space where P is a probability measure. A fuzzy variable X is called integrably bounded if X, is integrably boun-ded for all a E (0, 11, i.e., if for any CI E (0, 11, there exists h, E L'(Q) such that J/XII <h,(o) for each x, w with XE X,(w). Here L'(Q) denotes all functions h: Q -+ [w which are integrable with respect to the probability measure P.
Motivated by examples similar to the one given in the introduction, we define the expected value E(X) of a fuzzy variable X: Q -+ 9e(Rn) in such a way that the following conditions are satisfied: E(X) E %tw, The next theorem shows that under certain assumptions, there is a unique fuzzy set satisfying these requirements. The proof is based on the following lemma. Proof. See [16] . ProoJ: Let M, = j X,, a E [0, 11. Since X, is measurable and integrably bounded, it follows from Theorem 2.3 that M, # 0. Since X,(w) = (x: X(w)(x)>a} are closed subsets of R" for all ~~52, it follows from Theorem 2.4 that M, = 1 X, is compact.
Consider now the family {M,: a E [0, 1 ] } of subsets of R". Note that X,(o) = {x: X(o)(x) 2 0} = KY, for all w E Q. Thus J X0 = BY'. If a < fi, then clearly X,(w) 2 Xs(w) for w E Q. Thus M, 2 M,.
We now apply Lemma 3.1. To do so we have to check that a, Q a, < ., lim, + m a, = a, a # 0 implies M, = n,"= , M,". Observe that f-j;=, XJo) = X,(o) for all w E Sz. Since XJw) are compact, n E N, it follows by a simple argument that where converge is in the Hausdorff metric. Now X,,(o)~X,,(w)~ .+., and since A',, is integrably bounded there exists h E L'(Q) such that Ilf(o)l/ 6 h(w) for every f~ S(X,,). It follows that IIg(o)ll <h(o) for every g E S(XJ, n E N. Thus (Xa,, n 2 1) is bounded by the same integrable function, and since the X," are also measurable, it follows from Theorem 2.5 that j XMn + j A',, (in the Hausdorff metric). Observe that { j XUn, n > 1 } is a decreasing sequence of compact sets and so it must converge to its intersection. Thus we obtain 
PROPERTIES OF THE EXPECTATION
Our aim is to extend the Lebesgue dominated convergence theorem to fuzzy random variables. To this end, we first define a metric in 3$(W) which generalizes the Hausdorff metric.
Let U, u E FO( W), and set The proof of this theorem is given in the Appendix. Theorem 2.2 can easily be extended to fuzzy variables by using the concept of fuzzy convexity [24] .
A fuzzy set U: Iw" + [0, l] is called a fuzzy convex set, if
for ever x, y E R", J. E [0, 11. (4.2) THEOREM 4.2. If the probability measure P is nonatomic, and if A': Sz + %J W) is integrably bounded fuzzy variable, then E(X) is a fuzzy convex set.
Proof
Let v = E(X). Since {u 3 a) = j X,, it follows from Theorem 2.2 that {v 2 a} is a convex set, a E [0, 11. The proof now follows by noting that (4.2) is equivalent to the convexity of {U > a} for every a E [0, 11.
The following theorem extends the Lebesgue dominated convergence Theorem 2.5 (see the remark at the end of Section 2). We assume that the probability measure P is nonatomic. ProojI To prove this theorem, we shall use a technique similar to the one in Debreu [7, pp. 366; 3671) . Assume first that X,, X are such that L,(X,(w)) and L,(X(w)) are convex subsets of R" for every a>O.
Then for every a > 0,
X(w)) + 0, a.e. and also, d(X,(w), X(w)) < d(X,(w), 0) + d(0, X(w)), where 0 denotes the set (0). It follows that
Using now the classical Lebesgue dominated convergence theorem, we obtain d(E(X,), E(X)) -0. Assume now that X,, X are as in the statement of the theorem. For any subset A of R", denote by Co A its convex hull. For a random set F: Sz + Y(Rn), denote by (Co F)(w) = Co(J'(w)), w E 0. Note that, since P is nonatomic, j F = j Co F (provided the integral exists).
Also, if F and G are random sets (not necessarily convex valued), we have d,(J F, j G) = d,(J Co F, s Co G) 6 J d,(Co F, Co G) < j d,(F, G), the last inequality following from Price [17] . Now a simple argument similar to the one above (see (4.3)) concludes the proof.
COMPUTATION OF E(X)
In this section, we provide some examples to compute the expected value of a fuzzy random variable. , where the supremum is taken over all sequence {y,, yZ,...} such that x = xi"=, yj. Then by using Theorem 3.1 and the fact that v(A) = jA FdP is a set-valued measure for every random set F, (see [7] ), it is easy to check (as a generalization of (5.1)) that If S = C;= 1 UiXA, is a simple function, USE&, Aim&, then E(s) = C;=, u,P(Ai). If X is an integrably bounded fuzzy T.v., then E(X) = lim, + m E(s~), where sk is a simple function and sk -+ X, (all these limits are in the metric d defined by (4.1)).
Remark.
In the above examples, we have made a somewhat restrictive assumption that the fuzzy r.v.'s take on values which have compact support. If this assumption is dropped, then the addition of fuzzy sets defined in Example 2 (and the corresponding formula it is desirable to explore different limit theorems for sequences of independent fuzzy random variables. Of particularly great interests would be the theorems which generalize the classical law of large numbers and the central limit theorem. (See Artstein and Vitale [ 11, Cressie [S] , and Puri and Ralescu [20] for generalizations of some of these theorems to random sets.) ) , n,4=, L,,(uj)) <E for some p,, (depending on j). Thus p( n;= 1 MRn, fl,"=, L,"(u,)) < 2e, if j is large.
Finally, by taking j large enough, we obtain P fi Men, M, 6 3~ ( ) i.e., fi M," E M,.
(7.2) n= 1 n=l Equations (7.1) and (7.2) yield n;==, Man= M,. Thus Lemma 3.1 is applicable and there exists u E Po( W) with L,(U) = M, for every a E [0, 11. It follows that L,(u,) --f dH L,(U). It remains to show that u,, -+ u in (%lPY, 4.
Let E > 0. Then, since {u,} is Cauchy, there exists n, such that n, m > n, implies d(u,, u,) < E.
Let n( >n,) be fixed. Then
Thus sup,, o dH( L,( u,), L,(U)) 6 E, i.e., d( u,, , U) 6 F for n > n,, implying that U, + u in the metric d. The proof terminates.
