nodes, with 180 phase shift between equivalent nodes of the differential lines. In an RTWO, the wave propagates in one direction only, and unlike LC-tank oscillators, it is not susceptible to mismatching effects. In addition, the distributed nature of this oscillator alleviates the effects of the transistor parasitics [9] and therefore enables lower phase-noise spectral density. Another significant advantage is that accurate differential quadrature outputs needed for I/Q modulation and demodulation can be obtained at the fundamental oscillation frequency. With traditional oscillators, quadrature outputs are usually obtained by designing an oscillator circuit to produce twice the desired frequency, then using frequency dividers and other digital logic to obtain the quadrature outputs.
In most previous works [9] [10] [11] [12] , the design is based on either approximated expressions or time-domain simulations of the multidevice architecture. However, the work [16] presents a harmonic-balance (HB) analysis of the RTWO, which enables an accurate modeling of the transmission lines and a numerically efficient determination of the steady-state regime. Here a methodology for the HB analysis and design of RTWOs is presented, which is combined with continuation techniques to analyze the evolution of the steady-state solution versus practical parameters such as the device bias voltages. The mechanisms for the possible generation of undesired oscillation modes are investigated and related to the symmetry properties of the oscillator configuration. Bifurcation relationships derived from the central-manifold theorem [17] and stability analysis based on pole-zero identification will be applied to the dc solution and to each of the possible periodic oscillation modes. In the case of periodic regimes, a small-signal current source at a frequency incommensurable with the fundamental frequency of the periodic regime is introduced into the circuit, calculating the closed-loop transfer function [18] , [19] with the conversion-matrix approach [20] . This involves replacing the nonlinear devices with their conversion matrices and evaluating the linear network at the sideband frequencies , where is an integer going from to . In [19] , the poles obtained through the identification of have been demonstrated to formally agree with the Floquet exponents of the periodic solution for harmonic order tending to infinite.
With the aim to reduce the number of stages required to achieve a square waveform, a new configuration based on the use of a differential nonlinear transmission line (NLTL) is proposed. The differential NLTL [18] is usually implemented with short transmission line sections and varactor diodes connected across the lines with a periodic distribution [19] [20] [21] [22] [23] [24] . Due to the nonlinear characteristic of the diodes, propagation velocity 0018-9480 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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increases with the signal amplitude. In a differential operation this enables a reduction of both rise and fall times, unlike the case of a conventional single-ended NLTL, which only provides fall time reduction. As will be shown, this property will enable a useful reduction of gain stages and therefore a reduction of power consumption and phase noise. The HB simulation of the RTWO enables the application of frequency-domain techniques for phase-noise analysis. In the conversion-matrix approach [20] , [25] , the phase noise at a particular node and harmonic frequency is obtained from the voltage phasors and . Thus, the analysis basically relies on the calculation of the linearized response of the node voltage to the noise sources. This analysis will implicitly account for any near-critical circuit pole, with impact on the noise-analysis bandwidth. However, this method, due to its inherent linearity, cannot predict the effect of the perturbed-oscillator nonlinearity in the common phase noise [26] [27] [28] [29] [30] [31] [32] , associated to the carrier modulation, which affects the near-carrier phase noise. Here a calculation of the phase-noise spectrum from the variance of the common-phase deviation is applied to RTWOs for the first time to our knowledge. The analysis is based on the identification of the parameters that determine this variance [26] from simulations performed with the conversion-matrix approach [20] , [25] . This paper is organized as follows. Section II presents the HB analysis of the RTWO. Section III shows the configuration of the RTWO with differential NLTLs. Section IV is devoted to the stability and bifurcation analysis of this oscillator topology with emphasis on the detection of possible coexistent oscillation modes. Section V describes the phase-noise analysis based on the calculation of the variance of the common-phase deviation.
II. HB ANALYSIS OF THE RTWO
The design based on a linear transmission line is sketched in Fig. 1(a) . Two gain stages ( ) are initially considered, with phase shift between consecutive nodes . For maximum flexibility, a hybrid demonstrator has been developed here, which uses an amplification stage based on the field-effect transistor (FET) transistor NE3210S01. This particular choice is due to the availability of an accurate nonlinear model for this device. Fig. 1(b) shows the gain stage ( ), which must have an identical effect for both propagation directions. To fulfill this requirement, a differential amplifier is used here. The balun imposes the 180 phase shift between the differential outputs ( and ). The selected bias point is V and V. The inductance is optimized to obtain the negative resistance that should enable the self-sustained oscillation.
The desired oscillation frequency is MHz. The total length of the transmission line must give rise to a total phase shift along the loop of 360 at this frequency. For an initial estimation of the total physical length, each line section is optimized separately from the circuit, in order to get a phase shift of 90 . The layout of the distributed-line prototype is shown in Fig. 2 . Buffers have been used to extract the signals in the experimental characterization of the prototype. Each voltage buffer is designed using a single-stage NE3210S01 FET transistor in a common-drain configuration. The initial RTWO design has been analyzed and corrected with HB. Due to the circuit symmetry, in the design with gain stages, the multiphase mode coexists with an undesired in-phase mode, as will be demonstrated later.
The RTWO has been designed using the auxiliary-generator (AG) technique [33] [34] [35] [36] , adapted to the RTWO configuration. An AG is connected in parallel at each of the two nodes of the gain stages [see an example in Fig. 1(a) ]. A set of non-perturbation conditions , where to , are solved simultaneously in terms of the AG amplitudes and frequency or the AG amplitudes and some design parameters. This method has two advantages: 1) it avoids undesired HB solutions having any of the gain stages in a non-oscillatory state and 2) it allows presetting node-voltage phase shifts, consistent with each possible oscillation mode. Due to the RTWO symmetry, it is reasonably assumed that the oscillation modes have the same amplitude. Exceptions would come from the HB inability to excite the oscillatory solution at some of the gain stages, which would exhibit a positive real part of the current-to-voltage ratio at the oscillation frequency. Thus, the AGs will have the same amplitude and the same frequency . The respective phase values , where to , are fixed and determined by the phase shifts of the particular mode (see Section IV). Note that due to the autonomy of the oscillatory solution the phase origin can be arbitrarily set to 0 .
The set of non-perturbation conditions , where to , constitutes an outer-tier equation system, with the pure HB system being the inner tier. This outer-tier system can be solved through error-minimization algorithms, such as Newton-Raphson, or using the commercial-HB software optimization tools. The initial RTWO design is carried out estimating the lengths of the transmission-line sections so as to have total 360 phase shift across the loop at the desired oscillation frequency . This frequency value can be imposed to the large-signal steady-state oscillation by setting and optimizing the amplitude and one or more design parameters so as to fulfill the non-perturbation conditions , where to simultaneously. In the design of Fig. 1(a) , the optimized parameter is the length of the transmission-line sections.
In the case of the multiphase solution, phase values at consecutive nodes (on the same side of the differential configuration) are given by with . Therefore, the phase shift between consecutive nodes decreases with as . For any even number of stages , it has been possible to obtain the multiphase solution using only AGs in all the RTWO designs carried out here. With only four AGs at the critical phase values 0 , 90 , 180 , and 270 , the configuration is divided into four equal sections [see Fig. 1(c) ] with small phase-shift per gain stage. This critical choice of the AG locations, together with the small phase shift per stage, allows the multiphase solution to be maintained across the entire closed loop, avoiding any of the other possible modes. Tests have been carried out up to gain stages always converging to the multiphase solution.
The situation is different for modes with larger phase-shift values, giving rise to a total phase shift across the loop, with being a positive integer. In general, for the analysis of those solutions, one AG should be connected between each node of the two nodes of each of the gain stages and ground. In the case of the multiphase solution, due to the symmetry properties of the RTWO configuration, the outer-tier system can be solved with a low computational cost. This is due to two facts. First, under symmetries, the phase shifts between the AGs remain identical, at the same values, during the whole convergence process. Second, the set of unknowns is quite limited, given by the AG amplitude, which is equal for all the AGs, and the oscillation frequency or a suitable design parameter. Note that in the symmetrical case there are terms that are repeated in the matrices modeling the passive and active components. Examples will be shown in Section IV, devoted to the stability analysis.
The method described has been applied for the design of a conventional RTWO based on the use of a distributed transmission line. The number of gain stages is . As shown in Fig. 1 , four AGs have been used, with phase values , with . To ensure a steady-state oscillation of the RTWO at the desired frequency , the AG frequency is fixed (where MHz) and the non-perturbation conditions are solved through optimization of the transmission-line length and the common amplitude . Fig. 3(a) shows the voltage waveforms at the four nodes of the gain elements (see Fig. 2 ) when taking into account the influence of the non-ideal output buffers. As can be seen, they exhibit the desired 90 phase shift. Fig. 3(b) shows the differential output voltages. The RTWO has been experimentally characterized using an Agilent 90804A digital storage oscilloscope and an E4446A PSA spectrum analyzer. In Fig. 3 (a) and (b), the measured waveforms can be compared with the simulated ones. For the same parameter values, the default HB solution (provided by the commercial software) exhibits very low amplitude at two of the output nodes, which is due to the inability of default HB analysis (which uses either only one oscport or probe or two oscillation-analysis nodes) to excite the oscillatory solution at all the gain stages (Fig. 4) . Indeed, one of the gain stages exhibits a positive value of the real part of the current-to-voltage ratio at . In other cases, such as when varying . In some preliminary designs (different from the one in Fig. 2 ), the undesired in-phase mode was stable and this is why it could be obtained with time-domain integration. In Fig. 5(b) , the time-domain simulation of this stable solution is presented. Note that this preliminary design (in which the in-phase solution was stable) was discarded due to lack of interest. The stability of both the multiphase and the in-phase solution, which are the two fundamental modes of the RTWO with gain stages, will be investigated in Section IV. It is possible to advance at this point that the multiphase solution is stable and the in-phase solution is unstable.
With the conventional RTWO based on a linear transmission line, the waveforms obtained for two gain stages ( ) are quasi-sinusoidal (Fig. 3) . In fact, to obtain quasi-square waveforms, the number of gain stages must be increased. Limita- One of the waveforms has very low amplitude due to the inability of default HB to excite the oscillatory solution at all the gain stages. tions in the harmonic-generation capability of the gain stage in Fig. 1 (b) make the formation of the quasi-square waveform difficult. Therefore, this particular analysis has been carried out with the cross-coupled inverters proposed in [12] . In the case of , the same line lengths of the RTWO design based on the gain stage in Fig. 1 (b) are taken as an initial value for the AG optimization with the oscillation frequency kept constant thanks to the use of the AGs. Indeed, the AG frequency is kept at the desired value , optimizing the AG amplitude and the line length so as to fulfill the non-perturbation conditions. Considering 20 harmonic components, only a small variation of the initial line length is observed after the convergence process. This is because the RTWO oscillation frequency is mostly determined by this transmission-line length. Fig. 6(a) shows the waveforms at the nodes with 90 phase shift, ob- tained when increasing the number of gain stages from to . For each , the initial length of the transmission-line sections is estimated by doing . This initial value is then corrected with the AG technique, suing only four AGs, with frequency set to the desired oscillation frequency .
III. CONFIGURATION OF THE RTWO WITH DIFFERENTIAL NLTLs
As shown in Fig. 6 (a), with the conventional RTWO implementation, based on a distributed transmission line, eight gain stages are necessary to obtain a quasi-square waveform. In order to reduce the number of required stages, the possible use of a differential NLTL [18] , instead of the distributed line, has been investigated here for the first time to our knowledge. The sections of differential NLTL will replace the distributed-line sections of the original topology. The differential NLTL is usually implemented with balanced short transmission-line sections periodically loaded with reverse-biased varactor diodes [22] [23] [24] . This implementation, with one varactor diode per cell, is not possible in an RTWO topology due to the inversion of the varactor bias voltage at the Möbius twist, which breaks the symmetry of the configuration. To preserve the symmetry, antiparallel varactor diodes [see Fig. 7(a) ] are used for the implementation of the differential NLTL. These diodes are dc-decoupled to ensure the reverse biasing. The chosen varactor diode is the hyper abrupt SMV1231 reverse biased at 4.8 V. Unlike the conventional single-ended NLTL, which sharpens either the front portion or the back portion of the pulse, a differential NLTL [21] can sharpen both portions with the resulting reduction of rise and fall times (see Fig. 6 (b), using only gain stages). This is a very convenient approach to obtain well-defined square signals with a relatively small number of gain stages. The NLTL-prototype layout and photograph are shown in Fig. 7(b) and (c), respectively. The gain stage is the same that the one used in the distributed-line RTWO design [see Fig. 1(b) ]. Each section of distributed transmission line has been replaced by three differential-NLTL cells, composed by a short inductive transmission line and a pair of antiparallel varactor diodes. Eight buffers have been connected to extract the signals along the differential NLTL cells.
The varactor diodes are modeled with a Taylor series to facilitate the HB convergence. In fact, due to the complex topology of the RTWO, convergence was impossible with the standard junction-capacitance model of the hyper-abrupt diode. This is attributed to exponential functions in the diode model under forward operation, which are undesirably reached at some iterations of the convergence process, even though in the actual steady-state solution the forward excursion is negligible.
Instead, a sixth-order Taylor-series expansion is used, providing sufficient accuracy and facilitating the HB convergence. The coefficients are given by (1) where is the zero-bias junction capacitance, is the grading coefficient, is the varactor bias voltage, is the junction potential, and is the order of Taylor-series coefficient.
Due to the antiparallel connection of the diodes, odd harmonic components are null, which leads to the generation of a square wave instead of a pulsed wave. For an estimation of the NLTL parameter values, the NLTL sections are optimized separately from the RTWO structure in order to obtain 90 phase shift. In this analysis, the differential NLTL is terminated in its approximate characteristic impedance: , where is the average varactor capacitance. The excitation frequency is then fixed at the desired oscillation frequency and the length and bias voltages of the varactor diodes are tuned in order to obtain 90 phase shift. Once introduced into the oscillator, the length of the transmission-line sections is re-optimized in order to fulfill the steady-state oscillation conditions (imposed with the AGs) at the desired oscillation frequency. The AG frequency is fixed at , optimizing the AG amplitude and NLTL inductance and varactor-bias voltage, in order to fulfill , with to [see Fig. 7(a) ]. Fig. 8(a) shows the voltage waveforms at the NLTL cells 1a, 4a, 1b, and 4b obtained without the output buffers. Fig. 8(b) shows the corresponding measured waveforms. The amplitude discrepancies are due to the influence of the non-ideal output buffers. This is proved in Fig. 8(c) , which compares the measured output waveform at one of the gain stages and the waveform simulated with the output buffers. Although necessary to extract the signals, the buffers are not constitutive of the RTWO so they have not been used in the simulations of the intrinsic RTWO behavior. The differential NLTL enables the formation of the quasi-square waveform with only two gain stages. This should be compared (Fig. 6 ) with the case of the distributed-line RTWO based on inverter stages, which requires eight gain stages to provide similar rise and decay times. The RTWO design based on the differential NLTL offers the interesting capability of providing similar waveforms with phase shift about 45 between particular nodes [see Fig. 8(d) ]. with gain stages and a differential-NLTL RTWO with . As in the case of the distributed-line RTWO, for , the multiphase solution coexists with the in-phase solution (Fig. 10) . This in-phase solution is non-symmetrical, i.e., it has different rise and decay patterns. The stability of the multiphase and in-phase solutions in both the distributed-line and differential-NLTL RTWO are analyzed in Section IV.
IV. STABILITY ANALYSIS
The generation of two or more modes (depending on the number of gain stages) can be explained from the symmetry properties of the circuit topology. Let reference planes be considered between the nodes of each gain stage, as shown in Fig. 1(a) (for the particular case of ). This allows modeling the oscillator circuit with two admittance matrices, corresponding to the passive and active subnetworks, respectively. In the general case of gain stages, it is easily derived that the passive subnetwork admittance matrix is circular with zero values per row, whereas the active subnetwork admittance matrix is block diagonal, with reciprocal submatrices, due to the symmetric topology of the gain stages.
In the following, the case of will be analyzed in detail, as both the distributed-line RTWO and the differential-NLTL RTWO designed here are based on gain stages. Considering small-signal voltage excitations, the circuit equations are the following: (2) Adding the two admittance matrices, one has a Topelitz matrix and a system of the form (3) where . Due to the circuit symmetry, equal amplitudes at the four observation nodes will be assumed. With both the multiphase excitation and the in-phase excitation , the small-signal admittance observed from any of the four analysis nodes ( to ), when looking into the circuit, is the same and is given by (4) which agrees with one of the eigenvalues of the total-admittance matrix in (3). This eigenvalue, with multiplicity 2, is associated to two eigenvectors with equal-amplitude components and phase values corresponding to those of the multiphase and in-phase modes. Therefore, if the oscillation startup conditions are fulfilled by the multiphase mode, they will equally be fulfilled by the in-phase mode. In this degenerate situation, the linear analysis of the dc bifurcation point cannot predict which of the two periodic modes generated is the stable one.
To check for the possible existence of other modes, a stability analysis of the dc solution of the distributed-line RTWO has been carried out using pole-zero identification [18] , [19] . This analysis is performed versus variation of the drain bias voltage of the devices used in each gain stage [see Fig. 11(a) ]. For small drain bias voltage, the dc solution is stable. At the bias voltage V, this dc solution undergoes a double Hopf bifurcation ( ). Two overlapped pairs of complex conjugate poles cross the imaginary axis to the right-hand side of the complex plane (RHP), associated to the eigenvalue with multiplicity 2, detected in (3) and (4). When further increasing the drain bias voltage, no other poles cross the axis. The two pairs of poles should correspond to the multiphase and in-phase modes, generated at the same bifurcation point. For small discrepancies in the line lengths or any other elements, two ordinary Hopf bifurcations should occur at slightly different parameter values. This has been verified with the analysis in Fig. 11(b) , performed for the case of a small discrepancy in the length of the transmission lines between the gain-stage sections. In this case, the dc solution undergoes two consecutive Hopf bifurcations ( and ). The bifurcations in Fig. 11 (a) and (b) will be studied in detail later in this section.
With a higher number of gain stages, other modes with equal amplitudes and different phase distributions may exist. For instance, with , modes with phase shifts , where to have been detected here. Unlike the case of gain stages, the modes are generated at different parameter values since they correspond to different eigenvalues of the total-admittance matrix of dimension 8 8, calculated in a manner similar to the 4 4 case considered in (3).
The following analysis focuses on the two modes detected in the RTWO with stages that has been designed and manufactured here. The steady-state oscillation curves corresponding to the multiphase and in-phase modes of the perfectly symmetric distributed-line RTWO have been analyzed versus the drain bias voltage ( ). The in-phase solution is obtained using four AGs. These AGs will have zero phase value in one of the lines of the differential pair ( ) and in the other line ( ) [see Fig. 5(a) ]. The results for the distributed-line RTWO are presented in Fig. 12 . The bifurcation diagrams show the variation of the oscillation frequency [see Fig. 12(a) ] and the oscillation amplitude [see Fig. 12(b) ] versus . The in-phase and multiphase solutions are generated from zero oscillation amplitude at the same value [see Fig. 12(b) ], in agreement with Fig. 11(a) and with the analysis in (2) and (3). The two solutions then evolve in a different manner, resulting in different frequency and amplitude curves versus . This is because, as expected, when increasing the excitation amplitude, the response of the active subnetwork does depend on the phase shift between the node voltages. The cases of strong and weak coupling of the differential transmission line have been considered. In the case of strong coupling, as the parameter shifts from the bifurcation point, there are bigger differences between the oscillation frequencies of the multiphase and in-phase modes. As will be shown, only the multi- phase solution is stable. Measurements corresponding to this solution are superimposed with good agreement.
For the bifurcation analysis, the simpler case of the slightly asymmetric 2 gain stages RTWO [see Fig. 11(b) ], undergoing two consecutive Hopf bifurcations , will be initially considered. The analysis will be based on bifurcation relationships, derived from the central manifold theorem [17] . At each Hopf bifurcation, a periodic solution is generated. The stability of periodic solutions is determined by a set of Floquet multipliers , to , where is the system dimension [37] , [38] . A stable periodic oscillation must have a real multiplier with value 1 ( ), associated with the system autonomy, and the rest of its real and complex-conjugate multipliers must have magnitude smaller than one, i.e., , where . The double Hopf bifurcation in the symmetric case (Fig. 12) is super-critical [34] (the oscillatory solutions do not coexist with the dc regime prior to the bifurcation). Assuming that the small asymmetry does not change the nature (super-critical or sub-critical) of the bifurcation, only this super-critical case will be considered. The first Hopf bifurcation in Fig. 11(b) occurs from a stable dc regime and taking into account the central manifold theorem the transformation must be the following [39] : (5) where means dc solution and the subindex indicates the number of poles of the dc solution on the RHP. In the same expression, indicates periodic solution and the super-indices indicate the number of multipliers with magnitude larger than one and the number of multipliers with value one, in this order. Therefore, the periodic solution generated from a stable dc solution will be stable too (at least in the neighborhood of the bifurcation). The second Hopf bifurcation in Fig. 11 (b) takes place from an unstable dc regime , and the bifurcation relationship is the following [39] : (6) which corresponds also to a super-critical bifurcation [34] . The periodic solution generated from an unstable dc regime will be unstable in the neighborhood of the bifurcation. Indeed, the unstable pair of complex-conjugate poles existing in the dc solution (different from the one that gives rise to the oscillation) equally affects the stability properties of the periodic solution, which has small amplitude in the near the bifurcation point. Since the circuit is not perfectly symmetric in the case of Fig. 11(b) , the two pairs of complex conjugate poles have a different frequency, and the unstable pair of complex-conjugate eigenvalues of the dc solution will give rise to a pair of complex-conjugate multipliers in the periodic oscillation.
In the degenerate case [see Fig. 11(a) ], two pairs of poles of the dc solution will cross the imaginary axis at the same parameter value. This non-structural bifurcation is obtained with perfect symmetry properties in the RTWO topology. The bifurcation relationship is the following:
Since the frequency of the two pairs of crossing poles is the same ( ) at the degenerate Hopf bifurcation, at this point there will be two coincident periodic solutions with oscillation amplitude tending to zero. Immediately after the bifurcation [relationship (7)], the two solutions split, both having one multiplier , associated to the oscillation autonomy. In one of the periodic solutions ( ), all of the other multipliers have magnitude smaller than 1. In the other solution ( ), one of the real multipliers is larger than 1. In the case analyzed, pole-zero identification [18] , [19] shows that the stable solution of type is the multiphase solution and the unstable solution of type is the in-phase solution. In both solutions, three pairs of complex-conjugate poles at the oscillation frequency have been detected (Fig. 13) . Associated to each Floquet multiplier , there is an infinity of poles, satisfying the relationship , where is the solution period, , and is an integer. Therefore, a number of pairs of complex-conjugate poles at the oscillation frequency corresponds to the same number of real Floquet multipliers. Therefore, three dominant real multipliers , , have been detected with pole-zero identification in the two solutions [see Fig. 13(a) and (b) ]. The existence of more than one dominant real multiplier (in addition to the one associated with the solution autonomy ) is a consequence of the double Hopf bifurcation and the preservation of the dimension of the critical subspace. In both the multiphase and the in-phase solution, one of the two pairs of complex-conjugate poles corresponds to the solution autonomy. It should be exactly on the axis, but unavoidable identification errors give rise to a small shift to the left-hand side.
As gathered from Fig. 13(a) , the dominant real multipliers of the multiphase solution satisfy , , and with , whereas those of the in-phase solution satisfy , , and . At the degenerate Hopf bifurcation, the two solution paths merge (Fig. 12) and an infinite-slope point is clearly observed in the frequency curve [see Fig. 12(a) ], where the multiplier passes through 1, giving rise to a singularity.
Fig. 14 presents the same bifurcation analysis carried out for the differential NLTL RTWO, which also fulfills the smallsignal relationships in (3) and (4). In a manner similar to the distributed-line RTWO, the two solutions of the NLTL RTWO are generated at the same value. The multiphase solution is stable, whereas the in-phase solution is unstable. Measurements corresponding to the multiphase mode are superimposed.
V. PHASE-NOISE ANALYSIS
The HB simulation of the RTWO enables a phase-noise analysis with the conversion-matrix approach [20] , [25] . All the modeled noise sources are considered and the possible impact of near critical poles on the noise spectrum is predicted, which enables a realistic simulation. However, accuracy degrades at low-frequency offset due to ill conditioning of the conversion matrix as the zero offset frequency is approached. This may be circumvented with the carrier-modulation approach [20] , which removes the system singularity replacing the imaginary part of one of the harmonics with the oscillation frequency. As shown in [20] , in the intermediate range of offset frequencies, the results of the two methods are nearly equal with differences being observed at low and high offset frequencies. However, due to their inherent linearity, none of these two methods take into account the nonlinearity of the perturbed oscillator with respect to the common phase deviation [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] , associated to the timing noise [40] (or carrier modulation [20] ). This nonlinearity mainly affects the phase-noise spectrum at low-frequency offset from the carrier and gives rise to a flattening of the phase-noise spectral density.
In the following, a full analysis of the phase-noise spectrum of the RTWO based on the variance of the common phase deviation [26] [27] [28] will be presented. Unlike [26] [27] [28] , the analysis is performed in the frequency domain, from a linearization of the HB system in the presence of noise perturbations, performed with the conversion-matrix approach. The analysis is based on two facts. From certain offset frequency from the carrier, the method in [26] [27] [28] has been analytically demonstrated in [30] to be equivalent to the carrier-modulation approach [20] . Unless there are near-critical poles affecting the phase noise spectrum, results from the conversion-matrix approach and the carrier modulation approach will agree from sufficiently large offset frequency from the carrier [20] .
Here the phase-noise spectrum will be calculated numerically from the variance of the timing noise (associated to the common phase deviation), after identification of the parameters that determine this variance. Flicker-noise sources in parallel between the intrinsic drain and source terminals and white noise sources are considered. The modulated flicker-noise source associated to each drain current can be modeled [41] as with , constant coefficients and , the elementary flicker process. The coefficients and are fitted through comparison with measurements in the large-signal oscillating regime, as described in [41] . With a total of flicker-noise sources, the variance can be written [23] (8) where is the offset frequency from the carrier and is the flicker-noise characteristic . The constant value depends on the sensitivity function with respect to the whitenoise sources and the correlation matrix of these noise sources. Finally, with to is the dc value of the effective phase-sensitivity functions with respect to each flicker noise source. This effective function is obtained from the product of the "intrinsic" sensitivity function (relating the phase deviation to the small-amplitude current source) and the deterministic periodic term , as shown in [42] and [43] . In the numerical calculation of (8), a small corner frequency, in the order of 1 Hz, is introduced to avoid singularity in the integral [44] . The phase-noise spectrum is then obtained calculating numerically the following Fourier transform [26] [27] [28] , [44] , [45] : (9) The variance in (8) depends on and . If there are no near-critical poles affecting the phase-noise spectrum, there can be identified from the phase-noise spectrum obtained with the conversion-matrix approach. Indeed, the work [26] analytically demonstrates that the two parameters and , which determine the variance of the common phase deviation in (8) , also determine the far from carrier phase noise. In the case considered here of white and flicker noise sources, this spectrum (at sufficiently large offset from the carrier) is given by (10) Unless there are system poles with small distance to the imaginary axis, the spectrum obtained with the conversion-matrix approach will exhibit the characteristic , where and are constants. The values of and can be identified from this spectrum. The two coefficients " " and " " are obtained from the spectral density at two different offset frequencies and , solving the following linear system: (11) and are then given by and . It must be emphasized that for this method to be applicable the phase-noise characteristic must indeed correspond to the one assumed and must be independent of the analysis node so that it can be reasonably attributed to the common phase-noise deviation.
A. Distributed-Line RTWO
The phase noise of the distributed-line RTWO (biased at V) is initially analyzed with the conversion matrix approach. The spectrum exhibits the usual characteristic and is independent of the observation node. The described analysis based on the calculation of the Fig. 15 . Comparison between the phase-noise spectra obtained from the variance of the phase deviation (10) with the distributed-line RTWO and with the RTWO designed using a differential NLTL. Modulated flicker-noise current sources have been considered in the two cases. variance in (8) from parameters identified with the conversion-matrix approach is applicable and provides the spectrum represented with dashed line in Figs. 15 and 16 , where it can be compared with the measured spectrum. The flattening of the near carrier phase noise is due to the nonlinearity with respect to the common phase-noise deviation and the preservation of the non-perturbed oscillator power under phase modulation only [26] [27] [28] .
B. NLTL RTWO
The original NLTL RTWO design, with the transistor biased for some values, exhibited much higher phase-noise values than the distributed-line RTWO. The spectrum corresponding to V is shown in Fig. 16 with measurements superimposed. A slope of near 40 dB per decade can be noticed at relatively high offset frequency from the carrier, which is maintained for a long frequency interval. As shown in a recent work [32] , this slope can be attributed to the presence of a negative real pole of the steady-state oscillatory solution close to the imaginary axis. The effect of this pole on the phase-noise spectrum cannot be predicted with the Floquet decomposition used in [26] [27] [28] . In those works, a nonlinear scalar equation in the common phase deviation (or, equivalently, timing noise due to the system autonomy) is decoupled from the perturbed-oscillator system. This is done by multiplying this system by the vector associated to the multiplier in the adjoint linearized system. With the resulting scalar equation, it is not possible to predict the effect of possible near critical multipliers on the phase-noise spectrum. These near critical Floquet multipliers would, instead, affect the so-called amplitude perturbation, as shown in [28] .
The existence of the near-critical pole is explained as follows. At the Hopf bifurcation from dc regime [34] (obtained when varying a circuit parameter), the two complex conjugate poles that cross the imaginary axis transform into two real Floquet multipliers of unit value, or equivalently two set of poles of the form where is an integer. The periodic solution generated will then have two "canonical" poles at zero ( and ) at the bifurcation point, where the oscillation amplitude tends to zero. One of them stays at zero ( ) for all the parameter values since it is associated to the solution autonomy. When varying the parameter away from the Hopf bifurcation, the real pole will generally grow quickly in magnitude. In other cases, like the one analyzed here, it remains at small value and gives rise to a slope of 40 dB per decade.
The high slope 40 dB/dec is obtained at relatively high offset frequency from the carrier. Therefore, for an analytical study of this behavior, it will be possible to carry out a simplified derivation, considering the influence of white noise only. Note that the goal is not to perform an accurate phase-noise analysis (which is done here calculating the variance of the phase deviation), but to understand and correct the anomalous characteristic of the phase-noise spectrum. The solution, obtained with four AGs, is given as the initial value to an HB analysis with only one AG. This will provide a single outer-tier admittance function (equal to zero in the unperturbed free-running regime). This outer-tier admittance function is linearized about the free-running solutions calculating its derivatives with respect to the amplitude and frequency through finite differences [46] . Following the derivation in [32] , relatively far from the carrier, the phase-noise spectrum is given by (12) where is the offset frequency, and are the admittance derivatives with respect to amplitude and frequency, calculated as described, and is the amplitude of the steady-state oscillatory solution. The cross product corresponds to . On the other hand, is the noise spectral density of an equivalent white-noise current source, connected at the AG location. From inspection of (12) , the transfer function relating the phase-noise deviation to the current perturbation must have one pole and one zero . Their expressions, immediately derived from (12) , are the following:
(13) From inspection of (13), the relationship is fulfilled, so for small , the spectrum will show a slope of 40 dB/dec. Low will be obtained for small values of , which require a non-negligible imaginary part of . Since the pole is associated to the imaginary part of , the transistor bias point should be relevant. Taking this into account, the variation of the real pole with the gate bias voltage has been analyzed with both (13) and the conversion-matrix approach (Fig. 17) . For V, the pole is quite far from the axis. The change in the bias condition does not alter the quasi-square waveform, which is due to the action of the NLTL.
As verified with the conversion-matrix approach, for V, the spectrum exhibits the ordinary characteristic and is nearly the same regardless of the observation node. Therefore, the analysis based on the variance of the common phase deviation is now applicable and provides the spectrum traced with a solid line in Fig. 15 , obtained for V. Saturation occurs at low-frequency values, where it is not possible to carry out accurate measurements with equipment available. In Fig. 16 , the simulated and measured spectra can be compared with the ones obtained at V and with the distributed-line RTWO.
VI. CONCLUSIONS
A new RTWO configuration based on the use of NLTLs has been presented. The NLTL-based oscillator has been analyzed with HB, and its performance has been compared with that of a distributed-line RTWO. The NLTL-based RTWO provides quasi-square waveforms with a smaller number of gain stages. This is because the differential NLTL sharpens both the front and back portions of the waveform with the resulting reduction of rise and fall times. The coexistence of oscillation modes has been investigated with bifurcation-analysis techniques, obtaining, in the case of gain stages, a coincident generation of the desired multiphase mode with an in-phase mode at the same Hopf bifurcation from the dc regime. The phase-noise spectrum has been calculated numerically from the variance of the common phase deviation. The undesired effect of a real dominant pole has been investigated and mitigated with the aid of stability analysis tools.
