Usability of one-class classification in mapping and detecting changes
GLCM features, we quantized data to 32 levels. We calculated all GLCM features at 232 two scales; in other words, we calculated the adjacency of pixels to their closest and 233 second closest neighbouring pixels. In addition, we calculated mean, standard deviation, 234 mean absolute deviation, and 1%, 5%, 50%, 95% and 99% quantiles. 
2.6.Classification settings 241
We used two classification settings: binary and PU. For the binary classification, we 242 manually classified an area of the images for bare peat segments and other segments. 243
We carried out this classification in the area where most of the fieldwork in 2016 was 244 conducted. We used our knowledge of the terrain collected during the fieldwork and 245 visual interpretation of the VHSR images when constructing the training data. In binary 246
classifications, we ended up with 122 (WV-3HR), 92 (WV-3LR) and 98 (QB) segments 247 for the bare peat class, and 1112 (WV-3HR), 1027 (WV-3LR) and 1067 (QB) for the 248 other class (Figure 3 ). For the PU classification, we used the same bare peat areas as for 249 the binary classification. For the unlabelled points, we randomly drew 1000 segments 250 from the overall study area. 251 OCSVM uses only data from the positive class and searches for the optimal 272 configuration that separates the positive class (Schölkopf et al. 2000) . In OCSVM with 273 radial basis function kernel, two parameters need to be set: inverse kernel width (σ) 274 (Vert et al. 2004 ) and the upper bound for the training error (ν) (Schölkopf et al. 2000) . a majority vote over all trees. When a tree is built, two thirds of the data are used for 294 training and the rest is used for evaluation and is called out-of-bag data. At each tree 295 node, the best split is chosen among a randomized subset of input features and the 296 number of tested features can be adjusted (Breiman 2001) . In order to deal with 297 imbalanced data, one can increase the misclassification cost of a specific class by giving 298 a higher value to the class weight (W) parameter (Chen, Liaw and Breiman 2004 Du et al. 2015 ), which we also verified in our initial evaluations. Thus, we 303 used the default values for the other parameters. We set the number of trees grown to 304 500 and the number of parameters tested in each node to the square root of the total 305 number of variables. 306 ROF has proven to be an efficient method for classifying remote sensing data 307 (Kavzoglu and Colkesen 2013) and it has outperformed SVM and RF in some 308 comparisons (Du et al. 2015) . ROF is also an ensemble classifier of multiple 309 classification trees. In each tree, features are randomly split into subsets, and principal 310 component analysis is conducted for each subset so that the full feature set can be 311 reconstructed with subset axis rotation. Confidence for each class is calculated using an 312 average combination over all trees, and samples are assigned to the class with the 313 highest confidence (Rodriguez and Kuncheva 2006) . Similarly to RF, ROF is insensitive 314 to parameterization (Du et al. 2015 ), and we verified this when testing the classifier. We 315 thus used default parameter values; in more detail, we chose the number of variable 316 subsets so that there were three features in each subset, and we set the number of trees 317 to ten. 318
For SVMs and RF, we chose the best parameter values based on the F-score, 319 which has been found to be applicable in binary and one-class classification settings 320 ( 
2.8.Feature selection 324
In previous studies, it has been found that feature selection improves the classification 325 accuracy in SVM and RF classifications (Low et 
2.9.Accuracy assessment and change detection 343
We tested the accuracy of the classifications in an area covered by the drone image. In 344 constructing the reference against which classifications were evaluated, we visually 345 interpreted the drone image and delineated all bare peat areas with > 20 m 2 extent. In 346 addition, we visually estimated whether the bare peat areas visible in the drone image 347 could be seen in the satellite images. We evaluated the performance of the methods by 348 both pixel-based and object-based metrics. First, we calculated the user's accuracy (i.e. 349 precision, the likelihood that the mapped area is a bare peat surface) and the producer's 350 accuracy (i.e. recall, the proportion of correctly classified bare peat surfaces). We also 351 calculated the F-score (i.e. the harmonic mean of the user's and producer's accuracy) 352 based on (1) the test data and (2) To track changes in bare peat areal coverage, we compared QB and WV-3LR 362 classifications, since they had similar spectral and spatial resolutions. We compared the 363 areal coverage and number of bare peat area patches in the whole study area using the 364 following metrics. First, we calculated the consensus of 3, 5 and 7 classifiers; in other 365 words, we mapped those segments that were classified as bare peat based on the 366 prediction of 3, 5 or 7 classifiers. Second, we calculated the average values of areal 367 coverage and number of patches over all classifications and reported also the lowest and 368 highest estimate of single classifiers. (Table 1) . However, the F-scores were notably 391 smaller (0.22-0.57) when independent test data were used (Table 1) (Table 5) . Nevertheless, there was some under-prediction in many of the WV-416 3LR classifications (Table 3) . WV-3HR gave a similar area estimate and higher patch 417 number estimate than WV-3LR of on average 5.3 ha (4.5 ha -7.8 ha) in 554 patches(319-951), which could be judged as a better estimate due to higher classification 419 accuracy. Overall, the areal coverage of bare peat was around 0.5% of the study area 420 and 1.0% of the peat plateau. 421 
Discussion 423
According to our results, there was considerable variation in classifier performance. 424
Although the F-scores were high when evaluated using cross-validated training data, 425 they were low when using independent test data. Actually, the cross-validated F-scores 426 were similar to the F-scores or accuracies received in some other studies using one-class Our results show that the higher spectral and spatial resolution of WV-3HR 507 classifications gave higher classification accuracies than QB or WV-3LR 508 classifications. Also in earlier studies, it was found that WV-3 performs better than QB 509 in various environments (Novack et al. 2011; McCarthy and Halls 2014) . Overall, WV-510 3HR classifications were the most reliable in our case and showed that high spectral and 511 spatial resolution is needed in the mapping of bare peat areas. 512
Conclusion 513
To sum up, both binary and PU classification methods were shown to be appropriate in 514 mapping bare peat surfaces, but there were significant differences in classifier 515 predictions of bare peat areas. RF was the most robust classifier in the comparison, but 516 differences between classifiers were generally small. More research is needed in 517 evaluating the performance of RF and ROF in various one-class tasks and also in 518 evaluating whether single classes are better mapped in one-class than multi-class 519 settings. The performance of one-class methods in tracking changes was mixed and 520 more research should be carried out in the development of automated change detection 521 methods for specific single habitat types. Finally, applying one-class methods in 522 mapping the extent, distribution and dynamics of single habitat and land cover types at a 523 fine scale over a large spatial extent is a promising research avenue as low-cost VHSR 524 satellite images are becoming more widely available. 525 
