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SUMMARY 
T h i s  p a p e r  d e s c r i b e s  why l a r g e  computer systems need t o  b e  more f a u l t -  
f o r g i v i n g ,  o r  f a u l t - t o l e r a n t ,  i n  o r d e r  t o  b e  v i a b l e .  The n e e d  f o r  f a u l t -  
to le ran t  comput ing  is addressed  f rom the  v iewpoin ts  of (1)  why it is needed, 
( 2 )  how t o  a p p l y  it i n  t h e  c u r r e n t  s t a t e  of  technology,  and ( 3 )  what it means 
i n  t h e  c o n t e x t  o f  t h e  P h o e n i x  c o m p u t e r  s y s t e m  a n d  o t h e r  r e l a t e d  s y s t e m s .  To 
t h i s  e n d ,  t h e  v a l u e  o f  c o n c u r r e n t  e r r o r  d e t e c t i o n  a n d  c o r r e c t i o n  is  d e s c r i b e d  
f rom  the   v i ewpo in t s   o f   (1 )   u se r   p ro t ec t ion ,  ( 2 )  program r e t r y ,  and ( 3 )  
r e p a i r .  The  technology of a l g e b r a i c  c o d e s  t o  p r o t e c t  memory systems  and 
a r i t h m e t i c  c o d e s  t o  p r o t e c t  a r i t h m e t i c  o p e r a t i o n s  is d i s c u s s e d .  
PROLOGUE 
H i s t o r i c a l l y ,  a t  a n y  p o i n t  i n  t i m e ,  t h e  s i z e s  of  contemporary  computers 
h a v e  b e e n  c l a s s i f i e d  as small, medium, o r  l a r g e  p r i m a r i l y  o n  t h e  b a s i s  o f  
p r i c e  and  performance. A t  p r e sen t ,   ope ra t iona l   compute r s   such  as ILLIAC-IV 
( I 4 ) ,  Texas  Instruments '   Advanced  Scient i f ic   Computer  (ASC), Cont ro l  Data 
Corpora t ion ' s  STAR-100, and Cray Research's CRAY-1 can  be  cons idered  as  l a r g e  
compute r s .   Fo r   t hose   o rgan iza t ions   t ha t  a re  c h a r g e d   w i t h   t h e   o p e r a t i o n a l  
r e s p o n s i b i l i t y  o f  t h e s e  l a r g e  c o m p u t e r s ,  t h e  i n c r e a s e  i n  a w a r e n e s s  of system 
r e l i a b i l i t y  d u r i n g  t h e  last  few years has  been  phenomenal. A t  t h e  I n s t i t u t e  
f o r  Advanced  Computation  (IAC), Ames Research  Center ,  one  could  c la im tha t  
th i s   has   been   prompted  by t h e  ILLIAC-IV exper ience .   There  are ,  however, 
several o the r  cons ide ra t ions  wh ich  p rompted  the  cu r ren t  l eve l  of awareness 
a b o u t  e n h a n c i n g  s y s t e m  r e l i a b i l i t y  by inco rpora t ing  f au l t - to l e ran t  comput ing .  
These came f rom p r iva t e  indus t r i e s ,  gove rnmen t  agenc ie s ,  p ro fes s iona l  
s o c i e t i e s ,  and academic research communities.  
The concept  of  fau l t - to le ran t  comput ing  is a t e c h n i q u e  f o r  d e s i g n i n g  
d i g i t a l  compute r  sys t ems  tha t  can  func t ion  p rope r ly  desp i t e  t he  p re sence  o f  
f au l ty   ha rdware   componen t s .   In   p re sen t   t echno logy ,   t he   p r inc ipa l   t echn ique  
used is t o  i n t r o d u c e  r e d u n d a n c y  i n t o  t h e  s y s t e m  f o r  t h e  c o n c u r r e n t  d e t e c t i o n  
a n d  c o r r e c t i o n  of e r r o r s  and the  au tomat ic  hardware  rep lacement  of f a u l t y  
func t iona l   modu les .   The   p r inc ipa l   i n t e re s t   i n   r edundancy   t echn iques  arises 
from the  l ack  o f  pe r fec t  componen t s  and  pe r fec t  sys t em fab r i ca t ion  me thods .  
Even i n  B i b l i c a l  times, when David c a r e f u l l y  s e l e c t e d  f i v e  s m o o t h  s t o n e s  o u t  
of t h e  b r o o k  i n  p r e p a r a t i o n  f o r  h i s  b a t t l e  w i t h  G o l i a t h  ( r e f .  l), t h e  v a l u e  
of equipment redundancy w a s  q u a l i t a t i v e l y  r e c o g n i z e d .  
N e a r l y  2 5  y e a r s  a g o ,  i n  J a n u a r y  1 9 5 2 ,  o n  t h e  C a l i f o r n i a  I n s t i t u t e  of 
Technology  campus, t h e  first comprehensive s ta tement  of t he  cha l l enge  o f  
f au l t - to l e ran t  comput ing  and  the  va lue  o f  componen t  r edundancy  w a s  d e l i v e r e d  
by  John  von Neumann d u r i n g  f i v e  l e c t u r e s  ( r e f .  2 ) .  I n  t h e  1 9 5 0 ' s  
redundancy w a s  u s e d  i n  t h e  SAGE a i r  defense computer  system (refs .  3 and 4 ) .  
T h i s  w a s  a l a r g e  vacuum-tube system with 30 duplex computers.  Each computer 
had about 60 000 tubes .  
In  the  1960 ' s ,  redundancy  w a s  used  both  i n  commercial computers and 
aerospace  computers .  To name a few,  redundancy w a s  u s e d  i n  t h e  (OAO) d a t a  
p r o c e s s o r   ( r e f .  5 ) ,  t h e  B e l l  Labora to r i e s   E lec t ron ic   S igna l   Swi t ch ing  (ESS) 
computer   ( refs .  6 a n d  7 ) ,  t h e  SATURN V guidance   computer   ( re f .  8 ) ,  t h e  IBM 
System/360  computers   ( refs .   9 ,  10, and 111, t h e  JPL-STAR computer   ( re f .   12) ,  
a n d  t h e  MIT Mul t i c s  Sys t em ( r e f .  13 ) .  
By the  1970's ,   redundancy  found  wide  acceptance.  It w a s  used i n  t h e  
IBM Sys tem/370   compute r s   ( r e f .   14 ) ,   t he  Amdahl 470V/6 ( r e f .  15 ) ,  t h e  
Raytheon  aerospace  computer  called (SERF) ( r e f s .  1 6  a n d   1 7 ) ,   t h e  Hughes 
(ARMMS) Computer ( r e f .  18), t h e   g e n e r i c   d e s i g n   f r o m  IBM R e s e a r c h   ( r e f .   1 9 ) ,  
and t h e  Modular  Spacecraft  Computer MSC ( r e f .  20) .  
I n  l a r g e  c o m p u t e r s  s u c h  as t h e  ILLIAC-IV,  t h e  TI-ASC, and  the  CRAY-1, 
where  fau l t - to le ran t  comput ing  i s  sore ly  needed  to  enhance  sys tem 
r e l i a b i l i t y ,  i t  is s u r p r i s i n g   t o   f i n d   a n   a l m o s t   c o m p l e t e   a b s e n c e   o f  i t .  I n  
t h e  case o f  t he  TI-ASC, i t  i s  r e p o r t e d  t h a t  a Hamming Code is  used i n  t h e  
memory f o r   s i n g l e - b i t   e r r o r   c o r r e c t i o n   ( r e f .  2 1 ) .  I n   t h e  CRAY computers,  i t  
is in fo rma l ly  r epor t ed  tha t ,  i n  subsequen t  mode l s ,  a Hamming Code w i l l  be  
u s e d  f o r  memory e r r o r  c o r r e c t i o n .  
Government a g e n c i e s  a n d  p r o f e s s i o n a l  s o c i e t i e s  h a v e  a l s o  p r o v i d e d  
impetus   for   the   awareness   o f   fau l t - to le ran t   comput ing .   For   example ,   the  
Off ice  of  Naval Research and Westinghouse Elec t r ic  C o r p .  j o i n e d  f o r c e s  i n  
sponsor ing  a Symposium of  Redundancy  Techniques  for  Computing  Systems,  held 
i n  Washington, D.C .  on  February 6 and   7 ,   1962   ( r e f .   22 ) .   In   1971 ,   t he  IEEE 
Computer Socie ty  and  Jet  P r o p u l s i o n  L a b o r a t o r y  o f  t h e  C a l i f o r n i a  I n s t i t u t e  
o f  Techno logy  jo ined  fo rces  in  sponsor ing  the  f irst  syrpposium  on f a u l t -  
tolerant  computing,  which w a s  cha i r ed  by t h e  v e r y  a b l e  A .  Aviz ien i s .  
S u b s e q u e n t l y ,  t h i s  symposium w a s  he ld  annua l ly .  
It i s  i n  t h e  areas o f  c o n c u r r e n t  d e t e c t i o n  a n d  c o r r e c t i o n  of e r r o r s ,  
redundancy  techniques  for  rep lacement ,  and  program checkpoin ts  and  re t ry  
that  academic and other  research communit ies  have made a d v a n c e s  i n  f a u l t -  
t o l e r a n t  c o m p u t i n g .  I n  t h i s  p a p e r ,  t h e s e  a d v a n c e s  are a r t i c u l a t e d  b y  way of 
examples  and  ava i lab le  new methods; however,  no attempt is made t o  p r e s e n t  
any  theory.  The l a c k  o f  a t h e o r e t i c a l  t r e a t m e n t  is  l a r g e l y  owing t o  t h e  
p ionee r ing  s t age  o f  f au l t - to l e ran t  comput ing ,  and  i s  somewhat a p p l i c a t i o n  
o r i e n t e d  . 
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INTRODUCTION 
The  problem  of r e l i a b i l i t y ,  a v a i l a b i l i t y ,  a n d  s e r v i c e a b i l i t y  (RAS) i s  
of c o n t i n u i n g  i n t e r e s t  t o  b o t h  d e s i g n e r s  and users  of  computer  systems s ince 
t h e  b u i l d i n g  of t h e  f i r s t  computer i n  t h e  1 9 4 0 ' s .  A s  p r e s e n t e d  i n  t h e  
P r o l o g u e ,  f a u l t - t o l e r a n t  c o m p u t i n g  h a s  a p p l i e d  p r i n c i p a l l y  t o  t h r e e  classes 
of   computer   systems:   Aerospace  Computers ,   Mil i tary  Computers ,   and  large 
g round-based   compute r s .   I n   t h i s   pape r ,   t he   d i scuss ion  is  l i m i t e d  t o  l a r g e  
ground-based   computers   on ly .   The   i s sue   o f   sof tware   re l iab i l i ty  w i l l  n o t   b e  
d i scussed .  
No matter how c a r e f u l l y   c o n s t r u c t e d ,   c o m p u t e r   s y s t e m s   f a i l .  The l a r g e r  
t h e   s y s t e m ,   t h e   h i g h e r   t h e   p r o b a b i l i t y   o f   f a i l u r e .   T h i s  i s  pr imar i ly   caused  
by t h e  a b s e n c e  of pe r fec t  componen t s ,  t he  absence  o f  pe r fec t  manufac tu r ing  
methods,  and human e r r o r s .   T h u s ,   c o m p u t a t i o n   w i t h o u t   e r r o r   r e m a i n s   a n  
i l l u s i v e  g o a l .  T h e s e  p o i n t s  were wel l  a p p r e c i a t e d  b y  s y s t e m  r e l i a b i l i t y  
t h e o r i s t s  and were w e l l  p r o v e n  i n  l a r g e  c o m p u t e r  s y s t e m s ,  p r i n c i p a l l y  t h e  
ILLIAC-IV.  No a t t empt  is  made h e r e  t o  r e p o r t  on t h e  s y s t e m  r e l i a b i l i t y  o f  
t h e  ILLIAC-IV.  A comprehensive ILLIAC-IV his tory  and  system  development   can 
be  found i n  a n  a r t i c l e  b y  F a l k  ( r e f .  2 3 ) .  
According t o  s y s t e m  r e l i a b i l i t y  t h e o r i s t  P r o f e s s o r  D.  S i l j a k  o f  t he  
U n i v e r s i t y  of Santa Clara, "We a l l  know t h a t ,  when a system  becomes  too 
complex,  and it  h a s  t o o  many i n t e r d e p e n d e n t  p a r t s ,  i t  e v e n t u a l l y  w i l l  r e a c h  
t h e   p o i n t   o f   c o l l a p s e "   ( r e f .  2 4 ) .  The s i t u a t i o n  f o r  l a r g e  computer  system 
r e l i a b i l i t y  i s  n o t  a l l  t ha t  hope le s s .  A l though  comple t e  p ro tec t ion  aga ins t  
component f a i l u r e s  may n o t  b e  p o s s i b l e  i n  p r a c t i c e ,  a l imi ted  degree  of  pro-  
t ec t ion  can  be  p rov ided  by  des ign ing  the  sys t em fo r  f au l t - to l e ran t  comput ing .  
I f  t h i s  l i m i t e d  d e g r e e  o f  p r o t e c t i o n  is implemented  proper ly ,  then ,  in  most 
cases, i t  is p o s s i b l e  t o  r e d u c e  t h e  s y s t e m  u n r e l i a b i l i t y  t o  a n  a c c e p t a b l y  l o w  
l e v e l .  
The bas i c  approach  to  f au l t - to l e ran t  comput ing  i s  t o  i n t r o d u c e  p r o -  
t e c t i v e  r e d u n d a n c y  i n t o  t h e  d e s i g n  of t h e  s y s t e m  e a r l y  i n  t h e  p r o j e c t  p h a s e  
o f   sys t em  a rch i t ec tu ra l   p l ann ing .  The c a u s e s   o f   s y s t e m   u n r e l i a b i l i t y  are 
e x p e c t e d  t o  b e  p r e s e n t  a n d  t o  i n d u c e  f a i l u r e s  d u r i n g  a computing process,  but 
t h e i r  d i s r u p t i n g  e f f e c t s  are  a u t o m a t i c a l l y  c o u n t e r a c t e d  by the  redundancy .  
The r e s o u r c e s  a l l o c a t e d  t o  t h e  i n c r e a s e  i n  r e l i a b i l i t y  are  spent  on  pro tec-  
t i ve  redundancy .   Minimiz ing   the   e f fec ts   o f   au l t s   involves :   (1)   the   de-  
t e c t i o n  ( o r  c o r r e c t i o n )  o f  e r r o r ,  (2)  t he   r ep lacemen t  of f au l ty   modu les  
(perhaps  au tomat ica l ly) ,  and  ( 3 )  t h e  res tar t  of  the program from the previous 
checkpoin t .  
Although, t o  d a t e ,  t h e  p r i n c i p l e  o f  f a u l t - t o l e r a n t  c o m p u t i n g  i s  n o t  
wide ly  used  in  commerc ia l  sys tems,  there  a re  a number of developmental  
e f f o r t s  i n  t h i s  d i r e c t i o n .  One p r i n c i p a l  d e v e l o p m e n t  i n  t h i s  d i r e c t i o n  i s  
t h e  Amdahl 470V/6  Computer.  The gene ra l  l ack  o f  u sage  is p r i n c i p a l l y  owing 
to  the  in t ended  app l i ca t ion  o f  mos t  commerc ia l  sys t ems ,  wh ich  can  usua l ly  
t o l e r a t e  a s y s t e m  f a i l u r e  i f  t h e  Mean T i m e  Between F a i l u r e s  (MTBF) i s  w i t h i n  
a c c e p t a b l e  limits. I n  a p p l i c a t i o n s  t h a t  c a n n o t  t o l e r a t e  a s y s t e m   f a i l u r e ,  
l i k e  t h e  b a n k i n g  a n d  s e c u r i t y  i n s t i t u t i o n s ,  a dual-system i s  g e n e r a l l y  u s e d .  
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A f a i l u r e  of one system, a t  most ,  would degrade the system performance,  but  
no t   cause  a c o m p l e t e  s y s t e m  f a i l u r e .  T h u s ,  t h e  p r e v a i l i n g  a t t i t u d e  t e n d s  t o  
be  tha t  f au l t - to l e ran t  comput ing  is a p r e a m b l e  f o r  a s s u r i n g  t h e  v i a b i l i t y  o f  
la rge  computer  sys tems.  
It i s  f e l t  t h a t  t h e  b a s i c  knowledge per ta ining t o  f a u l t - t o l e r a n t  
computing i s  now unders tood ,  a t  least  f r o m  t h e  s t a n d p o i n t  o f  b e i n g  a b l e  t o  
make s o u n d  e n g i n e e r i n g  j u d g e m e n t s  c o n c e r n i n g  t h e  u t i l i z a t i o n  o f  v a r i o u s  
techniques .  How t o  p r o v i d e  i t  is a ques t ion  be ing  addressed  by  many 
d e s i g n e r s   a n d   s c h o l a r s   ( r e f s .  25 through  28) .   The  suggested  approaches 
d i f f e r  c o n s i d e r a b l y ,  t o  some e x t e n t ,  b e c a u s e  t h e r e  are as y e t  no  agreed-upon 
f i g u r e s  of merit f o r  t h e  r e q u i r e d  s y s t e m ,  a n d  n o  s i n g l e  d a t e  by which they 
must be i n  t h e  f i e l d .  
The  pu rpose  o f  t h i s  r epor t  i s  t o  a d d r e s s  t h r e e  areas of f a u l t - t o l e r a n t  
computing  re levant   to   large  computer   systems  development  a t  I A C .  B a s i c a l l y ,  
t h e  areas addressed  are (1) why i t  is  needed,  (2) how t o  a p p l y  i t ,  and ( 3 )  
i ts  appl icat ion  to   the  Phoenix  System  (ref .   29) .   The  Phoenix  System 
c u r r e n t l y  i s  a n  a c t i v e  I A C  r e s e a r c h  p r o j e c t  t o  d e v e l o p  a computer  system to 
succeed ILLIAC-IV.  No u n i f i e d   f i g u r e   o f  merit o r  s o l i d i f i c a t i o n  is a t t empted  
i n  t h i s  r e p o r t .  R a t h e r ,  i t  i s  a r ep resen ta t ion   o f   t he   consensus   o f   op in ion  
of  one  group of  des igners ,  wi th  exper ience  in  la rge  computer  sys tem 
ope ra t ion ,  conce rn ing  the  mos t  f eas ib l e  approach  to  f au l t - to l e ran t  comput ing  
fo r  l a rge  compute r  sys t ems  in  the  1976  to  1982  time frame. 
The au tho r  g ra t e fu l ly  acknowledges  the  in f luence  and  con t inuous  
encouragement  received from his  col leagues G. F. Feierbach and D .  K .  
Stevenson. H e  a l s o  w i s h e s  t o  t h a n k  h i s  c o l l e a g u e s  a n d  J .  K o r p i  f o r  r e a d i n g  
and  commenting  on t h e  work r epor t ed  he re in .  
FAULT-TOLERANT COMPUTING FOR LARGE SYSTEM VIABILITY 
I n  t h i s  s e c t i o n ,  t h e  a p p l i c a t i o n  of fau l t - to le ran t  comput ing  i s  de- 
s c r ibed  f rom the  v i ewpo in t s  of (1) i n c r e a s e d  s y s t e m  r e l i a b i l i t y  and a v a i l -  
a b i l i t y ,  a n d   ( 2 )   s y s t e m   i n t e g r i t y .   S y s t e m   r e l i a b i l i t y   a n d   a v a i l a b i l i t y  are  
descr ibed from the viewpoints  of  component  re l iabi l i ty  and the improvement  
of r e l i a b i l i t y  i f  e r r o r  c o r r e c t i o n s  were p rov ided .   Sys t em  in t eg r i ty  i s  de- 
sc r ibed   f rom  the   v iewpoin ts   o f  (1) e r r o r  d e t e c t i o n  f o r  u s e r  p r o t e c t i o n ,  ( 2 )  
e r r o r  d e t e c t i o n  f o r  p r o g r a m  r e t r y ,  a n d  ( 3 )  e r r o r  d e t e c t i o n  f o r  r e p a i r .  
R e l i a b i l i t y  and A v a i l a b i l i t y  
The p r imary  mot iva t ion  fo r  f au l t - to l e ran t  comput ing  in  l a rge  compute r  
systems is t o  i n c r e a s e  t h e  r e l i a b i l i t y  t o  a d e g r e e  t h a t  w i l l  a l l o w  t h e  
sys tem  to   be   used   for   so lv ing   la rge-sca le   p roblems.   Large-sca le   p roblems 
tha t  requi re  vas t  amounts  of  comput ing  power a r e  t h e  s i m u l a t i o n  of t h ree -  
d imens iona l  aerodynamic  f low equat ions ,  s imula t ion  of  c l imate  models  and  
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wea the r  p red ic t ions ,  seismic model ing ,  and  var ious  appl ica t ions  involv ing  
l i n e a r  programming.  Even  on  large-scale  computers,  the  computation time f o r  
t hese  l a rge - sca l e  p rob lems  can  be  long  - i n  some cases, 12  h o r  l o n g e r .  
Th i s  imp l i e s  t ha t  t he  compute r  sys t em mus t  be  ope ra t ing  co r rec t ly  du r ing  the  
e n t i r e   c o m p u t a t i o n a l   p e r i o d .  Here, " O p e r a t i n g   c o r r e c t l y "   m e a n s   t h e   c o r r e c t  
execut ion  of  a p r o g r a m ,  r a t h e r  t h a n  t h e  c o n t i n u e d  c o r r e c t  f u n c t i o n i n g  of a l l  
t he   componen t s   o f   t he   sys t em.   In   o rde r   t o   ach ieve   such  a l e v e l  of relia- 
b i l i t y ,  t h e  l a r g e  c o m p u t e r  s y s t e m  m u s t  b e  d e s i g n e d  t o  b e  m o r e  f a u l t  f o r -  
g iv ing .  Tha t  is, t h e  s y s t e m  m u s t  b e  a b l e  t o  t o l e r a t e  a few er rors  and  s t i l l  
f u n c t i o n   c o r r e c t l y .   T h i s   l e a d s   t o   t h e   c o n c e p t   o f   f a u l t - t o l e r a n t   c o m p u t i n g .  
A s  desc r ibed  earlier,  the  bas i c  approach  to  f au l t - to l e ran t  comput ing  is t o  
i n t r o d u c e  p r o t e c t i v e  r e d u n d a n c y  i n t o  t h e  d e s i g n  o f  t h e  s y s t e m  f o r  c o n c u r r e n t  
e r r o r   d e t e c t i o n   a n d   c o r r e c t i o n .   I f   t h e   e r r o r  i s  uncor rec t ab le ,   t he   sys t em 
shou ld  au tomat i ca l ly  r econf igu re  i t s e l f  t o  r ep lace  the  bad  componen t s  and  
con t inue  wi th  the  computa t ion .  
For small computer  sys tems,  the  deployment  of  fu l l - sca le  fau l t - to le ran t  
computing may n o t   b e   e c o n o m i c a l l y   j u s t i f i e d .   F o r   t h e s e   s y s t e m s ,   e r r o r  
d e t e c t i o n  i n  t h e  f o r m  o f  word p a r i t y  i s  g e n e r a l l y  r e g a r d e d  as s u f f i c i e n t .  
A s  an example,  consider  a memory sys tem us ing  a 1024-bi t  Random Access 
Memory I n t e g r a t e d  C i r c u i t  (RAM I C ) .  Off- the-shelf  I C ' s  gene ra l ly   have  a 
f a i l u r e  ra te  of 0.1% pe r  1000 h .  I f  t h e  I C ' s  are proper ly   sc reened   and  
burned-in,  a f a i l u r e  ra te  of 0.01% pe r  1000 h o r  b e t t e r  p r o b a b l y  c a n  b e  
ob ta ined  wi th  cu r ren t ly  ava i l ab le  t echno logy .  Wi th  a d e v i c e  f a i l u r e  r a t e  of 
0.1% p e r  1000 h ,  a small memory sys t em cons i s t ing  of 4096 16-bit  words 
us ing  64 I C ' s  would  have a mean time b e t w e e n  f a i l u r e  (MTBF) of 
1 1 MTBF = - = . - _~ - 
dh 0.001 - 15,600 h 
64 x 1000 h 
where 
d = t o t a l  number  of I C ' s  used 
X = I C  f a i l u r e  ra te  
However, a l a r g e  memory sys tem cons is t ing  of  1 .024  x l o 6  64-bit words 
(8 megabytes)  using 65,536 of  these I C ' s  would have an MTBF of 
MTBF = - - -~ 1 
65y536 1000 h 
0.001 
2 15  h 
A memory s i z e  of 8 megabytes i s  v e r y  common i n  t h e  c u r r e n t  t e c h n o l o g y .  
For  example,  the  commercial  computer Amdahl 470V/6 h a s  t h i s  s i z e  memory. I n  
t h e  case of t h e  ILLIAC I V  ( a s  i n s t a l l e d ) ,  t h e  memory s i z e  i s  256K 64-bi t  
words.  Assuming t h a t  t h e  IC's h a v e  t h e  same X ,  t h e  MTBF would b e  64 h.  
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T h u s ,  f o r  l a r g e  c o m p u t e r  s y s t e m s ,  e r r o r  c o r r e c t i o n  is  n o t  o n l y  v e r y  attrac- 
. t i ve ,  bu t  necessa ry .  
The theory and methods of  implementing error  correct ion codes (ECC's) 
are w e l l  known ( r e f s .  30 t h r o u g h  3 4 ) .  A l s o ,  t h e  m a t h e m a t i c s  o f  r e l i a b i l i t y  
are now u n d e r s t o o d   ( r e f s .   3 5   a n d   3 6 ) .   I f   s i n g l e - b i t   e r r o r   c o r r e c t i o n  i s  
a p p l i e d  t o  t h e  1 . 0 2 4  X lo6 64-bit words memory s y s t e m ,  t h e  r e l i a b i l i t y  c a n  b e  
improved  by 27 times ( r e f .  3 7 ) .  T h i s  i n c r e a s e s  t h e  MTBF f r o m  1 5  t o  405  h. 
For t h i s  MTBF, and i f  t h e  mean time t o  r e p a i r  (MTTR) is  less than  405 h t o  
p r e v e n t  t h e  o c c u r r e n c e  o f  a d o u b l e - e r r o r ,  t h e n  t h e  p r a c t i c a l  a t t a i n m e n t  o f  a 
f a u l t - t o l e r a n t  memory system i s  f u l f i l l e d ,  a t  l eas t  from the viewpoint  of  I C  
f a i l u r e s .  
Although they are  u n d e r s t o o d ,  t h e  m a t h e m a t i c s  o f  r e l i a b i l i t y  are  complex 
sub jec t s ,  and  the re fo re  no  a t t empt  i s  made h e r e  t o  d w e l l  o n  s u c h  d e t a i l s .  A s  
an  ove rv iew,  the  r e l a t ionsh ip  be tween  MTBF, MTTR, and t h e  number  of e r r o r s  N ,  
a n d ,  f o r  small N ,  can  be  shown t o  b e  
1 = M T T R N - ~  + 1 ~- 
MTBF, mBFN MTBFecc 
where 
MTBF = i n t r i n s i c  MTBF of  sys tem ca lcu la ted  f rom component  re l iab i l i ty .  
MTBF, = e f f e c t i v e  MTBF of  system with MTTR t a k e n  i n t o  c o n s i d e r a t i o n .  
MTBFecc = MTBF o f  e r r o r  c o r r e c t i o n  c i r c u i t .  
For N = 1, t h e   a b o v e   e q u a t i o n  shows MTBF,  MTBF. Th i s  i s  t h e   c o r r e c t  
r e s u l t  b e c a u s e  MTTR has   no t   been   taken   in to   cons idera t ion .   For  N = 2,  and 
i g n o r i n g  t h e  MTBFecc term, the  above  equation  shows 
MTBF, MTBF (MTBF/MTTR) 
I f  MTTR < MTBF, t h e n  t h e  e f f e c t i v e  MTBF is  improved  by t h e  f a c t o r  
(MTBF/MTTR). Other   examples   of   computer   system  rel iabi l i ty   with  and  without  
per iodic  main tenance  can  be  found in  re ference  38. 
The r e l a t i o n s h i p  b e t w e e n  a v a i l a b i l i t y ,  MTBF, and MTTR i s  de f ined  by 
up t ime 1 
uptime + down t i m e  1 + (MTTR/MTBF) A v a i l a b i l i t y  = 
-  
Again, i f  MTTR < <  MTBF, a v a i l a b i l i t y  a p p r o a c h e s  u n i t y .  
I n  summary, s y s t e m  r e l i a b i l i t y  and a v a i l a b i l i t y  are d i r e c t l y  a f f e c t e d  by 
component f a i l u r e  ra te ,  system MTBF, system MTTR, and  sys t em e r ro r  co r rec t ing  
c a p a b i l i t y .  A t  any   g iven  t i m e ,  t h e  component f a i l u r e  r a t e  i s  f i x e d  by t h e  
technology a t  t h a t  p a r t i c u l a r  time. Any improvement  on  system r e l i a b i l i t y  
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and a v a i l a b i l i t y  must come from improving system MTTR and providing some 
s y s t e m   e r r o r   c o r r e c t i n g   c a p a b i l i t y .   S y s t e m  MTTR i s  a n  i l l u s i v e  matter. It 
depends on how eas i ly  the  sys t em can  be  ma in ta ined ,  t he  r e sources  of t h e  
m a i n t e n a n c e   s t a f f ,   a n d   t h e   l i k e .  On t h e   o t h e r   h a n d ,   s y s t e m   e r r o r   c o r r e c t i o n  
i s  real  and v e r y  e f f e c t i v e .  A s  desc r ibed  later ( i n  t h e  s e c t i o n  on   cu r ren t  
technology) ,  a s i n g l e - e r r o r  c o r r e c t i n g  (SEC) Hamming Code r e q u i r e s  o n l y  7 
p a r i t y - c h e c k  b i t s  t o  p r o t e c t  a 64-bit  word memory sys tem.  I f  a SEC code is 
p r o v i d e d ,  t h e n  t h e  s y s t e m  c a n  f a i l  o n l y  i f  two e r r o r s  o c c u r .  I f  t h e  s i n g l e -  
e r r o r  f a i l u r e  c a n  b e  r e p a i r e d  b e f o r e  a d o u b l e - e r r o r  f a i l u r e  o c c u r s ,  t h e n  t h e  
system MTBF is e q u a l  t o  MTBF, f o r  N = 2. T h i s  e f f e c t i v e  MTBF is  improved  by 
t h e  f a c t o r  (MTBF/MTTR). 
Although only memory system MTBF improvements are d i s c u s s e d  i n  t h i s  
s e c t i o n ,  t h e  same t y p e  of d i s c u s s i o n  c a n  a l s o  b e  a p p l i e d  t o  a r i t h m e t i c  u n i t s .  
T e c h n i q u e s  f o r  d e t e c t i n g  e r r o r s  i n  a r i t h m e t i c  o p e r a t i o n s  are d e s c r i b e d  i n  t h e  
sec t ion  on  cu r ren t  t echno logy .  
P r o t e c t i n g  S y s t e m  I n t e g r i t y  
The  secondary  mot iva t ion  fo r  f au l t - to l e ran t  comput ing  is  t o  p r o v i d e  t h e  
l a r g e  c o m p u t e r  s y s t e m  w i t h  t h e  f o l l o w i n g  a t t r i b u t e s  f o r  p r o t e c t i n g  s y s t e m  
i n t e g r i t y :  
(1) E r r o r   d e t e c t i o n   f o r   u s e r   p r o t e c t i o n  
(2 )  E r r o r   d e t e c t i o n   f o r   p r o g r a m   r e t r y  
( 3 )  E r r o r   d e t e c t i o n   f o r   r e p a i r  
T h e s e  a t t r i b u t e s  are b r i e f l y  d e s c r i b e d  h e r e i n .  
Error detection for  user proteetion- Computer u se r s ,  whe the r  t hey  are 
s c i e n t i s t s ,  e n g i n e e r s ,  a r c h i t e c t s ,  o r  b u s i n e s s m e n ,  u s e  c o m p u t e r s  t o  p e r f o r m  
complex c a l c u l a t i o n s .  Based  upon the  answers   received  f rom a computer, some 
i m p o r t a n t   d e c i s i o n s  are  o f t e n  made. I f  a computer is f a u l t - i n t o l e r a n t ,  i f  i t  
is  incapable  of  s igna l ing  whether  e r rors  occurred  dur ing  computa t ion ,  then  i t  
is  c e r t a i n l y  n o t  d e s i r a b l e  t o  r e l y  o n  r e s u l t s  f r o m  s u c h  a computer .  This  is  
p a r t i c u l a r l y  t r u e  when l a r g e  sums  of money o r  o the r  impor t an t  f ac to r s  depend  
on t h e  d e c i s i o n .  T h e s e  o t h e r  f a c t o r s  may occur  when human s a f e t y  is  in- 
vo lved ,  such  as  i n  t h e  d e s i g n  o f  a h i g h - r i s e  b u i l d i n g ,  a b r i d g e ,  o r  a n  air- 
c r a f t .  On t h e   o t h e r   h a n d ,   i f  a computer is f a u l t - t o l e r a n t ,   a u t o m a t i c  
d e t e c t i o n  of e r r o r s  p r o v i d e s  p r o t e c t i o n  t o  t h e  u s e r  b y :  (1) s i g n a l i n g  when 
a n  e r r o r  h a s  b e e n  d e t e c t e d ,  i n f o r m i n g  t h e  u s e r  t h a t  t h e  r e s u l t s  o r  t h e  
program being run are probably wrong, and (2)  by t e l l i n g  t h e  u s e r  when t h e  
system is n o  l o n g e r  o p e r a t i n g  c o r r e c t l y .  
The a u t o m a t i c  d e t e c t i o n  a n d  c o r r e c t i o n  of e r r o r s  are n o t  o b t a i n e d  
wi thou t  cos t  i n  pe r fo rmance  and  equ ipmen t ,  bu t ,  i n  l a rge  sys t ems ,  t he  cos t  is 
j u s t i f i a b l e  and is  small when compared t o  t h e  o v e r a l l  s y s t e m .  The  added 
equ ipmen t  can  a l so  cause  e r ro r s  s ince  it a l s o  h a s  a c e r t a i n  MTBF. The i s s u e  
h e r e  is n o t  what c a u s e s  t h e  e r r o r ,  b u t ,  r a t h e r ,  t h e  d e t e c t i o n  of e r r o r s .  I f  
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e r r o r s  o c c u r ,  r e g a r d l e s s  of t h e  s o u r c e ,  t h e s e  e r r o r s  s h o u l d  n o t  b e  a l l o w e d  t o  
propagate  through the  sys tem wi thout  be ing  de tec ted .  
W i t h i n  t h e  c o n t e x t  o f  e r r o r  d e t e c t i o n  f o r  u s e r  p r o t e c t i o n ,  it i s  good 
p r a c t i c e  f o r  t h e  u s e r  t o  write t h e  program t o  p r o t e c t  a g a i n s t  programming 
e r r o r s  a n d  o p e r a t o r  e r r o r s  t h a t  may not   be  machine  detectable .  However, i f  
t h e r e  i s  a h igh  degree  of  hardware  e r ror  de tec t ion ,  the  opera t iona l  program 
need  de tec t  on ly  a minimal c lass  o f  e r r o r s ,  i f  a n y  a t  a l l .  T h i s  s i m p l i f i e s  
the programming,  and perhaps decreases  program running time. 
Error detect ion fo r  program retrg- I n  a large computer  system, a sub- 
s t a n t i a l  p e r c e n t  of t h e  d e t e c t e d  e r r o r s  are c a u s e d  b y  i n t e r m i t t e n t  e r r o r s .  
I n t e r m i t t e n t  e r r o r s  are t h o s e  e r r o r s  t h a t  d o  n o t  o c c u r  e v e r y  time a n  
o p e r a t i o n  i s  a t tempted .  From t h e   v i e w p o i n t   o f   t h e   u s e r ,   a n   i n t e r m i t t e n t  
e r r o r  c o u l d  r e s u l t  i n  a stoppage  of  his  program. The u s e r  must c o r r e c t  a n y  
r e s u l t i n g  e r r o r s  i n  h i s  d a t a  a n d  restart the   computa t ion .  Such i n t e r r u p t i o n s  
are no t  on ly  inconven ien t ,  bu t  cos t ly  as w e l l .  
It is p o s s i b l e  t o  d e s i g n  t h e  s y s t e m  w i t h  p r o g r a m  c h e c k p o i n t s  a n d  a u t o -  
ma t i c  p rogram ro l lback  to  restart t h e  c o m p u t a t i o n  i n t e r r u p t e d  by a n  i n t e r -  
m i t t e n t  e r r o r .  Such  an  automatic   recovery  procedure is c a l l e d  a program re- 
t r y .  The program  checkpoints  can  be  implemented by hardware ,   sof tware ,   o r  
bo th .   In  a program  checkpoint,  i t  i s  necessa ry   t o   s ave   i n fo rma t ion   abou t   p ro -  
gram s t a t u s  and  any  ac t ions  taken  by  the  program for  input  and  output  of d a t a .  
Error detect ion for  repair- I n  a l a rge  compute r  sys t em,  the  cos t  o f  
providing  maintenance i s  very  h igh .  The t a sk  o f  des ign ing  a computer is a 
o n e - t i m e  e f f o r t ,  b u t  t h e  t a s k  of maintenance is  a con t inu ing  e f fo r t  t h rough-  
o u t  t h e  l i f e t i m e  o f  t h e  s y s t e m .  Most  of t h e  c o s t  is  i n  p r e p a r a t i o n  f o r  
e v e n t u a l  m a c h i n e  m a l f u n c t i o n s  r a t h e r  t h a n  i n  t h e  a c t u a l  r e p a i r  c o s t .  T h e s e  
p r e p a r a t i o n s  i n c l u d e  w r i t i n g  d i a g n o s t i c  s o f t w a r e ,  w r i t i n g  r e p a i r  d o c u m e n t a -  
t i on ,  t r a in ing ,  and  dep loymen t  o f  t r a ined  pe r sonne l  fo r  unschedu led  
maintenance. 
A n o t h e r  f a c t o r  i n  t h e  h i g h  c o s t  of maintenance is t h e  d i f f i c u l t y  i n  
d i a g n o s i n g  t r o u b l e  symptoms. I n  a l a r g e  s y s t e m  w i t h o u t  a n y  e f f e c t i v e  e r r o r  
d e t e c t i o n ,  t h e  m a i n t e n a n c e  c o s t  n o t  o n l y  is v e r y  h i g h ,  b u t  t h e  s i t u a t i o n  
sometimes seems ve ry   hope le s s .  It  shou ld   be   po in t ed   ou t   t ha t   t he   cause   o f  
i n t e r m i t t e n t  e r r o r s  i s  very   hard  t o  d i a g n o s e  w i t h o u t  e r r o r  d e t e c t i o n .  T h i s  
i s  b e c a u s e  t h e  e v i d e n c e  o f  i n t e r m i t t e n t  e r r o r  i s  q u i t e  v a g u e  f o r  a machine 
w i t h  n o  e r r o r  d e t e c t i o n .  I f  t h e  s t a t u s  o f  t h e  m a c h i n e  i s  known immediately 
a f t e r  t h e  o c c u r r e n c e  o f  t h e  i n t e r m i t t e n t  e r r o r ,  i t  is o f t e n  p o s s i b l e  t o  p i n -  
p o i n t  t h e  f a i l i n g  h a r d w a r e  t o  w i t h i n  a few replaceable components.  
I f  e r r o r  d e t e c t i o n  h a r d w a r e  is d e s i g n e d  i n t o  t h e  s y s t e m  t o  a i d  
main tenance ,   the   cos t   o f   repa i r ing   sys tem  mal func t ions   should   decrease .   For  
a memory sys t em,  the  de t ec t ed  e r ro r  can  be  au tomat i ca l ly  co r rec t ed  and  
logged .   This   k ind   of   e r ror  is  t r a n s p a r e n t   t o   t h e   u s e r   a n d ,   h e n c e ,   c a u s e s   n o  
program  s toppage.   The  logged  errors   can  be  repaired  during  scheduled 
maintenance time. On t h e  o t h e r  h a n d ,  i f  t h e  memory system  has  no e r r o r  
c o r r e c t i o n ,  a n y  e r r o r  w i l l ,  a t  bes t ,  cause  use r  p rogram s toppage  and  a l so  a 
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ca l l  fo r  unschedu led  ma in tenance .  A computer  with  such a f a u l t - i n t o l e r a n t  
memory  may n o t  b e  j u s t i f i e d  f o r  c e r t a i n  a p p l i c a t i o n s .  
For  an arithmetic u n i t ,  t h e  u n i t  c a n  a l s o  b e  d e s i g n e d  t o  b e  f a u l t -  
t o l e r a n t  by d e t e c t i n g  a n d  c o r r e c t i n g  e r r o r s  i n  a r i t h m e t i c  o p e r a t i o n s .  The 
d i s c u s s i o n  o n  t h i s  t o p i c  is  presented  i n  t h e  s e c t i o n  on cu r ren t  t echno logy .  
Summary 
In  t h i s  s e c t i o n ,  r e l i a b i l i t y  and a v a i l a b i l i t y  were desc r ibed  i n  terms of 
I C  f a i l u r e  rates, system MTBF, and  system MTTR. S y s t e m  o p e r a t i o n  i n t e g r i t y  
and  t rus twor th iness  were d e s c r i b e d  i n  terms of concur ren t  de t ec t ion  and  
c o r r e c t i o n  of e r r o r s  a n d  p r o g r a m  r e t r y .  The improvement  of  system MTBF and 
s y s t e m  i n t e g r i t y  by f au l t - to l e ran t   comput ing  w a s  desc r ibed .  The key   i s sue  
h e r e  is  tha t  t he  sys t em mus t  be  made t r u s t w o r t h y ;  t h a t  i s ,  there  must  be  
enough  conf idence  in  the  sys t em tha t  good answers can  be  r e l i ab ly  r ecogn ized  
as good answers.  
CURRENT TECHNOLOGY 
A t  t h e  p r e s e n t  t i m e ,  t he  t echno logy  of f au l t - to l e ran t  comput ing  i s  some- 
what i n  i t s  infancy .  The bas i c   r equ i r emen t  of f au l t - to l e ran t   comput ing ,   and  
p e r h a p s  t h e  m o s t  d i f f i c u l t  o n e ,  is  t h e  a b i l i t y  t o  d e t e c t  a n d  c o r r e c t  e r r o r s .  
The theo ry  of a lgeb ra i c  codes ,  gene ra t ed  f rom the  a lgeb ra  of polynomials over 
f i n i t e  f i e l d s ,  c a n  b e  u s e d  t o  p r o t e c t  a g a i n s t  e r r o r s  i n  d a t a  t r a n s m i s s i o n  a n d  
i n  memory systems. The theo ry  of a r i t h m e t i c  c o d e s ,  b a s e d  o n  t h e  a l g e b r a  of 
r e s i d u e  n u m b e r s ,  c a n  b e  u s e d  t o  p r o t e c t  a g a i n s t  e r r o r s  i n  arithmetic 
o p e r a t i o n s .  The theo ry  of a l g e b r a i c  c o d e s  i s  now r e l a t i v e l y  well understood,  
a t  least  f rom the  v iewpoin t  of  be ing  ab le  to  make sound engineering judgments 
c o n c e r n i n g  t h e  a p p l i c a t i o n  of va r ious  t echn iques  ( r e f s .  30  th rough  34 and  39 
through 4 5 ) .  What i s  needed i s  more  research  and  development  directed  toward 
p r a c t i c a l   a p p l i c a t i o n s .  It shou ld   be   po in t ed   ou t ,   however ,   t ha t   e r ro r   co r -  
r ec t ion  shou ld  be  app l i ed  to  compensa te  fo r  unexpec ted  imper fec t ions ,  bu t  no t  
t o  compensate  for  an  immature  hardware  technology.  For  such  technology, i t  
is  p robab le  tha t  no  e r ro r  codes ,  no matter how powerful ,  can make the  sys t em 
v i a b l e .  
E r r o r s  i n  Memory Systems 
In  random-access memory (RAM) sys tems,  the  pr imary  sources  of  e r rors  are 
d e f e c t i v e  t r a n s i s t o r s  i n  a s t o r a g e  c e l l ,  o p e n  c i r c u i t s ,  s h o r t  c i r c u i t s ,  a n d  
t i m i n g  e r r o r s .  T h e s e  e r r o r s  a re  c a l l e d  h a r d  e r r o r s ,  and they   can   occur  
randomly   and   independent ly .   Backplane   wi r ing   no ises ,   c ross -coupl ing   s igna ls ,  
and o t h e r  a c c i d e n t a l  t r a n s i e n t s  c a n  a l s o  o c c u r  r a n d o m l y  a n d  i n d e p e n d e n t l y .  
T h e s e   e r r o r s  are c a l l e d  s o f t  e r r o r s .  B e c a u s e  of t h e  random  and  independent 
n a t u r e  of t he  e r ro r s ,  sys t ems  can  be  des igned  so  t h a t  memory f a i l u r e s  are  
u s u a l l y  s i n g l e - b i t  e r r o r s .  
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In  r eco rd ing  s to rage  med ia ,  such  as magnet ic  tapes  and magnet ic  di’sks  or  
d r u m s ,  s u r f a c e  d e f e c t s  i n c l u d e  l o s s  of o x i d e ,  s c r a t c h e s ,  d i r t  p a r t i c l e s ,  a n d  
wr ink le s .  The e f f e c t  o f  s u c h  d i s t u r b a n c e s  c a n  a c c u m u l a t e  u n t i l  t h e  d a t a  are 
no  longe r  r eadab le .  These  de fec t s  t yp ica l ly  a s sume  s i zes  up  to  0.00254 c m ,  
a n d ,  s i n c e  d a t a  u s u a l l y  are r e c o r d e d  s e r i a l l y  o n  t h e s e  m e d i a ,  t h e  r e s u l t s  are 
s h o r t  b u r s t  o f  e r r o r s .  
C o r r e c t i n g  E r r o r s  i n  Memory and Data Transmiss ion  
The cyc l i c  code ,  gene ra t ed  by a n  i d e a l  i n  t h e  a l g e b r a  of polynomials,  
c a n  b e  u s e d  f o r  e r r o r  c o r r e c t i o n  i n  c o m p u t e r  memory s y s t e m s  a n d  a l s o  i n  d a t a  
t r ansmiss ion .  The c y c l i c  c o d e  is chosen  because  of  i t s  ease i n  implementa- 
t i o n .  It c a n  b e  i m p l e m e n t e d  t o  c o r r e c t - e r r o r s  i n  RAM systems  where  data  
t r a n s m i s s i o n  is i n  p a r a l l e l ,  and where errors occur randomly and independ- 
e n t l y .  The Hamming code is an  example;  today it is used i n  p r a c t i c a l l y  a l l  
l a r g e  RAM sys tems tha t  use  any  code  a t  a l l .  
The c y c l i c  c o d e  c a n  a l s o  b e  i m p l e m e n t e d  t o  c o r r e c t  e r r o r s  i n  r o t a t i n g  
memory sys tems where  da ta  t ransmiss ion  is  serial ,  and e r r o r s  o c c u r  i n  b u r s t s .  
The F i r e  Code i s  an example; i t  i s  u s e d  p r i n c i p a l l y  i n  IBM, o r  IBM compat ib le ,  
equipment   ( ref .  4 4 ) .  Because  of   the  mathematical   complexi ty   in   the  high-  
s p e e d  d e c o d i n g  o f  t h i s  c o d e ,  t h e  i n d u s t r y ,  i n  g e n e r a l ,  d o e s  n o t  h a v e  t h e  
r e s o u r c e s   t o   u n d e r s t a n d  i t  f u l l y .   F o r   t h i s   r e a s o n ,  non-IBM-compatible  quip- 
ment u s u a l l y  d o e s  n o t  o f f e r  e r r o r  c o r r e c t i o n .  
The b a s i c  F i r e  Code w a s  used as  a n  i n n e r  c o d e  f o r  t h e  UNICON 690 laser 
memory. It is  an  80-bit   code,  of  which 64 b i t s  are d a t a .  It is  genera ted  by 
g ( x )  = (x10 + 1) (x6 + x + 1) 
The e r r o r  c o r r e c t i n g  c a p a b i l i t y  i s  a s i n g l e - b u r s t  o f  l e n g t h  b i 6 .  A l s o ,  an 
o u t e r  F i r e  Code with high-speed decoding w a s  p r o p o s e d  f o r  u s e  i n  t h e  UNICON 
690 ( r e f .  4 5 ) .  
Another  code,  the Reed-Solomon  Code, is a l s o  a c y c l i c  c o d e  s u i t a b l e  f o r  
c o r r e c t i n g  e r r o r s  i n  RAM systems, as w e l l  as i n  d i s k  memory systems. The 
I n t e r l a c e d  Code is y e t   a n o t h e r   i n t e r e s t i n g   c o d e .  A s  desc r ibed  la ter ,  i t  
decomposes a b u r s t  e r r o r  i n t o  random e r r o r .  
Hamming Codes from GF(2)- The Hamming Codes with code symbols from a 
G a l o i s  f i e l d  o f  two e lements  GF(2) are a s u b c l a s s  of t h e  BCH codes.  BCH 
codes  are c y c l i c  c o d e s  d i s c o v e r e d  by  Bose  and  Chaudhuri i n  1960 and, inde- 
pendent ly ,   by Hocquenghem i n  1 9 5 9 .  The Hamming Codes are s i n g l e - e r r o r  
co r rec t ing  codes  gene ra t ed  by a pr imi t ive   po lynomia l   g (x)   o f   degree  m. Th i s  
code  has  the  fo l lowing  pa rame te r s :  
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Code l e n g t h   ( b i t s ) :   n = z m - 1  
Number o f  p a r i t y - c h e c k  b i t s :  n - k = m 
Number o f   i n f o r m a t   i o n   b i t s :  k = 2 m - m - 1  
E r r o r - c o r r e c t i n g   c a p a b i l i t y :  t = l  
Minimum d i s t a n c e :  d = 2 t + l = 3  
To p r o t e c t  t h i s  c o d e  f o r  d e c o d e r  f a i l u r e  d u r i n g  t h e  o c c u r r e n c e  of a 
d o u b l e - e r r o r ,  a n  o v e r a l l  p a r i t y  c h e c k  i n  t h e  f o r m  o f  ( x  + 1) can be appended 
t o   g ( x ) .   T h i s   i n c r e a s e s  the minimum dis tance   o f   code   f rom 3 t o  4 .  For 
e x a m p l e ,  i n  o r d e r  t o  p r o t e c t  a 64-bi t  word l e n g t h  RAM sys tem,  the  
(n ,k)  = (127,120)   code  can  be  used.   This   (127,120)   code  has  n - k = 7 ,  and 
i t  c a n   b e   s h o r t e n e d   t o  a (71 ,64 )   code .   I f   doub le -e r ro r   p ro t ec t ion  i s  
r e q u i r e d ,   t h e   t o t a l   r e d u n d a n c y  i s  8 b i t s ,   o r   1 2 . 5 % .  The implementation  of 
t h i s   c o d e  i s  easy .  It can  be  implemented  by  table  look-up  using  read-only 
memories (ROM),  o r  i t  can  be  implemented by u s i n g  XOR g a t e s .   E i t h e r  way, t h e  
complexity i s  a t  most  35 I C ' s .  Us ing   cu r ren t ly   ava i l ab le   h igh - speed   l og ic ,  
the   decoding  t i m e  fo r   t he   (71 ,64 )   code  i s  10 n s  o r  less. Thus ,   for  a l a r g e  
memory system,  the  decoder  i s  n o t   a n   i s s u e .  What i s  a n  i s s u e  i s  the   12 .5% 
redundancy.   I f   the  memory system i s  d e s t i n e d  t o  b e  u s e d  i n  a la rge   computer  
system,  the  12.5%  redundancy is w e l l  j u s t i f i e d  f o r  t h a t  p e a c e  of  mind. 
Fire Codes from GF(2)- The F i r e  Codes ,  d i scove red  by  Ph i l ip  F i r e  in  
1959, are  a c lass  o f  c y c l i c  c o d e s  t h a t  can b e  c o n s t r u c t e d  s y s t e m a t i c a l l y  f o r  
c o r r e c t i n g  a s i n g l e  b u r s t  o f  e r r o r  i n  a codeword  of n b i t s .  The codes a re  
r a t h e r  e f f i c i e n t ,  and  they  can  be  implemen ted  wi th  f eedback  sh i f t  r eg i s t e r s .  
I n  a manner similar t o  t h e  Hamming Code, t he  imp lemen ta t ion  o f  t he  F i r e  Code 
i s  easy ,  and  the re fo re  i t  i s  n o t  a n  i s s u e .  
An e r r o r  b u r s t  of l e n g t h  b i s  de f ined  a s  a v e c t o r  whose i n c o r r e c t  
components a r e  c o n f i n e d  t o  b c o n s e c u t i v e  b i t  p o s i t i o n s ,  t h e  f i r s t  and l a s t  of  
which are i n c o r r e c t .  I t  i s  c l e a r  t h a t  f o r  a g iven  k a n d   b ,   t h e   o b j e c t i v e  i s  
t o  c o n s t r u c t  a n  ( n , k )  c o d e  w i t h  a s  small  a redundancy n - k a s  p o s s i b l e .  
From coding  theory ,  i t  is  known from  the  Reiger  bound t h a t  t h e  number  of 
p a r i t y  c h e c k  b i t s  o f  a b -bur s t - e r ro r  co r rec t ing  code  i s  
n - k l 2 b  
T h i s  i s  an upper bound, and codes that meet the  Re ige r  bound are  s a i d  t o  b e  
op t ima l .  The r a t i o  
Z = ( 2 b ) / ( n  - k)  
i s  a measure o f   t he   bu r s t   co r rec t ing   e f f i c i ency   o f   t he   code .  An opt imal   code 
h a s  Z = 1. The F i r e  Code a t  b e s t   h a s  
z =  2b ~ 2 
3 b - 1  3 
- -  
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I: 
which is n o t  v e r y  o p t i m a l  w i t h  r e s p e c t  t o  t h e  R e i g e r  b o u n d .  D e s p i t e  t h i s  
s u b o p t i m a l  c o n d i t i o n ,  t h e  F i r e  Code i s  a n  e f f i c i e n t  c o d e  when i t  i s  used t o  
p r o t e c t  a long  record  of  da ta .  For  example ,  in  the  IBM 3 8 3 0  d i s k  c o n t r o l l e r ,  
56 b i t s  are used t o  p r o t e c t  a r eco rd  of d a t a  w i t h  l e n g t h s  u p  t o  a b o u t  100 000 
b i t s .  
A F i r e  Code with code symbols  f rom GF(2)  that  can correct  any burst  of  
l e n g t h  b o r  less and  s imul t aneous ly  de t ec t  any  bu r s t  o f  l eng th  d > b i s  b e s t  
descr ibed by i t s  generator  polynomial  
where 
P(X> = an  i r reducib le  polynomia l  of  degree  m whose roo t s  have  o rde r  e; 
t h a t  is, the  pe r iod  o f  p (x )  is  e 
c F b + d - l  
( c , e >  = 1, t h a t  i s ,  c and e are r e l a t i v e l y  p r i m e  
For  pu re  e r ro r  co r rec t ion  pu rpose ,  t he  bes t  cho ice  i s  t o  set  m = b  and 
d = b .  T h i s  r e s u l t s  i n  a F i r e  Code w i t h  t h e  p a r a m e t e r s  
n = LCM ( e , c )  = ec 
n - k = c + m = 3 b - l  
k = e c  - (3b - 1 )  
Another  vers ion  of  the  F i re  Code,  which i s  t h e  h a l f - l e n g t h  v e r s i o n ,  h a s  
the  code  parameters  
n = (:) e 
where c i s  an  even  in t ege r  
n - k = 3 b - 2  
k =  - e -  ( 3 b -  2) (3 
In  the  conven t iona l  decode r  imp lemen ted  by  sh i f t  r eg i s t e r s ,  decod ing  the  F i r e  
code  r equ i r e s  2n s h i f t s ;  n s h i f t s  f o r  p a r i t y  c h e c k i n g  a n d  a n o t h e r  n s h i f t s  
f o r  e r r o r  c o r r e c t i o n .  S i n c e  t h e  f i r s t  n s h i f t s  a t t r i b u t e d  t o  p a r i t y  c h e c k i n g  
are c o n c u r r e n t  w i t h  t h e  r e a d i n g  o p e r a t i o n ,  n o  time d e l a y  o c c u r s  i n  t h i s  
o p e r a t i o n .  The  second n s h i f t s  needed t o  l o c a t e  t h e  e r r o r  b u r s t  and c o r r e c t  
i t  i s  a t i m e  d e l a y  d u e  t o  e r r o r  c o r r e c t i o n .  I f  n i s  v e r y  l a r g e ,  l i k e  16  384 
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b i t s  i n  a TENEX page ,  t hen  th i s  l ong  t i m e  d e l a y  may b e  i n t o l e r a b l e  i n  real  
l i f e  o p e r a t i o n .  However, i f  t h e r e  e x i s t s ,  w i t h i n  e a s y  r e a c h ,  some  power f o r -  
gene ra l  computa t ion  tha t  i s  r e s i d e n t  e i t h e r  w i t h i n  t h e  h o s t  c o m p u t e r  o r  
w i t h i n  t h e  c o n t r o l l e r  o f  t h e  s t o r a g e  s y s t e m ,  t h e n  t h e  s e c o n d  n s h i f t s  c a n  b e  
r educed  to  the  minimum of ( e  + c - 2)  and the   computa t ion  t i m e .  Th i s  is  
e s s e n t i a l l y  t h e  t e c h n i q u e  u s e d  i n  t h e  IBM 3830 d i s k  c o n t r o l l e r .  
I n  t h e  U N I C O N  6 9 0 ,  a ( 6 3 0 , 6 1 4 )  F i r e  Code s h o r t e n e d  t o  a ( 8 0 , 6 4 )  code 
w a s  used.   Since n = 80, on-l ine  decoding w a s  implemented. 
Reed-SoZomon Codes from G F ( P ) - -  The  Reed-Solomon (RS) codes  are non- 
binary codes with code symbols from a G a l o i s  f i e l d  o f  2m e lements  GF(2m). 
From c o d i n g  t h e o r y ,  i f  p is  a prime number  and q is any power  of  p, t h e r e  
are codes  with  code  symbols  from a q-symbol a l p h a b e t .  The codes are c a l l e d  
q-ary  codes.  The RS codes  are a special  subc lass   o f   q -ary  BCH codes.  A 
t - e r r o r - c o r r e c t i n g  RS code  has  the  fo l lowing  code  pa rame te r s  i n  GF(2) :  
Code l e n g t h   ( b i t s ) :  n = m(zm - 1) 
Number o f  p a r i t y - c h e c k  b i t s :  n - k = 2mt 
Minimum d i s t a n c e :  d = 2 t + 1  
Note that each code symbol is  an m-tuple  over  GF(2) ,  the RS code  wi th  e r ro r  
c o r r e c t i n g  c a p a b i l i t y  t can  be  used  to  co r rec t  any  of t h e  f o l l o w i n g  e r r o r s :  
(1) All s i n g l e  b u r s t s  o f  l e n g t h  bl, no matter where i t  starts, i f  
bl 1. m(t - 1) + 1 
(2) Two bur s t s   o f   l eng th   b2   each ,  no matter where  each  burst  starts, i f  
b2 5 m ( [ t / 2 ]  - 1) + 1 
(3) or   any   p-burs t   o f   l ength  b  no matter where i t  starts,  i f  P’ 
From t h e s e  e q u a t i o n s ,  i t  is  conc luded  tha t  t he  RS code  can  be  used  to  co r rec t  
random e r r o r s ,  s i n g l e - b u r s t  e r r o r s ,  o r  m u l t i p l e - b u r s t  e r r o r s .  
The decoder  of  the RS code i s  very complex when compared t o  t h e  Hamming 
Code a n d  t h e  F i r e  Code from  GF(2).  For t h i s  r e a s o n ,  t h i s  c o d e  s h o u l d  b e  
u s e d  o n l y  i f  t h e r e  are n o  o t h e r  a l t e r n a t i v e s .  
InterZaced Codes- The I n t e r l a c e d  Code i s  a b u r s t - e r r o r - c o r r e c t i n g  
Cycl ic   code .   This   code   has  two i n t e r e s t i n g   p r o p e r t i e s :  (1) it decomposes 
b u r s t  e r r o r s  i n t o  random e r ro r s ,  and  (2 )  i t  reduces  the  problem of  searching  
f o r  a l o n g  e f f i c i e n t  b u r s t - e r r o r - c o r r e c t i n g  c o d e  t o  s e a r c h i n g  f o r  a good 
shor t  code .  
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Given  an  (n ,k )  cyc l i c  code ,  i t  is p o s s i b l e  t o  c o n s t r u c t  a (An,Ak) 
c y c l i c  c o d e  b y  i n t e r l a c i n g .  T h i s  is done  by  arranging A c o d e  v e c t o r s  i n  t h e  
o r i g i n a l  c o d e  i n t o  A rows of a r e c t a n g u l a r  a r r a y  a n d  t h e n  t r a n s m i t t i n g  them 
column  by  column.  The r e s u l t i n g   c o d e  i s  c a l l e d   a n   I n t e r l a c e d  Code.  The 
code  l eng th  i s  A times as long  wi th  A times as many i n f o r m a t i o n  d i g i t s .  The 
parameter  A is c a l l e d  t h e  i n t e r l a c i n g  d e g r e e .  
No matter where i t  starts, a b u r s t  o f  l e n g t h  A w i l l  a f f e c t  no more than 
o n e  d i g i t  i n  e a c h  row  of t h e  a r r a y .  B a s e d  on t h i s  c o n c e p t ,  t h e  e r r o r  
c o r r e c t i n g  c a p a b i l i t y  of t h e  I n t e r l a c e d  Code can be summarized as fo l lows :  
I f  t h e  o r i g i n a l  
code  can  co r rec t  
The I n t e r l a c e d  Code 
w i l l  c o r r e c t  
s i n g l e   e r r o r s   s i n g l e   b u r s t s  o f   l eng th  X o r  less 
t e r r o r s  t b u r s t s   o f   l e n g t h  A o r  less 
s i n g l e   b u r s t   o f   l e n g t h   s i n g l e   b u r s t   o f   l e n g t h  Ab o r  less 
b o r  less 
Arithmetic Codes 
Ar i thme t i c  codes  are based on the  concept  of  l inear  congruence  f rom 
number t h e o r y .   I f   a 1   b l  mod m ,  a2 E b2 mod m ,..., a K  E b,  mod m ,  then 
a1  - a2 E (b l  - b2) mod m 
The above  equat ions  sugges t  an  easy  way t o  c h e c k  t h e  o p e r a t i o n s  of 
a d d i t i o n ,   m u l t i p l i c a t i o n ,   a n d   s u b t r a c t i o n .  A similar e q u a t i o n   f o r   d i v i s i o n  
does   no t   ex i s t .   The re fo re ,   d iv i s ion   mus t   be   checked   i nd i r ec t ly .   Fo r  
imp lemen ta t ion  pu rpose ,  t he  concep t  i n  the  above  equa t ions  can  be  wr i t t en  
R(N1) + R(N2) E R(N1 + N2) mod m 
R ( N ~ )  R(N2) : R(N1 N2) mod m 
where R(N1) i s  t h e   r e s i d u e   o f  N 1  mod m. S u b t r a c t i o n  is  a subse t   o f   add i t ion  
s i n c e ,  i n  most modern computers,  subtraction i s  performed a s  2's-complement 
(or  1 ' s  complement)  addition. 
There a re  two b a s i c  classes o f   a r i t hme t i c   codes :   s epa ra t e   and  
nonsepara te .  In  p r a c t i c e ,   s e p a r a t e   r e s i d u e   c o d e s  a re  used  because of t h e i r  
ease of  implementation. L e t  N b e   t h e  number t o   b e   p r o t e c t e d .  L e t  R(N) be 
t h e  check-symbol  of N computed as  r e s i d u e  of N modulo m. Then [N, R(N)] 
forms a codeword i n  t h e  s e p a r a t e  c o d e ,  w h e r e  N and R(N) c a n  b e  s e p a r a t e l y  
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processed.  A s  an  example ,  cons ide r  t he  case of  adding N 1  = 43 and N 2  = 55, 
wi th   the   check-base  m = 15. I f  t h e  a d d i t i o n  h a s  n o  e r r o r ,  t h e n  
R(43) + R ( 5 5 )  5 R ( 4 3  + 55) mod 15 
1 3  + 10 : R ( 9 8 )  mod 15 
8 z 8  mod 15 
Note   t ha t   t he   codeword   fo r  N 1  = 4 3  i s  [ 4 3 , 1 3 ] .  The e r r o r  d e t e c t i n g  
c a p a b i l i t y  is  i n  t h e  c h e c k - b a s e  m. For  m = 15,  t h e  c o d e  c a n  d e t e c t  a b u r s t  
l eng th  o f  3 .  Since  m = 15, t h e  c o d e  r e q u i r e s  4 c h e c k  b i t s  t o  r e p r e s e n t  
R(N) - 
For  check ing  add i t ions  on ly ,  t he re  is another  method of  detect ing 
s i n g l e - f a i l u r e  e r r o r s  i n  a n  a d d e r .  T h i s  method is c a l l e d  p a r i t y - p r e d i c t i o n ,  
and IBM has  implemented  th i s  method in  the  adder  of  Sys tem 3 6 0  Model 50 
( r e f .  10 ) .  
APPLICATION TO PHOENIX SYSTEM 
The g o a l  o f  t h e  P h o e n i x  p r o j e c t  is  t o  d e v e l o p  a computer system t o  
succeed ILLIAC I V .  C u r r e n t l y ,  ILLIAC I V  h a s  a t o t a l  of 64 Process ing  
E lemen t s  (PE ' s )  t ha t  ope ra t e  a t  a speed  of  about 4 0  megaf lops  (mi l l ions  of  
f l o a t i n g - p o i n t   o p e r a t i o n s   p e r   s e c o n d ) .  The des ign   goa l   o f   Phoenix  i s  t o  
have 1024 P E ' s   t h a t   c a n   o p e r a t e  a t  about  10 000 megaf lops   ( r e f .  2 9 ) .  With 
t h i s  number o f  P E ' s  a n d  t h e  e x p e c t e d  o p e r a t i n g  s p e e d ,  s y s t e m  r e l i a b i l i t y  is  
a h i g h  p r i o r i t y  c o n s i d e r a t i o n  i n  t h e  p r o j e c t .  A t  t h i s  p r e l i m i n a r y  w r i t i n g ,  
the Phoenix system w i l l  have  the  fo l lowing  major  subsys tems:  
Array Processing Elements  
Array  Buffer  Memory 
Problem Memory 
S tag ing  Memory 
Arch iva l  Memory 
I n s t r u c t i o n  B u f f e r  
I n s t r u c t i o n  Memory 
PE Data Permutation Network 
Con t ro l  Units 
T h i s  s e c t i o n  b r i e f l y  d e s c r i b e s  how t o  make e a c h  s u b s y s t e m  f a u l t - t o l e r a n t .  
Array Processing Elements  
The Phoenix System i n i t i a l l y  w i l l  c o n s i s t  o f  some m u l t i p l e  o f  64 
Process ing   Elements   (PE 's ) ,   and   be   capable   o f   expanding   to  1024 P E ' s .  The 
PE w i l l  be  organized  around a h igh-speed  p ipe l ined  f loa t ing-poin t  arithmetic 
u n i t .  The   per formance   of   th i s  arithmetic u n i t  w i l l  be  approx ima te ly  tha t  o f  
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a modern  large-scale  computer.   The  data word l e n g t h  is 64 b i t s .  The  number 
sys t em to  be  used  w i l l  be  the  convent iona l  b inary  sys tem.  Al though res idue  
number systems (.RNS) h a v e  i n h e r e n t  e r r o r  d e t e c t i n g  a n d  c o r r e c t i n g  c a p a b i l i t y ,  
RNS w i l l  n o t  b e  c h o s e n  f o r  t h e  P h o e n i x  S y s t e m  b e c a u s e  t h e s e  number systems 
h a v e  n o t  y e t  a d v a n c e d  f a r  e n o u g h  f o r  p r a c t i c a l  a p p l i c a t i o n s  (refs. 46 
t h r o u g h   4 9 ) .   I n   t h e   n o t a t i o n   o f   S t e r b e n z   ( r e f .   5 0 ) ,   t h e   f l o a t i n g - p o i n t  
a r i t h m e t i c  c h o s e n  is 
FP(r ,p ,R)  = FP(2,48,op) 
where r i s  t h e  b a s e  o f  t h e  number system, p is t h e  p r e c i s i o n  t h a t  d e s i g n a t e s  
t h e  number of r d i g i t s  c o n t a i n e d  i n  t h e  m a n t i s s a ,  a n d  R s p e c i f i e s  how t h e  
a r i t h m e t i c  i s  t o  b e  r o u n d e d .  E i t h e r  optimum  rounding i n  t h e  d e f i n i t i o n  o f  
Yohe ( r e f .  5 1 ) ,  o r  ROM r o u n d i n g  i n  t h e  d e f i n i t i o n  o f  Kuck ( r e f .  5 2 )  w i l l  be  
used .   The   exponent   f ie ld  i s  15 b i t s  and i t s  b i a s  is  1 6  384. 
A r i t h m e t i c  o p e r a t i o n s  i n  t h e  PE w i l l  b e  p r o t e c t e d  by a Separa te  Res idue  
Code f o r  e r r o r  d e t e c t i o n .  The  check-base m f o r  t h e  c o d e  is s e l e c t e d  t o  b e  
m = 2 C - 1 = 1 5   f o r  c = 4 
This  choice  of  m w i l l  s i m p l i f y  t h e  r e s i d u e  c h e c k i n g  l o g i c ,  s i n c e  c d i v i d e s  
p,   and  thus  (2c - 1) d i v i d e s  ( 2 p  - 1) , hence 
I2P - 
where  the  no ta t ion  / A i m  means t h e  r e s i d u e  o f  A modulo m.  A l s o ,  t h i s  c h o i c e  
of m = 15 w i l l  d e t e c t  a l l  s i n g l e  a r i t h m e t i c  e r r o r s  as w e l l  as a l l  s i n g l e  
b u r s t  e r r o r s  o f  l e n g t h  b 5 3 .  The implemen ta t ion  o f  t h i s  mod-15 r e s i d u e  
checke r  r equ i r e s  approx ima te ly  20 I C ' s  w i t h  a t o t a l  d e l a y  of 12 ns.  
Dur ing  use r  p rogram computa t ion ,  any  e r ro r  de t ec t ed  in  a PE w i l l  
a u t o m a t i c a l l y  start  a r e t r y  from the   p rev ious   p rogram  checkpoin t .   I f   the  
r e t r y  f a i l s ,  a s t andby  spa re  PE w i l l  b e  l o g i c a l l y  a c t i v a t e d  t o  r e p l a c e  t h e  
f a u l t y  PE. A t  t h i s  w r i t i n g ,  t h e  r a t i o  b e t w e e n  a c t i v e  P E ' s  a n d  s t a n d b y  P E ' s  
is 64 t o  1. 
O t h e r  o p e r a t i o n s  i n  t h e  PE s u c h  a s  s h i f t ,  r o t a t e ,  complement,  and some 
l o g i c a l  o p e r a t i o n s  c a n  a l s o  b e  p r o t e c t e d  e i t h e r  by Residue Codes or by 
p a r i t y   c h e c k s .  However, t h e  d e t a i l  o f   such   d i scuss ions  w i l l  no t   be  
presented  here .  
Array Buffer  Memory 
The Array  Buffer  Memory, o r  B u f f e r  Memory  (BM), i s  the working memory. 
It h o l d s  t h e  w o r k i n g  d a t a  set dur ing  computa t ion ,  and  i t  i s  a l s o  u s e d  as a 
d a t a  b u f f e r  by t h e  P e r m u t a t i o n  Network dur ing  da ta  rout ing  be tween PE 's .  
The BM communicates with a backup memory, ca l l ed  the  P rob lem Memory  (PM), 
f o r  swapping  working  data sets. The BM w i l l  be   d iv ided   in to   smal le r   modules ,  
16 
one  module  per PE. The s i z e  of each  module i s  4096  64-bit  words.  For  1024 
P E ' s ,  t h e  t o t a l  BM c a p a c i t y  i s  2 2 2  words,  or  4 mi l l ion  words .  
The des ign  of t h e  BM w i l l  u s e  s t a t i c  RAM I C ' s .  I n  t h e  1 9 8 0  time frame, 
o n e  c a n  e x p e c t  t h e  a v a i l a b i l i t y  o f  a 4096-bit s ta t ic  RAM w i t h  a n  access 
t i m e  of 15 n s .  To b u i l d  a 4-million-word BM, 65  36 I C ' s  are r e q u i r e d .  A s  
p r e v i o u s l y  n o t e d ,  t h e  e x p e c t e d  I C  MTBF f o r  X = 0.02% per 1000 h is  75 h. 
The BM system MTBF i s  about 50 h  when a l l  o the r  suppor t ing  ha rdware  such  as 
d a t a  p a t h  r e g i s t e r s ,  c a b l e  t r a n s c e i v e r s ,  and t h e  l i k e  are  inc luded .  
I n  o r d e r  t o  i n c r e a s e  t h e  BM system MTBF, the (127,119)  Hamming Code 
s h o r t e n e d  t o  a (72 ,64 )  code ,  desc r ibed  in  an  earlier s e c t i o n ,  w i l l  be  used.  
The expected system MTBF is i n c r e a s e d  t o  167 000 h, assuming a 24 h MTTR. 
Problem Memory 
The  Problem Memory (PM) is a la rge  backup memory u s e d  t o  s t o r e  t h e  
e n t i r e  program  data   base.  It is  d e s i r a b l e  t h a t  PM be  a random-access 
memory w i t h  a c y c l e  t i m e  of  about 200 ns .  Fo r  th i s  pe r fo rmance ,  t he  PM 
d e s i g n  c a n  u s e  MOS RAM'S. A t  t h i s  w r i t i n g ,  t h e  s i z e  of PM is  0 . 5  m i l l i o n  
words  per PE. For  1024 P E ' s ,  t h e  t o t a l  PM c a p a c i t y  is  34 x lo9 b i t s .  
In  the  1980  t i m e  f r a m e ,  o n e  c a n  e x p e c t  t h e  a v a i l a b i l i t y  of a 
65 536-bit  MOS RAM wi th  the  spec i f i ed  pe r fo rmance .  To b u i l d  t h i s  PM, 
each  modu le  a s soc ia t ed  wi th  the  PE r e q u i r e s  512 I C ' s .  For  1024  PE's, a 
t o t a l  of  524  288 I C ' s  are requi red  wi th  an  expec ted  sys tem MTBF of about 5 h.  
With t h e  t o t a l  s y s t e m  d i v i d e d  i n t o  smaller modules of 0.5 mi l l i on  words  each  
and t h e  Hamming Code used i n  c o n j u n c t i o n  w i t h  a MTTR of 24 h ,  t he  sys t em 
MTBF can  be  inc reased  to  abou t  3066  h. 
S t ag ing  Memory 
The S tag ing  Memory  (SM) is a l a r g e  r o t a t i n g  d i s k  memory u s e d  t o  s t a g e  
Phoenix-bound  programs. It i s  u s e d  p r i n c i p a l l y  as a s t ag ing   dev ice   be tween  
t h e  A r c h i v a l  Memory -and t h e  PM. A t  t h i s  w r i t i n g ,  t h e  s i z e  of SM should be 
about  twice  tha t  of  PM. The d e s i g n  of SM w i l l  use   proven  technology,  a s  do 
t o d a y ' s  400  megabyte  disk  systems. The t o t a l  s y s t e m  c a p a c i t y  is  about  
b i t s .  The s y s t e m  r e l i a b i l i t y  w i l l  be   fur ther   enhanced   by   on- l ine   e r ror -  
c o r r e c t i n g  I n t e r l a c e d  Code t o  b e  implemented i n  t h e  SM C o n t r o l l e r .  
Arch iva l  Memory 
The Arch iva l  Memory (AM) is  a v e r y  l a r g e  s t o r a g e  s y s t e m  u s e d  t o  s t o r e  
a l l  user .   data   and  programs.  The  system  capacity is  a t  least  5 x 1OI3 b i t s .  
The r e l i a b i l i t y  of  the system must  be a t  least  as r e l i a b l e  as t o d a y ' s  d i s k  
memory systems. A t  t h i s  w r i t i n g ,  t h e  e x a c t  t e c h n o l o g y  u s e d  t o  i m p l e m e n t  t h e  
AM i s  n o t  known.  However, o n e  o b s e r v a t i o n  o n  t o d a y ' s  r e s e a r c h  i n  v e r y  l a r g e  
s to rage  sys t ems  is t h a t  u p  t o  a b o u t  1013 b i t s ,  t h e  mos t  f eas ib l e  t echno logy  
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is  magnet ic .  Beyond lo1  b i t s ,   t h e   e l e c t r o n i c   i o n   t e c h n o l o g y  i s  promising.  
The laser technology,  on  the  o ther  hand ,  i s  a l so  emergen t ,  bu t  more  r e sea rch  
i s  needed  on the  p rob lems  o f  h igh -dens i ty  t r ack ing  (3000 t r a c k s  p e r  i n c h )  
a n d  d a t a  o b l i t e r a t e d  b y  d i r t .  
I n s t r u c t i o n  Memory and I n s t r u c t i o n  B u f f e r  
In  the  Phoenix  Sys tem,  the  user  program w i l l  b e  s e p a r a t e d  i n t o  two 
p a r t s :   t h e   i n s t r u c t i o n s   a n d   t h e   d a t a .  The d a t a   p a r t ,  as mentioned earlier,  
is  s t o r e d  i n  PM. The i n s t r u c t i o n  p a r t  is s t o r e d  i n  t h e  I n s t r u c t i o n  Memory 
(IM).  The s i z e  of I M  is about  two mi l l ion   64-b i t   words .  A t  t h i s   w r i t i n g ,  a 
4 4 - b i t  i n s t r u c t i o n  word l e n g t h  i s  contemplated.   The  exact  word l e n g t h  w i l l  
be  known as  soon as a f o r m a l  d e s c r i p t i o n  o f  t h e  i n s t r u c t i o n  set i s  a v a i l a b l e .  
The I n s t r u c t i o n  B u f f e r  ( I B )  i s  a b u f f e r  t h a t  h o l d s  t h e  i n s t r u c t i o n s  t o  
be  executed.  I B  f e t c h e s  i t s  i n s t r u c t i o n s  f r o m  I M  i n  a look-ahead  manner. 
The s i z e  of I B  i s  128  ins t ruc t ions ,  wh ich  is  t h e  same as t h a t  i n  ILLIAC I V .  
The des ign  o f  I M  w i l l  be  similar t o  t h a t  o f  t h e  A r r a y  B u f f e r  Memory, 
for  which  a 4096-bit  s t a t i c  RAM w i l l  be  used .  To b u i l d  a 2-mil l ion word I M ,  
32  768 I C ' s  a re  requi red ,   which  is  t h e  same s i z e  as BM. Again ,   the  Hamming 
Code w i l l  b e  u s e d  t o  i n c r e a s e  t h e  s y s t e m  r e l i a b i l i t y .  T h i s  Hamming Code w i l l  
p r o t e c t  b o t h  t h e  I M  and  the  I B ,  s i n c e  t h e  d e c o d e r  w i l l  b e  l o c a t e d  i n  I B .  
The 10  ns  decod ing  time w i l l  be  masked i n  I B  by an  in s t ruc t ion  look-ahead  
f e a t u r e .  
PE Data Permutation Network 
The PE Data Permutation Network (PN) is a da ta  rou t ing  ne twork  capab le  
of  s imultaneously rout ing data  between PE's  within the Phoenix System 
( r e f .  53) .  It is  a much more  power fu l  rou t ing  ne twork  than  tha t  u sed  in  the  
ILLIAC-IV computer.  The complexity  of PN is  about  40,000 I C ' s ,  w i t h  a n  
expected  system MTBF of   about  1 2 7  h .  It  i s  d e s i r a b l e  t o  i n c r e a s e  t h i s  MTBF 
by  about 10 times t o  a t  least  1000 h.  The Hamming Code w i l l  be  used t o  pro- 
t ec t  t h e  d a t a  p a t h s .  A t  t h i s  w r i t i n g ,  t h e  PN p a t h  i s  1 6  b i t s ,  and  thus a 
(21,16) Hamming Code c a n   b e   u s e d   f o r   s i n g l e - b i t   e r r o r   c o r r e c t i o n .   F o r   t h e  
p r o t e c t i o n  of t h e  c o n t r o l  l o g i c ,  t h e  method  of e r r o r  d e t e c t i o n  f o r  com- 
b i n a t i o n a l  a n d  s e q u e n t i a l  c i r c u i t s ,  d e s c r i b e d  i n  r e f e r e n c e  41 ,  can be used.  
Con t ro l  Un i t s  
The Cont ro l  Uni t s  (CU's )  of  the  Phoenix  Sys tem are  d iv ided  in to  two 
l e v e l s .  The f i r s t  level  o f   c o n t r o l  i s  t h e   C e n t r a l   C o n t r o l   U n i t  (CCU). The 
second   l eve l   o f   con t ro l  is the   Sex tan t   Con t ro l   Un i t  (SCU) .  For r e l i a b i l i t y  
enhancemen t ,  e r ro r - co r rec t ing  codes ,  e r ro r -de tec t ing  log ic ,  and  dup l i ca t ions  
w i l l  b e  u s e d ,  d e p e n d i n g  u p o n  t h e  c i r c u i t  t o  b e  p r o t e c t e d .  I n  c i r c u i t s  l i k e  
da ta  b u s e s   a n d   r e g i s t e r s ,   e r r o r - c o r r e c t i n g   c o d e s  w i l l  b e   u s e d .   I n   c o n t r o l  
c i r c u i t s ,  w h e r e  t h e  u s e  o f  c o d e s  is not  poss ib le ,  combina t iona l  and  
s e q u e n t i a l  e r r o r - d e t e c t i n g  l o g i c  a n d  d u p l i c a t i o n s  w i l l  be  used .  
CONCLUSION AND PROSPECTUS 
T h i s  r e p o r t ,  i n  a somewhat t u t o r i a l  manner ,  addressed  the  concept  of  
fau l t - to le ran t  comput ing  and  i ts  app l i ca t ion  to  l a rge  compute r  sys t ems .  
Faul t - to le ran t  comput ing  w a s  in t roduced  f rom the  v iewpoin ts  of  (1) con- 
c u r r e n t  e r r o r  d e t e c t i o n  and  co r rec t ion ,  (2 )  program  rol lback  and  re t ry ,   and 
(3)   replacement   of   faul ty   components   by  s tandby  spares .   Large  computer  
s y s t e m s ,  i n  t h e  c l a s s  o f  ILLIAC-IV o r  l a r g e r ,  h a v e  p r o b l e m s  i n  t h e  areas of 
r e l i a b i l i t y ,   a v a i l a b i l i t y ,   a n d   s e r v i c e a b i l i t y .  Based  upon o p e r a t i o n a l  ex- 
p e r i e n c e s  w i t h  ILLIAC-IV and  obse rva t ions  o f  o the r  l a rge  compute r  sys t ems  
c u r r e n t l y  i n  o p e r a t i o n ,  t h e  c o n s e n s u s  o f  o p i n i o n  a t  I A C  i s  t h a t  f a u l t -  
to le ran t  comput ing  i s  a preamble  for  assur ing  la rge  computer  sys tem 
v i a b i l i t y .  
Research and development of large computer systems i s  c u r r e n t l y  i n  i t s  
infancy.   Based  upon  our   present   assessment   of   re levant   large-scale  
computa t iona l  p rob lems ,  one  can  fo re see  tha t  t he  demand f o r  l a r g e  computer 
systems w i l l  p r o b a b l y  i n c r e a s e  r a t h e r  t h a n  d e c r e a s e  i n  t h e  f u t u r e .  To make 
t h e s e  l a r g e  s y s t e m s  v i a b l e ,  f a u l t - t o l e r a n t  c o m p u t i n g  w i l l  p robably  become a 
s t anda rd   des ign   r equ i r emen t   fo r   t hese   sys t ems .   Exac t ly  how f a u l t - t o l e r a n t  
computing i s  t o  b e  d e s i g n e d  f o r  f u t u r e  l a r g e  s y s t e m s  w i l l ,  o f  course ,  evolve  
wi th  changing  technologies .  
Ames Research Center  
Nat iona l  Aeronaut ics  and  Space  Adminis t ra t ion  
Moffe t t   F ie ld ,   Cal i f .   94035,   June   9 ,   1977.  
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