Studies on various model systems have shown that a relatively small number of transcription factors can set up strikingly complex spatial and temporal patterns of gene expression. This is achieved mainly by means of combinatorial or differential gene regulation, i.e. regulation of a gene by two or more transcription factors simultaneously or under different conditions. While a number of specific molecular details of the mechanisms of combinatorial regulation have emerged, our understanding of the general principles of combinatorial regulation on a genomic scale is still limited. In this work, we approach this problem by using the largest assembled transcriptional regulatory network for yeast. A specific network transformation procedure was used to obtain the co-regulatory network describing the set of all significant associations among transcription factors in regulating common target genes. Analysis of the global properties of the co-regulatory network suggested the presence of two classes of regulatory hubs: (i) those that make many co-regulatory associations, thus serving as integrators of disparate cellular processes; and (ii) those that make few coregulatory associations, and thereby specifically regulate one or a few major cellular processes. Investigation of the local structure of the co-regulatory network revealed a significantly higher than expected modular organization, which might have emerged as a result of selection by functional constraints. These constraints probably emerge from the need for extensive modular backup and the requirement to integrate transcriptional inputs of multiple distinct functional systems. We then explored the transcriptional control of three major regulatory systems (ubiquitin signaling, protein kinase and transcriptional regulation systems) to understand specific aspects of their upstream control. As a result, we observed that ubiquitin E3 ligases are regulated primarily by unique transcription factors, whereas E1 and E2 enzymes share common transcription factors to a much greater extent. This suggested that the deployment of E3s unique to specific functional contexts may be mediated significantly at the transcriptional level. Likewise, we were able to uncover evidence for much higher upstream transcription control of transcription factors themselves, in comparison to components of other regulatory systems. We believe that the results presented here might provide a framework for testing the role of co-regulatory associations in eukaryotic transcriptional control.
Introduction
In all cellular systems, DNA-binding transcription factors mediate the activation or repression of gene expression by binding specific regulatory sequences associated with a given target gene. Earlier studies on phage and prokaryotic model systems revealed a relatively simple promoter organization with only a single or a small number of transcription factors interacting with each promoter or operator element. [1] [2] [3] In contrast, genes of many eukaryotes display a more complex architecture of associated regulatory elements, which include proximal promoter elements with binding sites for basal transcription factors, and several distal or upstream elements with binding sites for a host of specific transcription factors. 4, 5 Several elegant studies on developmentally regulated [6] [7] [8] and immune-response genes [9] [10] [11] have revealed an important role for combinatorial interactions between different transcription factors (TFs) in establishing the complex temporal and spatial patterns of gene expression.
Combinatorial control of gene expression is defined here as the regulation of a single gene by two or more specific transcription factors. 12 These transcription factors might either act independently under different spatial or temporal conditions or together at the same time. 2, 3, 5 The result of such combinatorial control of a gene might have a variety of biological consequences, such as differential response to various external stimuli, the integration of multiple signaling inputs at the transcriptional level, or the generation of highly specific transcriptional outputs using a relatively small number of transcription factors. In a cell, this may be achieved either by the presence of combinatorial logic in cisregulatory elements 4, 5 or by combinatorial physical interactions 10, 13, 14 of specific transcription factors. The first mechanism is largely independent of specific protein-protein interactions, whereas the latter mechanism is dependent on the interactions of two or more TFs with themselves or with various adaptor/mediator complexes. 15 Over the years, structural and biochemical studies have revealed several key features of the interactions between different specific TFs, and the role of promoter/enhancer structure in combinatorial regulation of eukaryotic genes. 14, 16, 17, 18 There has been progress in integrating gene expression data, protein-protein interaction and information about cisregulatory elements to reconstruct aspects of the cellular program of combinatorial transcriptional control. [19] [20] [21] [22] [23] [24] [25] These studies have led to the consensus opinion that combinatorial regulation is the dominant mechanism behind the observed complexity in gene expression patterns. 24, 26, 27 Nevertheless, the understanding of combinatorial regulation on a genomic scale remains limited. Here, we have approached this problem using the transcriptional regulatory network of yeast, and discover the general principles governing co-regulatory association between TFs. We first use a network transformation procedure to generate the co-regulation network, and analyze it to elucidate the levels of organization, ranging from the global architecture, down to the local features of the co-regulatory association between TFs. We use the features uncovered from the co-regulation network to determine the key features of the transcriptional inputs feeding into the ubiquitin-proteasome, protein phosphorylation and transcriptional systems.
Genome-scale Analysis of Combinatorial Regulation in Yeast Transcriptional regulatory network in yeast
The availability of data from ChIp-chip experiments and allied high-throughput methods on transcriptional interactions provides us with an opportunity to determine the underlying principles of the regulatory interactions between TFs and their target genes (TGs) on a genome scale. These data, combined with the published reports of several individual small-scale studies on specific TFs, allowed us to assemble the largest possible transcriptional regulatory network (Tnet) in yeast. 28 This information is represented as a graph ( Figure  1(a) ) consisting of 157 specific TFs and 4410 target genes (the nodes) involving a total of 12,873 regulatory interactions (the edges of the graph). The Tnet in yeast represents our present reconstruction of the transcriptional program of the cell across multiple conditions. [29] [30] [31] [32] [33] [34] [35] Analysis of the structure and organization of this network revealed several notable features. The number of TGs regulated per TF (out-going connectivity) showed that: (i) on average, each TF regulates 82 Tgs; and (ii) the distribution of the out-going connectivity can be approximated best by a powerlaw equation (Figure 1(b) ). This allowed us to identify 33 regulatory hubs defined as the top 20% of TFs with high out-going connectivity that cumulatively account for about more than half the number of interactions in the network (e.g. RCS1 regulates 355 target genes). These results are qualitatively consistent with previous studies carried out on much smaller, less-complete transcriptional networks in yeast. 29, 31, 35, 36 Similarly, the analysis of the number of TFs regulating a TG (incoming connectivity) revealed that: (i) on average, each TG is regulated by ∼2.9 TFs; and (ii) the distribution of in-coming connectivity can be approximated best by an exponential fit, as has been reported on smaller networks 31, 35 constructed using interactions inferred from individual experiments (Figure 1(c) ). We did observe a few deviant points in the range of 15 or more incoming connections (about 45 genes). The majority of these genes with high incoming connections were either sub-telomeric genes immediately adjacent to the telomere (31%) or neighboring oppositely transcribed gene pairs (32%). The telomere effect seen in the former set appears to arise from a cause potentially involving chromosome-looping interactions during gene regulation 37 (our unpublished results). The latter set has overlapping upstream regions, as a result of which, the ChIP-chip experiments might exaggerate the incoming connections by reporting the combined binding of TFs to the regulatory regions of both genes in the pair.
Given the connectivity distributions and the average incoming connectivity to a particular TG (∼2.9) in the transcriptional network, it is obvious that there is regulation of the TGs by multiple TFs. This motivated us to uncover general principles of co-regulatory associations between different TFs in the transcriptional program of yeast.
Pair-wise and higher-order combinations of TFs in the yeast Tnet
With the 157 transcription factors in this network, there is an expected number of 157 C 2 (12, 246) ( N C k = N!/[k! × (N-k)!) possible co-regulatory associations involving pairs of TFs. Analysis of the Tnet shows that 5622 (45%) of the possible pair-wise coregulatory associations were seen, suggesting that only less than half of the combinations have been explored. Using the same data, we determined the numbers of higher-order TF combinations (triads, tetrads… kth combination), occurring in the Tnet. Our calculations revealed that the ratio of observed kth combinations in the Tnet to the total number of possible kth combinations ( 157 C k ) falls exponentially with increasing k. Any given higher-order combination can be decomposed further into pair-wise combinations.Accordingly, the rest of this work focuses on the study of pair-wise combinatorial regulation ( Figure 2) .
Determination of the co-regulatory network through network transformation
To understand the co-regulatory interactions, we utilized a network transformation procedure that allowed us to construct the co-regulation network (Cnet) from the Tnet. Thus, the Cnet is a network representation of all existing co-regulatory associations between transcription factors. In this network, all nodes are TFs and the edges are co-regulatory associations (the regulation of a shared target gene) between TFs. The procedure, which is represented in Figure 3 (a), works as follows: (i) using the information in the transcriptional regulatory (Figure 3(b) ), defined as the ratio of the observed number of shared target genes by a pair of TFs to the expected number of TGs shared by the same pair. The expected value is calculated as the average number of shared TGs for a TF pair in 10,000 randomly generated transcriptional networks with degree distribution similar to that of the original network. (iii) The co-regulatory network is then defined as the set of TFs and links between them that have CC > 1, i.e. higher than random co-regulatory association ( Figure 3(c) ). This resulted in a Cnet with 3459 edges between 157 TFs (Supplementary Data S1).
In applying this transformation procedure, we move from an un-weighted (with no information about strength of edges) Tnet, consisting of TFs and TGs to a weighted (with information about strength of edges) co-regulatory network consisting only of TFs. The weight of the edge between TFs in the Cnet is an estimate of the extent of coregulatory association between pairs of TFs over what is expected by chance. This normalizes potential biases arising due to chance sharing of TGs, especially seen in high-throughput datasets. Because the construction of the Cnet retained only significant edges, it is an objective representation of the co-regulatory associations of TFs in yeast (Figure 3(c) ), which we used as the basis for further genome-scale investigations.
Global Properties of the Co-regulatory Network
Relationship between numbers of regulatory interactions of a TF and co-regulatory associations with other TFs To understand the relationship between the number of co-regulatory associations made by a TF in the co-regulatory network and the number of target genes that it regulates in the Tnet, we generated a scatter plot of these values for each TF Figure 3 . (a) Procedure to determine a co-regulatory network starting from a transcriptional network. Red circles represent TFs, green circles represent target genes. Regulatory interactions are shown as black lines connecting the TF and the target gene in the transcriptional network. The first step involves creating a network of TFs alone, where we link two TFs (blue lines) if they regulate a common target gene. All pairs that are linked, but have a co-regulation coefficient value <1 are shown as blue dotted lines, which will be removed in order to arrive at the co-regulation network. (b) The co-regulation coefficient for a pair of TFs is calculated as the ratio of the observed number of commonly regulated target genes to the expected number of commonly regulated target genes by chance. The chance expected value is calculated as the average number of common target genes regulated by the same pair in 10,000 randomly generated networks with a degree distribution similar to that of the original network. Only the TF pairs with co-regulation coefficient value >1 will be retained in the co-regulatory network. (c) The co-regulatory network in yeast derived using the procedure described above. This network consists of 157 TFs, with 3459 co-regulatory associations (i.e. pairs or edges with CC > 1).
( Figure 4(a) ). This plot showed that approximately 67% of the TFs show a positive correlation between the connectivities in the two networks. Thus, with an increase in the number of TGs for a given TF there is a gradual increase in the number of co-regulatory associations with other TFs (Figure 4(a) ). However, the remaining 33%, which comprises of TFs with a high number of target genes (including hubs), showed a continuous spectrum in the number of co-regulatory associations they make with other TFs (Figure 4(a) ). In essence, there were about 18 highly connected TFs that formed fewer than the average number of co-regulatory associations, whereas 36 formed a higher than average number of coregulatory associations. The former category is represented by hubs such as Tos4p and Fhl1p, which are typically the principal regulators of their target genes. For instance, Tos4p activates a distinctive set of genes in response to pheromone and is connected with the G1-S transition. 32 Likewise, Fhl1p is the major activator of genes encoding the ribosomal components and factors needed for ribosomal biogenesis. 38 The latter category included hubs such as C 2 H 2 transcription factors Msn4p and Nrg1p, which interact with many other TFs related to extreme environmental conditions.
The above sets of highly connected TFs are likely to represent two distinct regulatory strategies: (i) the highly associated hubs ( Figure 4 , top section of the connectivity plot in red) are providing inputs to influence a range of different biological responses, and may serve as integrators of various distinct programs at the transcriptional level.
(ii)
The poorly associated hubs, in contrast, might represent global transcriptional switches for major stand-alone functional programs in the cells such as activation of ribosome biogenesis and some of the specific aspects of pheromone response.
Distribution of the strength of co-regulatory association between pairs of TFs
The distribution of the strengths of co-regulatory associations between the TF pairs is reasonably approximated by a power-law equation ( Figure  4 (b)): numerous TF pairs have a relatively low CC, but a small number of TF pairs have very high coregulatory coefficients. This observation reveals the centrality of specific pairs of transcription factors in the co-regulatory network, analogous to the regulatory hubs in the transcriptional network. Many of the TF pairs with high CC values are not always hubs in the transcriptional network and vice versa. This observation implies that strong co-regulatory associations between such TF pairs are not merely a consequence of having a large number of TGs. Instead, it points to specific evolutionary or functional constraints for the emergence of high CC values.
In several cases, members of the pair with aboveaverage co-regulation coefficients, e.g. Msn2p and Msn4p (CC = 9.2), are closely related paralogous TFs, suggesting that they have largely retained the TGs regulated by their common ancestor. 31 In other cases, we found that pairs with high co-regulation coefficients arise due to physical interactions between two TFs. For example, the transcription factors, Swi4p and Swi6p, share about two-thirds of their target genes, with a co-regulation coefficient value ∼11. This is consistent with the observation that they physically associate to form the heteromeric transcription regulator SBF involved in the stage-specific gene expression during the cellcycle. 39, 40 Likewise, classes of transcription factors with domains that bind DNA as obligate dimers may also form pairs with high CC values. The Ino2p and Ino4p proteins, with classical bHLH dimeric DNA-binding domain, share half their target genes (CC = 28) and is an example of the above category.
Hence, it appears that there is some correspondence between the extent of co-regulatory associations and physical interactions between TFs. Thus, two major, not necessarily mutually exclusive, functional or evolutionary features appear to characterize the TFs with high CC values: (i) they may represent close paralogs that have inherited a common set of targets from their ancestor, and probably provide backup through redundancy; and (ii) they represent adaptations for achieving specificity through combinatorial interactions. While it is possible that one of the TFs may be an activator and the other a repressor, and hence might not really provide backup, we find that a majority of the genes in our network are regulated by more than two transcription factors, suggesting that other TFs might provide backup and specificity.
Local Properties of the Co-regulatory Network
The local organization of the co-regulatory network may show regulatory units with specific biological significance, which might have escaped the above-presented global analysis. In particular, we sought evidence for the presence of modules, motifs and other patterns in the local organization of the Cnet. In addition, we examined how the pairs with high CC values are distributed in the Cnet.
Modular complexity in the co-regulatory network
Here, we define a module in the co-regulatory network as a k-clique, i.e. a complete sub-graph with k transcription factors with all TFs having coregulatory association with every other transcription factor in the sub-graph. We identified 10,067 such modules, where each module has a unique composition of TFs, allowing the same TF or the same pair to occur in more than one module. Figure 5 shows that the distribution of module size appears to follow a normal distribution, with a preferred module size involving nine TFs, and with the largest module including 23 Tfs. To test if these results may arise by chance alone, we analyzed the Cnets obtained from 1000 randomly generated Tnets with similar degree distribution and examined two properties. (i) The number of modules: the average number of modules (n = 5083) in Cnets generated from 1000 random Tnets was much lower than the real network (10,067). Furthermore, the probability of obtaining such high values of modularity as seen in the real network by chance alone was low (p = 0.017). (ii) The area under the curve of the frequency distribution of module size: this parameter is at least 1.5 times higher in the real Tnet than what is observed, on average, for random networks (p = 0.02). These results suggest that certain constraints may have favored a specific level of modularity in the real Cnet, both in terms of the preferred module size and the total number of modules. We interpret this feature as being a consequence of natural selection on the real transcriptional network for optimal modular complexity that possibly provides both Figure 5 . The distribution of module size in co-regulatory networks. Modules are defined as fully connected subgraphs of TFs in the co-regulatory network. The x-axis represents module size, k, and the y-axis represents the number of modules of size k. The trend shown in red represents the distribution of module size in the co-regulatory network obtained from the real yeast regulatory network. The trend shown in green represents the distribution of module size obtained from the co-regulatory network derived from a representative randomly generated transcriptional regulatory network with connectivity profiles similar to those of the original transcriptional network. modular backup as well as integration of distinct functional programs (see discussion below).
Distribution of transcription factors and TF-pairs in modules
We then analyzed how often the same TFs and TF pairs participate in more than one module by plotting the number of transcription factors ( Figure  6(a) ) or the number of TF pairs (Figure 6(b) ) against the number of modules in which they participate. We found that there were only a few TFs, and TF-pairs that participate in many modules but many participate in only a few modules. This suggested that the TFs that participate in many modules might be the principal TFs required for the process of integrating different transcription outputs in the cell. Interestingly, we found that the TFs that were used repeatedly in different modules were not necessarily hubs in the original Tnet, consistent with the earlier finding that hubs may or may not have large number of co-regulatory associations. Examples of TFs frequently re-used in multiple modules are Yap6p, Rim101p, Uga3p, Rtg3p and Nrg1p, all of which may mediate a global stress response program by coordinating the responses across several distinct functional systems. From this set, Yap6p and Rim101p, which have a high co-regulatory coefficient, are commonly re-used in multiple modules (tail of the distribution in Figure 6(b) ).
Examination of the distribution of the pairs with high co-regulatory coefficients revealed that such dominant pairs did not cluster together in the same module; instead, they were distributed across the different modules. This implied that each module had one or a few pairs that had very high CC, while the rest had a much lower CC. This division of CC between TF pairs is seen in most modules in the network. Figure 6 (c) shows that in at least 83% of the modules in the Cnet, only 20% of the interactions have high (highest CC in the module more than twice the lowest) co-regulatory association in comparison with the other pairs in the same module. Thus, we find that there is a self-similar behavior of the Cnet in terms of the distribution of the strengths of CC values within modules. In functional terms, this observation implies that, typically, a single or a few TF pairs provide high specificity in a module, whereas the rest serve to embed it in larger functional contexts. This feature might simultaneously allow a notable degree of functional autonomy and integration into cellular processes as a whole.
Recently, it was observed that in a transient response to glucose pulses, six TFs (Mig1p, Gal4p, Cat8p, Rgt1p, Adr1p, and Rcs1p) were responsible for most of the observed changes in expression. 41 When we investigated the above TFs, we noted that they occurred in several different modules, but avoided co-regulatory associations with each other. Hence, they may represent the autonomous elements of the response to glucose pulses, supporting the idea of modules as being important for both integration and autonomy of cellular processes.
Association between modules and regulatory integration of various cellular processes
By investigating the functional contexts of the genes regulated by TFs constituting different modules, we observed links to particular cellular processes. 42 For instance, the largest module with 23 TFs (Figure 7(a) ), has transcription factors that are the key regulators of the core proteins in carbon and nitrogen metabolism (amino acids, sugars and nucleotides), as well as other TFs involved in oxidative and xenobiotic stress responses. This suggests that it might represent a major integrative feature of the yeast transcriptional program that allows the cross-talk between multiple distinct pathways central to growth. The integration of different stress response genes into this module might also imply a role for it in maintaining homeostasis. We grouped the different modules that have overlapping TFs using an inclusion threshold of 0.5 (i.e. if 50% of the TFs are shared between modules) to form clusters. This allowed us to identify 134 clusters (Supplementary Data S2), which appear to represent the core units providing both integration and backup for various transcriptional programs of the cell. We also de-composed the Cnet into non-overlapping modules, which resulted in the identification of 16 such non-overlapping modules, each of which might represent autonomous transcriptional control programs (Supplementary Data S3).
We were also able to predict potential roles for uncharacterized TFs by exploiting their participation in a particular module as a novel form of contextual information. For instance, YPR196W (a C 6 fungal type Zn finger protein closely related to Mal33p, Mal63p and Mal13p), being a part of the largest 23 TF module could be implicated in potentially integrating aspects of carbohydrate metabolism with other basic metabolic processes and xenobiotic stress response. Likewise, we found that a six TF module with two uncharacterized TFs YFL044C (C 2 H 2 Zn finger) and YJL206C (C 6 fungal-type Zn finger) was associated consistently with the upstream regulation of metabolism of nitrogenous compounds. This would predict that the two uncharacterized TFs indeed have a strongly possibility of also being as yet unstudied regulators of components of such metabolic processes (Figure 7(b) ). (More such functional predictions for other uncharacterized TFs using the above module-based approach are provided in Supplementary Data S4).
Network motifs in the co-regulatory network
At the lowest organizational level, we defined motifs as small stereotypic units that might be considered as building blocks of the entire coregulatory network. 43 The different types of motifs that comprise the network (Figure 8 ) are: (i) closed motifs, these represent the smallest set of TFs that are completely connected. One can imagine three types of closed motifs if we consider the strengths of the co-regulatory associations between the constituent TFs (Figure 8(a) ). (ii) Radial motifs, these are three or more TFs with a central TF, which is connected to other TFs that are, in turn, not connected among themselves (Figure 8(b) ). These represent the minimal connectivity feature involving a higher-order coordinator for several unconnected transcriptional outputs.
We found that closed motifs (30,115 motifs) are most prevalent in the Cnet. Of the three types of closed motifs shown in Figure 8(a) , the one where all co-regulatory associations have comparable strengths (i.e. none of the links has a CC greater than or equal to twice the lowest strength in the motif) occurs least (8282), and the one with one edge dominating over the other two occurs most (11,839). We could identify only two instance of the radial motif in the Cnet involving EDS1p and ECM22p (regulating genes responsible for sterol biosynthesis) as the central TFs associated with Tos8p, Fkh1p, Cin5p and Hap1p, Upc2p, Hcm1p, respectively (Figure 8(c) ). Thus, we find that closed motifs are far more prevalent than radial motifs in the Cnet, reflecting a preference for specific building blocks that are more inter-twined rather than hierarchical configurations. This is supported also by a high average CC value of 0.48 for the co-regulatory network, in comparison to a value of 0.12 for the Tnet.
Transcriptional Regulation of Genes Involved in Ubiquitin, Kinase and Transcriptional Factor Networks
We next examined the biological implications of network properties for the transcriptional control of major cellular regulatory systems. In the subsequent sections, we discuss the role of combinatorial regulation of genes involved in three major regulatory pathways: (1) the ubiquitin pathway; (2) protein kinase signaling, i.e. regulation by phosphorylation; and (3) transcriptional regulation i.e. regulation of specific TFs by other TFs (Supplementary Data S5).
Combinatorial regulation of genes in the ubiquitin pathway
Ubiquitin modification is a major eukaryotic signaling system that plays a key role in regulating protein stability through proteasomal targeting, protein trafficking and other dynamics of interactions within macro-molecular complexes. [44] [45] [46] All ubiquitin-mediated pathways involve the posttranslational modification of target proteins with ubiquitin (Ub) or ubiquitin-like polypeptides (Ubls). This process is mediated by a cascade of three enzymes, the ubiquitin ligases, designated as E1, E2 and E3, which serially transfer the Ub or Ubl moiety to a lysine residue in the target protein. [44] [45] [46] A number of de-ubquitinating enzymes (DUBs) reverse the modification by removing covalently linked Ub/Ubls from the target proteins. Since E3 ligases contact the substrate directly, the diversity, i.e. number of different version of E3 ligases, is higher than the E2 and E1 proteins. [44] [45] [46] In our earlier studies we showed that the diversification of E3 ligases has often occurred via lineage-specific gene expansions. 47, 48 In order to analyze the nature of the transcription control of the ubiquitin-based signaling system, we first systematically identified all of its components encoded by the yeast genome, including Ub and Ubls, E1s, E2, and E3s, DUBs, Ub-binding proteins and proteasomal components. For this purpose, we used previously made sensitive hidden Markov models and PSI-BLAST position-specific scoring matrices for all the conserved domains found in the above classes of proteins, 49, 50 and we identified a total of 195 genes involved in the ubiquitin pathway. Of these, 124 genes were represented in our reconstructed Tnet and comprised a subnetwork involving 98 transcription factors with 341 regulatory interactions. We refer to this Tnet involving only the ubiquitin pathway-related genes as the ubiquitin transcriptional network (Tnet-U). Structural characterization of Tnet-U displayed properties similar to those of the global network, i.e. power-law behavior in its out-going connectivity profile. We then searched for any TF that might have a higher than expected regulatory interaction specific to the Ub-signaling system. As a result, we recovered two TFs, Rpn4p (C 2 H 2 -Zn finger) and Reb1p (Myb domain), which had a significantly higher than expected transcription regulatory interactions with the Ub-system. In previous experimental results, Rpn4p has been characterized as a global regulator of many components of the protein stability apparatus in yeast, [51] [52] [53] and accounts for nearly 10% of all transcriptional interactions in the Tnet-U. Reb1p appears to represent a novel transcriptional program that simultaneously regulates several Ub-transfer enzymes in the course of cellcycle progression. In addition to these TFs, there are multiple generic global regulators which also transcriptionally feed into the Ub-system in direct proportion to their outgoing edges.
We then analyzed the Cnet derived from the ubiquitin-related Tnet to determine whether it displayed properties similar to the co-regulatory network seen for the whole transcriptional network in yeast. As expected, the distribution of the strengths of the CC was approximated by a powerlaw, as in the complete Cnet. Of the possible 98 C 2 (4753) pair-wise combinatorial interactions involving 98 TFs, we observed 517 combinatorial associations, of which 498 had CC ≥ 1. Thus, we observed a substantially increased proportion of co-regulatory associations when compared to the whole network. This indicates that a majority of the combinatorial regulation involved in the ubiquitin-related Tnet is unlikely to have arisen by chance alone. The ratio of the average number of co-regulatory associations to the average number of TGs in the Tnet in the complete yeast networks is 0.53, while for the ubiquitin networks the same ratio is 3.23. Hence, the number of co-regulatory associations formed per number of TGs regulated is much higher in the Ubnetwork. These observations might mean that the transcriptional control of the Ub signaling system is integrated extensively with that of other cellular systems, and is extensively backed-up.
There were 97 modules in the Ub-network, with the largest module having 16 TFs. For 1000 randomly sampled sub-networks from the original Tnet, of equivalent size to the Tnet-U, the corresponding Cnets had the same or lower modularity only 11% of the time. Further, for the Cnets derived from randomly generated Tnets with equivalent degree distribution and size as the Tnet-U, there was a low probability of achieving modularity comparable with that of the ubiquitin Cnet (p = 0.004, expected = 120 modules). This might mean that the ubiquitin system has several distinct sub-systems that do not intersect much in terms of function or regulation.
Dissection of the sub-networks involving only the E1 (5 genes regulated by 11 TFs), E2 (11 genes regulated by 16 TFs) and E3 (30 genes regulated by 52 TFs) ligases (Supplementary Data S5) showed interesting patterns. Only four global regulators, Rcs1p (iron-dependent regulation), Rpn4p (regulation of proteasome), Tos4p (pheromone response), and Yox1p (cell-cycle) controlled expression of at least one each of all the three ligases, E1, E2 and E3 in the Ub pathway. This information might assist contextual prediction of the Ub-ligase that might be simultaneously regulated during large-scale cellular state transitions. The E3 ligases have the most number of unique transcriptional regulators, and involve the least possible co-regulatory associations between them (Figure 9 ). In contrast, E1 and E2 have the least possible unique regulation and most possible co-regulatory associations (Figure 9 ). These observations are consistent with findings that E1 and E2 ligases are re-used in ubiquitinating more than one substrate, while employing multiple substrate-specific E3 ligases. 44, 45, 47 Thus, in addition to diversification of E3 in the course of evolution through lineage-specific expansion, we observe that they come under the control of unique TFs allowing them to be condition-specifically deployed. There was a notable overlap between the TFs that regulate the Ub-ligases and de-ubquitinating enzymes (14 TFs). However, the major regulator of Ub-ligases, Reb1p, did not appear to regulate any of the DUBs. Conversely, there were at least three unique regulators of the DUBs, including Gat1p, a major regulator of genes involved in nitrogen metabolism. Interestingly, one of the known negative regulators of peptide intake, Cup9p, which is degraded by Ubdependent proteolysis activated by incoming peptides, 54 uniquely regulates a DUB (Sad1p). This DUB might help in countering the degradation of Cup9p and thereby maintain levels of peptide intake by balancing opposing activities.
Combinatorial regulation of kinase genes
Protein kinases are the mainstay of signal transduction in eukaryotes, and an estimated 30% of the yeast proteome is believed to be regulated directly through protein phosphorylation. 55 Unlike ubiquitination, phosphorylation is a single-step modification and might occur as a stand alone event or a regulatory cascade of kinases phosphorylating successive members of the cascade. 56 To reconstruct the transcriptional regulation of kinases in yeast, we used sensitive hidden Markov models and positionspecific scoring matrices to computationally identify 122 kinase genes in the yeast genome, 48, 50 of which 79 were represented in our transcriptional network. Using these genes, we first obtained a sub-network involving 76 TFs with 219 regulatory interactions involving at least one of the 79 kinase genes (Tnet-K). Like the Tnet-U, the Tnet-K displayed properties similar to those of the global network, such as a power-law behavior in its out-going connectivity profile, suggesting it was a typical sub-network occurring within the range where the complete Tnet shows scale-free behavior. Two TFs, Mbp1p and Swi6p, emerged as dominant regulators (together accounting for 10% of all interactions) in the Tnet-K with higher than expected specific regulatory connections to kinase genes. This suggests that a major share of the transcriptional regulation of kinase genes is related to the G1/S transition in the cellcycle.
Using Tnet-K, we derived the kinase co-regulatory network comprising 74 transcription factors with 280 co-regulatory associations between them. This sub-network behaved just as the ubiquitin network and the overall network in its gross properties, such as the distribution of the strengths of the coregulatory coefficient. As in the co-regulatory network derived from the Tnet-U, even the kinase co-regulatory network showed a higher ratio of number of co-regulatory associations formed to the number of TGs regulated than the overall network. Similarly, the kinase co-regulatory network showed much less modular complexity using the same randomization procedures as described for the ubiquitin networks (Table 1) . Thus, both these signaling systems appear to show a considerable dispersion into functionally distinct subsystems despite being co-regulated by large batteries of TFs.
The transcription factors regulatory network
To determine if similar properties may be observed in an entirely different regulatory system, we analyzed the sub-network where TGs are themselves TFs (Tnet-T). The Tnet-T comprises 108 TFs involved in the regulation of 126 TGs (which are themselves TFs) with 490 regulatory interactions. The hubs in Tnet-T include Phd1p, Nrg1p, Skn7p, Gcn4p, Cbf1p and Yap6p, which are the major high-level regulators that induce multiple downstream transcriptional programs in processes related to major cell-cycle transitions, heat, oxidative and osmotic stress, and amino acid starvation. Both the Tnet-T and the co-regulation network derived from it, Cnet-T, showed properties comparable to those of the above similar-sized regulatory sub-networks (Table 1) . However, the Tnet-T showed a higher average number of transcription factors per TG (∼4, compared with the value of 2.9 for the complete network and both the above sub-networks) and, correspondingly, a higher average number of co-regulatory associations per TF (∼17) than the other regulatory subnetworks. This observation suggests that upstream combinatorial transcription control is a more prominent mode of regulation for TFs than for other regulatory systems involved in post-translational modifications.
Conclusions
Having assembled the largest transcriptional regulatory network for Saccharomyces cerevisiae with 157 specific TFs, 4410 TGs and 12,873 regulatory interactions between them, we used it to uncover general principles of transcriptional coregulation. Using a network transformation procedure, we derived the Cnet representing all significant co-regulatory associations between TFs, and characterized it at multiple levels of organization. The values of CC follow an approximately power-law like distribution, suggesting the presence of a small number of dominant co-regulating TF pairs in yeast. The TF pairs with high CC are typically either close paralogs providing potential back-up or physically interacting TFs that might play a role in specificity of regulation. Comparison of the number of target genes and the number of co-regulatory associations of each TF also reveal the existence of two classes of transcriptional hubs. One of these appears to define TFs that are specific to one or a few autonomous transcriptional programs involving a large number of genes, while the other class includes TFs that integrate multiple distinct cellular processes.
At the local level, the real yeast Cnet revealed the existence of a high modular complexity in comparison to equivalently sized random networks with similar topological properties. Furthermore, we show that the distribution of the pairs of transcription factors with high CC is uniform and not clustered into a few modules, implying a self-similar behavior of the constituent modules of the Cnet. This suggests that most modules comprise of few dominant regulators of a specific set of targets being integrated into the larger cellular context by several weaker coregulatory associations. Analysis of the TFs, and pairs of TFs and the number of modules they participate in revealed that a few TFs and pairs of TFs participate in many modules, while most participate in only a few modules. We provide potential evidence that module clusters represent sub-structures of the Cnet related to the integration of various cellular processes. Thus, they also provide a novel form of contextual information to infer roles of uncharacterized TFs in either regulating a specific functional pathway or integrating different cellular processes. Analysis of motifs revealed that closed motifs tend to occur more frequently than radial motifs, consistent with the lack of a hierarchical organization even at the lowest levels of organization.
Finally, analysis of the sub-networks and the resultant co-regulatory networks of genes involved in various regulatory systems, namely the ubiquitin pathway, kinase signaling and transcriptional regulation showed that they generally resembled the overall networks in terms of scale-free structure. In each of these networks there are some specialized hubs that regulate a greater than expected number of genes specifically belonging to these three regulatory systems. This implies the presence of certain specific transcriptional programs dedicated to the transcriptional regulation of these systems, which might be associated with processes such as cell-cycle transitions and stress response. Further, we observed that different types of transcriptional co-regulation regimes (high or low co-regulation) may specifically feed into particular components of these regulatory systems, allowing for differential regulation and back up.
A frequently discussed issue in the field of biological network analysis and systems biology is the effect of systematic errors and noise in datasets from high-throughput experiments on the general conclusions. It should be noted that the major conclusions presented here are unlikely to be affected by the incompleteness in the network data, as calculations carried out on a much smaller subsets of the network gave rise to similar results. Moreover, Garten et al. 57 used a purely statistical (FDR) approach and estimate that ∼82% of the data are true-positives. The same authors show that they could provide support for 96% of the interactions in their dataset of ∼4400 regulatory interactions obtained from the same set of experiments. This suggests that much of the data is free from systematic errors and hence is unlikely to bias the trends reported here.
We hope that the framework presented here might help in the directed investigation of the role of coregulatory associations between TFs and a means of studying their evolution across different models. The basic frame presented here is amenable to relatively straightforward experimental investigation by means of double-knockout experiments on pairs of TFs, and their consequences for fitness and a All reported parameters correspond to what is seen in our assembled transcriptional regulatory network and the associated co-regulatory networks.
b Numbers on parentheses represent total genes identified in the pathway using profile-based searches and HMMs.
viability under different conditions. We believe that the specific Tnets governing the different regulatory systems that we reconstruct here should serve as good starting points to obtain deeper insights into the transcriptional regulation of these systems under different growth conditions.
Materials and Methods
Dataset: transcriptional regulatory network
The transcriptional regulatory network was assembled from the results of genetic, biochemical and ChIP-chip experiments. [29] [30] [31] [32] [33] [34] Only interactions with p < 0.001 and S.D. >4 from these high-throughput experiments were considered. We were able to assemble a network of 4441 genes, which include 157 specific TFs, 4410 TGs and 12,873 regulatory interactions. Regulatory hubs were identified as proteins that regulate more than 150 target genes; i.e. the top 20% of the TFs with high out-going connectivity that cumulatively account for about more than half the number of regulatory interactions in the network. Of the 157 proteins, 33 qualified as hubs in our network.
Dataset: DNA-binding domain families, kinases and genes involved in the ubiquitin pathway
Previously constructed PSI-BLAST profiles and hidden Markov models of known DNA-binding domains were used to characterize the DNA-binding domain family of the transcription factors in the regulatory network. 48, 50 Similarly, using PSI-BLAST profiles and hidden Markov models of previously characterized domains that are known to be involved in the ubiquitin pathway and using the profiles of kinase domains, 195 genes in yeast that were involved in the ubiquitin pathway and 122 kinase genes were identified.
Network transformation and other algorithms
In the transformation procedure, we link two transcription factors in the co-regulation network if the number of genes shared by the pair of TFs is greater than the average number of genes shared by the same pair in 10,000 random networks with similar degree distribution. A similar procedure has been reported by Porter et al. in their recent study of the committees in the U.S. House of Representatives. 58 Modules in the co-regulation network were defined as cliques, i.e. completely connected subgraphs, in the original network. Scale-free networks for the statistical tests used in the analysis have been generated from the original transcription network by randomly rewiring the network edges between TFs, while maintaining both the out-going and in-coming degrees of all the TFs and TGs. Such a procedure ensures that the in-degree and out-degree distributions of the random networks show identical pattern of behavior as observed in the original transcriptional network. 43, 59 Statistical significance of our observations
To ensure that the observed phenomenon is not a property of the network structure, we carried out all calculations reported here by generating random scalefree networks with similar degree distribution as that seen in the real Tnet of yeast. The results showed that the transformation procedure on the random networks does not yield the observed trends seen in the original dataset.
The p values were calculated as the fraction (over 10,000 trials) of the number of times a value observed in the random network was equal to or higher than what was observed in the real network.
