Technological advances allow for assaying multiplexed spatially resolved RNA and protein expression profiling of individual cells, thereby capturing physiological tissue contexts of single cell variation. While methods for the high-throughput generation of spatial expression profiles are increasingly accessible, computational methods for studying the relevance of the spatial organization of tissues on cell-cell heterogeneity are only beginning to emerge. Here, we present spatial variance component analysis (SVCA), a computational framework for the analysis of spatial molecular data. SVCA enables quantifying the effect of cell-cell interactions, as well as environmental and intrinsic cell features on the expression levels of individual genes or proteins. In application to a breast cancer Imaging Mass Cytometry dataset, our model allows for robustly estimating spatial variance signatures, identifying cell-cell interactions as a major driver of expression heterogeneity. Finally, we apply SVCA to high-dimensional imaging-derived RNA data, where we identify molecular pathways that are linked to cell-cell interactions.
Introduction
Experimental advances have enabled assaying RNA and protein abundances of single cells in spatial contexts, thereby allowing to study single cell variation in tissues. Already, these technologies have delivered new insights into tissue systems and the sources of transcriptional variation (Battich, Stoeger, & Pelkmans, 2013; Bodenmiller, 2016) , with potential use as biomarkers for human health (Bodenmiller, 2016) . Spatial expression variation can reflect interactions between adjacent cells, or can be caused by cells that migrate to specific locations in a tissue to perform their functions (e.g. immune cells). Transcriptomics (Ståhl et al., 2016) , which currently however do not offer single cell resolution and are therefore not adequate to study cell-to-cell variation.
The availability of spatially resolved expression data represents an unprecedented opportunity to disentangle largely unexplored sources of single cell variations: i) intrinsic sources of variation due to difference in cell types or states (e.g. cell-cycle state), ii) environmental effects from the cell microenvironment and iii) interactions between adjacent cells. Yet, although experimentally spatial omics profiles can be generated with high throughput, the required computational strategies for interpreting the resulting data are only beginning to emerge. On the one hand, there exist methods to cluster the cells based on their expression profiles (Achim et al., 2015) , and there also exist statistical tests to assess the overall effect of the spatial topology on gene expression (Svensson, Teichmann , & Stegle , n.d.) . However, these methods do not allow for directly assessing cell-cell interactions. On the other hand, there are methods that explain dependencies between cells based on cell-type assignments and predefined cellular neighbourhoods Schulz et al., 2018) . While these approaches provide qualitative insights into interactions between cell types, they do not allow for quantifying the impact of spatial effects on individual genes or proteins. Finally, there are regression-based models to assess interaction effects based on predefined features of cell neighbourhood Goltsev et al., 2018) , which however require discretization steps (see
Methods for a detailed comparison).
Here, we present Spatial variance component analysis (SVCA), a computational framework to model spatial sources of variation of individual genes or proteins. SVCA allows for decomposing the sources of variation into intrinsic effects, environmental effects and cell-cell interactions. The model is parameterized based on continuous expression profiles of individual cells, and in particular avoids the need to define discrete cell types and microenvironmental variables. We illustrate SVCA using data from different technologies and biological domains, including IMC proteomics profiles data from human cancer tissue and spatial single-cell RNA profiles from the mouse hippocampus generated using seqFISH.
Across these applications, we find that cell-cell interactions substantially contribute to gene expression variability, and we identify biologically relevant genes and pathways that participate in these interactions.
Results and Discussion
SVCA considers random effect components that capture i) intrinsic sources of variation due to differences in cell types or states, ii) environmental sources of variation due to local extracellular factors iii) source of variations due to cell-cell interactions ( Fig. 1a ) . The contribution of these factors on expression variability is modelled using additive random effects ( Fig. 1b ) , where we borrow covariance models that were originally designed for social genetic effects (Baud et al., 2017) to capture cell-cell interactions. Importantly, SVCA does not require assigning cells to discrete types, but instead is based on a continuous measure of cell-cell similarities that are directly estimated from cell expression profiles ( Fig.   S1 ). The model also circumvents the need to define discrete neighbourhoods but instead weights interactions between pairs of cells as a function of their distance ( Fig. S1 ). Once fitted, SVA allows for decomposing the sources of variation of individual genes and proteins ( Fig. 1c ) and the model can be used to assess the significance of these respective components ( Methods ).
Figure 1 | Spatial variance component analysis (SVCA): approach and overview.
( a ) SVCA decomposes the variability of individual genes and proteins into i) cell intrinsic effects (due to differences in intrinsic cell type or state, blue), ii) general environmental effects that capture expression differences due to local extracellular factors (green) and iii) a cell-cell interaction component that captures differences in expression level attributable to different cellular composition of a cell's neighbourhood (yellow). ( b ) SVCA builds on a random effect framework to model additive contributions of these components . See Fig. S1 and Methods for details on the definition of the corresponding random effects. ( c ) SVCA output: gene-level break down of the proportion of variance attributable to different components.
Initially, we used simulated data to assess the statistical calibration and the accuracy of SVCA variance estimates. Briefly, we generated expression profiles by sampling from the model, using empirical parameters derived from 11 real datasets ( Methods ), including the empirical position of cells, cell state covariance and ranges of fractions of variance explained by different components that reflect those observed in real data. First, we simulated expression profiles with no interaction effects to assess the calibration of the corresponding test, finding that the model yields conservative estimates ( Fig. 2a ) . We also assessed the detection power for the test for cell-cell interactions, when varying the variance explained by this effect ( Fig. 2c ) , and when varying the number of cells in the dataset ( Fig. 2d ) . We also compared the estimated variance components for cell-cell interactions with the simulated variance components, again observing that the model estimates are conservative ( Fig. 2b ) .
To investigate the empirical identifiability of cell-cell interactions versus environmental effects, we also compared the estimates of the full model to a reduced model without the cell-cell interaction component. The results obtained show that the environmental effect harvests spatial sources of variation when they are not specifically modelled as in the cell-cell interaction term. This suggests that cell-cell interaction components are not confounded by other spatial sources of variation and are therefore conservative. Overall, we demonstrate that SVCA can be used to estimate and test for spatial drivers of single cell variability, in particular cell-cell interactions. 
Application of SVCA to spatial proteomics data of breast cancer tissues
Next, we applied SVCA to an Imaging Mass Cytometry (IMC) dataset from human breast cancer, consisting of 52 breast biopsies from 27 breast cancer patients with variable disease grade and from different cancer subtypes, sampled from different tumour locations . SVCA revealed substantial differences of the overall importance of cell-cell interaction components across proteins, explaining up to 25% of the total expression variance on average ( Fig 3a, Supp. Table 1 ). Immune cell markers in particular were enriched among the set of proteins with the largest cell-cell interaction effects: CD44, CD20, CD3 and CD68, for which we detected significant cell-cell interaction effects in 35, 34, 34 and 38 out of the 52 images respectively (FDR<1%, Benjamini-Hochberg adjusted, Fig. 3a ).
We used bootstraps to confirm the robustness of the variance estimates ( Fig. S4 ), and we observed that a variance component model that accounts for cell-cell interactions yielded more accurate gene expression profiles imputations than models that ignore such effects ( Fig. 3b, Fig. S2 ) . We also observed substantial differences of the estimated spatial variance signatures between different images ( Fig. S3 ) , motivating investigating the relationship between these variations and clinical covariates, including tumour grade, ER status, PR status, HER2 status. A projection of the full SVCA output using principal component analysis (PCA) identified tumour grade as the most important explanatory variable for differences in spatial variance components ( Fig 3c ) , followed by ER status and PR status ( Fig. S6 ) . Inspection of the PCA loadings ( Fig. 3d ) identified the cell-cell interaction component and the environmental component for a subset of proteins (including PR and CD44) as the most informative SVCA features affected by tumour grade. This was also evident when comparing environmental and cell-cell interaction effects across tumours of different grades ( Fig. S7 ), showing a relative increase in the cell-cell interaction component in higher grade tumours.
This effect could partially be linked to the underlying disorganized and irregular cellular architecture characterizing these high grade tumors, which is associated with larger cells, increased proliferation and thus potentially higher cell density in comparison to healthy breast tissue (Elston & Ellis, 1991) .
RNA datasets based on imaging technologies
SVCA can be used for the analysis of data from a broad range of spatially resolved technology, including optical imaging-based assays. To explore this, we considered a mouse Leveraging the higher dimensionality of these data, we sought to identify individual genes and pathways that participate in cell-cell interactions.
Similarly to the IMC dataset, SVCA signatures were robust and could accurately predict gene expression levels out of sample ( Fig S13 , S14 , S15 ). We considered the average cell-cell interaction components across images and tested for enriched Reactome pathways Similarly to results obtained on the IMC datasets, we observed differences in the spatial variance signatures across images, which were sampled from functionally distinct regions of the hippocampus . Principal components of the spatial variance signature for the dorsal region clustered together, irrespective of their CA1/CA3 location. Similarly, images from the Dentate Gyrus (DG) also clustered together, and there was some proximity between signatures from the ventral region, although with more variation between them ( Finally, we applied SVCA to a breast cancer cell culture dataset profiled using the mer-FISH technique (130 RNA expression levels, Supp. Table 4 ) (Moffitt et al., 2016) . The large spatial domain and the total number of cells imaged (more than 50,000) from a biological homogenous cell culture system enabled defining different field of views as biological replicates (N=20, 2,600 cells on average). Consistent with this, the variance components of SVCA were more consistent across images ( Fig. S8 , Fig. S9 , Fig. S10 , Fig. S12 ), with average coefficients of variation for cell-cell interactions ranging between 20 and 40%, compared to typically 75-150% ( Fig. S11 ) for the results obtained from the IMC and seq-fish data ( Fig. S3 , Fig. S16 ). These results further support the general applicability of the model to data from different technologies and the robustness of SVCA variance signatures. We have applied SVCA to multiple datasets generated using alternative technologies, probing either RNA transcripts or proteins, demonstrating the broad applicability of the model. Across these applications, we observed that cell-cell interactions can substantially contribute to gene expression variation, which is consistent with previous reports (Battich et al., 2015; Goltsev et al., 2018; Kamińska et al., 2015; Nasra Naeim Ayuob and Soad Shaker Ali, 2012) and supports the concept that studying single cell expression in the native context is important for understanding the sources of these variations. We also showed that the variability of spatial variance signatures across samples of the same biological system could be linked to different clinical contexts or to the internal structure of a given organ, which underlines the biological relevance of these signatures. Finally, using higher dimensionality data obtained from optical technologies, we observed that genes with largest cell-cell interaction components were enriched in specific pathways, suggesting that spatial variance signatures could help us understanding biological activity in tissue. These results suggest that analysing single cell data in their native context, with SVCA or related methods, will help us understand how the spatial organisation of tissues impact single cell biology.
Conclusion
Although we have tested the calibration and robustness of SVCA, the model is not free of There is a growing appreciation of the role of spatial distribution of proteins, transcripts and other molecules in determining tissues functioning and its deregulation in disease, with potential value as predictors of clinical outcomes (Bodenmiller, 2016) . This is largely driven Fig.1 ). The covariance for intrinsic effects is computed as the empirical covariance of the expression profiles between cells, where the modelled gene has been removed from the expression matrix (3). Environmental effects are modelled using a Squared Exponential covariance defined on the relative distance between cells. Cell-cell interactions are modelled using a cellular neighbourhood matrix (5) which aggregates, for each cell, the molecular composition of the neighbouring cells. This is achieved by weighting the molecular profiles of all neighbouring cells with a squared exponential function of the distance. This can be written as a product between a squared exponential covariance matrix whose diagonal elements were removed (4) and the expression matrix (3). The final cell-cell interaction covariance is computed as the empirical covariance of the cellular environment matrix between cells. SVCA's training then consists in learning the scale of every covariance term. 
Fig S11 | Coefficient of variation of variance components (mer-FISH data). (a) Cell-cell interaction term (b) Intrinsic term (c) Environmental term.

Fig S12 | Signature robustness visualised with t-SNE (mer-FISH data). t-SNE
Model overview
The expression level of a single gene across cells is modelled using a random effect model implemented in a Gaussian Process (GP) framework [16, 13] with an additive covariance. The covariance is composed of 4 terms, modelling our assumption that the variance across cells of the gene expression level is due to three additive effects: an intrinsic effect due to the cell state, a cell-cell interaction effect, due to the state of the neighbouring cells, and an environmental effect due to unobserved factors in the cell micro environment, such as local access to oxygen, nutriments etc.
In the following, we will make explicit the different terms of the covariance, show how they are parametrised and how these parameters are optimised. We will then explain how this model can be used to assess the proportion of variance explained by each effect, as well as the statistical significance of each effect. See also Fig. S1 .
We will rely on the following nomenclature and notations:
Nomenclature
Molecule of interest: Individual molecule, typically a gene or protein, on which SVCA is fitted. • d i, j -euclidean distance between cell i and j 
Definition of covariance terms
Intrinsic effect: The intrinsic effect is the effect of the cell state on the expression level of the molecule of interest. In our framework, it is modelled with the linear covariance term shown on Equation 2 and it resembles the Kinship matrix in GWAS studies.
The matrix X describes the cell states. If cell types are available, each row of X X n,: for cell n may be an indicator variable for the cell type of cell n. However, it is often preferable to not rely on uncertain and binary cell types and use a richer measure of cell states. In this paper, we use the expression profile of the cell, excluding the molecule of interest. This enables to account for any intrinsic correlation between genes.
Cell-cell interaction effect: The cell-cell interaction effect harvests the effects of the types or states of all neighbouring cells on the expression level of the molecule of interest. In the GP framework, it is modelled with the covariance term shown on Equation 3 .
where
This covariance term is equivalent to a random effect model where, gene expression profiles of all neighbouring cells are used as predictor variables and the effect of a cell i on a cell j is weighted by a function of the distance between them: Z i, j , shown on equation 4.
Environmental effect: The environmental effect aims at harvesting other local sources of variation in the cell micro-environment which are not measured in the data and have an effect of the expression level of the modelled gene. To model this unobserved source of variation, we use a Squared Exponential Kernel (Eq 5) for its non-linearity and its successful application to spatial expression data.
[23]
Parameters' inference
The variance parameters of the SVCA model are optimised by maximising the log likelihood in Equation 6 [16, 13] . The scales of the covariance terms, s I , s C , s E and s e are optimised with gradient descent using a lbfgs optimiser, which updates the parameters iteratively through small steps along the gradient of the likelihood until it reaches a local optimum (null gradient). The length scale of the environmental and the local terms is optimised with a grid search strategy, to avoid possible local optima.
Estimates of variance components
Variance components for each effect are estimated using Gower factors [19, 12] 
(Equation 8).
Gower(K effect ) = tr(PK effect P) n 1 , with P = I n 1 n
The Gower Factor of a covariance term computes the expected variance of a random variable which is normally distributed with the considered covariance (Equation 9). In other words, the Gower factor of each covariance term of the SVCA model computes the amount of gene/protein variance across cells which is explained by the corresponding effect.
To compute the fraction of variance explained by each effect modelled in SVCA (intrinsic, environmental, cell-cell interactions and noise), we normalise Gower factors as shown on Equation 10
Var eff = Gower(K eff ) Â other effects Gower(K eff ) + Gower(s 2 e I n )
This procedure enables us to break down the variance of every protein, across cells in the three effects of interest plus the noise.
Significance of variance components
In this section, we explain how we assessed the significance of the cell-cell interaction component, as this is the variance component of main interest for our study. The significance of other variance components can be tested analogously.
General Approach
We assessed the significance of the cell-cell interaction component using a log likelihood ratio (LLR) between the SVCA model and a reduced model omitting the cell-cell interaction component ( Equation 11). Given that the reduced model is nested in the full SVCA model, we relied on Wilks' theorem [24] , which states that if the null hypothesis is true (no cell-cell interactions), the LLR statistics should follow a c 2 distribution. In practise, we calibrate this c 2 distribution by fitting its parameter to an empirical null distribution of LLRs obtained from simulations [5, 7] .
Estimation of the null LLRs distributions
The simulation procedure is as follows. For all proteins and all images, we fitted the null model ( Equation 11), and simulated data from the fitted normal distribution. We simulated 100 data points for each test and then fitted a c 2 distribution to those using an off-the-shelf non linear optimisation method [11] . We then compared the LLR obtained, for each protein and each image, for the real data to the corresponding fitted c 2 distribution and estimated p-values from this comparison.
Multiple testing correction and False Discovery Rate
For every test, we computed a cell-cell interaction p value using the method described before and used the Benjamini-Hochberg procedure [4] to adjust p values for multiple testing. For each protein, we then counted the number of images in which the cell-cell interaction component was significant for a FDR threshold of 1%.
Comparison to related models
In this section, we describe the relationship between SVCA and existing modelling frameworks to quantify cell-cell interactions in spatially resolved single cell molecular data.
Schapiro et al 2017 -HistoCAT
HistoCAT [17] aims at measuring spatial cooccurrence of different cell types. Briefly, cells of one or multiple images are classified into discrete cell-types based on their expression profile using a clustering algorithm. For every cell, a neighbourhood is defined as containing all cells within a fixed distance threshold (measured from membrane to membrane). Using this fixed neighbourhood definition, histoCAT counts the number of occurrences of a given pair of cell types, in the same neighbourhood. This number is then compared to a null distribution obtained from permuting the cells' positions, which gives a p-value for positive and negative cell types interactions.
Unlike SVCA, histoCAT does not quantify the effect of these interactions on individual expression levels.
Battich et al 2015
Battich et al [3] uses a regression approach to measure the effect of the cell microenvironment on individual expression levels. Briefly, 183 features are collected, quantifying intrinsic cell properties and microenvironmental properties. Microenvironmental features namely account for local cell crowding, number of adjacent neighbours, intercellular space around the cell, as well as the molecular profile of the neighbours, based on a fixed distance threshold. The dimensionality of this feature set is then reduced using principal component analysis (PCA), and single cell expression profiles are modelled with a fixed effect linear model with the first 20 PCs as covariates. The PCs are then a posteriori linked to the microenvironmental features of interest. Biological replicates are used to quantify the amount of variance explained by each covariate using out of sample prediction.
This method therefore quantifies directly the effect of microenvironmental features including cell-cell interactions. Unlike SVCA however, it relies on a definition of discrete microenvironmental features and the definition of fixed parameters such as a distance threshold to define a cell's neighbourhood, which limits the applicability of the method to general spatial data.
Goltsev et al 2018
Goltsev et al's [1] approach also relies on the definition of discrete microenvironmental variables, used in a fixed effect linear model to predict the expression level of individual markers out of sample. In contrast to Battich et al [3] , microenvironmental variables are not defined directly based on the molecular profile of neighbouring cells, but based on the cell-type composition of the neighbourhood. The different neighbourhood cell-type compositions are clustered into discrete i-niches, used as a discrete input for the linear model.
This method therefore enables to quantify directly the effect of cell-cell interactions on individual molecular profiles of single cells. However, it again relies on a priori definition of microenvironmental variables, this time based on discrete cell-type assignments.
Model Validation
Simulations of the cell-cell interaction component
In order to be as realistic as possible, our simulations were based on real data from 11 images of the IMC dataset [10] : real cell positions, cell states, intrinsic and environmental effects were used, and only the cell-cell interaction effect was rescaled for the purpose of the simulations.
Our workflow was as followed:
1. Fitting the SVCA model to the real dataset considered here (11 images and 26 proteins)
2. Simulating data from a multivariate normal distribution, with a covariance made of:
• the intrinsic covariance from the fitted model
• the environmental covariance from the fitted model
• the noise covariance from the fitted model
• a cell-cell interaction covariance which is a rescaled version of the one fitted to the data (Equation 12) 3. Reffiting SVCA to the simulated data, where the variance explained by cell-cell interactions is known from the rescaling step.
4. Comparing the variance estimates for cell-cell interactions with the ground truth.
In Equation 12 , the proportion of variance attributable to cell-cell interactions in the simulated data, x ranged from 10% to 90% (x 2 [0.1; 0.9]), and the rescaling factor k sim was chosen accordingly.
P-value calibration for the cell-cell interaction component
We used simulations to assess the p-value calibration for the cell-cell interaction component. For 11 random images and all 26 proteins of the IMC dataset, we simulated from the null model (SVCA without the cell-cell interaction term whose parameters were fitted to the data). We then used the procedure described above to compute p-values for the null distribution, and computed the empirical false positive rate for multiple p-value thresholds (Fig. 2) .
Analysis of model robustness
We used a bootstrapping strategy to quantify the uncertainty on the variance estimates. For a given image and a given protein, the model is fitted 5 times on a different subset of 80% of the cells. In order to visualise the robustness of SVCA signatures for all images at once, we then represented signatures computed from each bootstrap and each image in a low dimensional latent space using t-SNE in order to compare visually the distance between signatures coming from multiple bootstraps of the same image and signatures coming from different images (Fig. S4-S12-S15 ).
Out of sample prediction
We used 5-fold cross-validation to assess predictions of the expression profiles using alternative models. In order to check whether every covariance term increased the predictive power of the model, we considered the following variance component models:
1. a model with only an intrinsic covariance to it.
2. a model with an intrinsic component and a local component.
3. the full model with all three terms
Identifiability of cell-cell interactions versus environmental effects
To better understand the identifiability of cell-cell interactions versus environmental effects, we compared the variance estimates of SVCA with the variance estimates of a reduced model which does not account for cell-cell interactions (Equation 11 ). Both models were fitted in the simulation setting described in the main text (26 proteins, 11 images and 10 repeat experiments). Variance estimates of SVCA and the reduced model were averaged across all proteins, images and experiments.
We then built a Sankey plot (Fig. 2e) to visualise what terms of the reduced model captured the residual variance from the lack of cell-cell interaction modelling. The width of the edges correspond to the increase in the variance estimates for the intrinsic effect, the environmental effect and the noise, from the SVCA model to the reduced model. This represents the redistribution of the cell-cell interaction component to other variance estimate from the SVCA model to the reduced model.
Downstream Analysis
Variance across images of the IMC dataset and patient effect
We also asked how the variability of the results across the IMC images related to the patient the biopsy came from (so called patient effect, Fig. S3 ). In order to do that, we fitted the following variance decomposition model for each protein and each variance component: The percentage of variance explained by the patient effect was then computed with Gower factors.
Gene Set Enrichment Analysis
When the number of genes allowed (seq-FISH), we ran a gene set enrichment analysis based on the ranking of the cell-cell interaction component of the spatial variance signature. The aim here was to understand the types of biological processes which are influenced by cell-cell interactions.
A simple procedure based on the idea of GSEA [22, 15] was implemented and used:
Data processing
For the IMC dataset, single cell expression levels were computed by taking the median protein count across pixels. The median was chosen instead of the mean or the sum for its greater robustness against technical outliers produced by the experimental pipeline. For the mer-FISH and the seq-FISH datasets, single cell RNA counts were obtained directly from summarising the data described before.
In all cases, the data was then transformed with an Anscombe's transformation for variance stabilisation of Negative Binomial data [2] . The dispersion parameter f in Equation 15 is optimised with gradient descent and the log transformation of Equation 16 is applied to the data.
The resulting signal is then normalised by regressing out the log of the total signal in the cell. This last step aims at taking into account local batch effects which would make some cells "brighter" overall.
Before fitting the SVCA model on a given protein or gene, the stabilised expression levels are subsequently raked standardised and transformed into normally distributed data using the probit function. This ensures a more robust fitting process due to a lesser sensitivity to outliers.
