Some results on Model Predictive Control for the Fokker-Planck equation by Fleig, Arthur et al.
Some results on Model Predictive Control
for the Fokker-Planck equation*
Extended Abstract
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Abstract— A Model Predictive Control scheme is applied to
track the solution of a Fokker-Planck equation over a fixed
time horizon. We analyse the dependence of the total cost
functional on several parameters of the algorithm, in particular
on the prediction horizon, on the regularization parameter, and
on the sampling time. Comparison among different numerical
simulations show valuable improvements by properly tuning the
scheme’s parameters. Our numerical study is complemented
by a theoretical controllability analysis explaining the superior
performance of controls with time and space dependence.
I. INTRODUCTION
A. Model Predictive Control
Model Predictive Control (MPC), also known as Receding
Horizon Control (RHC), is a control method that computes a
feedback law by iteratively solving optimal control problems
on finite time horizon, instead of coping directly with an
optimal control problem on an infinite time interval (see the
monographs [17] and [12] for an introduction to MPC). MPC
can be briefly described as follows: consider a discrete time
control system of the form
z(k+1) = g(z(k),u(k)) , z(0) = z0 (1)
with k ∈N0, state z(k) ∈X and control u(k) ∈U for suitable
state and control constraint sets X ⊂ Z and U ⊂U , where
the state space Z and the control space U are metric spaces.
The MPC scheme constructs a feedback law µ : X→ U for
the closed loop system
zµ(k+1) = g(zµ(k),µ(zµ(k))) (2)
through the following steps:
0. Given an initial value zµ(0) ∈ X, fix the length of the
receding horizon N and set n= 0.
1. Initialize the state z0 = zµ(n) and minimize the func-
tional
JN(z0,u) :=
N−1
∑
k=0
l(k,z(k),u(k)) (3)
subject to (1). Let u∗ ∈ UN be the resulting optimal
control and set µ(zµ(n)) := u∗(0).
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2. Evaluate zµ(n+ 1) according to relation (2), set n :=
n+1 and go to step 1.
B. MPC for Partial Differential Equations
The application of MPC to infinite dimensional systems
governed by Partial Differential Equations (PDEs) goes back
to the work [15], where terminal constraints and control
Lyapunov functionals were added as terminal costs to garan-
tee the stability of the closed loop solution to the finite
horizon problem. Furthermore, MPC schemes were applied
to parabolic PDEs with either distributed or boundary control
in [7] and [8]. However, the construction of suitable terminal
regions and costs is in general a challenging task; for this rea-
son, in most industrial applications an MPC scheme without
terminal constraints is adopted [18]. Indeed, under suitable
conditions the optimization objective will force the optimal
trajectories to end up in a suitable terminal region (see, for
example, [11]). Several theoretical results on the MPC setting
without stabilizing terminal constraints have been collected
in [12]. In the case of a linear parabolic equation with
either distributed or boundary control, a rigorous analysis
of the dependence of the receding horizon on the cost
functional and the system parameters has been developed
in [1]. Furthermore, a comparison between the qualitative
behaviour of an MPC scheme for a heat equation for different
types of boundary control has been carried out in [2].
In a PDE context, the solution of the equation is, of course,
defined in continuous time. In a continuous time setting, the
discrete times k from Section I-A indicate the re-optimization
times and the map g from (1) can be obtained by sampling
the PDE model in time. The state z(k) in the discrete time
model then represents the infinite dimensional state of the
PDE model at time t = tk; for details see, e.g., [2, Section 3].
II. OPTIMAL CONTROL AND THE FOKKER-PLANCK
EQUATION
Our interest for studying the Fokker-Planck equation
mainly stems from its connection with the optimal control
of the Probability Density Function (PDF) associated to
stochastic processes. For explaning this connection, let us
consider the continuous time stochastic process described by
the (Itoˆ) stochastic differential equation
dXt = b(Xt , t;u)dt+σ(Xt , t)dWt , (4)
where t ∈ [0,TE ] for a fixed terminal time TE > 0 and the
state variable Xt ∈R is subject to deterministic infinitesimal
increments of the drift term b and to random infinitesimal
increments dWt of a Wiener process. In the setting considered
here the control function acts through the term b and may
either depend on space and time or may be merely time
dependent as in [3], [4].
In deterministic dynamics, the optimal control is achieved
by finding the control law u that minimizes a given objective
given by a cost functional J(X ,u).
In the non-deterministic case of (4), the state evolution Xt
represents a random variable. Therefore, when dealing with
stochastic optimal control, usually the average of the cost
function is considered [9]. In particular, the cost functional
usually is of the form
J(X ,u) = E
[∫ TE
0
L(t,Xt ,u(t))dt+ψ(XTE )
]
,
for suitable running cost L and terminal cost ψ .
On the other hand, the state of a stochastic process can be
characterized by the shape of its statistical distribution which
is represented by the Probability Density Function (PDF).
Therefore, a control methodology defined via the PDF would
provide an accurate and flexible control strategy that could
accommodate a wide class of objectives, cf. also [6, Section
4]. For this reason, in [10], [13], [14], [20] probability
density function control schemes were proposed, where the
cost functional depends on the PDF of the stochastic state
variable. In this way, a deterministic objective results and no
average is needed.
As shown in [3], [4], the PDF associated to the stochastic
process (4) satisfies a Fokker-Planck equation [19] with a
control acting through the divergence term. This is a partial
differential equation of parabolic type with Cauchy data
given by the initial PDF distribution. It can be expressed
as follows
∂t f (x, t)− 12∂ 2x
(
σ(x, t)2 f (x, t)
)
+∂x (b(x, t;u) f (x, t)) = 0 ,
f (x, tk) = ρk(x) ,
(5)
on the domain Qk :=Ω× (tk, tk+T ), where Ω⊂ Rd ,d ∈ N,
tk := kT with a sampling time T > 0, and some given initial
distribution ρk. Notice that in general, the space domain in
(5) is Rd instead of Ω. However, if localized SDEs are under
consideration, or if the objective is to keep the PDF within a
given compact set of Ω and the probability to find Xt outside
of Ω is negligible, then it is reasonable to consider bounded
Ω ⊂ Rd with homogeneous Dirichlet boundary conditions.
Given a desired distribution fd :Ω×R→R, a minimization
problem of type (3) subject to (5) that attempts to keep f
as close as possible to fd using a control that is only time
dependent can be posed as
min
u
J( f ,u) :=
1
2
N−1
∑
k=0
(
‖ f − fd‖2L2(Qk)+λ |u(tk)|
2
)
(6)
for some positive constant λ , also called Tychonov regu-
larization. For a control depending on time and space, the
objective becomes
min
u
J( f ,u) :=
1
2
N−1
∑
k=0
(
α‖ f − fd‖2L2(Qk)+λ‖u‖
2
L2(Qk)
)
, (7)
where the weight α > 0 is introduced solely for numerical
reasons.
Setting z(k) = f (·, tk), (6) and (7) can be rewritten as (3)
with
l(k,z,u) =
1
2
‖ fz− fd‖2L2(Qk)+
λ
2
|u(tk)|2
and
l(k,z,u) =
α
2
‖ fz− fd‖2L2(Qk)+
λ
2
‖u‖2L2(Qk),
respectively. Here, fz denotes the solution of (5) with initial
time tk and initial distribution ρk = z.
III. MPC FOR THE FOKKER-PLANCK EQUATION
In this talk we are going to present numerical results as
well as first steps towards a theoretical analysis of MPC
applied to the Fokker-Planck equation. Probably the first
papers which applied MPC to the Fokker-Planck equation
were [3] in the one dimensional case and [4] in higher
dimensions, both with the purpose to track a (smooth) target
trajectory fd . The particular type of MPC scheme in these
references uses the horizon N = 2 and the functional (3) with
J(z,u) =
1
2
‖z(1)− fd(·, t1)‖2L2(Ω)+
λ
2
|u|2.
The numerical results we are going to present in this
talk extend these results in various ways: on the one hand,
we use the cost functionals (6) and (7) for implementing
longer prediction horizons N > 2 in MPC. Particularly, we
investigate the interplay between N and the sampling time T
and its impact on the quality of the solution.
Fig. 1: Ornstein-Uhlenbeck (state)
Sampling time T = 0.05, N = 2, u= u(t), t = 1.2
As an example, consider the two different MPC simula-
tions for T = 0.05 on Ω=]−5,5[ depicted in Figures 1 to 5,
Fig. 2: Ornstein-Uhlenbeck (control)
Sampling time T = 0.05, N = 2, u= u(t)
Fig. 3: Ornstein-Uhlenbeck (state)
Sampling time T = 0.05, N = 11, u= u(t), t = 1.2
Fig. 4: Ornstein-Uhlenbeck (control)
Sampling time T = 0.05, N = 11, u= u(t)
for the tracking of the PDF of the one dimensional Ornstein-
Uhlenbeck process with b(x, t,u) = u− x and σ(x, t) = 0.8
in equation (4). The initial and target PDF used are
ρ0(x) =
1√
2pi ·0.12 exp
(
− x
2
2 ·0.12
)
and
fd(x, t) =
exp
(
− [x−2sin(pit/5)]22·0.22
)
√
2pi ·0.22 ,
respectively. Furthermore, the parameters in the objective
functionals (6) and (7) are given by λ = 0.1 and α = 100.
Note that Ω is chosen large enough such that the error made
from disregarding R \Ω is negligible. Obviously, for this
example the controlled PDF (in solid blue) tracks the desired
PDF (in dashed red) much better for larger prediction horizon
N.
On the other hand, we investigate the improvements which
can be achieved when the control u is chosen time and space
dependent. From a control point of view, this corresponds
to a control structure which has both state dependent (i.e.,
feedback) character but may also vary with time. However,
since MPC yields a (discrete time) feedback law [12, Section
3], the time dependence of u is actually induced via the
dependence on the evolution of the PDF f , i.e., via a
dependence on the state of the Fokker-Planck equation (5).
The additional dependence on the state x of (4) allows for
a significant increase of the quality of the tracking of the
MPC feedback, which becomes visible by comparing Figure
5 with state and time dependent u= u(t,x) with the merely
time dependent u= u(t) in Figure 3.
Fig. 5: Ornstein-Uhlenbeck
Sampling time T = 0.01, N = 16, u= u(x, t), t = 1.2,α = 100
The simulations shown in the figures have been obtained
by using space discretization as in [3] and explicit Euler
discretization in time. The optimization problem has been
solved with the projected gradient method and the Newton
method with BFGS Hessian approximation.
On the theoretical side, in the talk we explain the role of
controllability properties of the Fokker-Planck equation for
obtaining good tracking results. We explain how the theoreti-
cal controllability results for the Fokker-Planck equation [5],
[16] imply that a control dependent both on time and space
allows for the highly precise tracking via MPC feedback laws
illustrated in Figure 5.
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