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Kramers problem for a dimer: effect of noise correlations
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Kramers problem for a dimer in a bistable piecewise linear potential is studied in the presence
of correlated noise processes. The distribution of first passage times from one minima to the basin
of attraction of the other minima is found to have exponentially decaying tails with the parameter
dependent on the amount of correlation and the coupling between the particles. Strong coupling
limit of the problem is analyzed using adiabatic elimination, where it is found that the initial
probability density relaxes towards stationary value on the same time scale as the mean escape
time. The implications towards polymer dynamics in a potential are discussed.
I. INTRODUCTION
Escape of a particle confined in a metastable state is
a ubiquitous problem arising in domains varying from
chemical kinetics to transport theory. The theory of
Brownian motion provides one of the most elegant ap-
proaches to study the problem by identifying the addi-
tional degrees of freedom as noise and friction [1]. This
approach towards the escape problem was grounded in
the seminal work of Kramers [2, 3], who provided the-
oretical estimates for the rate of escape for a particle
trapped in a metastable state in the limits of low and
high friction.
Generalizing the single particle problem, thermally ac-
tivated escape of extended objects like polymers has at-
tracted attention in recent times [4–7]. The studies have
concluded that the escape of a polymer chain from a po-
tential well depends nontrivially on the structural prop-
erties of the polymer, viz. the number of monomers con-
stituting the chain and the strength of inter-particle in-
teractions. The results provide a handle to control the
rates of chemical reactions involving polymers by vary-
ing their structural parameters. Recently the problem
of a dimer crossing a potential barrier has been investi-
gated [8] conforming with the previous results for poly-
mers. However, all these studies have focused on uncor-
related noise processes, whereas it is known that noises
from identical origin are generally correlated [9]. Such
correlations significantly affect the dynamics of a particle
in a bistable potential [10–13], and are known to induce
nonzero transport in periodic potentials due to symmetry
breaking [14]. The observations motivate us to study the
effect of noise correlations on the dynamics of extended
objects.
In this paper we study the dynamics of the simplest ex-
tended object, a dimer: two harmonically coupled Brow-
nian particles in a piecewise linear bistable potential. Ad-
ditional thermal degrees of freedom are Gaussian white
and correlated with each other. It is found that positively
correlated noise processes facilitate barrier crossing for
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the dimer whereas negative correlations tend to diminish
the effect of thermal degrees of freedom. The structure
of the paper is as follows: in the next section the effect
of coupling and correlation are studied on the motion of
the dimer. Following it the strong coupling limit of the
dynamics is analyzed and the effects of periodic forcing
are also reported. The results are generalized to the dy-
namics of a polymer in a potential field with conclusions
in the final section.
II. DYNAMICAL SYSTEM
Let us start with the dynamical equations for a dimer
in a bistable potential U :
x˙1 = −U ′(x1) + F12(x1, x2) + η1(t), (1a)
x˙2 = −U ′(x2) + F21(x1, x2) + η2(t), (1b)
where η1 and η2 are Gaussian white noises of mean zero
and correlations:
〈η1(t)η1(t′)〉 = 〈η2(t′)η2(t)〉 = 2Dδ(t− t′), (2a)
〈η1(t)η2(t′)〉 = 〈η1(t′)η2(t)〉 = 2Dρδ(t− t′), (2b)
with D being the noise intensity and ρ ∈ [−1, 1] the mea-
sure of correlation. The noise intensity is a measure of the
dimensionless temperature of the associated heat bath.
Consequently, the existence of a correlation between the
two noise processes is natural as η1 and η2 have the same
thermal origin. The potential U in eqn(1) is a piecewise
linear function defined as:
U(x) =


−x− 1 for x < −1,
x+ 1 for − 1 ≤ x ≤ 0,
−x+ 1 for 0 ≤ x ≤ 1,
x− 1 for x > 1,
(3)
having global minima at x = ±1 and a local maxima
at x = 0. Components of the dimer interact via a har-
monic potential Ush =
k
2 (x1−x2)2, with the correspond-
ing forces Fij(x1, x2) = − ∂∂xiUsh(x1, x2) with i ∈ {1, 2}
and i 6= j, and k being the spring constant. It is noted
that the natural length of the spring is chosen to be neg-
ligibly small as compared to the separation of the global
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FIG. 1: Sample trajectories of the dimer x1(black) and
x2(red) in the piecewise linear bistable potential U , with the
particles interacting simple harmonically for the initial condi-
tions (xc, xr) = (−1.0, 0.02) for different values of spring con-
stant k and noise correlation ρ for noise intensity D = 0.25.
The time t in the figure is in multiples of 103.
minima of the potential U and hence, is ignored in the
definition of the interaction potential Ush.
In order to diagonalize the correlation matrix in (2),
let us transform the dynamical equations to xc =
x1+x2
2
and xr =
x1−x2
2 , which are respectively the coordinates
of the center of mass and relative separation between the
two particles. In terms of the variables xc and xr, the
dynamical equations in (1) are transformed as:
x˙c = −U
′(xc + xr) + U
′(xc − xr)
2
+ ζc(t), (4a)
x˙r = −U
′(xc + xr)− U ′(xc − xr)
2
− 2kxr + ζr(t), (4b)
where ζc =
η1+η2
2 and ζr =
η1−η2
2 are independent noise
processes with mean zero and correlations:
〈ζc(t)ζc(t′)〉 = D(1 + ρ)δ(t− t′), (5a)
〈ζr(t)ζr(t′)〉 = D(1− ρ)δ(t− t′). (5b)
The stochastic differential equations in (4) and (5) are
solved numerically using Heun’s method [15] with the
initial conditions (xc, xr) = (−1.0, 0.02).
Fig. 1 shows the trajectories of the dimer in the
bistable potential U for varying correlations ρ and spring
constant k for noise intensity D = 0.25. The depen-
dence of the nature of trajectories on the spring constant
k is evident from the figure. For low k the two particles
move nearly independent of each other, but for high k the
dimer moves as an effective single particle with the two
particles fluctuating about the mean position indepen-
dent of the value of noise correlation ρ. However, ρ plays
a decisive role in the dimer crossing the potential barrier
when the coupling between the monomers is high, with
positive correlation aiding in the back and forth hoping
between the two minima and the negative ρ confining the
monomer in the stable position. To quantify the above
observations let us study the residence time statistics of
the center of mass in the potential wells, which identifies
with the statistics of escape times [16].
With the initial condition xc = −1, lets look at the
time it takes for the center of mass to reach the basin
of attraction of the minima at xc = 1. Fig. 2 shows
the distribution of first passage times τ for different val-
ues of noise correlation ρ and spring constant k for noise
intensity D = 0.25. The distribution shows exponen-
tially decaying tails with parameter 〈τ〉, the mean first
passage time. However, when the coupling between the
monomers is low(k = 0.01), 〈τ〉 is nearly independent of
the correlation ρ. This is because for such low values of
spring constant k, the particles move nearly independent
of each other and hence the correlation between the ther-
mal degrees of freedom does not have any significant im-
pact on the rate of barrier crossing of the nearly indepen-
dent particles. On the other hand, with increasing values
of spring constant, e.g.- k = 0.1 and 1, it is observed that
〈τ〉 decreases with increasing correlation ρ. The reason
for such a behavior follows from the dynamical equations
in (4) and (5) which imply that the noise intensity af-
fecting the dynamics of the center of mass is D(1 + ρ).
As a result, for negative values of ρ the center of mass
does not feel the additive perturbations to the extent as
felt in the absence of any correlations. Consequently, the
escape to the absorbing boundary becomes difficult for
negative values of ρ. On the other hand, ρ > 0 enhances
the effect of the thermal degrees of freedom, making the
transport of the dimer across the well relatively easier.
The results detail us with the dynamical properties of
coupled Brownian particles for different values of spring
constant k and noise correlation ρ. It is also inferred from
the Fig. 2 that the mean escape time 〈τ〉 is lowest when
the two monomers move relatively independent of each
other, i.e., for low values of spring constant k. The over-
all effect of coupling is to slow down the escape process
and it is in this limit that the noise correlations play a
significant role. Consequently, it becomes interesting to
study the limit of large coupling constant in which the
dimer moves effectively as a single particle at its center
of mass and we proceed with this in the next section by
the method of adiabatic elimination of the fast degrees
of freedom [17].
III. ADIABATIC ELIMINATION
The adiabatic elimination of the fast variable requires
marginalization of the probability distribution p(xc, xr, t)
via the stationary solution of the Fokker-Planck opera-
tor for the fast variable xr. The Fokker-Planck equation
associated with the dynamical equations (4) and (5) is:
∂
∂t
p(xc, xr, t) = (L
c
FP + L
r
FP )p(xc, xr, t) (6)
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FIG. 2: Cumulative distribution of the first passage times
τ of the center of mass starting in the left well to the ab-
sorbing boundary at xc = 0. The distribution has exponen-
tially decaying tails with parameter 〈τ 〉. The effect of the
coupling between the two monomers is evident on the na-
ture of the distribution: for nearly independent movement
of the particles(k = 0.01)(top) the distributions trace each
other for different values of ρ. When the coupling between the
monomers increases, the mean first passage time 〈τ 〉 is found
to decrease with increasing ρ as observed for k = 0.1(middle)
and k = 1(bottom). The distributions are calculated using
500000 data points for noise intensity D = 0.25.
where LcFP and L
r
FP are the Fokker-Planck operators
associated with the slow xc and fast xr degrees of free-
dom respectively. In the limit of large spring constant
k, the two harmonically coupled particles experience the
same potential, hence U(xc + xr) ≈ U(xc − xr). As
a result, LrFP =
∂
∂xr
(2kxr +
D(1−ρ)
2
∂
∂xr
), which admits
the Gaussian distribution of mean zero and variance
σ2(xc, xr) =
D(1−ρ)
4k as its stationary solution ψ0(xc, xr).
Marginalization of p using ψ0 leads to the effective drift
term for the center of mass motion in large k limit and
is given by:
V ′(xc) = erf
(xc + 1
σ
√
2
)
− erf
( xc
σ
√
2
)
+ erf
(xc − 1
σ
√
2
)
, (7)
where erf is the error function, and approaches U ′(xc)
due to the smallness of the variance σ2. Hence, in the
limit of large spring constant the center of mass motion
is equivalent to the motion of a single particle in the
potential given by eqn(3) and with the noise intensity
modified to D(1 + ρ). Such a modification of the noise
intensity has strong implications on the dynamics of the
coupled Brownian particles as shown below.
The effect of noise correlation on the dynamics of the
center of mass can be studied using the above result.
To investigate the effect, let us calculate the mean first
passage time 〈τ〉 of the center of mass starting at xc =
−1 to the absorbing boundary at xc = 0. Using the
backward Fokker-Planck operator, the expression for the
mean first passage time reads:
〈τ〉 = (2/Dρ)
∫ 0
−1
dz e2U(z)/Dρ
∫ z
−∞
dx e−2U(x)/Dρ
= Dρ(e
2/Dρ − 1)− 1
≈ Dρe2/Dρ , (8)
where Dρ = D(1 + ρ). Hence, the rate of escape of the
center of mass from the minima of the potential well to
the absorbing boundary is R = 1/〈τ〉 = e−2/Dρ/Dρ,
which is of the same form as proposed originally by
Kramers. Consequently, it becomes nearly impossible for
the dimer to escape the potential well for strongly anti-
correlated noise processes when the coupling between the
two monomers is high.
The strong coupling limit of the dimer motion also
allows us to calculate the relaxation time of the initial
probability density to its steady state. We know that
in the limit of large spring constant k, the dynamics of
the center of mass follows: x˙c = −U ′(xc) + ζc(t) admit-
ting exp(−U(xc)/Dρ) as its steady state probability den-
sity. Hence, it becomes interesting to know the timescale
on which the initial density δ(xc + 1) relaxes towards
the steady state. In order to calculate the relaxation
time T , define: Q(t) =
∫
∞
0
dxcp(xc, t) where p(xc, t) is
the probability distribution associated with the center
of mass motion and Q(t) is the density of the center of
mass being found in the basin of attraction of the min-
ima at xc = 1. Using the results in [18] it is found that:
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FIG. 3: Rate of escape R of the dimer from the potential
minima to the basin of attraction of the other minima as a
function of correlation ρ for different values of noise intensity
D in the strong coupling limit between the monomers.
Q(t) − 12 ≈ − 12e
−
−e
−2/Dρ
Dρ
t −
√
Dρ
2pi
e−1/Dρ
(2/Dρ−1)2
t−3/2e−t/Dρ ,
where the first term is the contribution of the pole of the
Laplace transform of p(xc, t) and the second term, which
is valid only in the limit of long times is the contribution
of the branch cut associated with pˆ(xc, s), the Laplace
transform of p(xc, t). Using [19], the relaxation time T is
given by:
T =
∫
∞
0 dt(Q(∞)−Q(t))
Q(∞)−Q(0) ≈ Dρe
2/Dρ (9)
which is the same as the mean first passage time of the
center of mass to the absorbing boundary at the peak.
It is to be noted that the contribution of the branch cut
has been ignored in the calculation of the relaxation time
T , as it is valid only in the long-time limit. The depen-
dence of T on noise correlation ρ implies that the time
to approach stationarity can also be controlled by the
correlation. Fig. 3 shows the variation of the rate of
escape R of the dimer as a function of the noise corre-
lation ρ for different values of noise intensity D when
the coupling between the monomers is very strong. The
monotonic variation of R with ρ in the strong coupling
limit conforms with numerically observed results for rel-
atively weaker values of k. In addition, as the probability
density relaxes towards its stationary value at the same
rate as the escape rate, the results in Fig. 3 also imply
that the system may take a very long time to relax to
its stationary state when the noise processes are strongly
anticorrelated. This can leave the dimer confined in the
potential minima for longer times as compared to inde-
pendent noise sources and can be employed as a mech-
anism for confinement. With the transient properties of
the dimer motion understood, in the next section let us
generalize to the dynamics of a polymer in a confining
potential.
IV. GENERALIZATION TO POLYMER
DYNAMICS
The dynamics of a polymer chain in some potential
U = U(x1, . . . , xN ) is given by the Langevin equation:
x˙i = k(xi−1 − 2xi + xi+1)− ∂
∂xi
U(x) + ηi(t), (10)
where i = 1, . . . , N , and the noise processes ηi are Gaus-
sian white with mean zero and correlations 〈ηi(t)ηj(t′)〉 =
2Dρijδ(t− t′). The diagonal elements of the correlation
matrix are unity by definition and the off-diagonal el-
ements are symmetric and take values from the inter-
val [−1, 1], which generalizes the dynamics of a polymer
chain with independent noise processes [4]. The dynami-
cal equations in (10) can be transformed to the equation
for the motion of the center of mass and the motion of
monomers relative to the center of mass. The equation
of motion for the center of mass of the polymer:
x˙c = −
∑
i
∂
∂xi
U(x) + ζc(t), (11)
where ζc =
∑
i ηi/N . The noise process ζc has mean zero
and correlation 〈ζc(t)ζc(t′)〉 = 2DN2 (N + 2
∑
i<j ρij)δ(t −
t′). Now, if the correlations ρij are chosen such that
the term in the brackets becomes small, this can make
the polymer to be trapped in a metastable state for
longer times as compared to the uncorrelated noise pro-
cesses. Positively correlated noise processes on the other
hand aid in the escape with respect to uncorrelated
noises. This can be easily understood in the limit when
the coupling between the monomers is chosen to be
very strong, adiabatic elimination of the relative coor-
dinates rendering the equation of motion of center of
mass: x˙c = −U˜(xc) + ζc(t), with U˜ being the effec-
tive potential. This is equivalent to the dynamics of a
single particle in the potential U˜ and the thermal de-
grees of freedom controlled by the parameters D and
ρij . As a result, the Kramers formula can be used to
calculate the rate of escape from a potential minima:
R ≈ exp(−N∆U˜/D(1+2∑i<j ρij/N)), where ∆U˜ is the
height of the potential barrier. The expression general-
izes the previously known results for R for uncorrelated
noise processes [4–7] by incorporating noise correlations.
Now, for a given value of noise intensity D, the corre-
lations ρij can always be chosen such that the term in
the brackets: 1+2
∑
i<j ρij/N , becomes small enough to
drastically reduce the magnitude of thermal fluctuations
preventing the polymer to cross the barrier even when the
assigned value of D is strong enough to drive the barrier
crossing process in the absence of noise correlations. On
the other hand, if the correlations are chosen such that
ρij > 0 for all i, j, then these enhance the magnitude
of the thermal fluctuations thereby making the barrier
crossing of the polymer more likely in comparison to the
case with uncorrelated noises. This generalizes the re-
sults of the previous sections for dimers with correlated
5noises and has implications towards controlling the rates
of chemical reactions involving polymers by varying the
correlation between the noise processes.
V. CONCLUSIONS
In summary, the paper discusses the dynamics of har-
monically coupled Brownian particles in a symmetric,
piecewise linear bistable potential under the effect of cor-
related noise processes. The main result of the study is
that for a fixed value of noise intensity, positively cor-
related noise processes aid in the escape of the dimer
from the metastable states whereas anticorrelated noises
tend towards confinement provided the particles are not
moving completely independent of each other. This re-
sult has significant implications towards the dynamics
of polymers in potential fields, e.g.- the rates of chem-
ical reactions involving polymers can be controlled by
varying the noise correlations and if very strongly anti-
correlated noises are used, then the polymer can be con-
fined in metastable states for longer periods of time. Al-
ternatively, correlated noise sources can be employed to
confine polymers in a metastable state with the amounts
of correlation controlling the residence times in the con-
finement. The observations also generalize to dynamics
of extended objects in potentials with multiple minima,
e.g.- transport of a dimer/ polymer in a tilted periodic
potential [20]. The effects of noise correlations in such
potentials would be observed in the variation of current
across the potential, with the current reducing for nega-
tive correlations and enhanced for positive correlations.
Such generalizations of the present results will be taken
up in future works.
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