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INTRODUCTION 
During recent years a topical area of research has arisen in the 
social sciences called "social indicators." Two characteristics seem to 
mark this type of research. First it is an interdisciplinary area to a 
degree not common in the social sciences to date. This characteristic 
generates a number of problems, not the least of which is the problem 
of interdisciplinary communication. If social scientists are to reap 
those ideas and methods important to their research efforts, they will 
definitely need practice in the languages of other disciplines. 
The second characteristic marking social indicators research is its 
applied nature. While this is a most vital aspect of social indicators 
it is also an extremely difficult one. The application of social science 
research to on-going social situations and problems is an ideal wrought 
with complex difficulties. The difficulties include such issues as how 
to apply research to real-world problems as well as the moral implica­
tions of applied research. 
Duncan (1974) delivers a most accurate account of the present stage 
of social indicator research by stating that the social indicator move­
ment is "many things to many people." While this pluralistic state of 
the art is on the on2 hand appealing, it is simultaneously frustrating 
as one tries to sort order out of the apparently chaotic literature. 
The present state of social indicators research indicates that a 
number of new, alternative techniques are being put forth regularly. 
This is a healthy situation and ultimately should supply future social 
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indicator researchers with a large group of techniques and methods for 
analysis of secondary data. From this group selection of the most appro­
priate and useful will result. Therefore this thesis is considered one 
"conjecture" or proposal to be judged in relation to the numerous others 
for future use. 
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CHAPTER ONE. 
SOCIAL INDICATORS: 
OVERVIEW AND THESIS OBJECTIVES 
Historical Perspective 
The work of social indicators started as early as did Western 
Civilization. Gross reminds us of Biblical precedence in the measure­
ment of the lands in the Pharoah's Egypt and the Lord's command of 
Moses to record a census (1966a:x). All through the Middle Ages to the 
beginning of the American republic governments and peoples have sought 
information so as to improve the guidance of their societies. 
The Constitution of the United States made way for the first 
decennial census in Article 1, Section 2 (Gross, 1966a:x-xi). This por­
tion of the Constitution refers to the composition of the U.S. House of 
Representatives : 
While this clause expressly empowers Congress to provide for 
an enumeration of persons, yet Congress has repeatedly direc­
ted an enumeration not only of free persons in the States but 
of free persons in the Territories, and not only an enumeration 
of persons but of statistics respecting age, sex, and produc­
tion (U.S. Constitution, 1938:107-108). 
Major advances in modern day rational planning were made at the 
beginning of the present century. For example, historian Samual Hays 
(1959) suggests that the conservation movement at the turn of the century 
is an example of large-scale, nationwide planning. One portion of Hays' 
account deals with the federal government's planning and practice via 
the Army Corps of Engineers and the National Geological Survey to "plan" 
the nation's waterways and inland water routes. Hays argues that the 
conservation movement of the Progressive Era of the early part of the 
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present century was a "scientific movement, and its role in history 
arises from the implications of science and technology in modern society" 
(1959:2). Hays indeed suggests a new interpretation of the events sur­
rounding the much-heralded protection of the land and forests under the 
Roosevelt administration. Hays portrays the conservation movement and 
its significance upon the American people in the following manner: 
The broader significance of the conservation movement 
stemmed from the role it played in the transformation of a 
decentralized, non-technical, loosely organized society, 
where waste and inefficiency ran rampant, into a highly 
organized, technical, and centrally planned and directed 
social organization which could meet a complex world with 
efficiency and purpose... .The possibility of applying scien­
tific and technical principles to resource development fired 
federal officials with enthusiasm for the future and imbued 
all the conservation movement with a kindred spirit. These 
goals required public management, of the nation's streams 
because private enterprise could not afford to undertake it, 
of the Western lands to adjust one resource use to another. 
They also required new administrative methods, utilizing 
to the fullest extent the latest scientific knowledge and 
expert, disinterested personnel. This was the gospel of 
efficiency—efficiency which could be realized only through 
planning, foresight, and conscious purpose (1959:265-267). 
The central historical point being made here regards the permeation 
of the planning process with the gospel of the scientific method [Note: 
the best and most successful results of the application of this method 
had come in physics, particularly, in the so-called classical mechanics]. 
In a real sense, rational planning became synonymous with science and 
the classical scientific method. 
Further evidence of the scientification of the planning process is 
available from the period of the Herbert Hoover Presidential Administra­
tion. In September of 1929 Hoover appointed a committee entitled "The 
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President's Research Committee on Social Trends." The Committee was 
funded in large part by the Rockefeller Foundation. It was chaired by 
Wesley C. Mitchell a former student of Thorstein Veblen and included 
a foremost student of social change William F. Ogburn as Director of 
Research. 
The Committee in its Review of the Findings expressed a definite 
concern with the "bewildering confusion of problems" extant in the post-
World War I and early depression era (Research Committee on Social Trends, 
1933:xii). The "primary value" of the research from the Committee's 
point of view was its effort to "interrelate the disjointed factors and 
elements in the social life of America, in the attempt to view the situ­
ation as a whole rather than as a cluster of parts" (Research Committee 
on Social Trends, 1933:xii-xiii). 
The status of the major American insitutions—the church, the family, 
industry, and government—were definite sources of concern. Not only 
were these institutions more insecure than they once had been, but even 
the basic principle of the republic—democracy—had become cause for 
concern. The Committee observed the following tendencies in American 
institutions: 
One of these [tendencies] is the habituation of the American 
people to large scale organization and planning in industry, 
keenly appreciated by the Soviets; another is the American 
tendency to make relatively prompt use of the latest fashions 
in science and technology; the lack of sharply defined and 
permanent classes or castes obstructing either economic or 
governmental change, and, finally, the wide prevalence of 
democratic attitudes and practices in social life (Research 
Committee on Social Trends, 1933:lxix). 
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Finally, the filtering process of scientific—particularly 
mechanical—imagery into the social planning language and therefore 
the thought of the Committee is demonstrated by the following passage: 
The Committee does not wish to exaggerate the role of 
intelligence in social direction, or to underestimate the 
important parts played by tradition, habit, unintelligence, 
inertia, indifference, emotions, or the raw will to power 
in various forms....Social action, however, is the resultant 
of many forces among which in an age of science and educa­
tion, conscious intelligence may certainly be reckoned as 
one (Research Committee on Social Trends, 1933:lxxiv). 
One major social science discipline which has had considerable 
influence in the policy application of its scientific work is economics. 
In numerous ways, social indicators has been a direct result of the 
well-known and sophisticated economic indicators system. Economics has 
supplied a system of economic indicators which are used in planning 
certain aspects of our mixed economy and in particular government pro­
grams and expenditures. There was a great upswing in national level 
economic analysis during the Great Depression, World War II, and the 
subsequent reconstruction period (Gross, 1966b:162). The President's 
Council of Economic Advisors continues to use the monthly "Economic 
Indicators" to suggest the creation and elimination of various economic 
programs (Gross, 1966b:158). Others in government and in the society as 
a whole utilize these same indicators to evaluate the success of economic 
programs. 
At the national level there have been first approximations to systems 
of social indicators. In part, these have been set forth to offset the 
possible "philistinism" initiated by over-reliance upon economic 
indicators—particularly inasmuch as they are seen to neglect significant 
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social aspects of our lives. Olson argues that although national income 
statistics are sophisticated they overlook considerable information 
(1969:86-87) including that regarding social conflict (1969:88-89). 
In 1966 the National Aeronautics and Space Administration having 
the support of the Johnson Administration sought to evaluate the impact 
of massive technological efforts such as the space program. A part of 
that evaluation included the efforts of Raymond Bauer and his associates 
to study the effects of the space program upon society. The proposal 
for the inclusion of social indicators into Bauer's overall effort was 
made by Bertram Gross and Albert Biderman (Gross, 1966a:vii). A book 
was thereafter published by the American Academy of Arts and Sciences 
and entitled Social Indicators (1966). This then was the beginning of 
latter-day social indicators although as this brief historical survey 
has suggested it was not without precedent. 
Recent Trends 
Recent trends in social indicator research have taken three major 
directions: (1) social reporting or, as it is variously-called, social 
accounting and descriptive social reporting, (2) modeling including 
aspects of general social theory, mathematics, computer simulation, etc., 
and (3) research programs based upon a combination of social reporting 
and modeling. In the following section a description and brief histor­
ical account of each of these directions will be presented. In the case 
of the third direction a brief description of one approach to this com­
bination of social reporting and modeling is presented. 
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Social reporting 
With respect to the first direction, in March of 1966 President 
Lyndon Johnson instructed the Secretary of Health, Education, and Welfare 
(H.E.W.), John W. Gardner, to improve the ability of the United States to 
chart its social progress (U.S.H.E.W., 1970:vi). The H.E.W. staff re­
sponded with a document called Toward a Social Report. Included in the 
goals of this ducument was that it be used for the establishment of na­
tional proitities. The message was clear; if social information is avail­
able which describes the nation's problems, differential distribution of 
scarce resources could be implemented (U.S.H.E.W., 1970:xiv). Daniel 
Bell in a report of the Panel on Social Indicators (which included Bell, 
Mancur Olson, and Alice Rivilin) stated of the H.E.W. social report: 
The idea of a social report is one whose time has come.... 
No society in history has as yet made a coherent and unified 
effort to assess these factors that, for instance, help or 
hinder the individual citizen...live a full and healthy 
life equal to his biological potential, which defines the 
level of an adequate standard of living and social environ­
ment ought to include (1969:72). 
However, not everyone was quite as enthusiastic regarding the 
promises of social indicators. Sheldon and Freeman (1970) have argued 
that it would be quite impossible for social indicator researchers to 
deliver on at least three promises: (1) setting goals and priorities, 
(2) evaluation of programs, and (3) development of a social balance sheet. 
On the other hand, by no means denying completely the worth of social 
indicators, Sheldon and Freeman have also suggested the areas of poten­
tial which social indicators ^  have: (1) descriptive reporting, (2) ana­
lytical studies of social change, and (3) prediction. The authors con­
cluded : 
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Improvement of the quality of social statistics and the 
reliability of social science information is both in the 
public and in the academic interest. But the enormity 
of the task needs to be underscored (Sheldon and Freeman, 
1970:110). 
Albert Biderman then designated some aspects of this "enormous 
task": 
The major barrier to the development of social indicators 
is probably the limited extent to which audiences for indi­
cators have any understanding of the social world.... Indi­
cators of the condition of social indicators thus become 
in themselves critical social indicators. To have these, 
as well as for strategic developments of the indicators 
that would be their referents, an independent, empirically-
grounded theory of societal feedback and enlightenment—a 
new science is needed (1970:230). 
The "promise and potential" debate notwithstanding, the important 
experience of the H.E.W. task force demonstrated many of the difficulties 
engendered in social indicators work. Further this group did derive a 
definition of social indicators—itself a topic of considerable debate 
in the literature—which has helped to direct subsequent research. "A 
social indicator...may be defined to be a statistic of direct normative 
interest which facilitates concise comprehensive and balanced judgments 
about the condition of major aspects of a society" (U.S.H.E.W., 1970:97). 
Also the task force offered suggestions for next steps for social indi­
cator researchers. The first suggestion was that policy formers use 
social indicators to choose "the most efficient programs" (U.S.H.E.W., 
1970:101). Secondly a complete set of policy accounts would be desir­
able but moreover a systematic approach to decision-making should be 
invoked. Further social statistics to be used in the decision-making 
process should not be those obtained as a by-product of administrative 
accounting (U.S.H.E.W., 1970:101). 
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s .  D. Vestermark, Jr. has applied the notion of social indicators 
to civil defense planning. The need for social information in this 
author's view was not confined to solely peaceful times. Vestermark 
argued that in the aftermath of massive war-time destruction social 
information would also be needed (1968:28-30). The thrust of his posi­
tion is that this information is not necessary only after nuclear attack 
but also prior to it. His position is demonstrated in the following; 
The lack of information about available kin [Vestermark is 
analysing the problem of orphans in a post-nuclear attack 
period] is but one illustration of the most striking single 
gap in the tools available for studying possible social 
effects of attack: the lack of any comprehensive, nationally-
based inventory of the social relationships and value patterns 
which exist within the American population (Vestermark, 1968: 
28). 
After 1970 the social indicator movement grew in momentum. Research­
ers and government agencies at various levels began to see the potential 
utility of the use of social indicators for decision-making purposes. 
Bell's optimism in regarding social indicators as an idea whose time 
had come certainly seemed to ring true at the close of the 1960's and 
in the early years of the 1970's. 
At the federal level another social reporting effort was accomp­
lished by the Bureau of Census of the Department of Commerce. The title 
of the social report was Pocket Data Book—U.S.A. 1976. The publication 
was in conjunction with the Bicentennial Year and its celebration. This 
document though small in size was of quite a large scope. In it were 
included 24 areas pertinent to the national scene. The data book pre­
sented data obtained from numerous sources and portrayed them in a color­
ful, attractive manner. 
11 
Finally, despite the earlier focus here upon domestic work in 
social reporting Galnoor has pointed out that social indicators might 
be of crucial use in developing countries. Also Galnoor argued that 
certain information of use to the developed countries would clearly 
have limited if any utility in developing countries (1971:17). 
Modeling 
As was suggested above the recent social reporting direction is 
only one of three directions which the social indicators movement has 
taken. The second is the modeling direction. Brooks has pointed out 
the rationale for this second direction in the following manner: "The 
lack of theoretical orientation is perhaps the most basic criticism and 
also the most obvious need of the social indicator movement" (1972:10). 
There have been serious attempts to give social data a framework. 
Scientists such as Karl Deutsch (1963) have attempted to construct 
cybernetic models describing the communication channels in a complex 
system. Parsons and Shils (1951) have attempted to lay a systems ground­
work for a "general theory of action." Riggs, von Bertallanfy, Buckley, 
and a nearly infinite list have wrestled to bring social facts under the 
umbrella of a conceptual and theoretical structure. These searches have 
been carried out by individuals in a variety of different fields. 
De Neufville suggested that "designing frameworks has been a popular 
mode of social indicators work, but that social indicator models have a 
long way to go. She finds "few adequate models for significant issues" 
(De Neufville, 1975:51). Her position is that the immediacy of problems 
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precludes the time and effort of modeling. She does however concur 
that such efforts are important in the long run. Her proposal is for 
realistic arid useful interim approaches to immediate problems. She 
does admit that "most interpretations of indicator movements are based 
on some implicit model in any case but an explicit one is easier to 
examine and reject" (De Neufville, 1975:51). 
One example of early modeling efforts is that of the Stanford 
Research Institute. The Stanford Team developed in a careful analytic 
analysis a multi-level heuristic device which links the individual and 
system levels. The Team is ultimately concerned with devising a mathe­
matical simulation of the entire social accounts system (S.R.I., 1969:45). 
The position and excitement of the Team is demonstrated in the following 
passage : 
As data accrue over time and are stored in a national data 
bank, it will become increasingly possible to devise a 
validation base, not only for the more conventional 'part-
theory' social science investigations, but for the more 
holistic simulation models of society that are the contem­
porary leading edge of integrative efforts in social science.... 
Ultimately a mathematical simulation may be the largest pay­
off of the entire national social data system, because truly 
quantitative social reporting depends on such models (S.R.I., 
1969:45). 
Social indicator research has been accomplished in a number of 
different well-being areas—such as health, education, public safety, 
etc.—of social indication. In the area of health, for example, rational 
frameworks have been proposed (cf. Dever, 1976 and Fagnani and Dumenil, 
1976). Fear (1977) sought to refine the measurement of model components 
by using multiple indicator methods in a causal model framework. Of 
course computer applications are growing in popularity. For example. 
13 
Dever and Lavoie (1977) use the computer to map, on the basis of national, 
state, and local units, such variables as manpower (1977:126-127), coun­
ties reporting rabies cases (1977:127-128), and mortality (1977:129-132). 
The optimistic impression left by the authors is one of the near limit­
less applications of the computer (Dever and Lavoie, 1977:160). 
Social Indicator researchers have recently speculated about the 
potential of social indicator information for program evaluation. Fontane 
(1975) has experimented and discussed the use of the indicator size of 
congregation to evaluate a church's program of Christian witness and 
community involvement. Much effort has been expended in defining the 
illusive concept "quality of life" (cf. Drewnowski, 1974; McCall, 1975). 
Also the place of "perceptual measures" in analyzing the quality of life 
has been treated (Andrews, 1973:10-11). 
Recent critiques of social indicators are certainly not in short-
supply. For example, David A. Brusegard, writing in a book review 
concurs with the author of the book being reviewed that the "real demand" 
for social indicators is not as great as the "apparent demand" (1975:251). 
Brusegard argues that the reason for this discrepancy is as follows: 
The real demand for indicators is low because the [social 
indicator] movement is production oriented and has yet to 
breach the problem of transferring the logic of using indi­
cators to the real potential users. Statistical agencies 
which produce voluminous publications containing social 
statistics are just beginning to realize that users are 
not prepared for the product and lack the requisite confi­
dence and understanding to use them properly (1975:253). 
Also the state of the movement in the eight years since the Bauer 
book is demonstrated (or lamented) by 0. D. Duncan: 
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One salient feature of the social indicators movement, which 
is really implicit in its characterization as a social 
movement, is that it is many things to many people (1974: 
5096). 
While this pluralism in social indicator research satisfies democratic 
values the lack of clear unity on the part of social indicator research 
is a source of interminable—and nearly intolerable—frustration. 
Research programs combining social reporting and modeling 
The third and final direction for recent social indicators research 
has been the larger scale research program involving elements of both 
social reporting and modeling. One example of such a program is that 
of Iowa State University. The active joining of the two directions— 
social reporting and modeling—has been an emphasis throughout the pro­
gram. The work at I.S.U. has been carried out through the efforts of a 
network of individuals of several different levels and function within 
the land grant framework. Early work consisted of exploratory research 
of the historical and contemporary literature in the areas related to 
social indicators. Simultaneously efforts were afoot for construction 
of organizing conceptual frameworks for subsequent data collection 
activities. The principal output of this most early work was an exten­
sive annotated bibliography of relevant literature under the title of 
Social Indicators and Societal Monitoring (1972). 
Building on this foundation, the I.S.U. research took a new tack 
compared to most early social indicators work which focused on nation 
and state as units of analysis. The efforts were directed toward the 
local county and multi-county level within the state of Iowa. A part 
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of the funding for the project was made available by the passage of the 
Rural Development Act of 1972. The principal goals of this national 
Act were: (1) to help the rural areas of America attain balanced develop­
ment (i.e., not simply economic) and (2) to engage the resources of the 
Nation's land-grant institutions to meet rural development goals. To 
this end, a group of researchers under the direction of Drs. Klonglan, 
Warren, and Beal proceeded to implement social indicators research in 
the "Title V" region of Iowa. 
Briefly this research was separated into two main stages. The first 
stage, labeled the "social reporting stage," was designed to make avail­
able to each of the six counties of the Title V region—and ultimately 
the Extension Region—data books or social reports. These reports were 
prepared as organized collections of statistical information intended to 
aid in the policy planning efforts in the Title V region. 
A vital aspect of the early stage of this research was the dissemi­
nation of these data to each of the counties. The means to this end was 
a series of conferences. These conferences conducted by the members of 
the research staff with the aid of the Extension Sociologists were aimed: 
(1) to communicate the ideas and promise of social indicators research 
generally with respect to planning and (2) to instruct the conference 
attenders in the use and misuse of data. The conference efforts began 
in March of 1977 and concluded in December 1977. 
The second stage of the I.S.U. research is in its very early stages. 
The stage is labeled "modeling." This stage has had its earliest contri­
bution in the form of Fear's (1977) work in modeling of the health area 
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using techniques of multiple indicators and regression within a causal 
model framework. Further anticipated work in this modeling stage 
includes attempts at integrative cross-sector modeling of social well-
being, computer simulation modeling, as well as certain aspects of the 
present thesis. 
In this extremely cursory account of the main efforts, one can 
note that the I.S.U. program has progressed from its early stages of 
searching the literature to one of more advanced quantitative modeling 
of social data. 
Statement of the Problems 
Two basic problems will be addressed in this thesis. The first is 
a theoretical problem related to the construction of a social indicator 
model. The second regards the empirical assessment and analysis of the 
constructed model. A discussion of these problems and their rationale 
as well as proposed resolution of the problems follows. 
Model construction 
The first problem is that of proposing a model for social indicators. 
The particular type of model sought is a probabilistic one. The rationale 
for proceeding in this direction is two-fold. First it is important that 
the social indicators community have a number of different methods from 
which to make its ultimate selection of the best ones. Up to this point 
the bulk of modeling methods and techniques have leaned toward nonproba-
bilistic, predictive, causal models. 
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The second reason is a more philosophical one but equally important. 
It concerns the interface of social planning and science including social 
science. One possible contention is that models derived from classical 
science might potentially reduce the degree of personal freedom of the 
constituents of the planner. This is a humanistic type of orientation 
and is due a full philosophical exposition itself which would be well 
beyond the scope of this thesis. The more direct point relative to this 
scientific thesis is the historical change in science—change in its 
methods and change in its techniques. The critical question is to what 
degree has rational social planning remained in step with the historical 
change in science. This is important due to the reliance of planners 
upon scientific products and proposals. 
The historical trend in rational social planning, as well as in our 
culture generally, has been toward the adoption of the scientific method 
as of paramount importance. A statement of Giedion solidifies this 
historical point: 
A general contemporary understanding of scientific method is 
more important for our culture as a whole than widespread 
knowledge of scientific facts. It is through their increas­
ing similarity of method that various activities [social 
planning and social indicators in the present context] of 
our times are drawing together to constitute our culture 
(1967:16). 
The unquestionable previous success of the physical sciences has led 
Western societies generally to equate "rational social planning" to 
social planning which follows the scientific method. Among the con­
sequences for social planning of this equation are: (1) underestimation 
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of the "Incalculable diversity of human existence" (Giedion, 1948:722). 
This equating process—i.e., rational social planning as equivalent to 
social planning following the classical scientific method^ —which was 
well underway by the beginning of this century is no longer valid. 
Rather the scientific method—its principles and practices—has under­
gone a revolution. Interestingly, this revolution has proceeded pri­
marily in the hands of those who so well husbanded it in the first place— 
the physicists. Giedion states: 
In the hands of the physicists, with the revelation of the 
structure and functions of atomic forces, the conception 
of the essence of matter has changed and has lost its 
transcendental other-wordly nature. The resulting 
methodological change that has occurred in modem physics 
has affected many fields of human knowledge and has become 
the starting point for new, more abstract conceptions 
[emphasis is added] (1948:718). 
The additional historical point la this. The resulting method­
ological changes In physics have not permeated the methods of rational 
social planning. Until such time as rational social planning Is re-
equated with a social planning process which borrows from the modem 
scientific method, important advances In modern science which might 
aid planning efforts will remain unexplored. Further it is possible 
that this exploration on the part of social indicator researchers will 
result in: (1) a more accurate picture of the main aspects of our 
societal structure and functions and (2) an "allowance" for more "Ituman" 
It should again be emphasized here that the archetypical success 
story in the use of the scientific method is physics and particularly 
mechanics. Further the main goals of physics Included the exact pre­
diction of the motion, momentum, velocity, etc. of physical objects 
as well as the determination of the nature of the Impinging forces on 
those objects. 
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freedom and variation in social planning models. [This freedom is the 
probablistic "freedom" of atoms in liquids and solids.] 
This being the basic philosophical and historical rationale of the 
model construction portion of this thesis, the procedures used to carry 
out these goals follow. The theoretical procedure of the thesis is 
basically one of drawing an analogy between social ideas and a modern 
physical theoretical model. Particularly a sociological analogy using 
a model borrowed from statistical mechanics—one branch of modem physical 
theory—is attempted. Statistical mechanics is a modern branch of mechan­
ics and takes into account various aspects of the probabilistic processes 
of material objects. The distinction between this theoretical orienta­
tion and classical ones including predictive, causal models is described 
well by Northrup: 
Probability which is defined in terms of the theory of 
errors and which is concerned with the actual operations by 
means of which any theory is verified we shall call opera­
tive probability. Probability which is defined in terms of 
the basid concepts and principles of the specific scientific 
theory in which it occurs we shall call theoretical proba­
bility (1947:201). 
Portions of Talcott Parsons' theory of society will supply the 
sociological substance for the analogy. His work represents the most 
wide-scaled and consistently refined network of theoretical categories 
available in contemporary sociology. A conceptual network of this kind 
and scope is necessary to the multidimensional focus of social indicators 
which spans areas such as education, family, government, economy, etc. 
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Empirical assessment and analysis 
The second problem is the empirical assessment and analysis of data 
in a manner following the theoretical argument. The analysis technique 
is that of Markov chains which follows directly from the theoretical 
prescription and hypotheses. Markov chains is a branch of discrete 
mathematics. This type of mathematical analysis has grown in conjunc­
tion with quantum physics and statistical mechanics similar to the 
growth of continuous mathematical analysis in conjunction with classi­
cal mechanics. Markov analysis is therefore in phase with the modern 
scientific method. 
The outline of the subsequent chapters follows. In Chapter Two 
the theoretical argument will be presented concluding with the theoret­
ical hypotheses to be tested. Chapter Three will present a description 
of the data and the methods used to make the test. Chapter Four then 
will present the findings of the study. In Chapter Five the findings 
will be discussed and implications of the study suggested. Finally 
Chapter Six will review and briefly summarize the study. 
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CHAPTER TWO. 
CONSTRUCTION OF A MODEL FOR SOCIAL INDICATORS 
Introduction 
Sociology has a long history of borrowing methods and models from 
other disciplines such as biology, physics, and drama. One discipline 
from which sociologists have recently more frequently borrowed is math­
ematics. Among the group of sociologists borrowing from mathematics, 
social reality is seen as quantifiable and therefore subject to explana­
tion and understanding in terms of the rich body of theoretical and 
applied mathematical science literature. Mathematical modeling and 
causal modeling are two well-known variants of this movement. 
The history of the quantification trend in sociology shows a large 
debt to the highly successful physical sciences and particularly that 
branch known as mechanics. This debt in part takes the form of the 
images and concepts used to explain social systems. Concepts such as 
force, power, friction, and cause are just a few which in one form or 
another continue to arise in sociological literature. This debt is 
primarily to what is more commonly known as classical (or "Newtonian") 
mechanics. 
As mentioned previously, one of the critical differences between 
the classical and modern physics concerns the type of mathematical 
methods used in theoretical statements. Classical mechanics relies 
solely upon continuous methods including differential and integral cal­
culus. On the other hand, modern mechanics includes aspects of mathe­
matical probability theory. One particular area lying on the disciplinary 
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border of physics and chemistry integrates the methods of classical 
with those of modern physics. The area is called "statistical mechanics." 
In the present thesis, heavy reliance is made on statistical mechanics 
to construct a model of social indicators. 
This thesis rests upon three assumptions. Those assumptions are: 
1. Social facts exist. 
2. Regularities regarding these social facts can be known through 
a scientific process of conjecturing (theory) and refuting 
(obtaining and analyzing facts or data). 
3. Analogs of physical models may be used in conjecturing about 
these facts and thereby discovering their regularities. 
(a) The important aspect of any act of analogizing is detec­
tion of similarity of structure between the criterion 
and the proposed analog. The structure refers to the 
types of relations between facts or elements (or numbers 
in the case of mathematics) implied by the criterion 
and analog. This structure is critical and not whether 
the facts or elements are social or physical. 
The plan of the remainder of the chapter is to divide it into three 
sections. First, description of the important elements and concepts of 
statistical mechanics is presented. The main source for this treatment 
is Oliver Penrose (1970). Secondly, a brief overview of focal elements 
of Parsonian general action framework relevant to the analogy follows. 
Finally, the Parsonian analog to Penrose's statistical mechanics theory 
is set forth. 
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Description and Introduction to Penrose's 
Statistical Mechanics Model 
Penrose states: 
Statistical mechanics is the physical theory which connects the 
observable behavior of large material objects with the dynamics 
of the invisibly small molecules constituting these objects. 
The foundations of this theory derive their fascination from 
the interplay of two apparently incompatible theoretical schemes 
for describing a physical object. One of these descriptions is 
the observational, course-grained, or macroscopic description, 
which confines itself to observable properties of the physical 
object, such as its shape, size, chemical composition, tempera­
ture, and density. The other is the dynamical, fine-grained, 
or microscopic description which treats the physical object 
as a dynamical system of molecules, and therefore must include 
a complete description of the dynamical state of every molecule 
in the system. Both descriptions may be regarded as simplified 
models of a reality that is more complex than either. It is 
the task of statistical mechanics to find and exploit the rela­
tionship between the two schemes of description [final emphasis 
is added] (1970:1). 
The above quotation demonstrates the distinction upon which Penrose bases 
his work; namely, that between two types of physical description— 
observational and dynamical. The basic problem with which he, as well as 
others involved in statistical mechanics is concerned, is human limita­
tion in the observation act. Penrose's model takes these limitations 
into account. One principal limitation is that human beings are unable 
to make the multitude of observations ideally necessary to validate or 
invalidate a model proposed in terms of continuous or dynamic 
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mathematics.^ Rather, humans are limited to a few instants of obser­
vation which result only in imprecise and probabilistic descriptions 
2 
of the actual state of the focal system or particle. Penrose's 
resolution of this problem is to use two schemes of description together. 
Therefore, he constructs a model aimed at binding these two descriptions 
together in a coherent and mathematically consistent unit. 
Traditionally, in quantitative sociology the models and methods 
reflect the goal of making dynamical descriptions. These descriptions 
require a continuous mathematical description. Modern attempts at mathe­
matical theory construction clearly are evidence of this (cf. Land's formal­
ization of Durkheim's theory which uses primarily differential and partial 
differential equations). There is no doubt that probability methods have 
been included extensively in statistical methodology including multiple 
regression. However, probability theory has been used in these cases as 
an aid to data reduction and statistical model parameter estimation and 
measurement error evaluation (cf. Northrop's "operational probability") 
rather than as an a priori ("before data") theoretical tool (cf. Northrop's 
"theoretical probability"). 
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Critical to Penrose's thesis and idealization is the contention 
denying that humans can adequately observe dynamical variables over time. 
Rather, 
The model of observational qualities of a physical system is 
based on the assumption that an elementary observation is an 
instantaneous act, like taking a snapshot, with a limited set 
of possible outcomes which we call observational states (Penrose, 
1970:16-18). 
In the present social science literature of quantitative methodology, 
methodological techniques are almost completely dependent upon the idea 
that dynamical values can be observed—the only problem being measure­
ment errors. However, ultimately and ideally these dynamical values 
of the objects of observation can be known—only ignorance through poor 
measurement stands in the way. Penrose's solution is a more pragmatic 
one; namely, he accepts that observations are instantaneous and in­
complete as to the intermediary values of variables. He then constructs 
a formalism consistent with the aforementioned quality of observation. 
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Penrose argues that one can describe and understand movement of 
single or multiple particles of the same type over time by means of prob­
ability theory. However, as mentioned previously, Penrose does not exclude 
continuous variables completely. Rather, the main procedure of his model 
is to posit the continuous (dynamical) variables as idealized values used 
to describe the particle or system of particles in terms of their position, 
velocity, momentum, etc. However, given human limitation mentioned earlier, 
these dynamical variables are discretized. In other words, continuous 
variables are broken up into discrete variables thereby making probability 
statements about the new variables possible. 
In summary, Penrose argues that probability descriptions in conjunc­
tion with dynamical ones are better than solely dynamical ones due to the 
limitations of human observation. 
To this point the terms "dynamical variables" and "probability 
variables" have been set forth without explanation. Having presently 
given the broad outlines of Penrose's procedure in the preceding para­
graphs, an attempt to fill some of the details including clarifying the 
important distinction between dynamical variables and probability vari­
ables follows. A dynamical variable is one which may take on a real 
numerical value. One aspect of a particle described by using a dynami­
cal variable is the position (q) of a particular system of particles. 
This is only one basic parameter which is necessary to describe the 
motion of the particle or system of particles. Two more dynamical vari­
ables need to be added; velocity (q) and momentum (p). Both q and p have 
straightforward definitions: 
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where A q refers to change of position 
A t refers to change of time 
and 
(2) p = ^ m 
where the momentum (p) is given in terms of the mass (m) and 
velocity (q) of the particle or system of particles. 
With these three values, one may describe basically the motion of a 
particle or system of particles. 
Probability variables, on the other hand, are nominal or discrete 
in the sense that they only name an event or distinguish it from another. 
Therefore, intermediary values of the probability variable are impossible 
barring peculiarities in the trial. A familiar example is that of the 
coin. In the case of the coin, the result of a coin trial (flip) varies 
between a head or tail value. Obviously, the trial may not take on a 
value between head and tail. Therefore, if one were to assign the num-
3 ber 0 to tail and 1 to head, a value of ^  as a result of the trail would 
be utter nonsense assuming an honest coin. The only results possible 
for a trial are 0 and 1. 
Recounting, Penrose has suggested a formal link between these two 
types of variables as they are used to describe single particles or 
systems of particles and their motion. The single most important tech­
nical aspect of Penrose's treatise is what he calls the "Markov postulate" 
(See Appendix, Section 5). A principal property of the Markov chain 
is that the value which a unit of analysis takes in a sequence of 
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observations depends only upon the probability values associated with 
the unit at the observation point immediately preceding the observation 
in question. Penrose proceeds to deduce the general theorem which will 
be the framework for the model for social indicators. The theorem 
describes probability values in terms of dynamical values and is, 
symbolically, 
Pr(E(x) = D^(a) da 
where, without unnecessarily describing the details of the formalism, 
Pr(E|A) is a conditional probability value and f , . D (a) da is a value 
wl&j o 
dependent upon a values. These a values are, in turn, simply determined 
by the dynamical variables, p and q, discussed above (See also Appendix, 
Section 1). This model then is the culmination of Penrose's argument 
and states probability variables in terms of dynamical ones. 
Overview of Parsons* General Action Framework 
Parsons' assumptions and theory construction techniques 
The method of geometrical analysis—the axiomatic or hypothetico-
deduction method—has extensively guided theoretical work in classical 
physical sciences. This method has also gained recent appeal for soci­
ology. The manifestation of this appeal is shown by the number of authors 
who are attempting to make explicit a set of rules for sociological theory 
construction (cf. Gibbs, 1972 and Zetterberg, 1966). However, in addition 
to being a set of rules, the hypothetico-deductive method engenders a 
network of assumptions regarding structure and changes of the real world. 
This contention is not considered in the present theory construction 
literature. 
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It is contended that, in order to apply the set of rules of the 
hypothetlco-deductive method to Parsonian elements, identification of 
assumptions which Parsons makes regarding the structure and change of the 
real world is necessary. If he had supplied none, a set of such assump­
tions might have simply been posited for the pragmatic purposes of con­
structing a model. However, it was felt that the existence of such 
assumptions in Parsons' work itself was critical to the initiation of 
the model construction. 
Fortunately, Parsons does supply, via implication, adequate state­
ment of his assumptions. One such occasion occurred in an early paper 
entitled "Dimensions of Action Space." In this particular paper Parsons 
attempted to adapt his well-known pattern-variable conceptual scheme to 
Newtonian mechanics. Two minimal assumptions of Newtonian mechanics are 
that; (1) the physical world exists as a three dimensional space and 
(2) motion or change of position in this space has three degrees of free­
dom: i.e., heighth, width, and depth. Parsons' attempt at a quasi-formal 
restatement of his social system in terms of Newtonian mechanics requires 
at least an implicit acceptance on his part of these two assumptions. 
This acceptance opens the possibility of using the extensive mathematical 
methods of Newtonian mechanics in dealing with his work, although Parsons' 
own effort was essentially a verbal formailization. The intention In 
this thesis is to move in the direction of mathematical language for 
model construction. Parsons' paper is a direct precursor of the present 
technique of theory construction in several vital ways. The main differ­
ence is the criterion for the analog. Parsons used Newtonian mechanics 
and in the present study statistical mechanics is used. 
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A second source of evidence of the underlying Parsonian assumption 
network occurs in his and Piatt's book, The American University (1973). 
The authors make one of the clearest statements in this book of Parsons' 
assumptive framework about which he builds his general theory of action. 
They also do so in an uncharacteristically brief manner. Parsons and 
Piatt state in reference to the cybernetic hierarchy: 
First, the subsystems are arranged so that the cybernetic 
hierarchy runs clockwise, starting at the upper left [the 
adaptive subsystem] and running around [through the goal 
attainment and integration subsystem] to the lower left 
[the latent pattern maintenance subsystem]. There is a 
certain arbitrariness in the diagramming of this structure 
in only two dimensions; a three-dimensional model which 
treated these as steps in a spirial staircase would be 
more accurate (1973:427). 
This statement further verifies Parsons' acceptance of the basic 
structural and change assumptions of classical mechanics. He explicitly 
formulates his conceptual categories in terms of a "three-dimensional 
spiral." 
The acceptance of the two particular assumptions which are outlined 
above allows the building of a number of analogs out of Parsons* work 
including, for example, those using criteria of Newtonian theorems of 
motion and force (causal models), information theory, cybernetic theory, 
and finally, statistical mechanics theory. Although statistical mechan­
ics is substantially different technically, it is not significantly 
different from Newton's mechanics in terms of these assumptions. 
Up to this point, the emphasis has rested primarily on the hypothetico-
deductive strand in Parsons' theorizing. A second exists and in terms of 
volume of written work is the much more predominant one. This second 
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strand might be labeled the taxonomic aspect Parsons' theory construction. 
While the hypothetico-deductive strand derives in large part from the 
influence of the engineer-turned sociologist/economist Vilfredo Pareto 
upon Parsons' thinking, the taxonomic strand derives from Durkheim and 
the biological model. This second strand is the one which influences 
Parsons multitude of books which may be classified as a massive and 
doggedly-spun network of conceptual definitions. The purpose of the 
following section is to draw out some parts of that network to be used 
in the theoretical model developed herein. 
Focal taxonomic ideas 
The "four function paradigm" is first and foremost for Parsons' 
taxonomy. These functions are activities which must be performed by a 
living (or social) system if it is to remain viable. Parsons classifies 
the functions of the social system into four different classes: latent 
pattern maintenance, integrative, goal attainment, and adaptive. Typical 
real examples of organizations or institutions which serve these four 
functions in modern society are the school, the family, the government, 
and business, respectively.^ 
A later addition to the Parsonian conceptual arsenal occurred with 
the introduction of the double interchange paradigm in 1956 in Economy 
and Society, co-authored with Neil Smelser. Central to the double inter­
change notion is the biological idea of interaction between elements of 
1 
The book. The American University, referred to previously is an 
extended analysis of the pattern maintenance function made manifest in 
the university structure. 
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a system. A brief example will demonstrate this interaction. As 
mentioned before, the school serves the latency function of the social 
system. Schools perpetuate the culture including its scientific, polit­
ical, and religious ideas and artifacts. Inasmuch as the school, linked 
as it is with the myriad of other parts of the systemic network, carries 
out its pattern maintenance function, it does so in close cooperation 
with the other parts of the system. For example, modern schools con­
stantly interact with the government (serving the goal attainment function). 
The nature of this interaction might include the statement of federal 
requirements or regulation and the compliance on the part of schools in 
return for federal monies for building loans or other operating support. 
This might be classified as an "interchange" in Parsons' terms. He might 
further label the statement of federal requirements, "operative responsi­
bility" and the compliance, "legitimation of authority" (Parsons and Piatt, 
1973:432). 
As demonstrated in the preceding paragraph, not only does Parsons 
posit an interchange between functional organizations, he also classifies 
these interactions. The total classification of the interchange activi­
ties is called the "double interchange paradigm." This paradigm consists 
of a set of four arrows between the four functions. Two of the arrows 
are directed toward each of the functions in the following, exemplary 
manner, 
ADAPTIVE GOAL ATTAINMENT 
^ 
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In addition to these basics. Parsons labels the top two arrows "factors" 
and the lower two "products." These terms are borrowed from economic 
terminology referring to the factors of the production process and the 
output or products of that process. Hence, the paradigm takes this form: 
These are the main parts of the taxonomic paradigm needed to con­
struct the social indicators model. In particular. Parsons' labels for 
certain products of the functional subsystems will be the concepts to 
be measured using social indicator data. Also, the subsystems will be 
considered the conceptual units of analysis. How these concepts are 
related to the conceptual units of analysis follows in the next section. 
Those familiar with Parsons' work will note that only a very limited 
part of his work is used and they will be most certainly right. How­
ever, the goal of constructing a model is predominant for this study 
rather than total commitment to Parsonian theory as a whole. 
Parsonian Analog to Penrose's Statistical Mechanics Theory 
Introduction 
The stylistic difficulty of presenting the following model is 
significant. On the one hand, a thorough description of the formal 
theory and methods of statistical mechanics would be generally intract­
able and far beyond the scope of this thesis. On the other hand, fail­
ing to describe statistical mechanics images and concepts defeats the 
ADAPTIVE 
Factors 
GOAL ATTAINMENT 
Products 
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purpose of the section; i.e., the presentation of a Parsonian analog 
and model which follows the mathematical structure of statistical 
mechanics. In response to this difficulty, the following presentation 
guidelines are proposed: (1) presentation of parts of Parsons' 
work and parts of statistical mechanics as nearly simultaneously as 
possible and (2) utilization of Appendix for more detailed description 
of statistical mechanics formalisms. 
Principles of the analogy 
The first task in building the model is to propose the principles 
of the analog. These principles demonstrate the nature of the inter­
face being proposed between Penrose's statistical mechanics model and 
the Parsonian framework. The principles are: 
(1) Parsonian subsystems are treated as particles or systems of 
particles. 
(2) The Parsonian subsystems are the conceptual units of analysis. 
(3) In order to give a basic description of the motion of any 
particle or system of particles, one needs the values of the 
following variables: position (q), velocity (q), and momentum 
(p). However, if one has the momentum (p) of the particle or 
system of particles, he essentially has the other two values. 
The reason for this is that the momentum (p) is a function of 
the velocity and the velocity (q) is, in turn, a function of 
the position (q). 
(5) The analogy for the momentum (p) for the Parsonian subsystem 
34 
is the concept of the model. The Parsons' "product" concepts 
are derived from the framework discussed earlier. 
(6) The analogy then consists of conceptual units of analysis for 
which the description of motion is the concept—both of these 
are derived from Parsons. The particular conceptual units 
of analyses and concepts used will follow. 
Conceptual Units of Analysis and Related Concepts 
The following section will describe the four conceptual units of 
analysis along with the one concept associated with each. "Focal 
Taxonomic Ideas," is the main source for the basic notions here. 
It will be recalled that Parsons reduces the social system into 
four functions; latent pattern maintenance, integration, goal attain­
ment, and adaption. The conceptual units of analysis are derived 
from these and, while still abstract, are at a lower level of abstrac­
tion. Those units are, respectively: the education subsystem, the 
family subsystem, the government subsystem, and the economic subsystem. 
To each of these conceptual units of analysis is attached, as the 
"product' of the interchange among subsystems, a concept (See page 31). 
It is the measurement of each of these concepts which is the goal of 
empirical aspect of this study. 
The educational subsystem's product or concept is the "commodity 
demand" (Parsons and Piatt, 1973:432). This concept refers to the pull 
of other parts of the society for the product of the educational sub­
system—individuals with degrees. This demand is therefore not solely 
dependent upon the activity of the educational subsystem but, rather. 
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it is also dependent upon all the other parts of the social system, 
including the economy. The demand for degreed individuals by business 
and industry is one important influence upon the total demand for these 
individuals. The "commodity demand" is the momentum for the educational 
subsystem to be measured by social indicator data. The question of 
change of values of the commodity demand over time is crucial. 
The family subsystem's product or concept is the "commitment to 
common values" (Parsons and Piatt, 1973:432). This concept refers to 
the pull of other parts of the society upon the family to break up the 
subsystem. This commitment again is therefore not solely dependent 
upon the activity of the family subsystem but, rather, is dependent 
upon other parts of the social system. The amount of pressure upon 
the family subsystem is directly related.to total commitment of the 
family—in a sense, they are opposite sides of the same coin. The 
"commitment to common values" is the momentum (p) for the family sub­
system to be measured by social indicator data. 
The government subsystem's product or concept is the "allocation 
of fluid resources" (Parsons and Piatt, 1973:432). This concept refers 
primarily to the financial pull of the various subsystems for financial 
support. This allocation is not solely dependent upon the activity 
of the government subsystem but, rather, is dependent upon all other 
parts of the social system. The amount of the pull for financial allo­
cations is directly related to the total allocations made by the govern­
ment. The "allocation of fluid resources" is the momentum (p) for the 
government subsystem to be measured by social indicator data. 
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Finally, the economic subsystem's product or concept is the 
"commitment to the production of goods" (Parsons and Piatt, 1973:432). 
This concept refers to the pull of the other subsystems upon the economy 
to influence it to produce more goods. The commitment is not solely 
dependent upon the activity of the economic subsystem but, rather, 
is dependent upon all other parts of the social system. The amount of 
pull upon the economy is directly related to the total commitment to 
producing goods. The "commitment to the production of goods" is the 
momentum (p) for the economic subsystem to be measured by social indi­
cator data. 
Summing the above, the concepts derived from Parsonian theory are 
set equivalent to the momentum (p) value in statistical mechanics models. 
These four concepts—one for each of the four conceptual subsystems— 
will be measured by social indicator data. Having designated the 
principal conceptual units of analysis and the concepts, the next step 
is to construct the social indicator model following the Penrose model. 
Model construction 
The Penrose model, in addition to describing a particle or system of 
particles, describes the nature of the movement of a particle or system 
of particles through time (See Appendix, Sections 2 and 3). To describe 
the model a visual aid will be of assistance. The aid is in a shape 
similar to that of a shoe box. Also, the sides of the shoe box are 
clear as shown by following diagram: 
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The next addition is to fill the shoe box with particles. The 
type of particles which will fill the box is the education subsystem 
particle described above. It will be recalled that this is only one 
of four conceptual units of analysis. Any one of the four might have 
been chosen for the example. 
Each of these particles is ideally described by two values, q and p. 
Therefore, each of the education particles has two vectors to describe 
it. 
By imagining that the left end of the box is an early point in 
time (e.g., T^) and the right end of the box is a later point in time 
(e.g., Tco) , one may better visualize a processual motion of the 
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educational subsystems. Penrose's model suggests that human obser­
vation are similar to slices taken out of the box at different points 
in time. Visually, the observation of the process of change follows. 
where E refers to observed values at the T observations. 
0 
This diagram shows observations at N points in time. The Penrose model 
concerns, on the one hand, the configuration of values at separate obser­
vation times but also the motion or change of these values over time. 
This being the broad outline of the model, the next step is to 
give explanation to the description of the configuration and change 
of values. Again diagrams will be helpful. Ultimately, four separate 
hypotheses will be deduced along with subsidiary theoretical predictions. 
These four hypotheses will be associated with each of the four concep­
tual units of analysis. 
Having pulled the slices from the shoe box, the next step of the 
Penrose technique is to calculate an "area" figure. It should be recalled 
that Penrose's general goal is the statement of probability values in 
terms of dynamical ones. These "area" figures are derived from dynamical 
values p and q. The following vector or coordinate system supplies a 
framework for specifying the dynamical values for any particle or system 
of particles (See Appendix, Sections 1 and 7). 
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With this coordinate system, one may ideally specify particles with q 
and p values of 0£p<°° and 0£q«». However, in reality one would not 
obtain " values for p or q because it is impossible to measure in such 
situation. Since practical situations dictate parameters of p and 
max 
max 
The rectangle which would enclose the known values of the particles 
or system of particles is demonstrated by the following: 
n 
Snax^ 
Then, in accordance with Penrose's argument, division of the rectangle 
into four strips is necessary. This division is accomplished by drawing 
perpendicular lines from p at points l/4p , l/2p , and 3/4p . The 
max max max 
representative diagram follows : 
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This then will supply the area figures needed later. The first 
strip will be labeled w(l) , the second w(2) and so on as follows: 
1 
s: s: s: s: 
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Penrose argues in the idealization that the area of w(l) is equiva­
lent to 1/4 as are the areas of w(2) , w(3), and w(4). At this point, 
one would be capable of describing any particle or system of particles, 
given the values of p and q at the time (e.g., T^), in terms of the "areas" 
w(l) , w(2), w(3), or w(4). These "areas" will hereafter be called the 
state of the particle or system of particles. 
As will be recalled, one measures the particle or system of parti­
cles at a number of different points in time (T^, T^-.-.T^^). To describe 
the idealized state configuration at later points in time, Penrose's 
technique dictates the following diagram. This diagram refers to the 
second trial or, equivalently, the second point in time. 
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w'(3) w' (4) 
w'(l) w'(2) 
—^ 
0 
P 
For trial 3, the idealized configuration of states is: 
4 
w''(4) 
w"(2) 
w"(3) 
w"(l) 
p 
The immediately preceding diagrams taken together serve as a frame­
work to visualize the progression of the system (See Appendix, Sections 
4, 5, and 6). The problem is this: given a particle which begins in, 
for example state w(l) in the first trial, what is the probability that 
it will be in state w'(l) in the second trial and again for the example 
w''(l) at the third trial? 
The crux of Penrose's solution to this problem is that the probability 
can be stated in terms of the idealized areas. Following the problem 
of what is the probability that a particle starting in state w(l) at 
will be in w'(l) at T^ is equal to the proportion of the area covered 
by superimposing the w(l) strip on the w'(l) square as follows: 
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A 
P 
Therefore, the lined area is equivalent to 1/2. The figure is com­
pletely determined by area figures. That is, given the area of w(l) 
is 1/4 and the area of w'(l) is 1/4, and given that the particle is in 
state w(l) at T^ as one moves to T^, 1/2 of the area of w'(l) is covered. 
Hence, Prfw'(1)|w(l)] = 1/2. Similarly, when the particle begins in 
other states or when it moves through more than two trials, one is 
enabled to figure the probability of states at later times by using 
relevant area figures. 
A three dimensional drawing (See Appendix, Section 2) of the com­
bined framework follows: 
w' (4) 
w' (3) \w'(4) 
w"(3) 
w"(l) 
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This drawing may be viewed as the cross sections from T^, and 
is useful in conceiving of the movement of states over time. 
In these general terms, Penrose's model (1970:145-147) posits the 
probability of all the different possible states. Symbolically, 
^ n(BA) 
BA 0(A) 
where refers to the probability that a particle which starts in 
state A at will be in state B at is an area figure derived 
by using the foregoing area analysis. îî(B ,A) is the area obtained 
by superimposing state A at upon B state at . And n(A) refers to 
the state A at T^. 
Extending the above equation one is able to specify more precisely 
the probability configuration: 
[ " B A ] -
n(BA) 
0(A) 
0.5 0.0 0.5 0.0 
0.5 0.0 0.5 0.0 
0.0 0.5 0.0 0.5 
0.0 0.5 0.0 0.5 
where w refers to the transition matrix, B is equivalent to the state 
space (w''(l), w''(2), w''(3), and w''(4)) at time 2, and A is equivalent 
to the state space (w'(l), w'(2), w'(3), and w'(4)) at time 1. This 
matrix of probabilities "transition matrix" is basic to the mathe­
matical theory of Markov chains. The matrix describes the probability 
of moving from one state at an earlier point in time to the same or 
other states at the next later point in time. The rows of the matrix 
represent the states at the earlier point in time while the columns 
represent the states at the next later point in time. 
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This transition matrix is that for the first step (T^ to Tg). The 
transition matrix for the second step (T^ to T^) .following Penrose's 
analysis is 
0.25 0.25 0.25 0.25 
Q(CBA) 0.25 0.25 0.25 0.25 
"^BA ^CB 
II 
>
 
0.25 0.25 0.25 0.25 
0.25 0.25 0.25 0.25 
is equivalent to the State space (w'"(l) , w" '(2), w 
and w'''(4).) 
Particular features of this model are that the matrix 
is a limiting long-run probability distribution and, hence, the chain is 
ergodic. In other words, once the Markov chain has reached this situa­
tion (or distribution of probabilities), it will never change regardless 
of how many more steps are taken. In this particular case, the proba­
bility is going to be 0.25 for moving into any of the states at the 
next later time from any one of the states at the earlier time. More­
over, this 0.25 will remain the same all the way to T = ». It is also 
evident that it only takes one step for the chain to fall into the long 
run probability distribution and therefore the period of the chain is 1. 
All four of the states in the state space (1, 2, 3, and 4) are included 
in the chain closed subset.^ 
Hypotheses 
With this information at hand, it is straightforward to construct 
The Markov assumption will be further clarified in Chapter Three. 
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the four hypotheses to be tested in this study. Those hypotheses are: 
Hypothesis I 
(1) Conceptual unit of analysis: Educational Subsystem 
a) Concept to be analyzed: "Commodity demand" 
(2) Definitions 
a) Let A refer to the observational state, selected from 
states 1, 2, 3, and 4, at T^. 
b) Let B refer to the observational state, selected from 
states 1, 2, 3, and 4, at T^. 
c) Let G refer to the observational state, selected from 
states 1, 2, 3, and 4, at T^. 
(3) Hypothesized Chain I 
a) The "commodity demand" of the educational subsystem will 
follow an ergodic Markov chain pattern. That chain will 
have a period of one and one closed subset including all 
four states. The long-run probability distribution of the 
chain, following Penrose's model, will be: 
^CB *BA 
Hypothesis II 
(1) Conceptual Unit of Analysis: Family Subsystem 
a) Concept to be analyzed; "commitment to common values" 
(2) Definitions: 
0.25 0.25 0.25 0.25 
0.25 0.25 0.25 0.25 
0.25 0.25 0.25 0.25 
0.25 0.25 0.25 0.25 
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a) Let D refer to the observational state, selected from states 
1, 2, 3, and 4, at T^. 
b) Let E refer to the observational state, selected from states 
1, 2, 3, and 4, at T^. 
c) Let F refer to the observational state, selected from states 
1, 2, 3, and 4, at . 
(3) Hypothesized Chain II 
a) The "commitment of common values" of the family subsystem 
will follow an ergodic Markov chain pattern. That chain 
will have a period of one and one closed subset including 
all four states. The long-run probability distribution of 
the chain will be: 
*ED 
Hypothesis III 
(1) Conceptual Unit of Analysis: Government Subsystem 
a) Concept to be analyzed: "allocation of fluid resources: 
(2) Definitions: 
a) Let G refer to the observational state, selected from 
states 1, 2, 3, and 4, at T^. 
b) Let H refer to the observational state, selected from 
states 1, 2, 3, and 4, at T^. 
c) Let I refer to the observational state, selected from 
0.25 0.25 0.25 0.25 
0.25 0.25 0.25 0.25 
0.25 0.25 0.25 0.25 
0.25 0.25 0.25 0.25 
states 1, 2, 3, and 4, at T^. 
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(3) Hypothesized Chain III 
a) The "allocation of fluid resources" of the government sub­
system will follow an ergodic Markov chain pattern. That 
chain will have a period of one and one closed subset includ­
ing all four states. The long-run probability distribution 
of the chain will be: 
Hypothesis IV 
(1) Conceptual Unit of Analysis: Economic Subsystem 
a) Concept to be analyzed; "commitment to the production of 
goods" 
(2) Definitions: 
a) Let J refer to the observational state, selected from states 
1, 2, 3, and 4, at T^. 
b) Let K refer to the observational state, selected from states 
1, 2, 3, and 4, at T^. 
c) Let L refer to the observational state, selected from states 
1, 2, 3, and 4, at T^. 
(3) Hypothesized Chain IV 
a) The "commitment to the production of goods" of the economic 
subsystem will follow an ergodic Markov chain pattern. That 
chain will have a period of one and one closed subset includ­
ing all four states. The long-run probability distribution 
0.25 0.25 0.25 0.25 
0.25 0.25 0.25 0.25 
0.25 0.25 0.25 0.25 
0.25 0.25 0.25 0.25 
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of the chain will be: 
\k \J 
0.25 0.25 0. 25 0.25 
0.25 0.25 0. 25 0.25 
0.25 0.25 0. 25 0.25 
0.25 0.25 0. 25 0.25 
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CHAPTER THREE. 
METHODS 
The purpose of this chapter is to present and discuss the research 
procedures utilized in this study. The three main areas presented will 
be: (1) data sources and data collection, (2) Markov state definitions 
and variable construction, and (3) Markov chain analysis. 
Data Sources and Collection Procedures 
The data collected for the study were gathered as part of the multi­
phase research efforts in Social Indicators at Iowa State University. 
The research project, funded in part by Title V of the Rural Development 
Act of 1972 and in part by the North Central Regional Center for Rural 
Development, began with a focus upon the Title V area of Iowa, extended 
then to the entire state of Iowa (cf. Fear, 1977), and finally, in its 
present stage, has begun to move to a regional scope. Therefore, in 
the phase of the research represented by the present study, the 12-state 
area referred to as the North Central Region is used. The county is 
the empirical unit of analysis. The total number of counties in the 
12-state region is 1056. The states included in the North Central 
Region are Illinois, Indiana, Iowa, Kansas, Michigan, Minnesota, Missouri, 
Nebraska, North Dakota, Ohio, South Dakota, and Wisconsin. 
The data are secondary and were derived from three principal sources: 
(1) the 1960 and 1970 United States Censuses, (2) the United States 
Department of Commerce's County and City Data Books for 1962 and 1972, 
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and (3) Sales Management's "Survey of Buying Power" for 1960 and 1970.^ 
The data on all variables were gathered at two points in time. The 
points in time for all variables represent a ten year interval. 
Markov States Defined and Variable Construction 
The conceptual units of analysis of this research include the edu­
cational subsystem, the family subsystem, the governmental subsystem, 
and the economic subsystem. The concepts related to each of these units 
of analysis and derived from the theoretical model are, respectively: 
the "commodity demand," the "commitment to common values," the "allo­
cation of fluid resources," and the "commitment to production of goods." 
The problem of validly measuring these concepts while utilizing 
available secondary data over two time periods is a significant one. 
Had the research followed traditional survey research methods, the 
variable measurement would have been a stage which fell after model con­
struction. However, in the present situation and given the somewhat 
different goals of social indicator research, the model construction 
had to, in a sense, take place "around" already-available data. The 
purpose of this section is two-fold: (1) describe the technique of 
defining the states necessary for Markov analysis and (2) summarize the 
measures used for the concepts and explain their construction. 
^These data are in part derived from the Master Demographic Data 
File compiled by H. C. Chang and Brian Pendleton, Iowa State University, 
Ames, Iowa as a part of the North Central Regional Project NC-97 funded 
by the Iowa Home Economics and Agricultural Experiment Station. 
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Markov states defined 
For Markov chain analysis, it is necessary to posit "states" for 
the variables examined or, in other words, the variables must be dis­
crete rather than continuous. Two general alternative approaches present 
themselves as techniques for defining these states. First, one may 
define states on the basis of some a priori grounds, possibly derived 
from theoretical mandate. Second, one might use data to determine the 
states. Specifically, quartiles (or some other quantiles) of a contin­
uous variable may be redefined as states. 
In the absence of suitable a priori grounds for defining the four 
states required by the theoretical model, the second alternative is 
the technique used for this study. The specific technique is as follows. 
A separate sample of 51 cases was drawn representing all of the States 
(Note: a capital letter will be used to distinguish geo-political 
states from the Markov states which are hereafter designated by the 
lower case) including the District of Columbia. The variables sought 
in this smaller sample are exactly the same variables as those mobil­
ized for the regional data set. One difference is that only values 
for the earlier point in time used for the region for each subsystem 
are obtained for the nationwide sample. Of course, the State data are 
aggregate figures for all of the variables. The aggregate State vari­
ables are computed in exactly the same manner as the regional variables 
(the complete discussion of the regional variable construction follows). 
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The result of the above manipulation is four computed national 
ratios—one for each of the subsystems. The next step is to arrange 
the 51 values from lowest to highest and calculate the quartiles of 
that distribution. The cumulative percentage figures are used to 
determine the quartiles. Once the quartiles are defined, so are the 
states. That is, the minimum and maximum value for the state is 
equivalent to the minimum and maximum value for the quartile. The 
first quartile is the first state, the second quartile is the second 
state, and so on. 
The final step is to impose the quartile values (now state values) 
upon the regional variables. Further, four quartile values based upon 
the nationally computed ratios are used to define the status or both 
time periods (the earlier and the later) for each subsystem. Tables 4.1, 
4.5, 4.9, and 4.13 in the following chapter demonstrate the specific 
state definitions for each conceptual unit of analysis. 
The major reason for using the supplementary nationally computed 
ratios is that the comparisons of the regional experience with that 
of the national has more policy relevance for regional decision makers. 
These ratios demonstrate not only how the region fares on its own but 
also in relation to the total Unites States* experience. 
As will be further delineated later, the analysis then consists 
of determining how the 1056 regional counties move among the defined 
states over two points in time. Then, given this actual experience 
plus the assumptions of Markov chains, how may the region be expected 
to act in the long-run? 
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Variable construction 
This section will present the specific variables measured at both 
the regional as well as the national level. These are not simple vari­
ables, but rather computed ratios designed to measure the concepts 
outlined in the theoretical model. The section is organized according 
to the conceptual unit of analysis. 
Educational subsystems The first conceptual unit of analysis 
is the educational subsystem. It is derived from and exists at a lower 
level of abstraction than Parsons' latent pattern maintenance subsystem 
of the general action system. The concept related to the educational 
subsystem to be analyzed here is "commodity demand." This concept is 
a product of the educational subsystem and refers to the strength of 
the link between the educational subsystem and the economy as discussed 
in Chapter Two. Due to this interaction, the variable chosen to measure 
the concept is a direct indicator of the "commodity demand" of the edu­
cational subsystem and an indirect Indicator of the activity of the 
economic subsystem. 
The means of constructing the variable is demonstrated In the 
following. It is composed of two principal parts: (1) the total num­
ber of individuals with ^  least a completed high school education in 
the 25 year and over age category and (2) the total population 25 
years of age and over. The first part is in turn composed of the 
following parts: (1) the number of individuals 25 years and over with 
4 years of high school, (2) the number of Individuals 25 years of age 
and over with 1-3 years of college, and (3) the number of individuals 
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25 years and over with 4 or more years of college. These values are 
all available in the census by county and by sex for 1960 and 1970. 
The final calculation of the variable is accomplished by dividing the 
first principal part by the second. 
"This newly constructed variable for 1960 and 1970 demonstrates a 
ratio of those having attained a level of education—i.e., high school— 
per age-specific population. This level is conceived as minimal for 
many modern skilled, as well as unskilled occupations. Earlier in the 
century the eighth grade level was considered adequate and even today a 
number of the older citizens of the country have reached this level. 
Perhaps in the future a minimal level of a four-year college degree 
will be necessary for all or most occupations. 
Family subsystem The second conceptual unit of analysis is the 
family subsystem. It is derived from and exists at a lower level of 
abstraction than Parsons' societal integration subsystem of the general 
action system. The concept related to the family subsystem which will 
be analyzed is "commitment to common values." The measurement of this 
concept is accomplished by use of divorce and separation data. The 
assumption made is that the voluntary dissolution of the family, either 
through divorce or separation, is an accurate indicator of the commitment 
of the family subsystem to common values. Divorce and separation are, 
in a real sense, negative indicators of commitment to common values, but 
are indicators nonetheless. 
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The means of constructing the variable follows. The principal 
parts of the variable are; (1) the total number of individuals 14 
years and over, divorced or separated, and (2) the total population 
14 years of age and over. The actual information for the first part 
is available by county and by sex and for the second part by county. 
Both parts are available for 1960 and 1970. The calculation of the 
variables is accomplished by dividing the first principal part by the 
second. 
The newly constructed variable demonstrates the ratio of individ­
uals divorced and separated per age specific population. This ratio 
is intended to measure the commitment of the families in a county to 
common values. 
Government subsystem The third conceptual unit of analysis is 
the government subsystem. It is derived from and exists at a lower 
level of abstraction than Parsons' goal attainment subsystem of the 
general action system. The concept related to the government subsystem 
is the "allocation of fluid resources." The measurement of this concept 
is accomplished by using the total direct per capita general expenditures 
of dollars made by local governments. The actual information is available 
by county for 1957 and 1967. 
Since the expenditure values are in terms of dollars, the factor of 
inflation becomes a matter for concern. Although the value of the dollar 
is always a relative matter, there exist a number of familiar means 
for adjusting for fluctuation in dollar value. One such adjustment is 
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the Consumer Price Index (CPI), an index of prices calculated monthly 
by the Bureau of Statistics of the U.S. Department of Labor. This 
particular index is also known as the "Cost-of-Living Index." The year 
1967, a year of relative inflationary stability, has been used for the 
past decade as the basis for the CPI calculation. The CPI then is used 
in this study to balance the effect of inflation upon the raw dollar 
figures used in analyzing the governmental subsystem and the economic 
subsystem. The construction of the variable is straightforward. In 
the case of government expenditures in the year 1957, the variable is 
divided by 0.843 since the CPI based upon 1967=100 is 84.3. Likewise, 
for the year 1967 government expenditures simply remain the same since 
the CPI for that year is 100.0. 
This inflation-adjusted government expenditure variable measures 
the allocation of fluid resources—dollars—to various other parts of 
the social system. In recent years large scale expenditure by local 
governments has become of considerable concern to tax-paying citizens. 
Hence, the analysis of change of such a variable over a recent 10 year 
period is of interest by itself in addition to its model testing function 
in this study. 
Economic subsystem The final conceptual unit of analysis is 
the economic subsystem of the general action system. The concept related 
to the economic subsystem which will be analyzed is the "commitment to 
the production of goods." The indicator of this commitment used in 
this study is the total estimated per capita retail sales in dollars. 
The information is available by county for 1960 and 1970. Once again, 
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since this is a dollar value and consequently subject to the inflationary 
winds, adjustment is made by dividing the raw figures by the CPI. In 
the case of the 1960 total retail sales, it is divided by 0.887. The 
CPI in 1960, based upon 1967=100, is 88.7. For the 1970 total retail 
sales, the variable is divided by 1.163 since the CPI for 1970 is 116.3. 
The adjusted per capita retail sales measures the commitment to 
producing goods. In addition, for model verification purposes, the 
variable itself is valuable as an indicator of economic vitality and 
change over the period from 1960 to 1970. 
Markov Chain Analysis 
The principal thrust of the theoretical chapter of this study is 
the proposed Markovian character imposed upon the Parsonian general 
action system. In particular, four Markovian hypotheses are derived for 
four different aspects of the action system. In the present part of 
this chapter, a more extensive treatment will be made of certain of the 
principal assumptions and methods of Markov chains. Also, explanation 
of the parameter estimation procedure is presented. Finally, descrip­
tion of the available means for evaluation of Markov chains is presented. 
Markov chains—assumptions and procedures 
Markov chains belong to a broader family of mathematically defined 
processes called "stochastic" (Isaacson and Madsen, 1976:1). Stochastic 
process is a name given to a collection of random variables defined as 
moving through time in a certain manner. For the Markov chain type of 
stochastic process, the manner is one which places the sole condition 
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for the values of the random variable upon its value at the immediately 
preceding time period. In short, a Markov chain has no "memory" which 
guides its motion through time beyond that of the time period immediately 
before the focal one. Therefore, the system which follows a Markovian 
mathematical description has certain distinctive characteristics. 
Namely, the system moves through time as a system. Moreover, at any 
time, states may be defined upon the system which sort clearly certain 
elements of the system from others. As the system moves through time, 
the elements of the system fall, assuming the process is indeed Markovian, 
into certain probability patterns. 
As would no doubt be suspected, Markov chain analysis involves a 
myriad of technical, mathematical, and idealized assumptions. In this 
study, only a few of the more basic ones will be presented. Not only do 
Markov chains belong to a larger class of stochastic processes but, also, 
the type of chain which will be dealt with herein is only one type of a 
larger group of Markov chains. The type used is finite state space and 
discrete time. In other words, there are a finite number of possible 
values for the process and time moves through the integers {l, 2, 3,...}. 
Markov chains are homogeneous in time or stationary in time if the 
motion of the system among its states is independent of the time. Then, 
if a Markov chain is working in any particular system, it will work 
regardless of the particular time period in which the system is analyzed. 
In an effort to clarify some of the foregoing discussion for the 
reader, a humorous anecdote offered originally by Karlin (1968) is pre­
sented. Isaacson and Madsen paraphrase this story of the "Probabilistic" 
mouse in the maze: 
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Assume the mouse moves from room to room by choosing at 
random one of the doors available to him. (We are assuming 
that this is an honest mouse and that he will in fact choose 
the doors with equal probability!). Finally, assume that 
the mouse changed rooms at specified times n=l,2,3,... Now 
define X [the random variable defined by the mouse] = number 
of the room occupied by the mouse at time n. The state space 
S for this problem is S= 1,2,...9 . From the assumptions made 
in this example, it is clear that the probability that the 
mouse goes to room i at time n depends only on his location 
at time n - 1 and no? on his location at earlier times. That 
is, satisfies the Markov propertyl (Isaacson and Madsen, 
1976:13). 
-mouse! 
The mouse and his maze demonstrate several ideas.. First, it is 
noted that the maze has nine cells (the states of the chain) and, hence, 
the mouse has only a finite set of choices from which he may choose his 
next move. Secondly, once the mouse is in one cell, the fact that he 
was in some other cell at an earlier time has absolutely no bearing upon 
the probability of his next move. Rather, only the mouse's position 
presently will set the condition for determination of the probability of 
his next move. The small anecdote gives, in a brief manner, the core 
ideas of the Markov property. The expansion from one "mouse" to 1056 
"mice" (or counties) will be the core of this study. 
Technically, the Markov property is defined as follows: 
A stochastic process {X^} , k=l,2,...with state space S= 
{1,2,3,...} is said to satisfy the Markov property if for 
every n and all states i^iig,...! it is true that 
' \-v \-2 ' ^ -2'"-^ • • 
P[X =i |x . = i ] (Isaacson and Madsen, 1976:13). 
n n n—1 n-1 
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The numerical representation of the probabilities associated with 
Markov chains is accomplished by matrix methods. The use of matrix 
methods generally is vital to the mathematical solution of Markov prob­
lems, however, presently it is important mainly to represent the proba­
bilities of the motion among states over two points in time. As was 
alluded to earlier, the division of system and system elements into 
mutually exclusive states is necessary to Markov analysis. Therefore, 
in the matrix framework, it is possible to represent the probabilities 
of moving from one state at one time to that state or another at the 
next later time. The resulting matrix representing all of these possible 
probabilities is called a transition matrix and is usually designated 
with a P. The matrix contains all the probabilities associated with 
movement among the states of the system. Symbolically, p^j's occupy the 
body of the P matrix. As is customary, the i's designate the rows of 
the matrix but, further, they designate the state at the earlier of the 
two times (i.e., n-1). Also, as is customary, the j's identify the 
columns of the matrix but, in addition, they identify the state at the 
next later time period (i.e., n). Therefore, p^^ refers to the proba­
bility that an element in a system that is in state i at time n-1 moves 
to state j at the next time period n. The diagonal» refers to 
the probability that an element will not change over the time period. 
The off-diagonal values demonstrate change of an element over the time 
period. A total transition matrix would take the following format; 
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^11 ^12 ^13 ^14 
P = ^21 ^22 ^23 ^24 
P3I ^32 ^33 ^34 
P4I ^42 ^43 ^44 
For example, p^g' the second element from the left in row 4, would 
designate the probability that an element in state 4 at time n-1 would 
be in state 2 at time n. 
Two basic types of Markov chains exist: ergodic and nonergodic. 
This is basic output of standard computer programs analyzing Markov 
chains including that of Scott (1978) used herein. An explanation of 
these two types of chains and related notions is, therefore, in order. 
An ergodic chain is essentially one which has a so-called long-
run probability distribution (Isaacson and Madsen, 1976:83-84). In 
other words, when a Markov chain is ergodic, the probability of being 
in each particular state is essentially unchanged by further transitions. 
Following the discussion of the transition matrix, P, above, a long-
run distribution would imply that P^ converges as n ->• "» to a matrix Q 
where the rows of Q are identical and the element in the jth column 
represents the probability of being in state j after a long time. For 
example, the long-run probability could be as follows: 
States 
3 
2 
1 
Probability 
0.25 
0.50 
0.25 
4 0.00 
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The distribution refers to the fact that regardless of the state in which 
an element begins, in the long-run it will reach the state designated 
above with the assigned probability at the next point in time. The prob­
ability, for instance, of any element in the long-run moving to state 3 
is 0.25. In matrix notation, this information is equivalent to the 
following : 
0.50 0.25 0.00 
0.50 0.25 0.00 
0.50 0.25 0.00 
0.50 0.25 0.00 
Both of these formats are acceptable, although the first is the most 
frequently used. The matrix format demonstrates that, no matter what 
state an element begins, it has a probability of 0.25 of falling into 
state 1 or 3 in the long-run. 
An important addition here is a brief explanation of "transient 
states." As may be inferred from the name itself, transient states are 
states for which the probability of being in those states in the long-
run is zero. To determine if a Markov chain is ergodic or not, the 
1 2 . . 3 
determining criterion is whether an irreducible, closed, periodic, 
subset exists. 
^Irreducibility of a matrix requires two conditions. First, state 
i is accessible from state j if and only if p?. > 0 for some n (Note; 
n is usually referred to as the number of steps). Secondly, if state j 
is accessible from state i, the states i and j are said to communicate 
with each other (Bush et al. 1971:2369). When all states which com­
municate with others form one set, this subset of the chain is called 
irreducible. Likewise, if all of the states communicate with each 
other, the entire Markov chain may be classified as irreducible. 
(Footnotes continued on the next page) 
Q = 
0.25 
0.25 
0.25 
0.25 
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In addition to those states which form the closed subset, usually 
the chain will contain some transient states. In the case of a Markov 
chain that has been determined ergodic, any transient states must have 
a probability of one of being absorbed into a closed subset at some step 
in the future (Isaacson and Madsen, 1976:84). 
In the event that the chain does not have exactly one irreducible, 
aperiodic subset, it is labeled nonergodic. More particularly, if the 
chain is lacking any one of these characteristics it is nonergodic. 
Two pieces of information may be determined once the chain is classi­
fied as nonergodic; namely, the mean absorption time and the absorption 
probabilities. The mean absorption time is a value, measured in the time 
unit of the particular study (in the present case the time unit is 10 
years), which indicates the amount of time which will elapse prior to 
the absorption of an element in some particular transient state into 
one of the closed subsets of the chain. The absorption probability 
2 A closed subset of a Markov chain refers to state (s) which, once 
the process is in that subset, it will not leave it. If the closed 
subset is only one, single state, it is called an absorbing state 
(Isaacson and Madsen, 1976:43). 
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Without at least one state being aperiodic in the system, the 
chain is incapable of converging on a limiting probability distribution. 
Bush et al. (1971) explain technically and then suggest an example: 
An arbitrary state i is said to have a period t, 
if p^j=0 whenever T is not divisable by t and 
t is the smallest integer having this property. As 
an example, if a person can enter state i only at times 
0,2,4,..., the state has a period of 2. If a person can be 
in a state i for two successive time intervals, then the 
state i is said to have a period of 1, and is aperiodic. 
If any state i in a set is aperiodic, then all the states 
in the set will be aperiodic, and the matrix derived from 
the set will be aperiodic (Bush et al. 1971:2370). 
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refers, similarly, to the probability that the element will be absorbed 
into a particular closed subset. 
Markov chain parameter estimation 
In the foregoing section, a discussion of the mathematical ideas 
related to Markov chains was presented. In the present section, descrip­
tion of the technique of moving from these ideas to the empirical level 
is given. In other words, the problem of parameter estimation is taken 
up. The procedure used in this study is quite simple. It has precedent 
in a number of past Markov analyses (Isaacson and Madsen, 1976:19). In 
particular, a classic study of the mobility of males through the occupa­
tional structure, Blumen, Kogan, and McCarthy (1955) utilized this exact 
technique. The estimation of p^^ is simply accomplished via the ratio 
N, /N. where N,, is the total number of individuals (counties in this 
J-
study) which move during one time interval from state i to state j; 
is the total number of individuals which started the time interval in 
state i (Isaacson and Madsen, 1976:19 and Billingsley, 1968:584). 
Evaluation 
There exists a good deal of debate in the literature (cf. McFarland, 
1970; Ginsberg, 1972b) regarding the use and analysis of Markov chain 
models. An important part of the debate concerns the matching of the 
strong, mathematical assumptions with the actual data. A more specific 
debate is related to the asisumption of stationarity of a Markov chain. 
As discussed earlier in this chapter, this assumption states that the 
transition probabilities for any element in the chain remain constant 
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over time. This mathematical assumption of stationarity is problematic 
(Blumen, Kogan, and McCarthy, 1955; McFarland, 1970) in the event of real 
population heterogeneity. In other words, if a population is homogeneous 
in all (or most) of its characteristics, the mathematical stationarity 
assumption is much more easily accepted. However, researchers observe 
that rather than homogeneity, population heterogeneity is the much 
more likely in real situations. These researchers observe that this is 
a condition in most sociological situations and, particularly, in regard 
to social mobility. The question is how much does the violation of the 
stationarity assumption affect the worth and utility of a simple Markov 
chain model? 
In response to this question the opponents fall into at least two 
camps. The first argues that the problem of heterogeneity of population 
is significantly disruptive to the Markov analysis. This group suggests 
model changes to moderate the effects of heterogeneity on the analysis. 
For example, Spilerman (1972) suggests a means to reduce the influence 
of heterogeneity of the population. He presents a method for incorpor­
ating selected independent variables into a transition matrix via a 
regression formulation and then using the resulting equations, con­
structs separate transition matrices for subpopulations which are more 
nearly homogeneous. Application of the Spilerman technique is accomp­
lished by Anderson and Heimann (1975) regarding a study of the utiliza­
tion of physician services both inside and outside of a prepaid medical 
group practice. Also, Ginsberg (1972a) suggests a model for incorporat­
ing exogenous information into probabilistic models. Although Ginsberg's 
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is a more theoretical analysis, he does suggest a means of parameter 
estimation by using regression analysis. 
The other perspective denies that the stationarity assumption is 
critical in dealing with probability estimates from data. Morrison 
et al. (1971) argue; 
...while heterogeneous populations make interpretation of 
the transition matrix difficult, heterogeneity is not a 
problem with respect to calculating steady-state proba­
bilities ... .With this in mind we can say that in most 
cases with larger sample sizes, the apparent steady state 
probabilities (calculated from the aggregate transition 
matrix) will be well within one or two percent of the 
true values. The transition probabilities may be diffi­
cult to assess, but the dynamics of the market (the 
"momentum") can be determined quite accurately (1971:272). 
A more practical argument is that of McFarland who suggests that, 
in real social situations, the stationarity assumption is basically 
"implausible" (1970:474-475). His solution to the mathematical problem 
of lacking stationarity in real situations is that researchers simply 
need to be aware of the limitation, and similar inadequate models with, 
for example, a modified stationarity assumption will have to suffice. 
But to construct the most adequate model in McFarland's view increases 
the amount of data required in direct relation to the number of param­
eters which need to be estimated. 
Statistical tests are available for analyzing the stationarity of 
a Markov chain (Billingsley 1968:584-585). The statistics are based 
upon the chi-square goodness-of-fit tests. One possibility for using 
the chi-square test is to gather data sufficient to analyze two steps 
of the chain. The researcher uses the first step as the criterion 
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(or expected) transition matrix and the second as the observed matrix. 
The lack of a statistically significant difference between the two 
matrices indicates the stationary Markov chain. The statistics require 
a large sample size over at least three time periods, and that n^'s 
(the number of elements starting in a particular state) be large. 
Based upon the foregoing arguments of Morrison et al. (1971) and 
McFarland (1970) as well as the precedent in other researches (Hunter 
and Shetland, 1974; Bush et al., 1971; Kelley and Weiss, 1969; Lieberson 
and Fuguitt, 1967; Fuguitt, 1965) the chi-square analysis is not pre­
sented in the present study as it is deemed unnecessary for the regional 
matrices. Further, these counties in the region are considered ade­
quately homogeneous and the stationarity assumption of the chains 
derived is sufficiently met for the Markov analysis. In the case 
of the first variables, related to the education and family subsystems 
control for heterogeneity is made for varying for varying county age-
specific populations. In the case of the last two variables, related 
to the government and economic subsystems, control for the heterogeneity 
county is made by adjusting for inflation and county population. There­
fore, the sample (N=1056) estimated transition matrix is taken as a 
large-scale aggregate estimation of the population transition matrix 
(Morrison et al., 1971). Further, some of the possible heterogeneity 
of the counties is reduced by the variable controls previously mentioned. 
The evaluation of the characteristics of the stationary Markov 
chain allows for several incites regarding the regional data set. The 
Scott (1978) program makes description of a number of characteristics 
68 
of the Markov chain possible. Among them, the first determination 
is whether the chain is ergodic or not. In the event that it is ergodic, 
three further characteristics are available: (1) the long-run proba­
bility distribution, (2) the mean absorption times from the transient 
states and (3) the particular states included in the closed subset. 
In the event that the chain is nonergodic, and while no long-run 
probability distribution is possible, rearrangement of the original tran­
sition matrix (P) into block form is made available (Isaacson and Mads en, 
1976:58-60). The block form format essentially segregates the closed 
subsets from each other and from the remaining transient states. There­
fore, the closed subsets and their component states are determinable as 
well as the transient states are identified. In regard to the transient 
states, the mean absorption time for each of the transient states to be 
absorbed into one or the other of the closed subsets is supplied. Finally, 
the mean probability of absorption into the closed subsets is made avail­
able. 
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CHAPTER FOUR. 
FINDINGS 
The findings presented in this chapter are organized by the four 
conceptual units of analysis put forward in the theoretical framework. 
The four main sections of the chapter are: the education subsystem, 
the family subsystem, the government subsystem, and the economic sub­
system. Within each of these four sections, the values used to define 
the states of the Markov variable are identified, the transition matrices 
are estimated and the results of the Markov analysis supplied. 
Educational Subsystem 
The first task is to attempt to measure commodity demand of the 
education subsystem and examine its change over time. A ratio of indi­
viduals 25 years of age and over and having at least a high school diploma 
per population 25 years of age and over is utilized. This ratio—for 
convenience, it will be labeled "L"—is calculated at two points in time. 
This ratio itself is only the first step in the process of estimating 
the transition matrix. 
The next step is to define four states on this continuous ratio 
variable thereby allowing its breakdown into a discontinuous variable. 
Using the method described in the foregoing chapter, the states are set 
equivalent to the lower (first quartile), lower middle (second quartile), 
upper middle (third quartile), and upper quarters (fourth quartile) 
of the measured ratios calculated from the nationally-based sample. 
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This technique dictates the states defined in Table 4.1. The first 
column represents the years for which the state is defined. The second 
column represents the state (it will be recalled that the theory pre­
scribed 4 states). The third column demonstrates the actual values ob­
tained from the 1960 national sample imposed upon the 1960 and 1970 ratios 
for the region. For example, the values 0.0000000 and 0.3790000 are 
the values equivalent to the 0.0 percent and 25.0 percent, respectively, 
of the national sample. These values then are taken as the boundaries 
for the first state on both the 1960 and 1970 ratio variables for the 
regional data. A similar technique defines the remaining states. This 
classification allows the specification of the counties of the North 
Central Region into the lower, lower middle, and upper states, relative 
to the national figures on the educational ratio. (See Figure 4.1) 
Table 4.1. Definition of 1960 and 1970 Markov states imposed on the 
regional ratio (E) of the total number of individuals 25 
years and older with at least a high school diploma per 
population 25 years of age and over, based upon 1960 
national sample 
Actual maximum and Equivalent 
minimum values for cumulative 
the Markov states percentage 
derived from 1960 from I960 
Years Markov states national sample national sample 
1960 & 1970 1 (lower) 0.0000000 < L < 0.3790000 0.0 < L < 25 .0 
1960 & 1970 2 (lower 
middle) 0.3790000 < L < 0.4203000 26.0 < L < 50 .0 
1960 & 1970 3 (upper 
middle) 0.4203000 < L < 0.4700000 51.0 < L < 75 .0 
I960 & 1970 4 (upper) 0.4700000 < L < 0.5580000 76.0 < L < 100 .0 
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Cumulative 
percentages 
from 1960 
national sample 
Educational ratio 
values from 1960 
national sample 
Educational ratio 
values for 1960 & 
1970 from 
regional sample 
Regional 
states for 
1960 & 1970 
0 .0  
25 
26.0  
50.0 
51.0 
75.0 
76.0 
100 
0.0000000 
.oj 0.3790000J 
0.3790001 
0.4203001 
f ^ f 0.47000001 
R—^ 
.01 0. 
0.4700001 
5580000 
1 
0.0000000 
0.3790000 
0.3790001 
>• ^ I» ^ 
0.4203000J 0. 4203000 
0.4203001 
0.4700000 
0.4700001 
0.5580000 
Figure 4.1. Diagrammatic approach to the regional Markov state defini­
tion for education ratio 
With these states defined, the estimation of how the 1056 counties 
of the region progress over the ten year time period is logical and 
straightforward. First, the absolute frequencies of the moves of the 
counties in the ten year period is necessary. Table 4.2 supplies these 
frequencies. For example, 472 counties begin in 1960 in the 1st state< 
By 1970, 84 of the counties remained in the lower state while 69 moved to 
the lower middle state, 168 to upper middle state, and 151 moved to the 
upper state. 
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Table 4.2. Frequencies of moves in the North Central Region among the 
Markov states over the time period 1960 to 1970 
Total 
N. (%) 
1 
"84 (8.0) 69 (6.5) 168 (15.9) 151 (14.3)" 472 (44 .7) 
0 (0.0) 1 (0.1) 9 (0.9) • 198 (18.8) 208 (19 .8) 
0 (0.0) 0 (0.0) 2 (0.2) 211 (20.0) 213 (20 .2) 
_0 (0.0) 1 (0.1) 6 (0.6) 156 (14.8)_ 163 (15 .5) 
1056 (100 .2) 
The calculation of the estimated transition probabilities, determined by 
p.. = N.,/N., are presented in the P matrix represented in Table 4.3. 
1] ij 1 
For instance, p^^ = 84/472 = 0.178. This value is the probability that a 
county in the region which begins in the lower state will remain there 
after 10 years. 
Table 4.3. Estimated probability matrix, P, determined by p^^ = 
0.356 0.320 
0.043 0.952 
0.009 0.991 
0.037 0.957 
The P matrix thereby charted in Table 4.3 is sufficient input for 
the solution of the Markov chain problem. This matrix is submitted to 
a standard computer program (Scott, 1978) for solution. The result is 
that the education chain is an ergodic one. The closed set of the state 
P = 
ij 
0 .178 0 .146 
0 ,000 0 .005 
0 .000 0 .000 
0 .000 0 .006 
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space includes three of the four states—2, 3, and 4. The period of this 
set is 1. There is 1 transient state, state 1, and its mean absorption 
time into the closed set is 1.21654. 
The long-run probability distribution for the commodity demand chain 
is demonstrated in Table 4.4. 
Table 4.4. Predicted long-run probability distribution resulting from 
the solution of the Markov problem 
State 1 0.000 
State 2 0.006 
State 3 0.036 
State 4 0.958 
The comparison of the theoretical model's predictions and the data 
follows. The model predicted that the Markov chain would be ergodic 
with a period of 1 and the data concur with this aspect of the model. 
However, the model predicted a closed set including all 4 states while 
the data indicate that 3 of the 4 states form a closed set with state 1 
being transient. Finally, the model predicted a long-run probability 
distribution for which each element (or county) would have an equal 
likelihood (p = 0.25) of entering any of the 4 states. The data, on 
the other hand, suggest that the overwhelming likelihood is that in the 
long-run an element (or county) will move to the 4th state (p = 0.958). 
Further discussion of these findings will be presented in the following 
chapter. 
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Family Subsystem 
In order to evaluate the motion of the family subsystem over time, 
the ratio of separation and divorces per population 14 years and over 
is examined. The ratio—it will be labeled "I"—is compiled at two 
points in time. Again, the calculation of these ratios for 1960 and 
1970 is only the first step in estimating the transition matrix. 
In order to define states on these continuous ratio variables from 
the regional sample, the ratio is computed for the 1960 national sample 
and the quartiles located. Table 4.5 supplies the definition of the 
states according to this procedure and Figure 4.2 gives a diagrammatic 
notion of the state definition procedure. 
Table 4.5. Definition of 1960 and 1970 Markov states imposed on 
regional ratio (F) of the total number of individuals 
14 years and over separated or divorced per population 
14 years and over based upon 1960 national sample 
Years Markov states 
Actual maximum and 
minimum values for 
the Markov states 
derived from 1960 
national sample 
Equivalent 
cumulative 
percentage 
from 1960 
national sample 
1960 & 1970 
1960 & 1970 
1960 & 1970 
1960 & 1970 
1 (lower) 
2 (lower 
middle) 
3 (upper 
middle) 
4 (upper) 
0.0000000 £ I 1 0.0347000 0.0 £ I <_ 25.0 
0.0347000 <11 0.0395500 26.0 < 1 < 50.0 
0.0395500 < I 1 0.0449000 51.0 < I £ 75.0 
0.0449000 < I < 0.1015000 76.0 < I < 100.0 
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Cumulative 
percentage 
from 1960 
national sample 
Family ratio 
values from 1960 
national sample 
Family ratio 
values for 1960 & 
1970 from 
regional sample 
Regional 
states for 
1960 & 1970 
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0.0347000 
0.0347001 
0.0395500 
0.0395501 
0.0449000 
0.0449001 
0.1015000 
0.0000000 
0.0347000 
0.0347000 
0.0395501 
0.0449000 
0.0449001 
0.1015000 
1 
( " 
0.0395500J 
3 
4 
Figure 4.2. Diagrammatic approach to the regional Markov state 
definition for the family ratio 
The North Central Region's counties are thereby classified as in the 
lower, lower middle, upper middle, and upper state of the ratio measuring 
the family subsystem's commitment to common values. The absolute fre­
quencies of the counties among the states is represented in Table 4.6. 
76 
Table 4.6. Frequencies of moves in the North Central Region 
among the Markov states over the time period 1960 to 1970 
Total 
(%) 
701 (66.4) 121 (11.5) 53 (5.0) 21 (2.0) 896 
1 
(84.9) 
4 (0.4) 8 (0.8) 23 (2.2) 25 (2.4) 60 (5.8) 
1 (0.1) 1 (0.1) 3 (0.3) 34 (3.2) 39 (3.7) 
9 (0.9) 1 (0.1) 2 (0.2) 49 (4.6) 61 (5.8) 
1056 (100.2) 
The actual estimated transition probabilities are presented in Table 4.7, 
Table 4.7. Estimated probability matrix, P, determined by P^^ = 
P = 
0.782 0.135 0.059 0.023 
0.067 0.133 0.383 0.417 
0.026 0.026 0.077 0.872 
0.148 0.016 0.033 0.803 
With the transition matrix in hand, the solution of the Markov 
problem is possible. The chain is ergodic. The set of the state 
space includes all four of the original states. There are, then, no 
transient states and the period required for the chain to approach its 
long-run probability distribution is 1. That long-run probability is 
represented in Table 4.8. 
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Table 4.8. Predicted long-run probability distribution resulting from 
solution of the Markov problem 
State 1 0.366 
State 2 0.068 
State 3 0.069 
State 4 0.496 
Again, the comparison of the theoretical model's predictions and 
the data follows. The model predicted that the Markov chain would be 
ergodic with a period of 1 and the data concur with this aspect of the 
model. Further, the model predicted a closed set including all 4 states 
and the data indicate that this is the case. Finally, the model pre­
dicted a long-run probability distribution for which each element (or 
county) would have an equal likelihood (p = 0.25) of entering any 1 of 
the 4 states. The data, on the other hand, suggest that an element 
(or county) will in the long-run approach a disproportionate tendency 
to move to the 1st (p = 0.366) and 4th (p = 0.496) states. Further dis­
cussion of these findings follows in Chapter Five. 
Government Subsystem 
The measurement of the concept, allocation of fluid resources, is 
accomplished by the number of dollars of direct government expenditure 
per capita adjusted for the CPI. The ratio—it will be labeled "G" 
for convenience—is calculated for two points in time; namely, 1957 
and 1967. 
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In order to break these two continuous ratios for the region into 
two discontinuous ones, the ratio is computed for the 1957 national 
sample and the quartiles located. The states arrived at through this 
manner are represented in Table 4.9 and Figure 4.3 gives a diagrammatic 
notion of the state definition procedure. The North Central Regional 
counties are classified into lower, lower middle, upper middle, and 
upper classes in terms of the number of dollars of direct government 
expenditures per capita relative to the national experience. 
Table 4.9. Definitions of 1957 and 1967 Markov states imposed on 
regional ratio (G) of the total number of CPI-adjusted 
dollars of direct local government expenditure per capita 
based upon 1957 national sample 
Years Markov states 
Actual maximum and 
minimum values for 
the Markov states 
derived from 1957 
national sample 
Equivalent 
cumulative 
percentage 
from 1957 
national sample 
1957 & 1967 
1957 & 1967 
1957 & 1967 
1957 & 1967 
1 (lower) 
2 (lower 
middle) 
3 (upper 
middle) 
4 (upper) 
0.00000 < G < 123.28730 0,0 £G£ 25.0 
123.28730 < G < 152.30650 26.0 < G < 50.0 
152.30650 < G < 186.61190 51.0 < G <. 75.0 
186.61190 < G < 276.65840 76.0 < G < 100.0 
Given this definition of the states for 1957 and 1967, the estimation 
of the probabilities for the 1056 regional counties is straightforward. 
First, the absolute frequencies for the 16 possible moves are supplied 
in Table 4.10. 
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Cumulative 
percentage 
from 1957 
national sample 
Government ratio 
values from 1957 
national sample 
Government ratio 
values for 1957 & 
1967 from 
regional samples 
Regional 
states for 
1957 & 1967 
0 . 0  
25.0 
26 .0  
0.00000 0.00000 
100 
123.28730 
123.28731 
152.30650 
152.30651 
186.61190 
186.61191 
123.28730 
123.28731 
152.30650 
152.30651 
186.61190 
186.61191 
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Figure 4.3. Diagrammatic approach to the regional Markov state defini­
tion for the government ratio 
Table 4.10. Frequencies of moves in the North Central Region among 
the Markov states over the time period 1957 to 1967 
R1 (0.1) 
0 (0 .0)  
0  (0 .0 )  
0 (0.0)  
0  (0 .0 )  
0  (0 .0 )  
0 (0.0)  
0 (0 .0)  
0  (0 .0 )  
0  (0 .0 )  
0  (0 .0)  
0 (0 .0)  
140 (13.3)^ 
194 (18.4) 
287 (27.2) 
434 (41.1) 
Total 
(%) 
141 (13.4) 
194 (27.2) 
287 (27.2) 
434 (41.1) 
1056 (100.1) 
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The actual estimated transition probabilities, determined by the formula 
are represented in the P matrix in Table 4.11. 
Table 4.11. Estimated probability matrix, P, determined by 
P = 
i] 
0.007 0 .000 0.000 0.993 
0.000 0 .000 0.000 1.000 
0.000 0 .000 0.000 1.000 
0.000 0 .000 0.000 1.000 
With the solution of the Markov problem now being possible, it is 
found that this particular chain is.an ergodic one. In this case, how­
ever, the closed set, having a period of 1, consists of only 1 of the 4 
states—state 4—leaving states 1, 2, and 3 transient. For these three 
transient states, the mean absorption time is 1.00705, 1.00000, and 
1.00000, respectively. 
The long-run probability distribution for the allocation of fluid 
resources chain as it approaches equilibrium is represented in Table 4.12. 
Table 4.12. Predicted long-run probability distribution resulting from 
solution of the Markov problem 
State 1 0.000 
State 2 0.000 
State 3 0.000 
State 4 1.000 
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The comparison of the theoretical model's predictions and the data 
follows. The model predicted that the Markov chain would be ergodic 
with a period of 1 and the data concur with this aspect. The model pre­
dicted a closed set including all 4 states but the data indicate only 
1 state, state 4, in the closed set, with states 1, 2, and 3 being 
transient. Finally, the model predicted a long-run probability distri­
bution for which each element (or county) would have an equal likelihood 
(p = 0.25) of entering any 1 of the 4 states. The data, on the other 
hand, suggest that an element (or county) will, in the long-run, approach 
an overwhelmingly disproportionate tendency to move to the 4th state 
(p = 1.000). Further discussion of these findings follows in the next 
chapter. 
Economic Subsystem 
The final concept to be evaluated empirically is the motion of the 
commitment to production of goods related to the economic subsystem 
conceptual unit of analysis. The concept is measured by the estimated 
per capita retail sales and adjusted for the CPI. This variable— 
labeled "A" for convenience—is derived for two points in time; namely, 
1960 and 1970. 
The four states used to break down the two continuous variables are 
defined again by using the 1960 national sample on the ratio. The 
definition of the states is demonstrated in Table 4.13 and Figure 4.4 
gives a further notion of the state definition procedure. Thereby, the 
counties of the North Central Region are classified into lower, lower 
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middle, upper middle, and upper states relative to nationally based 
ratios. 
Table 4.13. Definitions of 1960 and 1970 Markov states imposed on 
regional ratio (A) of the total per capita estimated 
retail sales adjusted for the CPI based upon 1960 national 
sample 
Years Markov states 
Actual maximum and 
minimum values for 
the Markov states 
derived from 1960 
national sample 
Equivalent 
cumulât ive 
percentage 
from 1960 
national sample 
1960 & 1970 
1960 & 1970 
1960 & 1970 
1960 & 1970 
1 (lower) 
2 (lower 
middle) 
3 (upper 
middle) 
4 (upper) 
0.0000 1 A <_ 1153.2600 0.0 £ A £ 25.0 
1153.2600 < A < 1381.9200 26.0 < A < 50.0 
1381.9200 < A < 1482.6300 51.0 < A < 75.0 
1482.6300 < A < 2034.3100 76.0 < A < 100.0 
With these states defined, the estimation of the procession of the 
1056 counties of the region is possible. First, the absolute frequencies 
of the moves across the two focal time periods is represented in Table 
4.14. The estimated P probability matrix, calculated by p^^ = is 
demonstrated in Table 4.15. 
With the P matrix thus charted the solution of the Markov problem 
is now possible. The result is that the retail sales chain is ergodic. 
It is composed of one closed set including all 4 states of the original 
state space. There are no transient states and the period of the chain 
is 1. 
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Cumulative 
percentages 
from 1960 
national sample 
Economy ratio 
values from 1960 
national sample 
Economy ratio 
values for 1960 & 
1970 from 
regional sample 
Regional 
states for 
1960 & 1970 
0.0000 0.0000 
1153.2600 1153.2600 
2 6 . 0  1153.2601 1153.2601 
1381.9200 1381.9200 
1381.9201 1381.9201 
1482.6300 
1482.6301 1482.6301 
2034.3100 2034.3100 100 .'0 
Figure 4.4. Diagrammatic approach to the regional Markov state definition 
for the economy ratio 
Table 4.14. Frequencies of moves in the North Central Region among 
Markov states over the time period 1960 to 1970 
Total 
(%) 
184 (17.4) 108 (10.2) 34 (3.2) 39 (3. 7) 365 (34.5) 
31 (2.9) 95 (9.0) 54 (5.1) 149 (14. 1) 329 (31.1) 
3 (0.3) 18 (1.7) 17 (1.6) 102 (9. 7) 140 (13.3) 
2 (0.2) 8 (0.8) 7 (0.7) 205 (19. 4) 222 (21.1) 
1056 (100.0) 
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Table 4.15. Estimated probability matrix, P, determined by p^^ = 
P = 
i^j 
0. 504 0 .296 0. 093 0.107 
0. 094 0 .289 0. 164 0.453 
0. 021 0 .128 0. 121 0.728 
0. 009 0 .036 0. 032 0.923 
The long-run probability distribution of the commitment to production 
of goods chain is represented in Table 4.16. 
Table 4.16. Predicted long-run probability distribution resulting from 
solution of the Markov problem 
State 1 0.030 
State 2 0.064 
State 3 0.046 
State 4 0.860 
The comparison of the theoretical model's prediction and the data 
follows. The model predicted that the Markov chain would be ergodic with 
a period of 1 and the data confirm this aspect. The model predicted a 
closed set including all 4 states and the data verified this aspect of 
the model. Finally, the model predicted a long-run probability distri­
bution for which each element (or county) would have an equal likelihood 
(p = 0.25) of entering any 1 of the 4 states. The data, on the other 
hand, suggest that an element (or county) will in the long-run approach a 
disproportionate tendency to move the 4th state (p = 0.860). 
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In the following chapter, analysis of these basic findings will 
be accomplished. In addition, discussion of the implications of the 
study for both researchers and policy makers will be presented. 
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CHAPTER FIVE. 
DISCUSSION AND IMPLICATIONS 
The purpose of this chapter is to discuss the findings presented 
in the foregoing chapter. Also in this chapter, possible implications 
of the study for future social indicator analysis and research is pre­
sented along with implications for policy-making. Therefore, the chapter 
is broken down into two main subsections representing the following two 
main concerns: discussion and implications. 
Discussion 
This subsection will be subdivided into four subsections, each 
one representing one of the four conceptual units of analysis; the 
educational subsystem, the family subsystem, the government subsystem, 
and the economic subsystem. The disadvantage of such a truncation will 
be addressed in the implication for future social indicators research. 
Educational subsystem 
The first aspect for discussion is the simple frequencies and 
percentages of the individual counties. This will give a basic orienta­
tion as to how the counties move in the focal time period. In 1960, 
over half (64.5%) of the counties in the North Central Region are in 
the lower and lower middle states in terms of the educational ratio 
(See Table 4.2). More specifically, of those 25 years of age and over, 
64.5 percent of the counties have 42 percent or less with a high school 
diploma (See Table 4.1). Possibly, the rural and urban people in the 
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regional counties, by determining a lack of necessity for high school 
degrees, partly influence the fairly low proportion in 1960. However 
in 1960, 35.7 percent of the regional counties have greater than 42 
percent of the individual 25 years and over with a high school edu­
cation. These counties, even in 1960, fare quite favorably relative to 
the nation. 
The very positive aspect of the educational activity is the change 
between 1960 and 1970. The trend is toward a considerably better 
regional educational experience relative to the nation. For example, 
of those counties beginning in the lower state, fully 67.6 percent of 
them move to the upper 2 states by 1970. The lower 2 states are occupied 
by only 32.4 percent of the counties having started in the 1st state. 
The climb out of the lower states is no doubt very difficult and costly, 
but as the Markov analysis will suggest,-it will be an ultimately 
successful climb. This positive experience seems to demonstrate a sig­
nificant commitment of local communities to improve and expand the edu­
cational process. In total, 67.9 percent of the counties move to the 
upper state in 1970. Of the counties which start in 1960 in the lower 
middle, upper middle, or upper states, there are none in the 1st state 
in 1970. Also of that group, there are only 19 counties in the 2nd and 
3rd states in 1970. Most of the counties move to the 4th state. 
The Markov analysis helps demonstrate even further the positive 
trend of the educational subsystem's activities in terms of "commodity 
demand." Although the precise determination of the exact time period 
using Markov analysis in which equilibrium will be approached is 
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problematic, one may expect that 95.8 percent of the counties in the 
North Central Region will be in the upper state relative to the 
nation at some time in the future (See Table 4.4.). The region will 
approach an equilibrium in which only about 4 percent of the counties 
are in the lower middle (2nd state) and the upper middle (3rd state) 
states. There is no likelihood that any of the counties will be in 
the lower states since it is transient, thereby placing the North 
Central Region in a very positive light relative to the nation. The 
transient 1st state will be absorbed into one of the other 3 states in 
the closed set in about 1.21654 time units or, in terms of the 10 
year interval used in this study, 12.1654 years. So as the chain 
approaches equilibrium, it will take a county starting in the 1st state 
about 2 extra years to move into states 2, 3, or 4. 
In terms of frequency, about 6 (0.006 times 1056) counties will 
move to state 2 in the equilibrium of the chain, 38 counties will reside 
in the 3rd state, and 1012 counties will move into the 4th state. Based 
upon the analysis used herein, this same number of counties may be 
expected to reside in the respective states into the future to infinity. 
This is true because once the chain approaches equilibrium, the proba­
bilities do not change as it moves into the future. 
In summary, the momentum or "commodity demand" defined in the theo­
retical model regardless of the number of additional steps of the educa­
tion subsystem will approach an equilibrium of the type just described. 
The probability values will settle into a probability distribution (the 
long-run probability distribution) which will remain the same even If 
89 
the process is continued indefinitely. The data here indicate that the 
trend for education among the counties is toward a greater proportion 
of individuals holding at least a high school degree. This is in con­
currence with much of the present discussion regarding the extensive 
education which citizens of the future will need. It appears that the 
North Central Region is well attuned to this general direction and is 
educating its citizens accordingly. Even more emphasis in the future 
will presumably be put on obtaining degrees by employers, therefore 
making education mandatory even for relatively unskilled work. On this 
view the region should be in a very strong position to supply the edu­
cated individuals demanded by the economic subsystem. Policy implica­
tion related to this trend will be treated in the later section on 
policy implications. 
Family subsystem 
The simple frequencies and percentages of the individual counties 
reveal some basic trends regarding the change of the commitment to common 
values concept of the family subsystem. First, an overwhelming propor­
tion of the counties (84.9%) begin in 1960 in the lower (1st) state 
(See Table 4.6). This indicates that relatively few divorces and separa­
tion occur relative to national ratios. In short, in 1960, the North 
Central Region demonstrates that commitment to common values is very 
high. Only 5.8 percent of the counties in the region begin in the upper 
(4th) state. 
The remainder of the discussion of the frequencies and percentages 
is not quite as encouraging. The data indicate that of the counties 
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beginning in the 1st state, 78.2 percent of them remain there in 1970 
with 21.7 percent of them moving to the 3 higher states. In the counties 
beginning in states 2, 3, or 4 in 1960, there appears to be a tendency 
to move to the upper 2 states in 1970 and 85.0 percent of the counties 
do so. 
The probability of remaining in the same state (determined by the 
matrix diagonal on Table 4.7) is highest for the 1st and 4th states. 
This seems to indicate that the counties with the strongest commitment 
to the family maintain that commitment over time. On the other hand, 
counties with a low commitment to common values tend to not regain the 
commitment. Since the strengths are about the same ~ 0*782 and p^^ = 
0.803), it would seem that the counties committed to the family intend 
to remain so and those least committed have no intention of returning to 
heavier family commitment. Also, given that the North Central Region 
represents both rural and urban counties, it might be reasonable to 
suppose that most of the counties starting in state 1 and remaining 
in state 1 are rural and those counties beginning in state 4 and re­
maining there are urban. 
The Markov analysis offers an interesting result much in the same 
trend as the estimated matrix suggests. That is, in the future as 
the chain approaches equilibrium, 36.6 percent or 386 counties of the 
regional counties will fall into the lower or 1st state. And, 49.6 
percent or about 524 counties will be in the 4th state. Only 13.7 
percent of the counties (about 145 counties) will fall in the 2nd or 
3rd states. It appears that in the equilibrium situation the counties 
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will face about an equal probability (p = 0.366 and 0.496) of moving 
into state 1 or 4, respectively. While this is positive for those 
counties moving to the 1st state, those moving to the 4th state will 
demonstrate much less commitment to common values. Also, since it is 
not possible to discern which counties will move to the 1st and 4th 
states, it may occur that counties that start in the lower state will 
move all the way to the upper state as well as those starting in the 
4th state may move to the 1st state. This fluctuation on the part of, 
for instance, a rural county beginning in state 1 and moving to state 
4 may prove to be quite disruptive to the existing social structure, 
particularly with the relative speed with which the change might occur. 
The consequences could be significant. 
In summary, it appears that the commitment to common values will 
dissect counties of the region into two camps: one which is strongly 
committed to the family and one which is weakly committed. The potential 
for social conflict in such a situation must be kept in mind. Such a 
contingency will be dealt with in the section dealing with policy impli­
cations. 
Government subsystem 
The simple frequencies and percentages of the individual counties 
reveal some basic trends regarding the changes of the allocation of 
fluid resources of the government subsystem. The per capita government 
expenditure in 1957 in the North Central Region falls largely into the 
upper (4th) and upper middle (3rd) states. Of the counties in the region. 
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68.3 percent begin in these 2 states while only 31.8 percent begin in 
the lower 2 states (See Table 4.10). 
The moves of the counties in the period from 1957 to 1967 demon­
strate some intriguing trends. It seems that with the exception of 1 
county in the region, 1055 counties moved to the highest state of per 
capita government expenditure. The 1 atypical county starts in the 1st 
state and remains there in 1967. This main finding is in concurrence 
with the suspicion of a number of taxpayers in the region that govern­
ment expenditure has become very high. This expansion in government 
expenditure is in part interpretable in view of the attempts such as 
those of the Johnson Administration to create the Great Society in the 
I960's and the growing tendency of local governments to try to improve 
social well-being through the initiation of programs—all raising the 
direct expenditure of government operation. Also, in light of recent 
discussion of a possible wide-ranging taxpayer revolt, the transition 
probabilities estimated herein and the Markov analysis based upon them 
may well be invalidated. This type of revolt would, of course, alter 
the activities of counties causing individual county governments to be 
non-Markovian in its decision-making. Consideration in determining 
government expenditures might then be independent upon other than simply 
the amount spent in the immediately preceding time period. 
The Markov analysis indicates that the chain will approach a dis­
tribution in which all of the counties (1056) will fall into the 4th 
state. For a county which starts in the 4th state as the chain approaches 
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equilibrium, it will return to the 4th state by the end of the next 10 
years. However, of counties beginning in transient states, 2 and 3, they 
also will end up in the long-run distribution in the 4th state after about 
10 years. If a county begins in the 1st state as the chain approaches 
equilibrium, it will take about 10.1 years for the county to reach state 
4. In short, as the chain approaches the equilibrium situation, there 
will be virtually no chance for the counties in the North Central Region 
to be in any state other than the 4th. 
In summary, the trend toward increased government expenditure is 
definitely reflected by the data and analysis here. Furthermore, barring 
unforeseen events throwing the system out of its "equilibrium course," the 
trend for the years to come is toward a very high probability of extensive 
local government spending in the North Central Region. 
Economic subsystem 
The simple frequencies and percentages of the individual counties 
reveal some basic trends regarding the change of the commitment to the 
production of goods. First, 65.6 percent of the counties begin in the 
states 1 and 2 of per capita retail sales relative to the nation (See 
Table 4.14). However, 21.1 percent of the counties begin in the 4th 
state in 1960. In short, the region begins the transition in a less than 
an optimal situation. 
The move to 1970 though shows considerable improvement. For example, 
of the counties which begin in 1960 in the 1st state, 49.6 percent of 
them move to states 2, 3, or 4 in 1970 (See Table 4.15). Also of those 
beginning in state 4, fully 92.3 percent of them remain in the 4th state* 
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By examining the off-diagonal values in Table 4.14, it is clear that 
only 6.6 percent of the counties fall to a state below that in which 
they begin. The trend for per capita retail sales is that the counties 
in the North Central Region will at least maintain the state in which 
they begin the transition and most likely (46.0% of the counties) will 
move to higher states. This economic trend is very encouraging for 
the region. 
The Markov analysis offers a similarly optimistic account. As the 
chain approaches equilibrium, in the long-run, 86.0 percent of the counties 
or about 908 counties will arrive in the 4th state, 32 counties will 
arrive in the 1st state, and about 116 counties will fall into the middle 
2 states (2 and 3). The Markov analysis shows that the region is headed 
for a positive experience. 
In summary, the economic subsystem seems to be well-committed to 
the production of .goods as measured by per capita retail sales. The 
commitment will continue in the long-run and only 14.0 percent of the 
entire region will not reach the 4th state of the chain. Barring unfore­
seen major social and/or economic changes which would disrupt the transi­
tion probabilities of the chain, the economic future of the region is 
bright. 
Implications 
The following section will be divided into three parts: impli­
cations for theory construction, implications for social indicators 
research, and implications for policy-making. 
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Implications for theory construction 
The technique utilized in constructing the theory used herein may 
have utility in the increasingly frequent attempts to marry mathematics 
and sociology. The problems of building such analogs as that of statis­
tical mechanics are many and difficult. However, until such time as 
sociological theory can stand on its own mathematical feet, an interim 
measure such as that presented herein might be useful. 
Kemeny (1969) states the following in regard to applying mathe­
matics to the social sciences. He argues that the difficulty 
lies in the fact that the social sciences are more complex 
than the physical sciences. The behavior of a committee of 
human beings is vastly more complex than the orbits of a 
planetary system. This accounts both for the late develop­
ment of the social sciences and the difficulty in employing 
mathematical methods... .Perhaps the most interesting question 
for the mathematician is whether present-day mathematics is 
adequate for coping with so complex a subject matter. If 
not, then the social sciences may serve as a source of 
inspirition for new branches of mathematics as the physical 
sciences have served in the past (Kemeny, 1969:22). 
The attempt to use already developed models as analogs permits new 
points of view to be brought to bear upon old theoretical problems. In 
the specific case here, the theoretical use of Parsons has previously been 
directed toward following an underlying model of the classical physics 
type (i.e., exact prediction of the values of the units of analysis). 
To the author's knowledge, there has been no attempt to construct 
Parsonian concepts around a probablistic framework. 
The major limitations of the theory construction technique are 
two-fold. First, the truncation of the systems into separate hypotheses 
is a nagging problem. There is. clearly no way that a social system 
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could work in this mode; i.e., with four separate, mutually exclusive 
partitions—education, family, government, and economy. In short, even 
theoretically, this does not propose a believable scheme. 
Secondly, if the method of theory construction is of any value, 
the problem of linking subsystems of the total system is one which is 
unresolved in the area of statistical mechanics itself. The so-called 
"many-body problem" is seen frequently in statistical mechanics litera­
ture along with a myriad of proposed methods to solve this more compli­
cated problem of multiple bodies. The problem is also exacerbated when 
not only are there more elements but, also, if the elements are of dif­
ferent types. For example, a mixture of hydrogen and neon offers a 
considerably more complicated problem for mathematical description than 
does hydrogen alone. The basic model of Penrose is a very simple one 
aimed at the solution of a very simple problem. Other portions of his 
own book and study demonstrate his own struggle toward modeling more 
complex situations. 
The final point is not solely a limitation, but, rather, a major 
dilemma to mathematical sociology: how much mathematical knowledge is 
necessary to the researcher? This is of considerable importance in 
light of the fact that mathematical science is presently highly refined. 
To enter into these refinements, the reader needs at least the basic 
tools. However, as the reader becomes attuned and committed to the 
language and learns its nuances, it seems inevitable that he/she will 
lose contact with his/her peers precisely at a time when that par­
ticular interaction is most crucial. The avoidance of the fear of 
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mathematical language is also crucial to future researches in mathe­
matical sociology. This would seem a trite observation, but present 
sociological atmosphere indicates that it is net. The potential of 
mathematics and sociology together is substantial, but the danger of 
dogmatic or technical dominance of one discipline over the other will 
surely denude that potential. 
Implications for social indicators research 
The attempt to construct a theoretical model of social indication 
is certainly not a first. Numerous individuals—all presumably feeling 
the lack of theoretical guidance of social indicators research—have 
tried many and varied approaches to modeling secondary data. At present, 
these varied attempts are accumulating and will be judged by social 
indicator researchers as to their merits and limitations. As these 
individuals attempt new ideas in search for a scientifically-as well as 
a policy-useful technique, the jury simply remains out. Obviously, there 
are strengths and weaknesses in each of the attempts. 
The problem of supplying both the scientific and policy-making com­
munities with sensible output is significant for social indicator re­
searchers. Perhaps, an advantage of the probabilistic model comes to 
the fore. In the sciences, generally, these models are growing in popu­
larity. The goal of exact prediction of certain variables associated 
with the unit of analysis while historically the modus operandi of the 
scientific research, is to a certain extent being supplanted by proba­
bilistic propositions. Clearly, the impossibility of predicting as well 
as measuring the position value of, for example, the hydrogen atom is 
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the archetypical problem of atomic and subatomic research. Following 
the orientation presented in this study, it may be that the impossi­
bility of prediction is not confined to atomic and subatomic research 
but, rather, may be true for social indicator research also. The 
dilemma for the social indicator researcher is what type of model— 
predictive or probabilistic—can and should be supplied to the policy­
maker. If the policy-maker believes in the promise of predictive 
models, then the social indicator researcher has to decide if the 
predictive type is the one which he/she will supply. On the other hand, 
if the policy-maker does not believe that human beings are predictable, 
probabilistic models might be due consideration. 
A major limitation of the present research for general social 
indicators research is the difficulty of constructing an adequate prob­
abilistic model which explains the complexity of human behavior. This 
in itself is a very difficult problem. A fact which makes it even more 
difficult is that as the mathematical models become more complex, more 
parameters must be estimated. The increase in parameters results, in 
turn, in an increase in the amount of data necessary, and then the issue 
of research cost becomes a critical concern. Analysts using Markov 
models often utilize sample sizes in excess of 10,000 cases In order 
to estimate even a simple model's parameters with relative certainty. 
This limitation is no doubt one of the reasons why the use of Markov 
chains has been most extensive in national studies of inter- and intra-
generational mobility where large data bases are available. 
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The difficulty of estimating the actual time interval in which a 
Markov chain (based upon data at a 10-year interval) will approach equi­
librium is real. Following the mathematical notion of approaching a 
limiting distribution, a Markov chain could take, based upon the 10-
year data, as long as 100 or 200 years or some other multiple of 10 
years to reach actual equilibrium. Therefore, a more ideal situation 
would be one in which data are drawn at more frequent time intervals 
(e.g., annually, semi-annually, or quarterly). This type of data would 
allow more reasonable time approximations for the Markov chain. Some 
efforts by researchers and government officials toward data banks may 
help to improve future Markov chain analyses on this account. 
Also, future social indicator researchers might review the utility 
of defining the Markov states in the manner accomplished herein; that 
is, by using a national sample drawn at the earlier of two time periods. 
While this method appropriately followed the theoretical model of this 
study, intuitively the Markov states might better have been defined by 
using the later rather than the earlier point in time. This would 
balance out the changes, known in an ex post facto manner, which have 
occurred over the 10-year interval for which the data were obtained. 
The problem may not be the manner of defining the Markov states. 
Possibly, a broader and more complex a priori theoretical model which 
takes various accumulating structural changes into account is needed 
to resolve the intuitive despair. 
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Implications for policy-makers 
Recently, social science has begun to attempt to lend the products 
of its work to the construction of policy. However, the policy-maker 
who wishes to put social science to work might, according to the orien­
tation represented in the present study, consider not only the products 
of scientific research but, also, the method of scientific research 
itself. That is, certain significant consequences for the planning 
process and, thereby, for the citizen may be engendered within the 
method of research. 
The crucial assumption which a policy-maker, using the results of 
this or any other study, needs to make is that the four estimated prob­
ability matrices accurately represent the experience of the region. 
Also, the policy-maker needs to assume that the probability for a 
change of counties depends only on the time period immediately preced­
ing the focal one (i.e., the Markov assumption). If the policy-maker 
is willing to grant these two notions, some rather interesting policy 
ideas surface. 
First, in the area of education, the experience of the region has 
been exemplary. It seems that little needs be done for the educational 
system. Relative to the national experience the North Central Region 
is well-directed. In the future 96 percent of all the counties in the 
region will be in the upper (4th) state. Although the experience of 
education by itself is excellent according to the analysis here, con­
sideration must be given to the fact that the educational subsystem 
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does not exist in a vacuum. The fact that the 4 subsystems are divided 
from one another here for technical and theoretical reasons is not 
sufficient reason to admit this situation in real policy situations. 
For example, the extremely high local government expenditure is very 
probably the reason why education has progressed in such an excellent 
fashion. Given this practical linkage, educational personnel might be 
well-advised to try to limit deficiencies and waste at all levels of 
the educational process. This might serve to improve the region's 
experience in terms of government expenditure. 
Secondly, the family experience, as mentioned earlier, seems to 
be one of either proceeding to the 1st (lower) state or the 4th (upper) 
state. Such a situation may lead to conflict among counties. For 
example, if a multicounty region is attempting to attract federal funds 
for child day-care centers, the counties which are committed to common 
values might attempt to dissuade such action in the interest of keeping 
the family together. The regional policy-maker will need to act as an 
arbiter in cases such as the example and the position will not be simple. 
Further, his/her own biases regarding the family will likely Influence 
his/her activities as a policy-maker. A myriad of other types of con­
flict is conceivable. 
Thirdly, per capita money expenditure by local governments seems 
to be headed in an upward direction. One alternative to this direction 
is for local governments to begin to cut back yearly allocations— 
perhaps by a certain percentage each year. The consequences would be 
hard and real; i.e., certain services would either be limited or 
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eliminated. Further, individuals would lose government jobs, thereby 
having repercussions throughout the social system. Efficiency seems 
to be the bottom line. Governments will have to reduce wastes and im­
prove operating efficiency. The goals are clear; the problem, of course, 
is the method to bring about such efficiency. At this point, possibly 
such professionals as operations researchers and organizational experts 
might be well-placed in positions of authority to improve efficiency. 
The problem of high government expenditure is an extremely complex one 
and not open to simple solution. However, more cross-area studies 
(e.g., education and government) might supply badly needed information 
and incites to planners. 
Finally, an economic planner might be generally well-advised to 
"leave well enough alone." Of the counties of the region, 86.8 percent 
will eventually reside in the 4th state. This implicitly indicates that 
growth will be active in the future. However, 99 counties will be in 
the lower 2 states. Possibly, economic planners might organize confer­
ences involving both these counties and others in the region experienc­
ing and expecting very good per capita retail sales. The conferences 
would serve to inform the less fortunate counties of possible tech­
niques used in the more successful counties. 
Other specific problems which might be aided by stochastic analysis 
of the data might also be treated. Consideration, for example, of the 
movement of individual counties rather than the regional aggregate might 
be the problem. While care and caution, as always, needs be exercised 
and assumptions made, predictions and adjustment may be invoked to guide 
the county in the desired direction. 
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CHAPTER SIX. 
SUMMARY 
The present thesis is in the area of social indicators. Social 
indicators is policy-related research intended for application to the 
rational social planning process. Social planners have a long history 
of borrowing research findings and ideas from scientists, including 
social scientists. One question raised in this thesis is, given this 
type of history, have the social indicator researchers supplied social 
planners adequately with the findings and ideas of the most recent 
science? The response suggested herein is that for the most part 
social indicator researchers have not given social planners such an 
opportunity. More particularly, the supply of probabilistic models 
to the social planners by policy researchers is very limited. On the 
other hand, predictive, nonprobabilistic, causal models are well-
represented in policy research. To add (and evaluate) an alternative 
probabilistic model to the pool of possible techniques for social 
planning use is the central objective of the study. 
The means of meeting this objective has two main modes. The first 
mode concerns the model construction technique. In the absence of 
accepted theoretical models—either probabilistic or nonprobabilistic— 
for the guidance of social incicator research, the means of model con­
struction is relatively open. The technique chosen in this thesis is 
the construction of an analog model. The sociological substance of 
the model is derived from Parsons' general theory of action. The 
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structure about which the sociological substance is molded is a model 
from statistical mechanics—a branch of modern physical theory. The 
particular physical model used is one derived by Penrose (1970). One 
specific aspect of the Penrose model which is important is his so-called 
"Markov postulate." The Penrose model describes the motion of particles 
or systems of particles in terms of the Markov principle. The principle 
asserts that the position and momentum of a particle or system of par­
ticles at a particular point in time is solely dependent upon its posi­
tion and momentum at the next earlier time period. 
Transferring the sociological substance to the Penrose model requires 
two principal assumptions: (1) Parsonian conceptual subsystems may be 
treated as particles or systems of particles and (2) certain character­
istics associated with the subsystems may be equated with physical con­
cepts, particularly momentum. Once these assumptions are made, the model 
which Penrose develops may be carried through in terms of sociological, 
substantive concepts. Via this technique, four separate hypotheses are 
reached. The hypotheses concern the following four, policy-relevant 
conceptual subsystems: the educational subsystem, the family subsystem, 
the government subsystem, and the economic subsystem. For each subsystem, 
the hypothesis predicts the type of Markov chain to be expected in the 
data analysis on the basis of the theoretical model. Also, it predicts 
certain other supplementary characteristics of the chain. 
Empirical assessment and analysis of secondary data is the second main 
mode of meeting the thesis objective. The primary data analyzed consist 
of county level data derived from all of the counties in the North Central 
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Region of the United States (N=1056). The variables examined are: 
(1) relative to the educational subsystem, the number of individuals 25 
years of age and over with at least a high school diploma per population 
25 years of age and over; (2) relative to the family subsystem, the number 
of individuals 14 years of age and over divorced or separated per popu­
lation 14 years of age and over; (3) relative to the government subsystem, 
the total amount of direct per capita general expenditures by local 
governments adjusted for the Consumer Price Index; and (4) relative to 
the economic subsystem, the total amount of estimated per capita retail 
sales adjusted for the Consumer Price Index. Each of these variables 
is computed for the region at two time periods, at a 10 year interval. 
The Markov analysis requires that the above variables be discretized 
into analytical categories called states. In the present study, the 
theoretical model dictates that four of these states be defined on each 
of the variables in the regional data. The means of defining these 
analytical states utilizes a separate national sample. Therefore, 
comparisons of the experiences of the North Central Region relative to 
the nation are possible. 
Once the analytical states are specified, it is possible to construct 
the estimated transition matrix—the basic datum for the Markov chain 
analysis. Thereafter, the solution of the Markov problem enables one 
to characterize the particular type of Markov chain which presents itself 
in the data. These characteristics then are dependent upon the nature 
of the input transition matrix. For this reason, the accuracy of the 
matrix and its stability through previous time periods (stationarity) 
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is crucial. The means of resolution of this potential difficulty are 
addressed in the text. 
The findings of the Markov chain analysis for the subsystems based 
upon the regional sample demonstrate that the type of chain predicted 
by the theoretical model is correct on the basis of the data. However, 
particular supplementary characteristics of the chains vary with those 
expected on the basis of the theoretical model. The main difference on 
all 4 subsystems is the long-run probability distribution. This distri­
bution is that, given the Markov assumption, which one may expect the 
chain to approach in the future. The distribution expected on the basis 
of the model for the 4 subsystems is that any county has an equal prob­
ability (p=0.25) of residing in any of the 4 states as the chain approa­
ches future equilibrium. For the education, government, and economic 
subsystems the 4th state of the chain is that most likely for the regional 
counties to arrive in after a long time. For the family subsystem, there 
is approximately equal likelihood for the counties in the region to 
arrive in either the lowest or the highest states (1st or 4th) after a 
long time. 
The general findings reveal that the educational subsystem of the 
region has had a very positive experience in terms of the proportion 
of the population having at least a high school education. Further, the 
future is very positive as demonstrated by the Markov analysis. The 
policy suggestions include continual attempts on the part of educational 
personnel to improve the efficiency of the educational process. Although 
the experience in the region has been positive in terras of education, 
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educational planners aeed to be sensitive to other sectors of the social 
system, such as that related to government expenditure which has not had 
a positive experience. 
The family subsystem findings reveal a segmentation of the region's 
counties into 2 parts : one which values the family highly and one which 
does not. The future as predicted by the Markov analysis indicates 
that even in the future equilibrium situations, these two parts will 
appear. The policy Implications for this situation include the possi­
bility of a regional social planner dealing with the family may become 
somewhat an arbiter between the counties with high commitment to the 
family and those without in situations of potential conflict. 
The government subsystem findings reveal an experience of very much 
increased per capita government spending, particularly over the period 
between 1957 and 1967. The future of the region, predicted by the Markov 
analysis, demonstrates no moderation of the trend. That is, the region 
is directed toward very high per capita government expenditures relative 
to the nation. The policy implications include suggested improvement 
of efficiency in the government operation itself. Also, cooperation 
of the other sectors of the social system, such as education, might 
potentially reduce the tendency toward the heavy expenditures. 
Finally, the economic subsystem, findings indicate a very positive 
experience in terms of per capita retail sales. The future of the 
region, predicted by the Markov analysis demonstrates that the large 
majority of the region's counties will be in the highest state (4th) 
relative to the nation in the equilibrium situation. The policy 
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Implications include the regional conferences between the counties 
directed toward the highest state and those not. An interchange of 
ideas might result in an improved experience for the entire region. 
On the basis of the work represented in the present study, future 
social research might profit by two main activities: (1) improvement 
and use of probabilistic models for application to both social and 
policy research and (2) use of formal models such as the present 
one from recent physical sciences as tools for social model construction. 
In summary, the two modes—model construction and empirical assess­
ment— are accomplished in an effort to reach the goal of adding to the 
pool of techniques available for social indicator modeling. The Markov 
hypotheses derived from the theoretical model predicted the actual 
experience as represented by the data fairly adequately. However, 
particular characteristics of the chains resulting from the data analysis 
are at variance with those prescribed by the theoretical hypotheses. The 
total technique of model construction appears to have supplied a fairly 
reasonable model of the actual experience of the North Central Region. 
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APPENDIX 
The following is composed of a technical expansion of certain of 
the more critical ideas of Penrose's formalism. In the treatment of 
Chapter Two, many of these ideas were passed quickly in the interest of 
general communicability. 
Section 1: Particle Description 
Since the main focus of the theoretical model for social indicators 
is to describe large systems composed of large numbers of particles, 
one needs a means of identifying the so-called "dynamical state" of the 
particles. Penrose introduces the symbol a for this purpose, a repre­
sents (p^...p^, q^.-.q^j) of the system where the p's are momentum vectors 
and the q's are position vectors for the system. N repres ats the total 
number of particles. 
Section 2: Phase Space 
The phase space in statistical mechanics refers to the mathematical 
idealization of the "space" through which a particle or group of parti­
cles moves. As a statistical mechanics researcher requires such a tool 
to describe the motion of particles such as helium or hydrogen, a social 
scientist needs the concept for the analysis of social structure and 
change. 
A more technical description of phase space in Penrose's words, 
The canonical coordinates p^...pp, q^.-.q^ provide a new 
coordinate system in the 2F-dimensional dynamic space; 
when this coordinate system is used, the dynamical space 
is called phase space (1970:8). 
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In this quote the p's are not vectors, but, rather, coordinate values of 
the particles. The F is the number of degrees of freedom of the particle. 
Therefore, a simple, single molecule, for example, with no rotary motion 
and no magnetic force to reckon with has 3 degrees of freedom and values 
for would be required to specify the canonical 
coordinates of the molecule. 
Section 3: Phase Space Density 
The phase space density has an intuitive meaning similar to density 
generally; i.e., the proportion of a volume occupied by some material or 
other. In more formalistic terms, Penrose defines phase space density 
[D(a)] as follows: 
fraction of ensemble having dynamical 
D(a) = lim states within Aa 
Ac°-K) volume of Aa 
where Aa is the phase space region enclosing the point a. In other words, 
D(a) is the "fraction of members of the ensemble per unit phase-space 
volume in the neighborhood of a..." (Penrose, 1970:97). It is useful 
to recall here the main general equation toward which Penrose directs 
himself since a central varisible in that equation is the phase space 
density [D(a)]. The equation is, 
Pr(E|:i;) =/w(E) da 
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Section 4: Statistical Trials and 
Statistical Regularity 
The notion of statistical trials is integral to the Penrose treat­
ment. Visually, the idea may roughly be portrayed as the slicing 
(called "trials") of a phase space in the following. 
where ^  refers to trials at times 1 through N. 
The notion of statistical regularity then is a closely related con­
cept of the mathematical relation of the elements of trials. The de­
scription of moving systems in Penrose's view must change from the 
traditional laws of motion (such as Newton's) to the use of statistical 
laws (such as Markov chains) (Penrose, 1970:27-28). To construct statis­
tical laws, "trials" or reproducible experiments are needed. This 
reproducibility is an idealization which assumes that each replication 
of the trial leads to the same outcome. For example, in tossing a 
balanced coin five times, one finds that three heads and two tails 
result. If the trial were perfectly reproducible, one would obtain the 
same distribution (3 heads, 2 tails) on each subsequent trial. Clearly, 
this is not the case as experience easily would show. Rather, the several 
subsequent trials might exhibit a statistical regularity. Penrose states: 
119 
Experimentally, statistical regularity reveals itself in 
the approximate reproducibility of the relative frequencies 
in large statistical experiments. It is a natural ideali­
zation to assume that for suitable trials the relative 
frequencies could be made exactly reproducible by using a 
statistical experiment comprising an infinite number of 
trials. A trial having this property will be said to exhibit 
statistical regularity, or simply to be statistically regular. 
If A is one of the possible outcomes of a statistically 
regular trial X!, then the relative frequency of A in an 
infinite statistical experiment, being exactly reproducible, 
depends only on A and the instructions defining This 
relative frequency is called the physical probability of 
the outcome A in the trialwritten Pr(A]^). A more precise 
formulation of this definition is 
PrfAl'y") = ^ ) 
N-X» N 
where n(A,N,^f) is the number of times the outcome A occurs 
during the first N replications of the trial ^  in an infinite 
statistical experiment (1970:29). 
Section 5; Markov Property 
Penrose's particular theorem of the type of statistical process 
which takes place in the progression of trials is called the "Markov 
postulate." The general basis for the postulate is stated as follows: 
If K is any observational state and 3Cis a trial whose 
preparation stage invariably ends with system in state K, 
then % is statistically regular (Penrose, 1970:34). 
This postulate opens the area of Markov chain analysis of which the 
following demonstrates the intuitive and conceptual meaning of Markov 
chain analysis, 
...the [Markov] property may be thought of as an assumption 
that the observational description being used is complete in 
the sense that current observational states embodies all 
the observational information about the past history to the 
system that is relevant to its observable future behavior 
(Penrose, 1970:34). 
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For use in the present study, the Markov postulate allows one to 
take a number of slices from the general action scheme so that analysis 
of the processes of that scheme through time is possible. The postulate 
allows, with other assumptions, Penrose to predict future probability 
configurations from those of an earlier time. The focal attempt in 
this study is to theoretically predict probability configurations of 
concepts related to education, families, government, and the economy 
on the basis of early probability configurations. 
Section 6 : Identification of Dynamic States 
Using Indicator Variables 
The analysis of the phase space is done in terms of so-called 
"indicator variables." For the moment, consider only the first trial 
(^) from the phase space. In some way, one must identify the dynamical 
state of the system at%^. The method which Penrose suggests is using 
indicator variables. This is a means for the observer to describe 
dynamical images obtained in instantaneous acts of observation. For 
example, the indicator of observational state is the dynamical variable 
Jg(a) and 
[1 if a is in w(E)l 0 if not J 
where a represents the dynamical state (pj^...p^, the system 
(Penrose, 1970:18). w(E) refers to the dynamical image of E given the 
observational state E. Here again, the distinction between the dynamical 
"reality" and the observational representation in the form of state E is 
important. In the Parsonian case, the indicator variable represents the 
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states of the four different concepts related to the conceptual units 
of analysis; education, families, government, and economy. 
Section 7: Analysis of Systems with 
Large Numbers of Elements 
In physical systems and certainly in social systems researchers are 
faced with the analysis of systems with very large numbers of particles. 
The question is how does one describe the dynamics and motion of such 
large social systems? Perhaps the best means of visualizing the problem 
is suggested by Penrose: 
In the limit where the "dust" particles coalesce into a 
continuous medium...will be written (a), or for 
short. This continuous medium may be visualized as a 
colored substance nonuniformly dissolved in the under­
lying fluid, its concentration at the point at the time t 
being proportional to (ot). As the underlying fluid 
moves through phase space, the colouring matter is carried 
along with it; there is no diffusion since the motion of 
the original dust particle was completely orderly (Penrose, 
1970:100). 
The large collectivities of particles are referred to as "Gibbs ensembles" 
in the context of statistical mechanics. 
The main idea in describing motion of the Gibbs ensemble is that 
of averaging the values related to a large number of particles. In other 
words, the values of variables referring to a group of particles is 
approximately equivalent to the value of the variable on all of the 
particles divided by the total number of particles. In more formal terms, 
if a Gibbs ensemble comprises n systems with dynamical 
states a(l), a(3),the dynamical state of the 
whole ensemble may be visualized as 'dust* consisting of the 
n points a(l),...a(n) in the phase space of a single system 
(Penrose, 1970:96). 
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The dynamics of many particles are Ideally reduced to single dynamic 
values for the dust rather than treating each particle individually. 
The idealization given by Penrose is much more involved than the 
representation supplied in this appendix implies. However, the full 
exposition of the Penrose formalism is not the intension. Rather, only 
the main ideas are brought out in order to supplement the description 
of the model itself in Chapter Two. 
