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C1,α ISOMETRIC EMBEDDINGS OF POLAR CAPS
CAMILLO DE LELLIS AND DOMINIK INAUEN
Abstract. We study isometric embeddings of C2 Riemannian manifolds in the Euclidean space
and we establish that the Ho¨lder space C1,
1
2 is critical in a suitable sense: in particular we prove
that for α > 1
2
the Levi-Civita connection of any isometric immersion is induced by the Euclidean
connection, whereas for any α < 1
2
we construct C1,α isometric embeddings of portions of the
standard 2-dimensional sphere for which such property fails.
1. Introduction
In this paper we investigate the flexibility and rigidity of C1,α isometric embeddings of Rie-
mannian manifolds in Euclidean spaces. Following standard notation, if (Σ, g) is a C1 Riemannian
manifold and v : Σ→ RN is a C1 immersion, we denote by e the standard Euclidean metric on RN
and by v♯e its pull-back on Σ: v is isometric if and only if v♯e = g.
The outcome of our investigations is that, when we consider C1,α isometric embeddings, the
Ho¨lder exponent α0 =
1
2 is a threshold in the following sense. When α >
1
2 and v is a C
1,α isometric
immersion of a C2 Riemannian manifold (Σ, g), the Levi-Civita connection of (Σ, g) agrees with
the connection induced by the ambient (Euclidean) one. Instead, for any α < 12 we can produce
isometric immersions for which the Levi-Civita connection induced by the ambient differs from the
one compatible with g. While we prove the first statement in full generality, cf. Proposition 2.2,
concerning the second statement we defer the most general versions to a forthcoming work. In this
note we focus instead on a particular case which, in our opinion, provides the cleanest illustration
of the criticality of the exponent α = 12 in Theorem 1.2 below.
Consider the standard 2-dimensional sphere as the subset S2 := {x : x21+x22+x23 = 1} ⊂ R3 and
for a ∈]− 1, 1[ denote by (Σa, σ) the Riemannian manifold (with boundary) given by
Σa = S
2 ∩ {x3 ≥ a} = {x ∈ R3 : x21 + x22 + x33 = 1 and x3 ≥ a} (1)
equipped with the standard metric σ as submanifold of R3.
Definition 1.1. We denote by I αk (Σa) the space of isometric immersions v : Σa → R2+k of class
C1,α with the property that v(x1, x2, a) = (x1, x2, 0, . . . , 0) for all (x1, x2, a) ∈ ∂Σa. Moreover we
denote by γa the circle v(∂Σa).
In what follows 〈x, y〉 denotes the scalar product of vectors x, y ∈ Rm.
Theorem 1.2. Let X be the interior unit normal to ∂Σa in Σa and Z : γa → R2+k the unit
vector field Z(x1, x2, 0, . . . , 0) = −(1 − a2)−1/2(x1, x2, 0, . . . , 0). For any element v ∈ I αk (Σa) let
Y : γa → R2+k be the vector field v∗X. Then the following holds
(a) If α > 12 , −1 < a < 1, k ≥ 1 and v ∈ I αk (Σa), then 〈Y,Z〉 = a.
1
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(b) For any α < 12 , 0 < a < 1 and k ≥ 12 there is v ∈ I αk (Σa) such that 〈Y,Z〉 > a.
Our theorem is thus related to a question of Gromov on the criticality of the exponent 12 , cf. [24,
Section 3.5, Quest. C], because the proof of part (b) follows a suitable modification of the celebrated
Nash-Kuiper construction, cf. [30, 29] and (a) is thus an obstruction to the implementation of such
methods, at least in our context where a boundary condition is imposed. Note indeed that without
such restriction Ka¨llen in [28] is able to reach the threshold C1,1: our theorem implies thus that
the Nash-Kuiper construction and Ka¨llen’s iteration differ in a rather nontrivial way.
Moreover, although in a weak sense, Theorem 1.2 can be thought as an analog of the celebrated
conjecture of Onsager on the energy conservation for nonsmooth solutions of the threedimensional
incompressible Euler equations, cf. [31, 23, 13, 18, 12, 22, 20, 21, 19, 26, 7, 8, 9, 15, 27, 10].
Indeed, we expect much stronger manifestations of the criticality of the exponent 12 to hold for
isometric embeddings. First of all, we do not expect the codimension 12 for part (b) in Theorem
1.2 to have any geometric meaning, but we conjecture that the same holds in any codimension:
Conjecture 1. For any α < 12 and any 0 < a < 1 there is v ∈ I α1 (Σa) such that 〈Y,Z〉 > a.
It is possible to use the same ideas of this paper to show that indeed conclusion (b) of Theorem
1.2 holds for every α < α0(k), where α0(k) is an explicitely computable number. For k = 1
such threshold is 15 and this can be shown quickly using some of the results in [11]. In fact while
we were completing our work we learned that the authors in [11] were dealing with Nash-Kuiper
constructions of C1,α isometric embeddings of Riemannian manifolds which are prescribed at the
boundary, although with a different purpose. In the C1 case, such variant of the classical Nash-
Kuiper construction was first given in [25].
Concerning part (a) of Theorem 1.2, in the case of codimension 1 a much stronger conclusion
holds if α > 23 : in that case any v ∈ I α1 (Σa) must be the standard isometric embedding, namely
v(Σa) = Σa, up to translations and rotations. This follows from classical works on the Monge-
Ampe`re equation after showing that v(Σa) is (locally) convex. The latter property was first proved
by Borisov in the fifties for isometric immersions of positively curved surfaces in a series of papers,
cf. [1, 2, 4, 5, 3, 6]. A much shorter argument has been given more recently in [14]. Motivated
by Borisov’s result, the following conjecture on the isometric embeddings of positively curved 2-
dimensional surfaces in the euclidean threedimensional space seems quite natural and would provide
a much stronger version of the criticality of the Ho¨lder exponent 12 .
Conjecture 2. Let Σ be a 2-dimensional compact Riemannian manifold (possibly with boundary)
with positive Gauss curvature. Then:
(a) For any α > 12 the image of any C
1,α isometric embedding v of Σ in R3 is locally convex
(namely, for any p ∈ Σ there is a neighborhood U such that v(U) is convex).
(b) For any α < 12 there is a C
1,α isometric embedding v of Σ in R3 which is not locally
convex and in fact any short embedding can be uniformly approximated with C1,α isometric
embeddings.
The best result concerning part (b) of the Conjecture is contained in [17], where the statement
is shown for any α < 15 and when Σ is topologically a disk.
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We finally remark that when Σ is connected and has no boundary, namely it is topologically
a 2-dimensional sphere, the above conjecture would have the rather elegant outcome that C1,α
isometric embeddings in R3 are unique up to isometries of the ambient space for α > 12 , whereas
they are highly nonunique for α < 12 .
2. Rigidity: Proof of Theorem 1.2 (a)
2.1. Preliminaries. We start by recalling some well known facts in the theory of distributions.
Given a closed interval [a, b] we will denote by C1,α0 ([a, b]) the Banach space which is the closure
of C1,αc (]a, b[) in C1,α([a, b]). Thus C
1,α
0 ([a, b]) is to the subspace of C
1,α functions ϕ for which
ϕ(a) = ϕ′(a) = ϕ(b) = ϕ′(b) = 0. If h is a continuous function, we then regard h as an element of
the dual space (C1,α0 ([a, b]))
∗ after identifying it with the linear map
ϕ 7→
∫
hϕ .
Lemma 2.1. Let α > 12 and [a, b] ⊂ R a closed interval. Consider the bilinear map B : Cα([a, b])×
C1([a, b]) ∋ (f, g) 7→ fg′ ∈ C([a, b]). Then the map extends to a unique continuous bilinear map
B : Cα([a, b]) × Cα([a, b])→ (C1,α0 ([a, b]))∗.
Proof. First of all, by translating and dilating we can assume that [a, b] = [0, π]. Secondly, every
Cα function on [0, π] can be extended to a Cα periodic function on [−π, π] by reflection, whereas
every C1,α0 function on [0, π] can be extended to a C
1,α periodic function on [−π, π] by setting it
equal to 0 on [−π, 0]. The first extension maps C1 functions into Lipschitz maps. If f ∈ L∞(S1)
and g ∈ Lip(S1), then fg′ is a well defined L∞ function on [−π, π] by Rademacher’s theorem, which
in turn we can identify with an element of (C1,α(S1))∗ by integration. On the other hand for maps
ϕ ∈ C1,α(S1) which vanish on [−π, 0] the integral ∫ fg′ϕ takes place only on [0, π]. We have thus
reduced to prove that the bilinear map
Cα(S1)× Lip(S1) ∋ (f, g) 7→ fg′ ∈ (C1,α(S1))∗
extends to a unique continuous bilinear operator B : Cα(S1)×Cα(S1)→ (C1,α(S1))∗. The unique-
ness part is a consequence of the fact that for every ψ ∈ Cα(S1) we can find a sequence of Lipschitz
maps {ψk} which converge to ψ in Cβ for every β < α and such that ‖ψk‖Cα ≤ ‖ψ‖Cα . We thus
just need to show the existence of a constant C such that the estimate∣∣∣∣
∫
fg′ϕ
∣∣∣∣ ≤ C‖f‖Cα‖g‖Cα‖ϕ‖C1,α (2)
holds for every triple f ∈ Cα, g ∈ Lip and ϕ ∈ C1,α(S1). Taking the supremum over ϕ ∈ C1,α with
‖ϕ‖C1,α ≤ 1 the latter estimate gives indeed the bound
‖B(f, g)‖(C1,α)∗ ≤ C‖f‖Cα‖g‖Cα ∀(f, g) ∈ Lip×Cα . (3)
In turn this implies the local uniform continuity of the bilinear map B, since we can simply use the
bilinearity and the triangle inequality to estimate
‖B(f, g)− B(h, k)‖(C1,α)∗ ≤ ‖f‖Cα‖g − k‖Cα + ‖f − h‖Cα‖k‖Cα .
The existence and uniqueness of the continuous extension B is then an obvious fact.
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We next observe that, by a standard approximation procedure, it suffices to prove the estimate
(2) for a triple of smooth periodic functions. Indeed we remind the reader that, although C∞ is not
dense in the strong topology of Cα (nor in that of Lip), given a triple (f, g, ϕ) ∈ Cα×W 1,∞×C1,α
we can find a sequence (fk, gk, ϕk) ∈ C∞ × C∞ ×C∞ such that:
• limk ‖fk − f‖C0 = 0 and ‖fk‖Cα ≤ ‖f‖Cα ;
• g′k ⇀∗ g′ in L∞ and ‖gk‖Cα ≤ ‖g‖Cα ;
• limk ‖ϕk − ϕ‖C0 = 0 and ‖ϕk‖C1,α ≤ ‖ϕ‖C1,α .
The conditions above are enough to infer
lim
k→∞
∫
fkg
′
kϕk =
∫
fg′ϕ
and thus it suffices to show that∣∣∣∣
∫
fkg
′
kϕk
∣∣∣∣ ≤ ‖fk‖Cα‖gk‖Cα‖ϕk‖C1,α .
Fix therefore a triple f, g, ϕ ∈ C∞(S1) and let
f(x) =
∑
k∈Z
fˆke
ik·x (4)
g(x) =
∑
k∈Z
gˆke
ik·x (5)
ϕ(x) =
∑
k∈Z
ϕˆke
ik·x (6)
be their Fourier expansions.
We then know that the Fourier coefficients are necessarily real and that∫
fg′ϕ =
∑
(k,ℓ)∈Z2
i(k − ℓ)fˆℓgˆk−ℓϕˆk . (7)
Recall next that, by Bernstein’s inequality, Cα ⊂ Hβ for every β < α, thus∑
k
(1 + |k|2β)|fˆk|2 ≤ C(α, β)‖f‖2Cα ∀β < α (8)∑
k
(1 + |k|2β)|gˆk|2 ≤ C(α, β)‖g‖2Cα ∀β < α . (9)
We finally need the simple estimate
|ϕˆk| ≤ C‖ϕ‖C1,α(1 + |k|)−1−α (10)
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We are now ready to conclude and we start observing∣∣∣∣∣∑
ℓ
i(k − ℓ)fˆℓgˆk−ℓ
∣∣∣∣∣ ≤ |2k|1−β ∑−k≤ℓ≤k |k − ℓ|β|gˆk−ℓ||fˆℓ|+
√
2
∑
ℓ≤−k,ℓ≥k
√
|k − ℓ|
√
|ℓ||gˆk−ℓ||fˆℓ|
≤ |2k|1−β

∑
j
|j|2β |gˆj |2


1/2∑
j
|fˆj|2


1/2
+
√
2

∑
j
|j||gˆj |2


1/2∑
j
|j||fˆj |2


1/2
≤ C(1 + |k|)1−β‖f‖Cα‖g‖Cα . (11)
Combining (7), (10) and (11) we then conclude∣∣∣∣
∫
fg′ϕ
∣∣∣∣ ≤ C‖f‖Cα‖g‖Cα‖ϕ‖C1,α ∑
k
(1 + |k|)−α−β ≤ C‖f‖Cα‖g‖Cα‖ϕ‖C1,α , (12)
where we have used that, since we are free to choose any β < α and α > 12 , we can impose α+β > 1,
which ensures the convergence of the series
∑
k(1 + |k|)−α−β . 
2.2. Connection. Consider now a C2 Riemannian manifold (Σ, g) with C2 boundary, a C2 curve
γ : [a, b]→ Σ and a C1 vector field along γ. In local coordinates we can write
W (t) =
∑
i
W i(t)
∂
∂xi
, (13)
γ˙(t) =
∑
i
γ˙i(t)
∂
∂xi
. (14)
We then know that ∇γ˙W is given by the formula
dW i
dt
∂
∂xi
+
∑
j,k
Γijk(γ) γ˙
j W k
∂
∂xi
, (15)
where the C1 functions Γijk are the Christoffel symbols of the metric g.
Let u : Σ → Rm be a C1,α isometric immersion. The vector field u∗W =
∑
W i ∂u∂xi can thus be
seen as a Cα map u∗W : [a, b]→ Rm. In particular, if α > 12 we can use Lemma 2.1 to make sense
of the scalar product 〈
d
dt
u∗W,
∂u
∂xℓ
〉
. (16)
For smooth isometric immersions (16) and (15) are then related by the identity〈
d
dt
(u∗W (γ)),
∂u
∂xℓ
(γ)
〉
=
∑
i

 d
dt
(W i(γ)) +
∑
j,k
Γijk(γ) γ˙
j W k(γ)

 giℓ(γ) . (17)
The latter is just the classical relation between the Levi-Civita connection compatible with g and the
Levi-Civita connection compatible with the standard Euclidean metric e of the ambient Euclidean
space. Lemma 2.1 allows not only to make sense of the left hand side of the identity for C1,α
6 DE LELLIS AND INAUEN
immersions when α > 12 , but it also implies that, under the same regularity assumption, the
identity (17) remains valid.
Proposition 2.2. Let (Σ, g) be a C2 Riemannian manifold with C2 boundary, let γ : [a, b]→ Σ be
a C2 curve, let W be a C1 vector field along γ and let u : Σ → Rm be an isometric immersion of
class C1,α for some α > 12 . Then (17) holds.
Proof of Theorem 1.2(a). The proposition implies part (a) of Theorem 1.2 right away. Indeed, fix
a point p ∈ ∂Σa and choose local coordinates in a neighborhood U of p so that X = ∂∂x2 on U and
∂
∂x1
is tangent to Σa. Choose then W tangent to Σa and parametrize the curve γ = Σa so that
d
dtv∗W = Z. If we first use (17) for the standard embedding, we easily see that
∑
i

 d
dt
(W i(γ)) +
∑
j,k
Γijk(γ) γ˙
j W k

 gi2(γ) = a .
If we then use it for u = v we conclude
〈Y,Z〉 =
〈
∂u
∂x2
(γ),
d
dt
(u∗W (γ))
〉
= a . 
In order to prove the above proposition we recall the quadratic estimate in [14, Proposition 1.6]:
Lemma 2.3 (Quadratic estimate). Let Ω ⊂ Rn be an open set, v ∈ C1,α(Ω,Rm) with v♯e ∈ C2
and ϕ ∈ C∞(Rn) a standard symmetric convolution kernel. Then, for every compact set K ⊂ Ω
‖(v ∗ ϕǫ)∗e− v∗e‖C1(K) = O(ǫ2α−1) .
Proof of Proposition 2.2. First observe that without loss of generality we can assume that W is
defined on the whole manifold. Secondly, observe that it suffices to prove the identity for curves γ
which lie in the interior. Consider indeed a C2 curve γ which touches the boundary of the manifold
and approximate it in C2 with a sequence of curves γj which are contained in the interior. Then
the maps W (γj) converge in C
1 to W (γ). As such, the maps u∗W (γj) are uniformly bounded in
Cα and converge in C α¯ to u∗W (γ) for every α¯ < α. Since we can choose α¯ > 12 , Lemma 2.1 implies
that the distributions 〈
d
dt
(u∗W (γj)),
∂u
∂xℓ
(γj)
〉
converge to the distribution 〈
d
dt
(u∗W (γ)),
∂u
∂xℓ
(γ)
〉
. (18)
Moreover, obviously
d
dt
(W i(γj)) +
∑
k,ℓ
Γikℓ(γj)γ˙
k
jW
ℓ(γj)
converge uniformly to
d
dt
(W i(γ)) +
∑
k,ℓ
Γikℓ(γ)γ˙
kW ℓ(γ) (19)
Fix now a curve γ in the interior and a coordinate patch U compactly contained in another coordi-
nate patch V , both not intersecting the boundary of the manifold. We can smooth u by convolution
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with a standard kernel by u ∗ ϕε. For ε small enough the convolution is well defined on the coor-
dinate patch U . Clearly the maps (u ∗ ϕε)∗W and (u ∗ ϕε)∗ ∂∂xi are uniformly bounded in Cα and
converge, as ε ↓ 0, to u∗W and u∗ ∂∂xi in Cβ for every β < α. Choosing a β > 12 we apply Lemma
2.1 to conclude that the distributions〈
d
dt
(((u ∗ ϕε)∗W )(γ)), ∂(u ∗ ϕε)
∂xi
(γ)
〉
(20)
converge (weakly in the sense of distributions) to (18). On the other hand, from Lemma 2.3, if
Γiε,k,ℓ denote the Christoffel symbols of the metric (u ∗ ϕε)∗e, then we conclude that they converge
uniformly to Γik,ℓ. Thus
d
dt
(W i(γ)) +
∑
k,ℓ
Γiε,k,ℓ(γ)γ˙
kW ℓ(γ) (21)
converge uniformly to (18) and [(u ∗ ϕε)∗e]ij converges uniformly to gij . In particular,
∑
i

 d
dt
(W i(γ)) +
∑
k,ℓ
Γiε,k,ℓ(γ)γ˙
kW ℓ(γ)

 [(u ∗ ϕε)∗e]iℓ(γ) (22)
converge uniformly to the right hand side of (17). However, since uε is smooth, (20) and (22) are
equal by classical differential geometry. Letting ε ↓ 0 we then conclude (17). 
3. Flexibility: Proof of Theorem 1.2 (B)
The maps v violating the rigidity are produced by convex integration. Their construction relies
on the following more general theorem, the proof of which is the content of most of the remaining
sections.
Theorem 3.1. Fix two integers n ≥ 2, m ≥ n(n + 2) and a metric g ∈ C2 on B¯1 ⊂ Rn. There
exists σ¯0 > 0 such that if u ∈ C∞(B¯1,Rm) and h ∈ C∞(B¯1) are such that
h ≡ h(|x|) > 0 on B˚1, h(1) = 0 and h′(1) 6= 0 (23)
u is strictly short in B˚1 and (24)
(1 − σ¯0)he ≤ g − u♯e ≤ (1 + σ¯0)he in a neighborhood of ∂B1 , (25)
then for every α < 12 , every constant x0 ∈ Rn(n+1) and every ε > 0 there exists v ∈ C1,α(B¯1,Rm+n(n+1))
such that
‖v − (u, x0)‖C0(B¯1,Rm+n(n+1)) < ε ,
v = (u, x0) and ∇v = (∇u 0)⊺ on ∂B1
g = v♯e .
In addition, if u is injective then v can be chosen to be injective as well.
If we manage to construct h and u satisfying (23)-(25) and, in addition, violating the rigidity at
the boundary then we are done since the derivatives of v and u agree at the boundary.
Fix R > 1 and consider the scaled spherical cap Σ¯R ⊂ R3 given as the image of Φ : B¯1 → R3,
where Φ(x1, x2) = (x1, x2,
√
R2 − x21 − x22−
√
R2 − 1). We use polar coordinates to define the map
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u : B¯1 → R8 by
u(r, θ) = (ϕ(r) cos θ, ϕ(r) sin θ, 0, . . . , 0) , (26)
where ϕ ∈ C∞([0, 1]) is a suitable reparametrization such that ϕ(0) = 0, ϕ(1) = 1, ϕ′(1) = R√
R2−1 ,
and, for every r ∈]0, 1[,
R2
R2 − r2 − ϕ
′(r)2 > 0 , (27)
r2 − ϕ(r)2 > 0 . (28)
Observe that, once we produce such a ϕ, the map u is strictly short in B˚1 (except maybe in the
origin, where the polar coordinates are not suited to the problem) and isometric on the boundary.
Indeed, the metric induced by u is given in polar coordinates by
u♯e = ϕ′2dr2 + ϕ2dθ2 ,
whereas the metric on ΣR which is induced by the inclusion into R
3 reads
g =
R2
R2 − r2dr
2 + r2dθ2 .
Hence, the shortness away from the origin is given by (27) and (28) whereas the isometry on the
boundary is apparent from the values ϕ(1) and ϕ′(1). In the following, we construct a piecewise
smooth function ϕ˜ satisfying the above assumptions; smoothing out the corners will then provide
ϕ. We abbreviate γ := R√
R2−1 . Because R > 1 we can fix a positive η ∈]2− γ, 1[. Since η + γ > 2
we can then find ε > 0 small enough such that
0 < 1− ε(η + γ) + ε
2
2
(1− 1
γ
+ γ3R−2) ≤ (1− 2ε)
(
1− (εR−1)2)−1/2 , (29)
as one can see by expanding (1 + x2)−1/2 around x = 0. Set
β :=
1− ε(η + γ) + ε22 (1− γ−1 + γ3R−2)
1− 2ε ,
and define the piecewise continous
φ(r) =


η , for r ∈ [0, ε[
β , for r ∈ [ε, 1 − ε[
γ − (1− γ−1 + γ3R−2)(1− r) , for r ∈ [1− ε, 1] .
The definition of β ensures that∫ 1
0
φ(r)dr = ηε+ β(1− 2ε) + ε(γ − (1− γ−1 + γ3R−2)) + 1
2
(1− γ−1 + γ3R−2)ε(2− ε)
= ε(η + γ) + (1− 2ε)β − 1
2
(1− γ−1 + γ3R−2)ε2 = 1 .
Consequently, setting ϕ˜(r) =
∫ r
0 φ(s)ds yields a continuous, piecewise smooth function with ϕ˜(1) =
1 and ϕ˜′(1) = γ = R√
R2−1 . We claim that ϕ˜ satisfies (27) and (28). Indeed, on ]0, ε[ this is provided
by the fact that η < 1. Moreover, if ε is small enough then β < 1 which, together with (29), shows
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the inequalites on [ε, 1 − ε[. If ε is small enough, (27) holds on ]1− ε, 1] since
d
dr
∣∣∣∣
r=1
(
R2
R2 − r2 − ϕ˜
′(r)2
)
=
2R2
(R2 − 1)2 − 2φ(1)φ
′(1) = 2(γ4R−2 − γ(1− γ−1 + γ3R−2)) < 0 ,
and
R2
R2 − 1 − ϕ˜
′(1)2 = 0 .
Finally, on [1− ε, 1] we have
ϕ˜′ ≥ γ − ε(1− γ−1 + γ3R−2) .
In particular, for ε small enough we have ϕ˜′ > 1 on [1 − ε, 1]. Since ϕ˜(1) = 1, the latter implies
that ϕ˜(r) < r on [1− ε, 1[, thus concluding the proof of (28).
Consequently, if u is defined by (26) then it is isometric on ∂B1 and strictly short in B˚1 \ {0}.
To show that it is also strictly short in the origin we switch to euclidean coordinates and observe
that u(x1, x2) = (ηx1, ηx2, 0) if |x| < ε. Hence
g − u♯e =
(
1− η2 + x
2
1
R2 − |x|2
)
dx21 +
(
1− η2 + x
2
2
R2 − |x|2
)
dx22 + 2
x1x2
R2 − |x|2 dx1dx2 .
The shortness around the origin then again follows from η < 1. Lastly, we define
h(r) = 2(γ − 1)(1 − r) .
Obviously, (23) is satisfied and we claim that, sufficiently close to ∂B1, also (25) holds. For this we
again consider the terms in polar coordinates. Expanding around r = 1 gives
1−
(ϕ
r
)2
= 2(γ − 1)(1 − r) + o(|1− r|) ,
and
R2
R2 − r2 − ϕ
′2 = γ2 + 2γ4R−2(r − 1)− γ2 − 2γ(1 − γ−1 + γ3R−2)(r − 1) + o(|r − 1|)
= 2γ(r − 1)(γ3R−2 − (1− γ−1 + γ3R−2)) + o(|r − 1|)
= 2(γ − 1)(1 − r) + o(|r − 1|) .
This shows that
g − u♯e− he =
(
R2
R2 − r2 − ϕ
′2 − h
)
dr2 + r2
(
1−
(ϕ
r
)2
− h
)
dθ2 = o(|r − 1|)e ,
hence (25) is satisfied. Now fix α < 12 . Then Theorem 3.1 can be applied to find and isometric
immersion v = (v,w) ∈ C1,α (B¯1,R8+6) such that on ∂B1 ∇v = ∇u, w = 0 and ∇w = 0.
We now consider the appropriate rescaling of the map v by R, namely vR , which induces an
isometric embedding of Σa for a =
√
1−R−2. Since the map is an isometry, the vector Y = v∗X
has the same length as the vector X, namely |X| = 1. Observe, moreover, that by construction
such vector field is in fact parallel to the vector field Z and it has positive scalar product with it.
In particular we conclude that 〈Y,Z〉 = 1.
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4. Towards a Proof of Theorem 3.1: Main Iteration
The proof of Theorem 3.1 is based on an iteration scheme developed by J. Nash in [30] to prove his
counterintuitive result about the existence of C1 isometric embeddings of n dimensional manifolds
into Euclidean space with suprisingly low codimension n+1. We need to adapt the scheme in two
ways. First of all, in its original state it only produces maps which are C1. Later renditions are
able to get to C1,1/5 in the case of two dimensional disks (see [17] and [14] for more general results).
However, as realised in [28], more regular isometric embeddings can be produced at the expense
of increasing the codimension. Secondly, the iteration process needs to keep the boundary values
fixed. This can be achieved, as done in [25], by multiplying the perturbations by cutoff functions
which are suited to the iteration scheme (see Lemma 5.5). The following proposition is the main
building block of the iteration.
Proposition 4.1. Let n ≥ 2, m ≥ n(n+ 2), λ > 0 and fix an embedding u˜ ∈ C∞(B¯1,Rm). There
exist constants σ0 ∈ ]0, 12 [, R(λ) ≥ 1, Λ(R) ≥ 1 and C0(u˜,Λ) ≥ 1 such that the following holds. Fix
c > b > 1 and
a > a0(b, c, σ0, u˜, λ,R,Λ, C0) ,
and define
δq = a
−bq , λq = acb
q+1
.
Assume g˜ ∈ C2 is a metric on B¯1 with
[g˜]k ≤ C0(1 + δ1−k1 ) for k = 0, 1, 2 , (30)
and suppose vq ∈ C∞(B¯1,Rm) and hq ∈ C∞(B¯1) are such that
vq = u˜ on B¯1 \B1−Rδq+1 , ‖vq − u˜‖1 < C0
q∑
k=1
δ
1/2
k , [vq]2 ≤ C0δ
1/2
q λq , (31)
hq is linear on B¯1 \B1−Rδq+1 with hq(1) = 0, h′q(1) = −λ
and Λ−1δq+1 ≤ hq ≤ Λδq+1 on B¯1−Rδq+1 , (32)
[hq]k ≤ C0δ1−kq+1 for k = 0, 1, 2, 3 , and (33)
(1− σ0(1 + ηq))hqe ≤ g˜ − v♯qe ≤ (1 + σ0(1 + ηq))hqe on B¯1 , (34)
where ηq ∈ C∞c (B¯1) is a radially symmetric cutoff function with ηq ≡ 0 on B¯1 \B1−Rδq+1 , ηq ≡ 1 on
B¯1−(R+1)δq+1 and taking values between 0 and 1 (cf. Lemma 5.5 for the definition of the cutoffs).
We can then find vq+1, hq+1, ηq+1 satisfying (31)–(34) with q replaced by q+1 and, in addition, the
following estimates hold:
‖vq+1 − vq‖0 ≤ C0
δ
1/2
q+1
λq+1
, (35)
[vq+1 − vq]1 ≤ C0δ1/2q+1 . (36)
5. Proof of Proposition 4.1: Preliminaries
5.1. Ho¨lder spaces. In the following m ∈ N, α ∈]0, 1[. The maps f can be real-valued, vector-
valued, matrix-valued or generally tensor-valued. In all these cases we endow the targets with the
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standard Euclidean norms, for which we will use the notation |f(x)|. We introduce the usual Ho¨lder
norms as follows. First of all, the supremum norm is denoted by ‖f‖0 := sup |f |. We define the
Ho¨lder seminorms as
[f ]k = max|β|=m
‖Dβf‖0 ,
[f ]k+α = max|β|=m
sup
x 6=y
|Dβf(x)−Dβf(y)|
|x− y|α .
The Ho¨lder norms are then given by
‖f‖k =
k∑
j=0
[f ]j ,
‖f‖k+α = ‖f‖k + [f ]k+α.
We then recall the standard “Leibniz rule” to estimate norms of products
[fg]r ≤ C
(
[f ]r‖g‖0 + ‖f‖0[g]r
)
for any 1 ≥ r ≥ 0 (37)
and the usual interpolation inequalities
[f ]s ≤ C‖f‖1−
s
r
0 [f ]
s
r
r for all r ≥ s ≥ 0. (38)
We also collect two classical estimates on the Ho¨lder norms of compositions. These are also
standard, for instance in applications of the Nash-Moser iteration technique. A proof can be found
in [17].
Proposition 5.1. Let Ψ : Ω → R and u : Rn ⊃ U → Ω be two Ck functions, with Ω ⊂ RN . Then
there is a constant C (depending only on k, Ω and U) such that
[Ψ ◦ u]k ≤ C[u]k
(
[Ψ]1 + ‖u‖k−10 [Ψ]k
)
, (39)
[Ψ ◦ u]k ≤ C
(
[u]k[Ψ]1 + [u]
k
1 [Ψ]k
)
. (40)
Let f, g : Rn ⊃ U → R two Ck functions. Then there is a constant C (depending only on α, k, n
and U) such that
[fg]k ≤ C(‖f‖0[g]k + ‖g‖0[f ]k) . (41)
5.2. Quadratic mollification estimate. We will often use regularizations of maps f by convo-
lution with a standard mollifier ϕℓ(y) := ℓ
−nϕ(yℓ ), where ϕ ∈ C∞c (B1) is assumed to have integral
1 and to be non negative and rotationally symmetric. We will need the following estimates. For a
proof see [14].
Lemma 5.2. For any r, s ≥ 0 and 0 < α ≤ 1 we have
[f ∗ ϕℓ]r+s ≤ Cℓ−s[f ]r, (42)
[f − f ∗ ϕℓ]r ≤ Cℓ2[f ]2+r, (43)
‖f − f ∗ ϕℓ‖r ≤ Cℓ2−r[f ]2, if 0 ≤ r ≤ 2 (44)
‖(fg) ∗ ϕℓ − (f ∗ ϕℓ)(g ∗ ϕℓ)‖r ≤ Cℓ2α−r‖f‖α‖g‖α , (45)
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where the constants C depend only upon s, r, α and ϕ.
5.3. Existence of normals. The following proposition claims the existence of an orthonormal
family of normal vectorfields to the embedded surface together with the appropriate estimates
(48). It is already contained in [28], but our condition on the co-dimension is less restrictive (d ≥ 1
as opposed to d ≥ n+1). The reason for this is that in the proof we use Lemma A.1 below instead
of Lemma 2.5 of [28]. The rest of the proof is essentially unchanged. For the readers convenience
we provide the details in the appendix.
Proposition 5.3. Let n ≥ 2, d ≥ 1, B a set diffeomorphic to the closed unit ball of Rn and
u ∈ C∞ (B,Rn+d) an immersion. There exists ρ0 ≡ ρ0(d, n, u) > 0 and constants Ck depending
only on u such that the following holds. If v ∈ C∞ (B,Rn+d) is such that
‖v − u‖C1 < ρ0 ,
then there exist ζ1(v), . . . , ζd(v) ∈ C∞
(
B,Rn+d
)
such that for all 1 ≤ i, j ≤ d we have
〈ζi(v), ζj(v)〉 = δij on B (46)
∇v · ζi(v) = 0 on B (47)
and
[ζi(v)]k ≤ Ck(1 + ‖v‖k+1) . (48)
5.4. Decomposition of the metric error. We use the following decomposition of the metric
error, in the spirit of Lemma 2.3 in [28]. The proof is a simple application of the implicit function
theorem and is provided in the appendix.
Proposition 5.4. There exists r0 > 0 and ν1, . . . , νn∗ ∈ Sn−1 with the following property. If
τ : B¯1 → Sym+n and {Mi}i=1,...,n∗, {Λij}i,j=1,...,n∗ ⊂ C∞(B¯1,Symn) are such that
‖τ − Id‖0 +
n∗∑
i=1
‖Mi‖0 +
n∗∑
i,j=1
‖Λij‖0 < r0 ,
then there exist smooth functions c1, . . . , cn∗ : B¯1 → R with
∀x ∈ B¯1 : τ(x) =
n∗∑
i=1
c2i (x)νi ⊗ νi +
n∗∑
i=1
ci(x)Mi(x) +
n∗∑
i,j=1
ci(x)cj(x)Λij(x) , (49)
ci(x) > r0 on B¯1, and for any Ω ⊂ B¯1
‖ci‖k,Ω ≤ Ck

1 + ‖τ‖k,Ω + n∗∑
i=1
‖Mi‖k,Ω +
n∗∑
i,j=1
‖Λij‖k,Ω

 . (50)
5.5. Cutoff functions. In order to keep the boundary values the same along the iteration we will
multiply the perturbations with a suitable cutoff function. The following lemma clarifies the type
of cutoff we will use and its most important properties.
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Lemma 5.5. There exist universal constants ε > 0, C ≥ 1 and a sequence of radially symmetric
cutoff functions (ηq)q∈N ⊂ C∞c
(
B¯1
)
such that for any q ∈ N we have
ηq ≡ 1 on B¯1−(R+1)δq+1 and ηq ≡ 0 on B¯1 \B1−Rδq+1 , (51)
[ηq]k ≤ Cδ−kq+1 for k ≥ 0 , (52)
ηq ≤ ε⇒ |∇η⊺q∇ηq| ≤ Cδ−2q+1ηq . (53)
Proof. Define f ∈ C0(R) by f ≡ 0 on ]−∞, 14 ], f ≡ 1 on [34 ,+∞[ and linear in between. Smoothing
out the corners by mollifying f with a standard mollifying kernel ϕℓ with parameter ℓ <
1
4 we find
a function h = f ∗ ϕℓ ∈ C∞(R) satisfying h ≡ 0 on ] − ∞, 0] and h ≡ 1 on [1,+∞[. Also, since
h′′(r)→ 0 as r → 0, we can find ε > 0 such that
h ≤ ε⇒ (h′)2 ≤ h .
The sequence ηq is then easily constructed by setting, for x ∈ B¯1,
ηq(x) := h
(
δ−1q+1 (1−Rδq+1 − |x|)
)
. 
5.6. Parameters. To counteract the loss of derivatives appearing along the iteration we mollify
the map by convolution with a standard kernel so that we can control higher derivatives with the
mollification parameter ℓ. However, we have to make sure that this parameter is chosen small
enough to keep the metric error (34) of the same size. It turns out that the right choice is
ℓ :=
1
C˜
δ
1/2
q+1
δ
1/2
q λq
, (54)
where C˜ ≥ 1 is a universal constant, depending additionally on u˜, g, R, Λ and C0, which will
be chosen in Lemma 6.1. In the course of the proof we will need the following hierarchy of the
parameters
δ−1q+1 ≤ δ−1q+2 ≤ ℓ−1 ≤ λq+1 . (55)
The first inequality is true by definition, while the second follows from
loga(δq+2ℓ
−1) = loga
(
C˜δqδ
−1/2
q+1 δq+2λq
)
> −1
2
bq +
(
c+
1
2
)
bq+1 − bq+2
= bq
(
1
2
(b− 1) + b(c− b)
)
> 0 .
In particular, we also have
δ
−1/2
q+1 ≤ δ1/2q λq . (56)
The last inequality in (55) is a consequence of the following stronger estimate, which will be needed
in Section 8. Fix any constant Cˆ(b, c, σ0, u˜, g, λ,R,Λ, C0). Then, if a ≥ a0(Cˆ) is chosen large
enough, we have
Cˆ
δq+1
ℓ2λ2q+1
≤ δq+2 . (57)
Indeed, inserting the definition of ℓ we see that the inequality is satisfied if
Cˆ−1C˜−2δ−1q λ
−2
q δq+2λ
2
q+1 ≥ 1 .
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Taking the logarithms gives
bq
(
b2(2c− 1)− 2bc+ 1)− loga (CˆC˜2) ≥ 0 .
Rewriting the first term, we find
bq(b− 1) (b(2c− 1)− 1)− loga
(
CˆC˜2
)
≥ 0 .
This inequality is satisfied if a is chosen large enough, so that (57) holds.
6. Proof of Proposition 4.1: Setup
6.1. Mollification. Fix a standard, symmetric mollifier, i.e. a radially symmetric, nonnegative
function ϕ ∈ C∞c (B1) on Rn with unit integral and set ϕℓ(x) = ℓ−nϕ(x/ℓ). We define the mollifi-
cation parameter ℓ by (54) and set
v¯q := (vq − u˜) ∗ ϕℓ + u˜ , (58)
which mollifies the map vq while keeping the boundary value: since δ
1/2
q λq > δ
−1/2
q+1 we have ℓ <
1
2Rδq+1 if C˜ is chosen large enough, so that, thanks to (31), it holds
v¯q = u˜ on B¯1 \B1− 1
2
Rδq+1
.
Lastly, we set
τ :=
g˜ − v¯♯qe
hq
− δq+2
hq
e . (59)
Observe that τ is welldefined and smooth on every compactly contained Ω ⊂ B1. We gather a few
important estimates on v¯q and τ in the next
Lemma 6.1. If C˜(u˜,Λ, C0), a0(C0,Λ) and R(λ) are chosen large enough and if σ0 > 0 is chosen
small enough, then, for k = 0, 1, 2, we have
[v¯q]k+1 ≤ C(1 + δ1/2q+1ℓ−k) , (60)
[v¯♯qe− v♯qe ∗ ϕℓ]k ≤ Cℓ2−k[vq]22 , (61)
|τ − e| ≤ r0
2
on B¯1−Rδq+2 , (62)
|Dkτ | ≤ Cℓ−k on B¯1−Rδq+2 , (63)
for some constant C depending on u˜ and Λ.
Proof. First observe that if a0(C0) is large enough we get ‖vq‖1 ≤ ‖u˜‖1 + 1 ≤ C(u˜). Therefore,
using again (31) and Lemma 5.2,
[∇v¯q]k = [∇vq ∗ ϕℓ]k + [∇(u˜− u˜ ∗ ϕℓ)]k ≤ C(u˜)(1 + ℓ1−k[vq]2) + Cℓ1−k[u˜]2 ≤ C(u˜)(1 + δ1/2q+1ℓ−k) ,
if C˜(C0) is large enough. For the second estimate we compute
∇v¯⊺q∇v¯q = ∇(vq ∗ϕℓ)⊺∇(vq ∗ϕℓ)+∇(u˜− u˜ ∗ϕℓ)⊺∇(u˜− u˜ ∗ϕℓ)+ 2sym (∇(vq ∗ ϕℓ)⊺∇(u˜− u˜ ∗ ϕℓ)) ,
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where we denoted sym(A) = 12(A+A
⊺). This gives
[v¯♯qe− v♯qe ∗ ϕℓ]k ≤ C(u˜)
(
[(vq ∗ ϕℓ)♯e− v♯qe ∗ ϕℓ]k + (1 + [u˜− u˜ ∗ ϕℓ]1)[u˜− u˜ ∗ ϕℓ]k+1
+ [vq ∗ ϕℓ]k+1[u˜− u˜ ∗ ϕℓ]1
)
≤ C(u˜)
(
ℓ2−k[vq]22 + ℓ
2−k[u˜]3 + (1 + ℓ1−k[vq]2)ℓ2[u˜]3
)
≤ C(u˜)ℓ2−k[vq]22 .
We will prove the estimates (62) and (63) separately on B¯1−Rδq+2 \ B1− 1
2
Rδq+1
and on B¯1− 1
2
Rδq+1
.
Since on the former we have v¯q = u˜ = vq, and consequently
τ − e = g˜ − v
♯
qe− hqe
hq
− δq+2
hq
e ,
it follows with (34) and hq ≥ λRδq+2 that
|τ − e| ≤ Cσ0 + C 1
λR
≤ r0
2
if σ0 is small and R(λ) large enough. By (34) we have the pointwise estimate |g˜ − v♯qe| ≤ C|hq|, so
that with the help of (30) and (33)
|∇τ | ≤ C
(
|∇(g˜ − v♯qe)|
hq
+
|∇hq|
hq
)
≤ C(u˜)C0δ−1q+2 ,
and similarly
|D2τ | ≤ C

 |D2hq|
hq
+
|∇hq|
(
|∇hq|+ |∇(g˜ − v♯qe)|
)
h2q
+
|D2(g˜ − v♯qe)|
hq


≤ C(u˜)C0
(
δ−1q+1δ
−1
q+2 + δ
−2
q+2 + δ
−1
q+1δ
−1
q+2
)
≤ C(u˜)C0δ−2q+2 .
Observe that, if C˜ ≥ C0 then C0δ−kq+2 ≤ ℓ−k for k = 1, 2, thanks to (55). This shows (63) on
B¯1−Rδq+2 \B1− 1
2
Rδq+1
. To show the estimates on B¯1− 1
2
Rδq+1
we write
|τ − e| ≤ C δq+2
Λ−1δq+1
+
1
hq
∣∣(g˜ − v♯qe− hqe) ∗ ϕℓ + (v♯qe ∗ ϕℓ − v¯♯qe) + (hq ∗ ϕℓ − hq)e
+ (g˜ − g˜ ∗ ϕℓ)
∣∣
≤ r0
8
+
C
hq
(
σ0|hq ∗ ϕℓ|+ ℓ2([vq]22 + [hq]2 + [g˜]2)
)
≤ r0
8
+ Cσ0 +
Cℓ2
hq
(
C20δqλ
2
q + C0δ
−1
q+1 + C0(2 + σ0)δ
−1
q+1
)
≤ r0
4
+ C
C20
C˜2Λ−1
≤ r0
2
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if σ0 is chosen small and C˜(Λ, C0) as well as a(Λ) large enough. This fixes the choice of C˜. For
(63) we estimate
[g˜ − v¯♯qe]k ≤ [(g˜ − v♯qe) ∗ ϕℓ]k + [g˜ − g˜ ∗ ϕℓ]k + [v♯qe ∗ ϕℓ − v¯♯qe]k
≤ C(u˜)
(
ℓ−k‖g˜ − v♯qe‖0 + ℓ2−k([g˜]2 + [vq]22)
)
≤ C(u˜,Λ)δq+1ℓ−k .
Hence, with the help of (39) we get on B¯1− 1
2
Rδq+1
|Dkτ | ≤ C
(
Λδ−1q+1[g˜ − v¯♯qe]k + [hq]k(Λ2δ−2q+1 + (Λδq+1)k−1(Λ−1δq+1)−k−1)(‖g˜ − v¯♯qe‖0 + δq+2)
)
≤ C(u˜,Λ)
(
ℓ−k +C0δ−kq+1
)
≤ C(u˜,Λ)ℓ−k . 
6.2. Decomposition. Our goal in constructing vq+1 is to add the (rescaled) metric error τ by an
ansatz of the form
vq+1 = v¯q +
n∗∑
k=1
ak
λq+1
(
sin(λq+1νk · x)ζ1k + cos(λq+1νk · x)ζ2k
)
, (64)
where νk ∈ Sn−1, ak are smooth coefficients and where ζ1k , ζ2k are smooth, mutually orthogonal unit
vector fields which are normal to v¯q. We compute
∇vq+1 = ∇v¯q +
n∗∑
k=1
ak
(
cos(λq+1νk · x)ζ1k ⊗ νk − sin(λq+1νk · x)ζ2k ⊗ νk
)︸ ︷︷ ︸
=:Ak
+
n∗∑
k=1
ak
λq+1
(
sin(λq+1νk · x)∇ζ1k + cos(λq+1νk · x)∇ζ2k
)︸ ︷︷ ︸
=:Bk
+
n∗∑
k=1
1
λq+1
(
sin(λq+1νk · x)ζ1k + cos(λq+1νk · x)ζ2k
)︸ ︷︷ ︸
=:Ck
∇ak , (65)
so that (in coordinates) the induced metric is
∇v⊺q+1∇vq+1 = ∇v¯⊺q∇v¯q +
n∗∑
k=1
a2kνk ⊗ νk + 2
n∗∑
k=1
ak
λq+1
sym(∇v¯⊺qBk) + 2
n∗∑
i,j=1
aiaj
λq+1
sym(A⊺iBj)
+ 2
n∗∑
i,j=1
aiaj
λ2q+1
sym (B⊺i Bj) + 2
n∗∑
i,j=1
ai
λ2q+1
sym(B⊺i Cj∇aj) +
n∗∑
k=1
1
λ2q+1
∇a⊺k∇ak .
(66)
The usual practice is to decompose the metric error g˜− v¯♯qe into a sum of the form
∑n∗
k=1 a
2
kνk ⊗ νk
and hence the ansatz (64) allows the addition of the metric error upto errors which are (if λq+1 is
chosen large) very small. However, as realized in [28], a better convergence rate is achieved if only
the terms in the second line of (66) are treated as error terms. Consequently, one needs a slightly
subtler decomposition, which is provided by Proposition 5.4 once we know that the first error terms
are small enough. This is the content of Lemma 6.2 once we have found suitable normal vectors
ζ1k , ζ
2
k . But this is an easy task thanks to Proposition 5.3, once we require a(u˜, C0) to be so large
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that C0
∑q
k=1 δ
1/2
q < ρ0(u˜), where ρ0 is given by Proposition 5.3. Then, since
‖v¯q − u˜‖1 = ‖(vq − u˜) ∗ ϕℓ‖1 ≤ ‖vq − u˜‖1 < ρ0(u˜) ,
Proposition 5.3 provides an orthonormal family of vectorfields ξ1(v¯q), . . . ξm−n(v¯q) ∈ C∞(B¯1,Rm)
which are normal to v¯q and enjoy the estimates
|Dkξi| ≤ C(u˜) on B¯1−Rδq+2 \B1− 1
2
Rδq+1
(67)
|Dkξi| ≤ C(u˜)(1 + δ1/2q+1ℓ−k) on B¯1− 1
2
Rδq+1
, (68)
for k = 0, 1, 2, thanks to (60). We now define
ζ1i := ξi , ζ
2
i := ξn∗+i , for i = 1, . . . , n∗ , (69)
which is possible in view of m− n ≥ n(n+ 2)− n = 2n∗.
Now let ν1, . . . , νn∗ be the vectors given by Proposition 5.4, define Ak, Bk and Ck as in (65), let
η := ηq+1 be one of the cutoff functions constructed in Lemma 5.5 and set
Mi :=
2
h
1/2
q λq+1
sym
(∇v¯⊺qBi) (70)
Λij :=
2
λq+1
sym (A⊺iBj) +
2
λ2q+1
sym (B⊺i (Bj + Cj∇η)) +
2
h
1/2
q λ2q+1
sym
(
B⊺i Cj∇h1/2q
)
+
δij
λ2q+1
∇η⊺∇η + 2δij
h
1/2
q λ2q+1
sym
(
∇η⊺∇h1/2q
)
+
δij
hqλ2q+1
∇(h1/2q )⊺∇h1/2q . (71)
Lemma 6.2. For a(b, c, u˜, λ,R,C0) large enough there exists a constant C > 0 (depending only on
u˜ and Λ) such that for k = 0, 1, 2
|DkAi|+ |DkCi| ≤ Cλkq+1 on B¯1−Rδq+2 , (72)
|DkBi| ≤ Cδ1/2q+1ℓ−1λkq+1 on B¯1− 1
2
Rδq+1
and |DkBi| ≤ Cλkq+1 on B¯1−Rδq+2 \B1− 1
2
Rδq+1
, (73)
|DkMi|+ |DkΛij | ≤ Cℓ−1λk−1q+1 on B¯1−Rδq+2 . (74)
Proof. Since the vectors νk are constant, the estimate for Ai and Ci is (up to a constant) the same:
|DkCi| ≤ C
(
λkq+1 + [ζ
j
i ]k
)
≤ C
(
λkq+1 + C(u˜)δ
1/2
q+1ℓ
−k
)
≤ Cλkq+1 ,
if a(u˜) is large enough, where we have used λq+1 ≥ ℓ−1. The estimate for Bi follows from
|DkBi| ≤ C(λkq+1[ζji ]1 + [ζji ]k+1)
using (67) and (68) respectively. Since hq ≥ Rλδq+2 ≥ δq+2 on B¯1−Rδq+2 and hq ≥ Λ−1δq+1 on
B¯1− 1
2
Rδq+1
we get, using (39),
|Dk+1h1/2q | ≤ C(Λ)C0δ−kq+1
(
δ
−1/2
q+1 + δ
k
q+1δ
−1/2−k
q+1
)
≤ C(Λ)C0δ−1/2−kq+1
on B¯1− 1
2
Rδq+1
, and
|Dk+1h1/2q | ≤ C(λ,R)C0δ−kq+1
(
δ
−1/2
q+2 + δ
k
q+1δ
−1/2−k
q+2
)
≤ C(λ,R)C0δ−1/2−kq+2
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on B¯1−Rδq+2 \B1− 1
2
Rδq+1
. Now, combining (73) and the previous two estimates,
|DkMi| ≤ C
λq+1
(
[h−1/2q ]k‖Bi‖0 + |h−1/2q |
(
[v¯q]k+1‖Bi‖0 + |DkBi|
))
≤ C(u˜,Λ)
λq+1
(
C0δ
−1/2−k
q+1 δ
1/2
q+1ℓ
−1 + δ−
1/2
q+1
(
δ
1/2
q+1ℓ
−1(1 + δ
1/2
q+1ℓ
−k) + δ
1/2
q+1ℓ
−1λkq+1
))
≤ C(u˜,Λ)
λq+1ℓ
(
C0δ
−k
q+1 + δ
1/2
q+1ℓ
−k + λkq+1
)
≤ C(u˜,Λ)ℓ−1λk−1q+1
on B¯1− 1
2
Rδq+1
, where we used that C0δ
−k
q+1 ≤ λkq+1 for a(b, c, C0) big enough. On the other hand,
on B¯1−Rδq+2 \B1− 1
2
Rδq+1
we have
|DkMi| ≤ C(u˜, g)
λq+1
(
C(λ,R)C0δ
−1/2−k
q+2 + δ
−1/2
q+2 λ
k
q+1
)
≤ C(u˜, g)δ−1/2q+2 λk−1q+1 ,
where again, a(b, c, λ,R,C0) is chosen so large that C(λ,R)C0δ
−k
q+2 ≤ λkq+1. Similarly, on B¯1− 1
2
Rδq+1
,
we find
|DkΛij | ≤ Cδ1/2q+1ℓ−1λk−1q+1
+ Cδq+1ℓ
−2λk−2q+1 +
C(u˜,Λ, C0)
λ2q+1
(
δ
−1/2−k
q+1 δ
1/2
q+1ℓ
−1 + δ−
1/2
q+1 δ
1/2
q+1ℓ
−1
(
λkq+1δ
−1/2
q+1 + δ
−1/2−k
q+1
))
+
C(u˜,Λ, C0)
λ2q+1
(
δ−1−kq+1 δ
−1
q+1 + δ
−1
q+1δ
−1−k
q+1
)
≤ Cδ1/2q+1ℓ−1λk−1q+1 +
C(u˜,Λ, C0)
λ2q+1
(
δ−kq+1ℓ
−1 + δ−
1/2
q+1 ℓ
−1λkq+1
)
+ C(u˜,Λ, C0)δ
−2−k
q+1 λ
−2
q+1
≤ C(u˜,Λ)δ1/2q+1ℓ−1λk−1q+1 ,
where we used that ∇η = 0 in this region and that C(C0)δ−1q+1 ≤ C(C0)ℓ−1 ≤ λq+1 for a(b, c, C0)
large enough. Lastly, we check the region B¯1−Rδq+2 \B1− 1
2
Rδq+1
:
|DkΛij| ≤ C(u˜)λk−1q+1 +
C(u˜)
λ2q+1
(
λkq+1δ
−1
q+2 + δ
−k−1
q+2
)
+
C(λ,R,C0)
λ2q+1
(
δ−1−kq+2 + δ
−1/2
q+2
(
δ
−1/2
q+2 λ
k
q+1 + δ
−1/2−k
q+2
))
+ Cδ−k−2q+2 λ
−2
q+1 +
C(λ,R,C0)
λ2q+1
(
δ
−1/2−k
q+2 δ
−3/2
q+2 + δ
−1/2
q+2 δ
−k−3/2
q+2
)
+
C(λ,R,C0)
λ2q+1
(
δ−k−1q+2 δ
−1
q+2 + δ
−1
q+2δ
−1−k
q+2
)
≤ C(u˜)λk−1q+1 + C(λ,R,C0)δ−2−kq+2 λ−2q+2 ≤ C(u˜)ℓ−1λk−1q+1 ,
where we used C(λ,R,C0)δ
−1
q+2 ≤ C(λ,R,C0)ℓ−1 ≤ λq+1. 
Hence, if a is chosen large enough, we have
‖τ − e‖0 +
∑
i
‖Mi‖0 +
∑
i,j
‖Λij‖0 < r0 ,
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where the norms are intended on B¯1−Rδq+2 . Proposition 5.4 thus yields smooth functions c1, . . . , cn∗ :
B¯1−Rδq+2 → R, such that
τ =
∑
i
c2i νi ⊗ νi +
∑
i
ciMi +
∑
i,j
cicjΛij , (75)
ci > r0 on B¯1−Rδq+2 and for k = 0, 1, 2
‖ci‖k ≤ C(u˜,Λ)
(
1 + ℓ−k + ℓ−1λk−1q+1
)
≤ C(u˜,Λ)
(
1 + ℓ−1λk−1q+1
)
. (76)
7. Proof of Proposition 4.1: Perturbation
Finally, we pick η := ηq+1 from Lemma 5.5, set ak := ηh
1/2
q ck and define vq+1 as in (64). Observe
that, although ck is only defined in B¯1−Rδq+2 , ak is smooth. Also, vq+1 = v¯q = u˜ on B¯1 \B1−Rδq+2 .
Then, by (66) we find
∇v⊺q+1∇vq+1 = ∇v¯⊺q∇v¯q + η2hq
n∗∑
k=1
c2kνk ⊗ νk + 2ηhq
n∗∑
k=1
ck
h
1/2
q λq+1
sym
(∇v¯⊺qBk)
+ 2η2hq
n∗∑
i,j=1
cicj
λq+1
sym (A⊺iBj)
+ 2η2hq
n∗∑
i,j=1
cicj
λ2q+1
sym (B⊺i Bj) + 2ηhq
n∗∑
i,j=1
cicj
λ2q+1
sym (B⊺i Cj∇η)
+ 2η2hq
n∗∑
i,j=1
cicj
h
1/2
q λq+1
sym
(
B⊺i Cj∇h1/2q
)
+ hq
n∗∑
k=1
c2k
λ2q+1
∇η⊺∇η
+ η2hq
n∗∑
k=1
c2k
hqλ2q+1
(
∇h1/2q
)⊺
∇h1/2q
+ 2ηhq
n∗∑
k=1
c2k
h
1/2
q λ2q+1
sym
(
∇η⊺∇h1/2q
)
+ E1 ,
where we have set
E1 := 2η
2hq
n∗∑
i,j=1
ci
λ2q+1
sym (B⊺i Cj∇cj) + 2ηh1/2q
n∗∑
k=1
ci
λ2q+1
sym
(
∇
(
ηh
1/2
q
)⊺
∇ci
)
+ η2hq
n∗∑
k=1
1
λ2q+1
∇c⊺k∇ck .
Hence we can write
∇v⊺q+1∇vq+1 = ∇v¯⊺q∇v¯q + η2hq

 n∗∑
k=1
ckνk ⊗ νk +
n∗∑
k=1
ckMk +
n∗∑
i,j=1
cicjΛij

+ E1 + E2 ,
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with
E2 := η(1− η)hq

 n∗∑
k=1
ckMk + 2
n∗∑
k=1
c2k
h
1/2
q λ2q+1
sym
(
∇η⊺∇h1/2q
)
+ 2
n∗∑
i,j=1
cicj
λ2q+1
sym (B⊺i Cj∇η)


+ (1− η2)hq
n∗∑
k=1
c2k
λ2q+1
∇η⊺∇η .
Recalling (75) and the definition of τ in (59), we can see that
v♯q+1e = v¯
♯
qe+ η
2
(
g˜ − v¯♯qe− δq+2e
)
+ E1 +E2 ,
and consequently
g˜ − v♯q+1e = g˜ − v¯♯qe− η2(g˜ − v¯♯qe− δq+2e)− E1 − E2 = (1− η2)(g˜ − v¯♯qe) + η2δq+2e−E1 − E2
= (1− η2)(g˜ − v♯qe) + η2δq+2e− E1 − E2 ,
where we used that v¯q = vq whenever 1− η2 > 0. We now define
hq+1 :=
1− σ20(1 + η)
1− σ20(1 + η)2
(1− η2)hq + η
2
1− σ20(1 + η)2
δq+2 . (77)
We have hq+1 = hq on B¯1 \ B1−Rδq+2 granting linearity and |h′q+1(1)| = λ. Since σ0 < 12 we find
that on B¯1−Rδq+2 \B1−(R+1)δq+2 we have
hq+1 ≥ 1
2
(1− η2)hq + η2δq+2 ≥ 1
2
λRδq+2(1− η2)+ η2δq+2 = 1
2
λRδq+2+ η
2δq+2(1− 1
2
λR) =: f(|x|) .
The function f is monotonically increasing since λR > 2. Hence hq+1 ≥ f ≥ f(0) = δq+2. This
bound holds obviously also on B¯1−(R+1)δq+2 . Moreover, a rough estimate gives
hq+1 ≤ (1− η2)hq + 1
1− 4σ20
δq+2 ≤ (R+ 1)λδq+2 + 2δq+2 ≤ 2(R + 1)λδq+2 ≤ Λδq+2
provided σ0 is small enough and Λ(R) big enough, which settles (32). To show (33) we define
Φ(x) =
1− σ20(1 + x)
1− σ20(1 + x)2
(1− x2) ,Ψ(x) = x
2
1− σ20(1 + x)2
,
and write
hq+1 = Φ(η)hq +Ψ(η)δq+2 .
Since σ0 <
1
2 one finds constants Ck such that
[Φ]k + [Ψ]k ≤ Ck , k ∈ N .
Then (33) is a consequence of Proposition 5.1 and estimates (52).
C1,α ISOMETRIC EMBEDDINGS OF POLAR CAPS 21
8. Proof of Proposition 4.1: Conclusion
8.1. Error estimation. Lastly, we need to check if, once a is chosen large enough, (34) is satisfied
with q replaced by q + 1. First of all, we show that the upper bound is true by using (34) to write
g˜ − v♯q+1e ≤ (1− η2)(1 + σ0)hqe+ η2δq+2e− E1 − E2
= (1 + σ0(1 + η))hq+1e
+ (1− η2)(1 + σ0)hqe+ η2δq+2e− E1 − E2 − (1 + σ0(1 + η))hq+1e︸ ︷︷ ︸
=:E
.
Hence, the task is to show that E ≤ 0. First of all, on B¯1 \B1−Rδq+2 we have η ≡ 0 and hq+1 = hq
resulting in E = 0. On B¯1−Rδq+2 we compute
E = (1− η2)(1 + σ0)hqe+ η2δq+2e− E1 −E2
−
(
1− σ20(1 + η)
1− σ0(1 + η) (1− η
2)hqe+
η2
1− σ0(1 + η)δq+2e
)
=
(
1 + σ0 − 1− σ
2
0(1 + η)
1− σ0(1 + η)
)
(1− η2)hqe+
(
1− 1
1− σ0(1 + η)
)
η2δq+2e− E1 − E2
=
−σ0η
1− σ0(1 + η) (1− η
2)hqe− σ0(1 + η)η
2
1− σ0(1 + η)δq+2e− E1 − E2 .
Since hq ≥ λRδq+2 when 1− η2 > 0 we can conclude that
−σ0(1− η2)
2(1− σ0(1 + η))hqe−
σ0(1 + η)η
1− σ0(1 + η)δq+2e ≤ −C(σ0, λ,R)δq+2e ,
for some C(σ0, λ,R) > 0. Using the estimates of Lemma 6.2 and (76) we find the pointwise estimate
|E1| ≤ C(λ,Λ, R) δq+1
λ2q+1ℓ
2
η .
For a large enough it therefore follows from (57) that
E ≤ η
(
C(λ,Λ, R)
δq+1
λ2q+1ℓ
2
e− C(σ0, λ,R)δq+2e
)
− σ0η(1 − η
2)
2(1 − σ0(1 + η))hqe− E2
≤ − σ0η(1 − η
2)
2(1− σ0(1 + η))hqe− E2 .
To estimate this final term we recall from (53) that there exists ε > 0 such that |∇η⊺∇η| ≤ Cδ−2q+2η
whenever η ≤ ε. Consequently, when η ≤ ε we can estimate
|E2| ≤ C(λ,R)η(1 − η)hq
(
ℓ−1λ−1q+1 + δ
−2
q+2λ
−2
q+1
)
≤ C(λ,R)η(1− η) hq
ℓ2λ2q+1
,
so that
E ≤ η(1 − η)hq
(
C(λ,R)
ℓ2λ2q+1
e− σ0
2
e
)
≤ 0 ,
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if a(σ0, λ,R) is large enough. On the other hand, when η ≥ ε, then
E ≤ η(1 − η)hq
(
C(λ,R)
ℓ2λ2q+1
e− σ0
4
e
)
+ (1− η2)hq
(
n∗∑
k=1
c2k
λ2q+1
|∇η⊺∇η|e− σ0η
4(1 − σ0(1 + η))e
)
≤ C(1− η2)hq
(
δ−2q+2λ
−2
q+1e−
σ0ε
4
e
)
≤ 0 ,
if a(σ0, ε) is large enough. Recall in particular that ε does not depend on q, hence we can choose
a depending on ε. This proves the upper bound in (34). The lower bound is proven analoguously.
8.2. Estimates on vq+1. First of all, on B¯1 \B1−Rδq+2 we have vq+1 = u˜ = vq. On the other hand,
on B¯1−Rδq+2 we can estimate, for k = 0, 1, 2,
[v¯q − vq]k ≤ Cℓ2−k[vq]2 + Cℓ2−k[u˜]2 ≤ δ1/2q+1ℓ1−k ,
if C˜ in the definition (54) of ℓ is large enough. Moreover, combining the estimates of Lemma 6.2
with estimates (52), (68) and (76) we can estimate
[vq+1 − v¯q]k ≤ C
λq+1
(
[ηh
1/2
q ci]k + C(u˜,Λ)δ
1/2
q+1λ
k
q+1
)
≤ C(u˜,Λ)δ
1/2
q+1
λq+1
(
δ−kq+2 + C0δ
−k
q+2 + ℓ
−1λk−1q+1 + λ
k
q+1
)
≤ C(u˜,Λ)δ1/2q+1λk−1q+1
≤ C0δ1/2q+1λk−1q+1 .
This concludes the proof of the proposition.
9. Proof of Theorem 3.1
9.1. First approximation. Let σ0 > 0 from Proposition 4.1 be given and assume that σ¯0 <
min{12σ0, 14}. Assume g, u satisfy (23) and (25) and fix an α < 12 and a constant x0 ∈ Rn(n+1). We
choose c > b > 1 such that α < 12bc . For any a big enough we now want to construct maps v0, h0
satisfying the assumptions (31)-(34) for the metric g˜ = g − w♯e, where w ∈ C∞ (B¯1,Rn(n+1)) is
a suitable map constructed in (83). Then Proposition 4.1 can be applied iteratively to generate a
sequence vq ∈ C∞
(
B¯1,R
m
)
converging in C1,α to a map v inducing the metric g˜. Setting v = (v,w)
will then yield the wanted isometric map. First of all, we need to do a first approximation to get
into the range of assumption (34).
Lemma 9.1. Let m ≥ n + 2, σ˜0 ∈]0, 14 [ and assume u ∈ C∞(B¯1,Rm) and h ∈ C∞(B¯1) satisfy
(23)–(25) with σ¯0 replaced by σ˜0. There exist δ¯ > 0 and Λ¯ > 1 (depending only on σ˜0 and h) such
that for any positive δ < δ¯ there exist u˜ ∈ C∞(B¯1,Rm), h˜ ∈ C∞(B¯1) with
(1−σ˜0(2 + η))h˜e ≤ g − u˜♯e ≤ (1 + σ˜0(2 + η))h˜e , (78)
u˜ = u on B¯1 \B1−δ , (79)
h˜(1) = 0 and h˜ is linear on B¯1 \B1−δ , (80)
Λ¯−1δ ≤ h˜ ≤ Λ¯δ on B¯1−δ , (81)
‖Dkh˜‖C0(B¯1) ≤ Cδ1−k for k = 0, 1, 2, 3 , (82)
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where η is a suitable, radially symmetric, smooth cutoff function with η ≡ 1 on B¯1−2δ and η ≡ 0
on B¯1 \ B1−δ and the constant C in (82) depends only on |h′(1)|. In addition, u˜ can be chosen to
be arbitrarily close to u in C0.
We postpone the proof of this lemma until the end of this section and now show how to conclude
the Theorem 3.1 from it. Firstly, choose σ˜0 = σ¯0 and fix some δ < δ¯ to find first approximations u˜, h˜
satisfying (78)–(82). We then set λ := |h˜′(1)|, choose some a > a0(b, c, u˜, σ0, λ,R,Λ, δ) big enough
to satisfy (R + 1)δ1 < δ, where we recall δq = a
−bq . To start the iterative process we now would
like to find maps v0, h0 satisfying (31)–(34). In particular, v0 will have to satisfy ‖v0− u˜‖1 < ρ0(u˜)
in order to find the normal vectorfields with the help of Proposition 5.3. A perturbation like the
one used in the proof of Proposition 4.1 would produce a map v0 satisfying most of the needed
conditions, however we could only control ‖v0 − u˜‖1 ≤ Cδ1/2. Since Cδ1/2 might be bigger than
ρ0(u˜) such a perturbation is not sufficient. The solution, which unfortunately comes at the expense
of increasing the codimension, is to perturb the metric instead: we set v0 = u˜ and find a metric g˜
of the form g˜ = g −w♯e such that g˜ − u˜♯e is very small. It is then not difficult to find h0 such that
v0, h0 and g˜ satisfy (30)–(34). To construct the map w we define
τ =
g − u˜♯e
h˜
− δ1
h˜
e .
If R is big and σ˜0 is small enough we can decompose τ on B¯1−Rδ1 , since
|τ − e| ≤ Cσ˜0 + C
Rλ
< r0 .
Here, we assumed that a(Λ¯) is taken large enough to guarantee Λ¯−1δ ≥ λRδ1. We can then also
compute
|Dkτ | ≤ C(g, u˜)δ−k1 ,
for k = 1, 2, 3. Hence, by Proposition 5.4 we find ν1, . . . , νn∗ ∈ Sn−1 and c1, . . . , cn∗ ∈ C∞
(
B¯1−Rδ1
)
with
τ =
∑
c2i νi ⊗ νi ,
and, for k = 0, 1, 2, 3,
|Dkci| ≤ C|Dkτ | ≤ C(g, u˜)δ−k1
as well as the improved estimates, for k = 1, 2, 3,
|h˜1/2Dkci| ≤ C(g, u˜)δ1/2−k1 .
9.2. Perturbation. Fix a cutoff η0 given by Lemma 5.5, pick a constant x0 ∈ Rn(n+1) and define
w = x0 +
n∗∑
k=1
η0h˜
1/2ck
µ
(sin(µx · νk)ek + cos(µx · νk)en∗+k) , (83)
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where ei ∈ Rn(n+1) is the i−th standard basis vector and µ > 1 will be chosen later. We compute
∇w =
n∗∑
k=1
η0h˜
1/2ck (cos(µx · νk)ek ⊗ νk − sin(µx · νk)en∗+k ⊗ νk)
+
1
µ
n∗∑
k=1
∇
(
η0h˜
1/2ck
)
(sin(µx · νk)ek + cos(µx · νk)en∗+k) ,
so that
∇w⊺∇w = η20h˜
n∗∑
k=1
c2kνk ⊗ νk +
1
µ2
n∗∑
k=1
∇
(
η0h˜
1/2ck
)⊺
∇
(
η0h˜
1/2ck
)
.
Now we define g˜ = g − w♯e,
h0 =
1− σ20(2 + η0)
1− σ20(2 + η0)2
(1− η20)h˜+
η20
1− σ20(2 + η0)2
δ1 ,
and we claim that g˜, v0 and h0 satisfy the assumptions of Proposition 4.1.
9.3. Starting the process. First of all, since v0 = u˜ the assumptions (31) are trivially satisfied
once a(u˜, C0) is large enough. Now since |g − u˜♯e| ≤ Cδ1 whenever ∇η0 6= 0 (thanks to (78)), we
can estimate for k = 1, 2, 3
|Dk
(
η0h˜
1/2ck
)
| ≤ C(g, u˜,Λ)δ1/2−k1 ,
so that for k = 1, 2
|Dk
(
w♯e
)
| ≤ C(g, u˜)δ1−k1 +
C(g, u˜,Λ)
µ2
δ−k−11 ≤ C(g, u˜,Λ)δ1−k1 ,
if µ ≥ δ−11 . Consequently, (30) is satisfied. With the same reasoning as in the proof of Proposition
4.1 we can conclude (32) and (33) and also (34) if
µ = Cˆδ−11
for a large enough constant Cˆ depending on g, u˜, ε and σ0. Moreover, we can achieve
‖w − x0‖0 < ε
2
,
if Cˆ is large enough.
9.4. Conclusion. We can now apply Proposition 4.1 iteratively to generate the sequence vq. Be-
cause of the estimate (36) the sequence converges in C1 to a map v which satisfies, since we can
pass to the limit in (34), v♯e = g˜. Lastly, we can estimate
‖vq+1 − vq‖1,α ≤ C‖vq+1 − vq‖1−α1 [vq+1 − vq]α2 ≤ Cδ
1/2
q+1λ
α
q+1 = Ca
−1/2bq(1−2αbc) .
Since α < 12bc the sequence converges in C
1,α and consequently v ∈ C1,α. Setting v = (v,w) then
concludes the proof of the main theorem. We are therefore left to proving Lemma 9.1.
9.5. Proof of Lemma 9.1. Let r > 0 be such that
(1− 2σ˜0)h′(1)(|x| − 1)e ≤ (g − u♯e)x ≤ (1 + 2σ˜0)h′(1)(|x| − 1)e (84)
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for all x ∈ B¯1 \B1−r. Since u is strictly short and B¯1−r is compact we can find ρ¯ > 0 such that
g − u♯e > ρ¯e on B¯1−r .
Fix ρ such that
2ρmax{1, ((2σ˜0 − 1)h′(1))−1} < min{r, ρ¯} .
With this choice we have
g − u♯e ≥ ρe on B¯1−δ ,
where we set δ = ρmax{1, ((2σ˜0 − 1)h′(1))−1}. By Lemma 1 in [32], since (g − u♯e − ρ2e)(B¯1−δ)
is compact, there exist M nonnegative smooth functions a1, . . . , aM ∈ C∞(B¯1−δ) and unit vectors
ν1, . . . , νM ∈ Sn−1 such that
g − u♯e− ρ
2
e =
M∑
i=1
a2i νi ⊗ νi , (85)
on B¯1−δ. Fix a radially symmetric cutoff η ∈ C∞(B¯1) such that
η ≡ 1 on B¯1−2δ , (86)
η ≡ 0 on B¯1 \B1−δ , (87)
‖η(k)‖0 ≤ Ckδ−k for k ≥ 0 , (88)
(η′)2 = o(η) as η → 0 , (89)
Such a function can be constructed in the same way as in Lemma 5.5. We now use a Nash twist to
construct u˜, i.e. for k = 0, . . . ,M we define iteratively u0 := u and
uk = uk−1 +
ηak
λk
(sin(λkx · νk)ζ1k + cos(λkx · νk)ζ2k) ,
where λk > 1 are large frequencies to be chosen and ζ
1
k , ζ
2
k ∈ C∞(B¯1,Rm) are orthogonal unit
vector fields which are normal to uk−1 and are provided by Lemma A.1. Finally we set u˜ := uM .
u˜ is smooth and because of the properties of η we certainly have u˜ = u on B¯1 \B1−δ. To compute
the induced metric we note that
∇uk = ∇uk−1 + ηak(cos(λkx · νk)ζ1k ⊗ νk − sin(λkx · νk)ζ2k ⊗ νk) +O
(
λ−1k
)
(η +∇η) (90)
Consequently
∇u⊺k∇uk = ∇u⊺k−1∇uk−1 + η2a2kνk ⊗ νk +O
(
λ−1k
)
(η +∇η⊺∇η) . (91)
Remembering (85), we therefore find
g − u˜♯e = g − u♯e+
M∑
k=1
(
u♯k−1e− u♯ke
)
= (1− η2)(g − u♯e) + η2ρ
2
e− (η +∇η⊺∇η)
M∑
k=1
O
(
λ−1k
)
︸ ︷︷ ︸
=:E
.
We now set
h˜(x) =
1− 2σ˜20(2 + η)
1− σ˜20(2 + η)2
(1− η2)h′(1)(|x| − 1) + η
2
1− σ˜20(2 + η)2
ρ
2
.
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Then h˜ ∈ C∞(B¯1) and (80) follows directly. Moreover , one can write
h˜(x) = Φ(η)h′(1)(|x| − 1) + Ψ(η)ρ ,
for the two rational functions
Φ(x) =
1− 2σ˜20(2 + x)
1− σ˜20(2 + x)2
(1− x2) , Ψ(x) = x
2
2− 2σ˜20(2 + x)2
.
Since σ˜0 ∈]0, 14 [, one easily finds a constant C ≥ 1 such that
[Φ]Ck([0,1]) + [Ψ]Ck([0,1]) ≤ C , k = 0, 1, 2, 3 . (92)
Hence,
h˜ ≤ C(|h′(1)|δ + ρ) ≤ Λ¯δ ,
everywhere and
h˜ ≥ (1− η2)h′(1)(|x| − 1) + η2 ρ
2
≥ |h′(1)|δ + η2(ρ
2
− |h′(1)|δ) ≥ ρ
2
≥ Λ¯−1δ
on B¯1−δ for a suitably chosen Λ¯ depending only on h and σ˜0. Hence (81) is satisfied as well, while
(82) follows with the help of Proposition 5.1 in view of (88) and (92). It therefore remains to show
(78). On B¯1 \ B1−δ it is implied by (84). If we choose λk so big that ‖E‖0 < σ˜0ρ, then on B¯1−2δ
one finds
g − u˜♯e− h˜e = E ≤ σ˜0ρe = 2σ˜0h˜e ,
and analoguosly
g − u˜♯e− h˜e = E ≥ −σ˜0ρe = −2σ˜0h˜e .
We’re left with the set B¯1−δ \B1−2δ . Observe that
(1− σ˜0(2 + η))h˜−(1− 2σ˜0)(1 − η2)h′(1)(|x| − 1)
=
(
1− 2σ˜20(2 + η)
1 + σ˜0(2 + η)
− (1− 2σ˜0)
)
(1− η2)h′(1)(|x| − 1) + η
2
1 + σ˜0(2 + η)
ρ
2
=
−σ˜0η
1 + σ˜0(2 + η)
(1 − η2)h′(1)(|x| − 1) + η
2
1 + σ˜0(2 + η)
ρ
2
,
and similarly
(1 + σ˜0(2 + η))h˜−(1 + 2σ˜0)(1− η2)h′(1)(|x| − 1)
=
σ˜0η
1− σ˜0(2 + η) (1− η
2)h′(1)(|x| − 1) + η
2
1− σ˜0(2 + η)
ρ
2
,
Remembering (84) we find
g − u˜♯e ≤ (1 + σ˜0(2 + η))h˜e− (1 + σ˜0(2 + η))h˜e+ (1 + 2σ˜0)(1− η2)h′(1)(|x| − 1)e
+ η2
ρ
2
e+ C(η + |η′|2)|E|e
= (1 + σ˜0(2 + η))h˜e− η
(
σ˜0(1− η2)
1− σ˜0(2 + η)h
′(1)(|x| − 1)e+ σ˜0(2 + η)
1− σ˜0(2 + η)η
ρ
2
e
)
+ C(η + |η′|2)|E|e
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and also
g − u˜♯e ≥ (1− σ˜0(2 + η))h˜e+ η
(
σ˜0(1− η2)
1 + σ˜0(2 + η)
h′(1)(|x| − 1)e+ σ˜0(2 + η)
1 + σ˜0(2 + η)
η
ρ
2
e
)
− C(η + |η′|2)|E|e .
Now, because of (89) we can find ε such that
|η′|2 ≤ η for η ≤ ε .
Then, on the region where η > ε, we have
η
(
σ˜0(1− η2)
1− σ˜0(2 + η)h
′(1)(|x| − 1)e+ σ˜0(2 + η)
1− σ˜0(2 + η)η
ρ
2
e
)
≥ C(ε)e ,
and consequently, choosing λk big enough, we find
(1− σ˜0(2 + η))h˜e ≤ g − u˜♯e ≤ (1 + σ˜0(2 + η))h˜e .
On the other hand, when η ≤ ε, it holds
g − u˜♯e ≤ (1 + σ˜0(2 + η))h˜e− η
(
σ˜0(1− η2)
1− σ˜0(2 + η)h
′(1)(|x| − 1)e+ σ˜0(2 + η)
1− σ˜0(2 + η)η
ρ
2
e− C|E|e
)
≤ (1 + σ˜0(2 + η))h˜e− η (C(ε)e− C|E|e) ≤ (1 + σ˜0(2 + η))h˜e
if the λk’s are chosen large enough. The lower bound follows in the same way, concluding the proof
of the lemma.
Appendix A. Proofs of Propositions 5.3 and 5.4
A.1. Proof of Proposition 5.3. To prove Proposition 5.3 we need the following well known
lemma, an elementary proof of which is contained, for example, in [16].
Lemma A.1. Let n, d,B, u be as in the assumptions of Proposition 5.3. For every 1 ≤ k ≤ d there
exist ζ1, . . . , ζk ∈ C∞
(
B,Rn+d
)
such that for all 1 ≤ i, j ≤ d we have
〈ζi, ζj〉 = δij on B , (93)
∇u · ζi = 0 on B . (94)
Proof of Proposition 5.3. In the proof all the constants appearing may depend on the embedding
u. Fix 0 < ρ0 < 1 and let v ∈ C∞(B,Rn+d) be such that ‖v − u‖ < ρ0. Since B is compact and u
is an embedding there exists a constant C > 0 such that
C−1Id ≤ ∇u⊺∇u ≤ C Id
in the sense of quadratic forms. Hence if ρ0 is small enough we have
(2C)−1Id ≤ ∇v⊺∇v ≤ 2C Id , (95)
and consequently also
(2C)−n ≤ det(∇v⊺∇v) ≤ (2C)n . (96)
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Let ζ1, . . . , ζm ∈ C∞(B,Rn+d) be the maps from Lemma A.1 and define
νi(v) := ζi −
n∑
j=1
rij(v)∂jv , (97)
where rij(v) are such that 〈νi(v), ∂kv〉 = 0 for every k. We claim that the functions rij(v) ∈
C∞(B,Rn+d) depend smoothly on ∇v and satisfy the estimates
‖rij(v)‖k ≤ Ck‖v − u‖k+1 for k ≥ 0 . (98)
To see this, denote bik(v) = 〈ζi, ∂kv〉 and observe that
0 = 〈νi(v), ∂kv〉 = bik(v) −
n∑
j=1
rij(v)〈∂jv, ∂kv〉 ,
i.e.
R(v) · ∇v⊺∇v = B(v) ,
where R(v) and B(v) are the m× n matrices with entries rij(v) and bij(v) respectively. By (95),
R(v) is uniquely determined. We write
(∇v⊺∇v)−1ij = (det∇v⊺∇v)−1Pij(∇v) ,
where Pij(∇v) is a polynomial in the arguments ∂kvl. Since by assumption [v]1 ≤ [u]1 +1, Lemma
Ho¨lder stuff yields
[Pij(∇v)] ≤ Ck[v]k+1 .
Moreover, (96) implies
[(det∇v⊺∇v)−1]k ≤ Ck[v]k+1 ,
so that
[(∇v⊺∇v)−1ij ]k ≤ Ck[v]k+1 . (99)
For the other factor we observe that bij(v) = 〈ζi, ∂jv− ∂ju〉, since ζi is orthogonal to Tu(B) at any
point. Whence, by the Leibnitz rule
[bij(v)]k ≤ Ck([v − u]1 + [v − u]k+1) ≤ Ck‖v − u‖k+1 . (100)
Combining (99) and (100) leads to the estimate (98).
As a consequence, we can deduce
δij − 1
2d
≤ 〈νi(v), νj(v)〉 ≤ δij + 1
2d
(101)
for ρ0 small enough. This implies that the family {νi(v)}i=1,...,d is linearly independent at every
point and thus (being in addition orthogonal to Tv(B)) constitutes a frame for the normal bundle
Nv(B). The wanted vectorfields ζi are then produced by a Gram-Schmidt normalization procedure.
To get the estimates (46) we carry out the procedure in details.
Therefore, we set
ζ1(v) :=
ν1(v)
|ν1(v)| .
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If ρ0 is small enough, then |νi(v)| ≥ 12 for every i (thanks to (98)), and so ζ1(v) is a smooth function
with
[ζ1(v)]k ≤ Ck[ν1(v)]k ≤ Ck(1 + ‖v − u‖k+1) ≤ Ck(1 + ‖v‖k+1) .
Moreover
|ζ1(v)− ζ1| ≤ 2|ν1(v) − ζ1||ν1(v)| ≤ C‖v − u‖1 .
We now assume that ζ1(v), . . . , ζl−1(v) are already constructed, satisfying (46)-(48) and in addition
‖ζi(v)− ζi‖0 ≤ C‖v − u‖1 . (102)
We then set
θl(v) = νl(v)−
l−1∑
j=1
〈νl(v), ζj(v)〉ζj(v)
and ζl(v) =
θl(v)
|θl(v)| . It remains to show that ζl(v) satisfies (46)-(48) and (102).
Observe that
〈νl(v), ζj(v)〉 = 〈νl(v)− ζl, ζj(v)〉+ 〈ζl, ζj(v)− ζj〉
so that ‖〈νl(v), ζj(v)〉‖0 ≤ C‖v − u‖1 and
[〈νl(v), ζj(v)〉]k ≤ Ck(1 + [rij(v)]k + ‖rij(v)‖0[v]k+1 + ‖v − u‖1(1 + ‖v‖k+1) + [ζj(v)− ζj]k)
≤ Ck(1 + ‖v‖k+1) .
In particular |θl(v)| ≥ 14 for ρ0 small enough and
[θl(v)]k ≤ Ck(1 + ‖v‖k+1) .
Therefore ζl(v) satisfies (46)-(48). Since moreover
|ζl(v)− ζl| ≤ 2|θl(v)− ζl||θl(v)| ≤ C(|θl(v)− νl(v)|+ |νl(v) − ζl|)
≤ C‖v − u‖1
the proposition is proved. 
A.2. Proof of Proposition 5.4. For the proof of Proposition 5.4 we need the following lemma
from [14].
Lemma A.2. Let g0 ∈ Sym+n . There exists r ≡ r(g0, n) > 0, ν1, . . . , νn∗ ∈ Sn−1, and linear maps
L1, . . . , Ln∗ : Symn → R such that
g =
n∗∑
k=1
Lk(g)νk ⊗ νk ,
for every g ∈ Symn. Moreover, if g ∈ Symn is such that |g − g0| < r, then Lk(g) > r for every k.
Now the proposition is an easy consequence of the classical implicit function theorem.
30 DE LELLIS AND INAUEN
Proof of Proposition 5.4. Let r > 0 be the radius and ν1, . . . , νn∗ ∈ Sn−1 be the vectors given by
Lemma A.2 when g0 = Idn and define the map
Ψ : (Symn)
n2
∗ × (Symn)n∗ × Rn∗ × Rn∗ → Symn
({Λij}, {Mi}, g, {ci}) 7→
n∗∑
i
c2i νi ⊗ νi +
n∗∑
i=1
ciMi +
n∗∑
i,j=1
cicjΛij − g .
Ψ is smooth and by Lemma A.2 there exist c¯1, . . . , c¯n∗ ∈ R with c¯j > r for every j and
Ψ(0, 0, Idn, {c¯j}) = 0 , ∂ciΨ|(0,0,Idn,{c¯j}) = 2c¯iνi ⊗ νi .
Since the family {νi ⊗ νi} is linearly independent the differential of Ψ with respect to the variable
c = (c1, . . . , cn∗) has full rank at (0, 0, Idn, c¯). Consequently, by the implicit function theorem, there
exist neighborhoods V of (0, 0, Idn) and U of c¯ respectively and a diffeomorphism Φ : V → U such
that
{Ψ = 0} ∩ (V × Rn∗) = {({Λij}, {Mi}, g,Φ({Λij}, {Mi}, g)) : ({Λij}, {Mi}, g) ∈ V } .
Therefore, if r0 is small enough we can define ck(x) := Φ({Λij(x)}, {Mi(x)}, τ(x))k and (49) will
be satisfied. The estimates (50) are then a consequence of Proposition 5.1. 
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