We present results relating mixing times to the intersection time of branching random walk (BRW) in which the logarithm of the expected number of particles at time t grows like gap · t. This is a finite state space analog of a critical branching process. Namely, we show that the maximal expected hitting time of a state by such a BRW is up to a universal constant larger than the L ∞ mixing-time, whereas under transitivity the same is true for the intersection time of two independent such BRWs.
Introduction
Spectral conditions play an important role in the modern theory of Markov chains. A common theme is that for a sequence of reversible Markov chains with finite state spaces of diverging sizes, certain phenomena can be understood in terms of the simple condition that the product of the spectral-gap and some other natural quantity diverges. One instance is the cutoff phenomenon and the well-known product condition [13, Proposition 18.4] .
transitive Markov chains (or more generally, ones for which the average and maximal hitting times of states are of the same order) the cover time is concentrated around its mean (for all initial states) iff the product of the spectral-gap and the (expected) cover time diverges (this refines a classical result of Aldous [4] ).
Our first result concerns the condition that the product of the spectral-gap and the maximal hitting time diverges. This condition was first studied in the context of hitting times in transitive reversible chains by Aldous [2] , where it is shown to imply that the maximal and the average hitting time differ only by a smaller order term, and that the law of the hitting time of a vertex is close to an exponential distribution for most initial states.
Let (X t ) t 0 be an irreducible Markov chain on a finite state space V with transition matrix P and stationary distribution π (we use this notation throughout the paper). We consider the continuous-time rate 1 version of the chain. Let H t := e −t(I−P ) be its heat kernel (so that H t (·, ··) are the time t transition probabilities). We note that our results are valid also in the discrete-time setup when min x∈V P (x, x) is bounded away form 0. We denote the eigenvalues of the Laplacian I − P by 0 = λ 1 < λ 2 . . . λ |V | 2. The spectral-gap gap is defined as λ 2 and the relaxation-time as t rel :=
The maximal expected hitting time of a state is given by t hit := max
where T y := inf{t : X t = y}.
The average hitting time α := x,y π(y)E x [T y ] is independent of x (see §2.2) and so
We denote the L ∞ mixing time and the average L 2 mixing time, respectively, by 
ave−mix := inf{t :
(see (2.2)-(2.3)). Throughout the superscript '(n)' indicates that we are considering the nth Markov chain in the sequence.
Theorem 1.
For an irreducible reversible Markov chain with a finite state space we have [2] t (∞) mix t rel log(1 + t hit /t rel ).
t (2) ave−mix t rel log(1 + α/t rel ).
Hence for a sequence of such Markov chains the following are equivalent: [2] We write o(1) for terms which vanish as n → ∞. We write f n = o(g n ) or f n ≪ g n if f n /g n = o(1). We write f n = O(g n ) and f n g n (and also g n = Ω(f n ) and g n f n ) if there exists a constant C > 0 such that |f n | C|g n | for all n. We write f n = Θ(g n ) or f n ≍ g n if f n = O(g n ) and g n = O(f n ).
hit (respectively, (t
hit (respectively, t
rel ≪ t (n) hit ), Also (t (2) ave−mix ) (n) ≍ α (n) iff t (n) rel ≍ α (n) , while (t (2) ave−mix ) (n) ≪ α (n) iff t (n) rel ≪ α (n) .
The total-variation mixing time is given by t TV mix := inf{t : max x y |H t (x, y) − π(y) 1 2 }. It follows from Theorem 1 that the condition (t
hit as well as the condition (t
hit are robust under rough-isometries, a fact which a-priori is entirely nonobvious. [3] This is in contrast with the spectral condition t
As we now explain, Theorem 1 resolves a conjecture of Aldous and Fill [5, Open Problem 14.12] (re-iterated more recently by Aldous [1, Open Problem 5] ). The conjecture asserts that for a sequence of vertex-transitive graphs, the condition that t
hit implies mean-field behavior for the coalescing time τ coal of coalescing random walks. The term mean-field behavior here means that if t meet is the "meeting-time", which is defined as the expected collision time of two independent walks started each at equilibrium, then the law of τ coal /t meet converges in distribution (as the index of the graph diverges) to the corresponding limit for the complete graph on n vertices, which is the law of the coalescing time in Kingman's coalescence.
Oliveira [15] verified this (for vertex-transitive graphs) under the seemingly stronger condition (t
hit (see the two comments at the top of p. 3423 in [15] ). However, Theorem 3 asserts that this condition is in fact equivalent to the condition t
hit . We strongly believe that by combining Oliveira's [15] methodology with the one from [8] it is possible to show that for a sequence of reversible chains on finite state spaces Ω n (of diverging sizes) with stationary distributions π n satisfying that max x∈Ωn π n (x) ≍ min x∈Ωn π n (x) and
hit implies mean-field behavior for the coalescing time of coalescing random walks. (Crucially, one can show that such a sequence satisfies t
hit .) Theorem 1 is a consequence of a more quantitative result (Proposition 3.1). The idea of the proof is to study the mixing time as an optimization problem, with the variables substituting the eigenvalues of I − P . The variables are thus constrained to be as large as the spectral-gap and satisfy other constraints coming from expressing hitting times in terms of the eigenvalues. The same is done in the proofs of the results in the next section.
Hitting and intersection times for "critical" branching random walk
A branching random walk (BRW) with rate γ (think of γ as the spectral-gap) is a continuous-time process in which each particle splits into two particles at rate γ, inde- [3] The fact that the maximal (expected) hitting time can change only by a bounded factor under a quasi isometry can be seen from the commute-time identity (e.g. [13, Eq. (10.14) ]) combined with the robustness of the effective-resistance under quasi isometries (cf. the proof of Theorem 2.17 in [14] ).
pendently of the rest of the particles. [4] Each particle performs a rate 1 continuous-time random walk corresponding to some transition matrix P , which we assume to be reversible w.r.t. π, independently of the rest of the particles. We consider the case that initially there is a single particle whose initial distribution is the stationary distribution π.
Theorem 1 and Proposition 3.1 explore the relation between hitting-times, mixing-times and the relaxation-time. The hitting-times of a single state are often much larger than the mixing-time (mixing-times are in fact equivalent to hitting-times of large sets [3, 6, 18, 16, 9, 10] ), and so it is interesting to relate hitting times of a BRW with γ = gap to mixingtimes. As we now explain, the choice γ = gap is natural. With this choice, the number of particles grow by a constant factor every 1/gap time units. The analog of 1 − gap for infinite irreducible reversible chains on a countable state space is the spectral-radius ρ (see e.g., [14, §6.2] ). It is classical that ρ 1 and that when ρ = 1 a branching random walk with offspring distribution of mean µ > 1 is recurrent, while when ρ < 1 the critical mean offspring distribution for recurrence (on survival) of a branching random walk is µ c = 1/ρ (e.g. [12] ). At µ c the number of particle grows by a constant factor every 1/(1 − ρ) time units. Since 1/gap is the finite setup analog of 1/(1 − ρ), we may interpret our BRW as a "critical BRW". It is thus less surprising that such a BRW has interesting connections with the mixing time of the chain.
Let T x be the first time at which state x is visited by a particle. The intersection-time of two independent BRWs as above (with independent initial distributions, sampled from π), denoted by I, is defined to be the first time t at which a particle from one of the two processes visits a state which was previously visited by a particle from the other process.
The L 2 mixing time, started from initial state x, is defined to be t 
2)). We write We denote the size of the state space by n and write
where as above 0 = λ 1 < λ 2 = gap · · · λ n 2 are the eigenvalues of I − P .
Lastly, we say a Markov chain on a finite state space V with transition matrix P is transitive if for every x, y ∈ V there is a bijection f : V → V such that f (x) = y and P (x, z) = P (y, f (z)) for all z ∈ V . The following theorem and Corollary 1.1 refine Theorem 1. The implicit constants below are all independent of the choice of P . [4] We can treat other variants, including working in discrete-time and/or having a random offspring distribution supported on N := {1, 2, . . .}. The important thing is that the number of particles at time t grows like exp(Θ(t gap)). See Remark 1.1 for more details. Theorem 2. In the above setup, with γ taken to be the spectral-gap of P , we have that
Moreover, there exist absolute constants C 0 , C 1 such that (uniformly in x and P )
2)
3)
If P is also transitive we have that
(1.5) Remark 1.1. We note that we could have assumed that at rate γ gap each particle splits into a random number of particles with mean µ 1 such that µ − 1 ≍ gap/γ and with a finite second momentμ. The above bounds still hold, with the implicit constants depending only on (µ − 1)γ/gap andμ. Similarly, we could have worked in discrete-time and make the offspring distribution ν of each particle be supported on N := {1, 2, . . .}. In this setup, at each step each particle makes a step according to P (independently of the rest of the particles), then gives birth to a random number of offspring (with law ν, independently of the rest of the particles) and then vanishes. If the mean of ν is 1 + Θ(gap) then the same bounds as above hold (up to a constant factor), with t rel replaced by the absolute relaxation-time, which is max{
It is natural to consider the case where for T x the starting point of the BRW is a worst-case starting state, rather than stationary. Likewise, for I it is natural to consider the case that the two BRWs start from a worst pair of initial states. It is easy to reduce the setup of worst-case starting point(s) to the setup of stationary starting point(s), by starting with a burn-in period of duration Ω(t TV mix ). Indeed, by the following proposition the upper bounds in Theorem 2 are all Ω(t TV mix ), so allowing such a burn-in period does not increase their order.
We believe that E BRW [I] ≍ t rel log(1 + √ Q/t rel ) whenever Q ≍ ρ max . A weaker statement that appears to not require much additional work is that this holds whenever ρ min ≍ ρ max . Proposition 1.1. In the above notation and setup (where P is reversible) we have that
Let (X t ) t 0 and (Y t ) t 0 be two independent realizations of the rate 1 continuous-time Markov chain corresponding to transition matrix P . The intersection-time is defined as
It is shown in [19] that under reversibility [5] t TV mix
and that if in addition P is also transitive then
where E π,π is the expectation when X 0 ∼ π and Y 0 ∼ π (independently). It is shown in [19] (Lemma 3.7) that in the transitive reversible setup t
Theorem 2 (namely (1.5)) offers a substantial improvement in the transitive reversible setup.
Using (1.9), the following corollary is an immediate consequence of (1.5).
Corollary 1.1. In the above setup, for a sequence of reversible transitive chains:
Organization of this note
In §2 we introduce notation and definitions. In §3 we prove a refined version of Theorem 1 (Proposition 3.1) and Proposition 1.1 (whose proof is similar to that of Proposition 3.1). In §4 we prove Theorem 2.
Preliminaries and notation
Let (X t ) ∞ t=0 be an irreducible reversible Markov chain on a finite state space V with transition matrix P and stationary distribution π. Denote the law of the continuous-time rate 1 version of the chain starting from vertex x (resp. initial distribution µ) by P x (respectively, P µ ). Denote the corresponding expectation by E x (respectively, E µ ). For further background on mixing and hitting times see [5, 13] . [5] In [19] discrete-time lazy chains are considered. However their analysis extends to the continuous-time setup.
Mixing times and L p norms
The L p norm and variance of a function
We denote the worst-case
Under reversibility for all x ∈ V and t 0 (e.g. [13, Prop. 4 .15]) we have that
The ε L p mixing time of the chain (respectively, for initial state x) is defined as
When ε = 1/2 we omit it from the above notation. The ε total variation mixing time is defined as t [6] Clearly, t
mix is non-decreasing in p. Finally, we define the average ε L 2 mixing time as t (2) ave−mix (ε) := min{t :
We now recall the hierarchy between the various quantities considered above. Under reversibility we have that (e.g. ∀ ε ∈ (0, 1),
Hitting-times
We now present some background on hitting times. The random target identity (e.g. [13, Lemma 10.1]) asserts that α := y π(y)E x [T y ] is independent of x, while for all x ∈ V we have that (e.g. [13, Proposition 10 .26])
6) [6] Recall that the total-variation distance is µ − ν TV :=
Averaging over x yields the eigentime identity ([5, Proposition 3.13])
Let U ∼ π be independent of the chain. Noting that T x T U + inf{t : X t+T U = x} and using the random target lemma to argue E[T U ] = α, as well as the strong Markov proprty to argue E[inf{t :
The following material can be found at [5, §3.5] . Under reversibility, for any set A the law of its hitting time T A := inf{t : X t ∈ A} under initial distribution π conditioned on A ∁ , is a mixture of Exponential distributions, whose minimal parameter λ(A) is the Dirichlet eigenvalue of the set A ∁ . There exists a distribution µ A , known as the quasi-stationary distribution of A ∁ , under which T A has an Exponential distribution of parameter λ(A). It follows that λ(A)
. We see that for all t 0,
exp(−t/t hit ), and so
Using the above description of the law of T A it is not hard to show [5, p. 86 
It follows from the spectral decomposition (e.g., [13, §12.1] ) that for all x and all s, t 0 we have that
This easily implies the following lemma:
Lemma 2.1. For every irreducible, reversible Markov chain on a finite state space with a stationary distribution π, for every state x and all M > 0 we have that
Proof. By (2.10)
(i + 1)e −M i (which again follows from (2.10)). 
The assertion of Theorem 1 follows at once from Proposition 3.1 by considering x such that t
2 ) (such x exists by (2.1)).
Proof. We first prove (3.2). The inequality t 
see [13, p. 144] . We now show that t
. . , f n be an orthonormal basis of R V w.r.t. I − P corresponding to λ 1 = 0 < λ 2 · · · λ n 2. By (2.1) and the spectral decomposition (e.g. [13,
Recall that by (2.6) n i=2
π(x) −1)dt = α x . We now fix t := 1 2λ 2 log(ε −2 α x λ 2 ). The r.h.s. of (3.3) is clearly bounded by the value of the solution to the optimization problem:
subject to the conditions
a i 0 for all i, and
Observe that we may restrict to solutions of the form β 1 < β 2 < · · · < β i < ∞ = β i+1 = · · · = β n−1 (for some 1 i n − 2), as if β i = β j for some i < j we can set a ′ i = a i + a j and β ′ i = β i , while β ′ j = ∞. Doing so repeatedly, we eventually obtain a solution of the desired form (up to a permutation of the indices) with the same value as the original one.
We argue that the maximum is attained when β 1 = λ 2 and a 1 = α x λ 2 , while a 2 /β 2 = · · · = a n−1 /β n−1 = 0. To see this, first note that by a simple Lagrange multipliers calculation one gets that for any maximizer if β i , β j / ∈ {λ 2 , ∞} and min{a i , a j } > 0 then β i = β j (as can be seen by considering the derivatives w.r.t. a i and a j ).
We now argue that if
2 ). This shows that in any optimal solution (such that β i < β j for all i < j such that β i < ∞), we must have β 1 = λ 2 , a 1 = α x β 1 and a 2 /β 2 = · · · = a n−1 /β n−1 = 0. (Indeed, by the above if β i ∈ (λ 2 , ∞) and a i > 0, setting β ′ i = λ 2 and a ′ i = a i λ 2 /β i while keeping the values of the rest of the a's and β's the same, yields a new solution with a larger value.) Substituting our choice of t we see that the maximum is at most ε 2 , as desired.
Finally, if α x gap < eε 2 then α x < t rel < α, and so the inequality = α and so as above λ 2 (2t) −1 . The proof is almost identical to that of (3.2). Namely, we consider the same optimization problem as above with α x in constraint (1) replaced with α and with t replaced byt. We leave the details as an exercise.
Proof of Proposition 1.1. We first prove that
for λ > 0, and changing the order of summation and integration (twice) yields that
We write t x := t (2),x mix . By (2.12)
x π(x)ρ x (as Q t 2 rel ). We now prove (1.6), i.e., that t (2),x mix t rel log(1 + √ ρ x /t rel ). We begin by noting that the claim is trivial if max{2t (t rel ∧ 2t
Thus if max{2t
mix , as desired. For the remainder of the proof we consider the case that t rel < max{2t
If 2t
(2),x mix < t rel √ ρ x , then using the fact that H s (x, x) is non-decreasing in s (and so
whereas if t rel 2t
(2),x mix , then ρ x = σ x . Hence, it suffices to show that
Next, we argue that it suffices to consider the case that σ x min{α 2 x , α x t rel }. First consider the case that √ σ x < t rel , in which case we need to show that t (2),x mix √ σ x . If α x t rel < σ x and α x < et rel then (3.2) implies that t (2),x mix α x < √ eα x t rel < √ eσ x , while if α x t rel < σ x and α x et rel then (3.2) together with the fact that log(1 + x) x for x > −1, imply that
If α 2 x < σ x and α x < et rel then (3.2) implies that t (2),x mix α x < √ σ x , while if α 2 x < σ x and α x et rel then (3.2), together with the fact that log(1 + x) x for x > −1, imply that
Likewise, when √ σ x t rel (in which case, we need to show that t
we may again assume that σ x α x t rel (which as √ σ x t rel implies that σ x α 2 x ). Indeed, if √ σ x t rel , α x t rel < σ x and α x et rel then (3.2) implies that
while if √ σ x t rel , α x t rel < σ x and α x < et rel then (3.2) implies that
This concludes the proof of the fact that we may assume that σ x min{α
Recall that by the spectral-decomposition we have
Recall that κ = 1 + ∞ i=1 (i + 1)e −i/2 . By (2.12) we have that
√ σ x , for some C > 0 to be determined later. It suffices to show that d 
(2) a i 0 for all i, (3) λ 2 β i ∞ for all i, and
As in the proof of Proposition 3.1, we may restrict to solutions of the form β 1 < β 2 < · · · < β i < ∞ = β i+1 = · · · = β n−1 (for some 1 i n − 2).
We argue that the maximum is attained when β 1 = max {λ 2 , κ} , where κ := α x κσ x and a 1 = α x β 1 , while a 2 /β 2 = · · · = a n−1 /β n−1 = 0.
First consider the case that λ 2 κ. By a simple Lagrange multipliers calculation one gets that for any maximizer if β i , β j / ∈ {λ 2 , ∞} and min{a i , a j } > 0 then β i = β j (as can be seen by considering the derivatives w.r.t. a i and a j ; crucially by adjusting the values of β i and β j , such (a i , a j ) can be perturbed in all directions while keeping the conditions (1)- (4) and keeping the values of the rest of the a's and the β's unchanged). , provided C is sufficiently large (as can be seen by considering the cases σ x < t 2 rel and σ x t 2 rel separately). As in the proof of Proposition 3.1, this implies that in any optimal solution (such that β i < β j for all i < j such that β i < ∞) we must have β 1 = λ 2 , a 1 = α x β 1 and a 2 /β 2 = · · · = a n−1 /β n−1 = 0.
We now argue that if
The value of the maximum of the optimization problem (when λ 2 κ) is thus α x λ 2 e −2λ 2 t .
First consider the case that σ x Ct rel log(8σ x λ 2 2 ). As λ 2 αx κσx we again get that
provided C is sufficiently large.
We now deal with the case that λ 2 < κ = αx κσx
. By a simple Lagrange multipliers calculation one gets that for any maximizer, if β i , β j = ∞, min{β i , β j } > κ and min{a i , a j } > 0, then β i = β j (as can be seen by considering the derivatives w.r.t. a i and a j ; crucially by adjusting the values of β i and β j , such (a i , a j ) can be perturbed in all directions while keeping the conditions (1)-(4) and keeping the values of the rest of the a's and the β's unchanged).
We now argue that if A 0, B > 0 and b > κ satisfy that 
for sufficiently large C, where in the last inequality we used the assumption that σ x α 2
x . This shows that in any optimal solution (such that β i < β j for all i < j such that β i < ∞) we must have a i /β i = 0, if β i > κ. The only solution to constraints (1)-(4) satisfying this, as well as β i < β j for all i < j such that β i < ∞, is β 1 = κ, a 1 = β 1 α x and a 2 /β 2 = · · · = a n−1 /β n−1 = 0 (for this solution we have a 1 /β 1 = α x and a 1 /β 2 1 = κσ x , whereas if a 1 , . . . , a i > 0, β 1 < β 2 < · · · < β i κ and i > 1 satisfy i j=1 a j /β j = α x , we must have that
Hence the value of the maximum of the optimization problem is
If σ x t 2 rel , then t = C √ σ x , and so using the assumption α 2 x σ x we see that the r.h.s. is at most 1/4, provided C is sufficiently large. If σ x t 2 rel then t = Ct rel log(e √ σ x /t rel ), and so using the assumption α x t rel σ x , as well as σ
As
, and so
, as desired.
We now prove that t
is decreasing on [1, e] ) and so it suffices to show that t (2) ave−mix √ Q. This follows from the proof of Lemma 3.7 in [19] . [7] We may thus consider the case that 
Using the same reasoning as in the proof of Proposition 3.1, using the fact that λ 2 1 2t λ 2 2 log(1+e e ) whenever √ Q et rel , it is not hard to verify that the maximum is attained when β 1 = λ 2 , and (−2λ 2t ) . Substituting the value oft concludes the proof. [7] While the assertion of Lemma 3.7 in [19] is that for transitive reversible irreducible Markov chains t Proof. We first note that the first inequality in (1.1) follows from Proposition 3.1. We now argue that the relation t rel log(
where J x := t rel log(1 + α x /t rel ) and α x := E π [T x ]. Indeed, if there exists x such that α x C 0 t rel , then by Proposition 3.1 we can also find x such that t rel log(α x /t rel ) t TV mix /32, and so by (
, from which it is easy to see that max x E BRW [T x ] ≍ max x J x ≍ t rel log(1 + t hit /t rel ) (as max x α x ≍ t hit by Fact 2.1).
If max x α x < C 0 t rel , then again using max x α x ≍ t hit we see that t hit ≍ t rel , and so t rel log(1+ t hit /t rel ) ≍ t hit , and so max x E BRW [T x ] max x α x t hit ≍ t rel log(1 + t hit /t rel ) (the first inequality follows by considering the hitting time of x by the first particle). Moreover, if t hit ≍ t rel then with a positive probability we have that the BRW has a single particle by time α x /2, where x is picked so that α x = max z α z . By the Paley-Zygmund inequality we have that
, where we have used α x 1 2 t hit (Fact 2.1) and
It follows that when max x α x < C 0 t rel we have that for some x with probability bounded from below (uniformly in P ) T x αx 2 t hit ≍ t rel log(1 + t hit /t rel ). This concludes the derivation of (1.1) from (1.2).
We now prove (1.2). We first show that
α x ≍ J x . Now assume that α x et rel . At time 8J x the number of particles is at least α x /t rel with probability bounded from below (uniformly in x and P ). For reversible Markov chains we have that t TV mix (ε) t sep (ε) 2t TV mix (ε/4) for all ε ∈ (0, 1 4 ) (e.g., [13, Lemmas 6.16 and 6.17] ). As min x,y H t (x, y)/π(y) is non-decreasing ([13, Exercise 6.4]), the law of the chain at time s t sep (ε) can be generated by taking a sample of π with probability 1 − ε and with probability ε taking a sample from some other distribution. It follows that on the last event (i.e., having at least α x /t rel particles at time 8J x ), by taking a burn-in period of 10t
) time units, we can assume that at least half of the particles are distributed as π, independently (cf. the proof of Proposition 4.3 in [17] , where such an argument is carried out in detail). (The argument says that on a large probability event, we may assume this is the case. If this event fails, we may use the Markov property and repeat until the first success. As we are interesting in bounding a certain expectation, this is not a problem, since the number of trials until the first success is stochastically dominated by a Geometric distribution. We omit the details as this is routine).
Using the Markov property, it is thus suffices to show that ⌈α x /2t rel ⌉ particles, each evolving independently according to P , with independent initial positions distributed as π, satisfy that the first time τ x at which one of them hits x is at most et rel , with some probability bounded from below (uniformly in x and P ). Note that there are no branching here. Indeed, by (2.9) (used in the first inequality) and Markov's inequality we have that
We now show that E BRW [T x ] J x when α x C 0 t rel , provided C 0 is sufficiently large. Write N x (t) := t 0 (number of particles at x at time s)ds. Then
By the Markov property, and using (2.11) and the fact that J x 16t rel , provided that C 0 is sufficiently large, we have that 6) ) and so
. On the other hand, by stationarity, and using the fact that the expected number of particles at time t is 2 t/t rel , we have that
where the last inequality follows by the definition of J x , provided C is sufficiently large. Plugging the last two estimates into (4.1), we see that
We now prove (1.4). In fact, we prove a slightly stronger statement. Before stating it we need to introduce a new quantity (we expect that typically χ(2) ≍ ρ min ) [8] :
We 
2 . This, together with H 1 (x, x) 1/e implies that for some absolute constant c 0 > 0, for all a > 1 we have that χ x (a/2) max{2t
for some absolute constant c ∈ (0, 1) to be determined later.
We write U(x, s) (respectively, V (x, s)) for the number of particles from the first (respectively, second) BRW which occupy state x at time s. Then
By the Markov property and the independence between the two BRWs, we have that
By reversibility y Hs(x,y)Hr(x,y) π(y) = H s+r (x, x) and so by the definition of z we have that
On the other hand, by stationarity and independence of the two BRWs, and using the fact that for each of the BRWs the expected number of particles at time t is 2 t/t rel , we have that
First consider the case that ρ min e 2/c t 2 rel . Then L t rel , and so by the definition of ρ min we have that
By (4.5), if c is sufficiently small we have that
Plugging the last two estimates into (4.2) concludes the proof in this case.
Next consider the case that ρ min < e 2/c t 2 rel and χ(2 10 ) < t rel . Then L = χ(2 10 ). Using the fact that H s (x, x) is non-decreasing, and using the definition of χ(·), we see that
By (4.5), and the fact that L = χ(2 10 ) < t rel , we have that
Using (4.2) concludes the proof in this case.
Finally, consider the case that ρ min < e 2/c t 2 rel and χ(2 10 ) t rel . Then
Hence min x L 0 Q ≍ x π(x)ρ x , and so gap √ ρ max 1. Hence at time t = C 2 t rel log 1 + gap √ ρ max both BRWs have at least 2C 3 (gap √ ρ max ) 2 particles with probability bounded from below (uniformly in P ), provided C 2 is sufficiently large. Similarly as in the proof above of E BRW [T x ] t TV mix + J x , taking a burn period of duration t sep (1/4) (by Proposition 1.1 t sep (1/4) t rel log 1 + gap √ ρ max and so the duration of such a burn in period can be absorbed into the implicit constant), we may assume that each of BRW has ⌈C 3 (gap √ ρ max ) 2 ⌉ particles whose positions are at equilibrium, independently.
We can now label the particles in the two processes by 1, . . . , S := ⌈C 3 (gap √ ρ max ) 2 ⌉ and 1 ′ , . . . , S ′ , respectively. As by adjusting C 2 we may ensure C 3 is arbitrarily large, using independence and by only considering intersections of particle i with particle i ′ , it suffices to show that, 6) where as in §1.1, I is the intersection time of two independent realizations (X t ) t 0 and (Y t ) t 0 of the Markov chain (with no branching), and P π,π indicates that X 0 ∼ π and Y 0 ∼ π, independently.
Consider R(t) := x Taking expectation, and using reversibility, we see that
2 ] 
