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Abstract
As the first step in a project to examine the quality of interactions in the
relatively young field ofVirtual Reality (VR), this study showcases the creative
variation amongmodes of interaction. The present paper reports on amultiple
case study reviewing VR applications focusing primarily on interactions. By
surveying a set of popular applications, we explore the variety as well as the
developing conventions within user interactions in VR. Because this research
is work-in-progress we provide some preliminary insight that we can build on
and discuss in upcoming studies. Our results show a wide array of different
ways of interactingwith such applications. Generally, these can be categorised
in one of a few groups; menus, locomotion and interaction with the virtual
environment. We also argue that theory from the field of Human Computer
Interaction (HCI) can be applied to VR in regards to design of user interfaces.
1 Introduction
Lately, we have seen a steadily increasing interest in immersive, binocular displays [21].
When these exclude all external visual stimuli, they are referred to as Virtual Reality
(hereafter VR). This is a medium with tremendous potential. The ability to be transported
to other places, to be fully immersed in experiences, and to feel like you’re really there
- present - opens up previously un-imagined ways to interact and communicate [16].
Another definition of VR is "various technologies that, through digitally created sense
impressions, give the user a sense of being somewhere else." [22]. For example, in a zoo
or on a boat. There are also several application areas where one can use VR, and among
other things we see that it is used in brain surgery, architecture visualization, exercises
related to fire and training of employees [22]. With this as a starting point, it is crucial to
create good interactions and user-friendly interfaces. In this study, we define interaction
as any opportunity for the user to control or influence the VR environment. Because
VR applications exist in many different subject areas, they have a varied target group.
Good design and good functionality are important elements to make the applications work
appropriately for the users. It should be easy for users to understand what to do and when.
Current implementations of VR technology track users’ movements in six degrees
of freedom. This means that the user can rotate their head along any axis, as well as
move around within an area while the headset tracks the movements and updates displayed
images appropriately. This is called room-scale VR. Previous paradigms include sitting
and standing VR, where the user has limited or no ability to move around. Along
with realistic sound and motion tracking hand-held controllers, this technology allows a
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much higher level of immersion in visual media than any previous technology. Potential
applications range from simple fun to treating serious psychiatric illnesses. While the
precise tracking of head movements allows such interaction to feel extremely natural in
VR, many other interactions necessitate more abstract approaches. One such case is
moving longer distances. The natural movements are limited by the area available for the
VR setup, at most a few meters in each direction. To allow movement beyond this in the
virtual world, developers have to introduce alternatives.
Another tricky problem is direct interaction with the world. VR systems still give very
limited tactile feedback, therefore, opening doors and operating machinery needs some
abstraction. Further, some interactions needed to control the application itself, such as
menus and text input might sometimes be necessary. In this work, we qualitatively survey
a selection of popular VR applications looking at interaction design choices.
With this work, we aim to provide insight into common interaction modes in current
products. For now we will not attempt to judge the quality or effects of such design
choices, leaving this for future work. Our plan is to utilize this information when deciding
which applications to use for future user studies into interaction in VR.
2 Background
Research into Human Computer Interaction (hereafter HCI) in VR has focused on
constructive, or design, research, that is research focusing on new designs proposed
by the researcher. "Virtual reality has captured the world’s imagination. Over the last few
years, developers and enthusiasts in the thousands have devoted countless hours to coding,
designing, and speculating about the possibilities of this exciting new medium" [16]. One
literature review [3] found that full 55% of recent publications were in this category. Thus,
there is a lack of research into how current commercial applications work. Among these
the authors found that "A significant observation is that a number of publications presented
constructive research without any form of evaluation or contribution to the understanding
of relevant phenomena" [3]. Such an approach may create new designs; however, it has
limited applicability outside the narrow problem addressed. Boletsis et al. further argue
that we needmore empirical work as well as conceptual research to explain phenomena and
find connections. Such work has higher problem-solving capability. In use of technologies
(such as VR), the users typically interact with an interface and external devices, like for
instance a hand-held controller and headphones.
These patterns of interactions may map to the four types of activities that users are
likely to be engaged in when interacting with any system [17]: (1) Instructing where users
type in commands and give instructions to a system or interacts through a menu system,
for instance by typing in commands and using menu systems for choosing actions to take
in a given environment. (2) Conversing where users have a dialogue with the system in
use and talk via an interface, then the system replies. The system can reply by using
speech or text. The voice command system Siri is one example. (3) Manipulating where
users interact with objects and manipulate by for instance opening, holding and selecting
digital objects in a virtual space. One example can be that the user can select and move a
picture from one place on the PC to another. (4) Exploring where users move around in
virtual worlds and explore the environments. An example can be that the user explore the
environments, such as the interior and functions of a car and get a realistic feeling of how
it works. It seems clear that these types are relevant when analysing VR applications.
Developing and designing interactive systems and interfaces, involve various
considerations, among themdesign issues, technological choices, identifying the users, and
lastly activities performed by the users in the context of use [2]. High quality interactions
are a vital contributor to satisfaction among the users and great experiences. Although
satisfaction can be assessed in many and different ways, usability plays an important role
in interaction design and HCI. Usability can be defined as following "The effectiveness,
efficiency and satisfaction with which specified users achieve specified goals in particular
environments" [9]. In order to measure usability, methods such as heuristic evaluation,
eye tracking, user testing and observation can be applied. All these methods may also
be applicable when designing and testing VR applications. There also seems to be some
benefit of applyingDonNorman’s design principles [14] for usability and user experiences.
These six principles are related to:
• Consistency: This principle recommends designing user interfaces to have similar
operations and use similar elements for achieving the same tasks. For example,
consistency in design is that you always right-clicking to mark an image.
• Visibility: Being able to see the state of the system and which actions that are
possible to perform. The more visible functions are, the greater there is for the users
to know what to do.
• Affordance: Affordance means to give the user a hint for how to use a given solution
or product, and provide clues for how to operate things. For example, the buttons
on the elevator give the user a hint about how the doors are opened and closed.
• Mapping: Users should understand the connection between a function and the effect
it has. For example, the stove’s positioning of buttons and wheels in relation to how
to put on the plate and adjust the temperature.
• Feedback: Feedback is about the system sending a response to the user regarding
actions that have been performed and what has been accomplished.
• Constraints: Limiting the possibilities a user has for interactions to prevent the user
from performing tasks that lead to errors. It shall be visible to the user what is
possible and not possible, in a given user interface.
Jerald [10] provides some design guidelines that can help designers and developers in
creation of VR experiences. This groups interactions in patterns.
• Selection patterns allows the user to choose a specific object in the environment for
future actions.
• Manipulation patterns are ways for the user to modify or influence objects.
• Viewpoint control patterns allow the user to manipulate their point of view in the
world. The purpose is usually to move around.
• Indirect control patterns uses some intermediary to control the environment.
• Compound patterns combine the previous patterns in various ways.
According to [6] some rules should be considered regarding movement in VR: moving
forward is better thanmoving backwards, up/down is better than strafe left/right and, finally,
better than a gentle camera rotation is a fast camera cut. Moreover, if the movements is
wrong the users can get confused and they might get sick. These factors is of particular
importance in VR compared to web- andmobile apps. Other useful principles in designing
user interfaces and interactions are Jakob Nielsen’s 10 usability heuristics [13] and Ben
Shneiderman’s 8 yellow rules of usability design [20]. Most likely, in many cases,
guidelines typically used in design of physical products, desktop and mobile applications,
are applicable in VR environments.
Empirical work looking into interaction in VR include Santos [18] which argues that
designers of VR experiences are in the need of guidelines to ensure efficiency and usability.
They conducted a study of menus in VR and focused on efficiency and satisfaction among
users, by shedding light on geometry and position (four types of menu configuration).
They did however not find a clear preference for any type of menu. Regarding efficiency
measured by selection time, the results show that in both non-diegetic and spatial menus
there were statistically significant differences among linear and radial menus, with radial
menus giving shorter selection time. The time for completing tasks is smaller on radial
menus compared to linear menus. Concerning usability and error rate, there were no
statistically significant differences between suchmenus. Consequently, the user experience
is not a large extent influenced by this.
Based on the literature review conducted for the present paper, interactions in VR
seems to be an under-investigated area with a great potential. Although usability in
interfaces is a well studied subject, it is not clear to what extent these results are applicable
to VR. For VR itself, only a few very specific types of interaction are evaluated.
3 Method
For inclusion in this study we wanted a selection of applications that are commonly in
use by a broad audience. Based on this criterion, we used the store (Viveport) associated
with the headset, the HTC Vive, and filtered for free applications for room-scale VR.
This resulted in a selection of 304 applications. We reasoned that free applications will
be among the first tested by new users. Further, these applications are necessarily not
business critical to the developers, thus allowing them more freedom to experiment. From
this list we selected and reviewed the 10 most downloaded applications. This resulted in a
wide variety of different genres, ranging from entertainment and lifestyle, to shooter and
360° videos.
For each application one of the authors tested the application, while the other took
notes and asked questions. The purpose was to gain as much information as possible
during this phase. Thus, we were able to record data simultaneously with testing the
VR application. When examining an application, we explored the application until we
were confident we had seen most of the content, as well as the full variety of interactions.
We observed and noted how a user could interact with the application. This evaluation
involved only observation, and we did not do any subjective assessment of the qualities
of what we found. Some applications were clearly limited in scope and brought us to a
definite ending within a few minutes, while others were complex systems where we spent
upwards of an hour before we felt confident we had seen the relevant parts.
For analysing the data, we employed an inductive approach to identify themes in the
data [15], focusing on the HCI aspects of the experience. When we were satisfied we had
identified the most relevant themes, identified which application represented which theme.
This allowed us to see how prevalent each theme was, as well as getting a more clear idea
about what the dataset as a whole implied about each theme. Most, 4, experiences were
games, while others where educational experiences.
There are some limitations to this study that it is worth mentioning. The selection
Application
(alias) Releasedate
Genre No. of
players Rating
(no. reviews)
Vive Video [8]
(A) Jan 25,2017
360° video, causal, en-
tertainment, education,
lifestyle, creativity
Single-
player
3.6
(216)
Ready Player One:
OASIS beta [5]
(B)
Mar 23,
2018
Action, sci-fi, travel,
travel & exploration,
shooter, adventure
Multi-
player
4.0
(276)
The Last Day
Defense [1]
(C)
Nov 15,
2018
Strategy Single-
player
4.8
(32)
Sniper Rust VR –
Trial Version [25]
(D)
Dec 11,
2018
Action, adventure,
causal, shooter
Single-
player
3.2
(10)
theBlu:
Whale Encounter [24]
(E)
Mar 23,
2017
Adventure, causal, en-
tertainment, travel &
exploration
Single-
player
4.4
(126)
VRChat [23]
(F) Sep 14,2017
Adventure, live event,
creativity, education,
entertainment, social
Multi-
player
4.1
(52)
Buzz Aldrin:
Cycling Pathways
to Mars [11](G)
Mar 17,
2017
News, entertainment,
education, social, travel
& exploration
Single-
player
4.4
(60)
Star Wars:
Trials on Tatooine [12]
(H)
May 3,
2017
Sci-fi, action, causal,
entertainment
Single-
player
3.8
(74)
Sharecare VR [19]
(I) Aug 3,2017
Education, health & fit-
ness
Single-
player
4.7
(32)
Undersea Park [4]
(J) Feb 22,2019
Travel & exploration,
education, documen-
tary, art & design,
entertainment
Single-
player
5
(2)
Table 1: Overview of the applications included in the study.
consists of the ten most popular VR applications downloaded from Viveport. Since the
sample also consisted of only ten applications, it may be advantageous to include more in
future studies. It should also be mentioned that all the applications subject to evaluation
were free. As we have mentioned earlier, this study does not investigate the quality and
usability of the various applications, but primarily focuses on interactions and actions
needed from the user to control the application.
4 The applications
Each of the applications, presented in Table 1, is given an alias (A-J), the letter in
parentheses, by which we refer to in the rest of the paper. The data reported here is taken
from www.viveport.com1. The table shows an overview of the diversity of applications
that we have reviewed, both in terms of release date, latest update and types of applications.
The categorization is done by Viveport and shows that most of the applications belong to
several categories/genre. 8 out of 10 are single-player applications, while 2 out of 10 are
multi-player. The numbers in the right column refer to the ratings given by users (max
score is 5.0, minimum 1.0), followed by the number of users that have provided a review.
Although the applications are on the Top 10 list provided by Viveport, we see a
significant variation in the number of users giving feedback and score given by the users.
The scores vary from 3.2 (as the lowest) to 4.8 (highest with more than 10 reviews). The
number of ratings varies from 2-276. There may also be a relation between number of
reviews and for how long the application has been available for download in Viveport.
As the content and purpose of these applications are different, we can also expect that
the user groups are shared (with some overlap), depending on the context and scope of
use. Because we are more interested in studying interactions than actual content of the
application, we consider this variety of applications a strength. The review of all the
applications also showed a huge variation in scope.
5 Interaction modes
After reviewing the applications, we summarised the identified themes. We soon found that
each themewehad identified represented oneway inwhich the userwas able to interactwith
the application. To describe these different themes we use the phrase interaction modes.
These modes are comparable to Jerald’s [10] interaction patterns, however the scope of
each mode is somewhat broader, and includes all the individual elements used to achieve
an objective. Thus, selection and manipulations can be combined to one mode. We also
identified three main categories among these interaction modes. Menus, locomotion and
interaction with the virtual environment. Each has various implementations and purposes.
In the following subsections we will describe each of the interaction modes grouped by
category, listing applications using the described concept in parenthesis. Figure 1 shows
the various interaction modes categorised by purpose with a list of applications which use
them.
Menus
Menus in VR are in concept very similar to how menus are used in traditional user
interfaces. A list of options is presented to the user as text or icons, and the user selects
one or more items by "clicking" on them. In VR, there is some variation in how this
is implemented. This is a practical example of what Jerald [10] terms indirect control
patterns. Menus may be anchored in the world as shown in Figure 2a, and the user needs
to navigate in front of the menu to select an item (A, B, C, F, H). Alternatively, the menu
can be attached to one controller (B, I), giving an illusion of a menu connected to the user’s
wrist as shown i figure 2b. This necessitates another controller to select an item. How the
user selects an item is not consistent. In some experiences it is enough to touch a controller
to the button, while others require using a button on the controller. The last option can
be combined with a beam from the controller to allow selection at a distance. Lastly,
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Figure 1: All interaction modes categorised by purpose showing which application use
each mode. For example, locomotion is divided into three different modes: limited,
realistic and symbolic, in addition to none.
some applications avoid menus completely, opting instead for symbolic interactions in the
world. Menus are an old idea, used from the first graphical user interfaces. It seems clear
that the concept stays with us in VR for now.
Locomotion
Another important aspect of interaction inVR is locomotion. Jared [10] terms this viewport
control patterns. Because we limited ourselves to applications supporting room scale VR,
all applications allow limited movement by walking around within the limitations of the
VR setup. Some applications do not allow users to move outside the bounds of their VR
setup (A, E). Other applications use cinematic techniques such as fading out and fading in
at another location (H).
A common solution is letting the user indicate a new position in the world, and then
immediately move there. This approach is usually called teleportation and illustrated in
Figure 3. Indicating a destination can be achieved with pointing a controller (B, F, I) or
simply holding a steady gaze at a specific point in space (limited use in G). This approach
emerges as the preferred mode of locomotion in VR, despite Jared mostly mentioning it
as an afterthought.
Another approach to locomotion is using input directly on the controllers, which Jared
calls steering pattern. The Vive controller has a touch sensitive area for the thumb.
(a) A menu anchored in the world
(Application C).
(b) A menu connected to the users left
hand (Application I).
Figure 2: The two main ways of displaying menus in VR.
Figure 3: When the user pushes and holds a button on the controller, the application shows
an arc and a circle on the ground. The circle indicates where the user will end up. To
move, you release the button (Application B) [5].
One application (D) use these to control locomotion. One thumb controls direction of
movement, while the other controls turning. Another application (C) use the movement of
the controller to move around in the world. Pressing a button on the controller locks the
world to the controller. Thus, moving the controller moves the world around the player.
This can be repeated for longer distance travel.
Finally, one application (J) allowed the user to select one of three modes of which
two are previously introduced: Teleportation and static. The third option used here is
movement by pointing the controller in the desired movement direction. Extending the
arm would increase the speed, while moving the controller towards the chest would slow
down and stop movement.
World Interaction
Many of the applications allow some form of interaction directly with the virtual world. By
moving the controller to an object and clicking a button, the user may pick up or activate
an object. This concept include both selection and manipulation patterns according to
Jared [10]. The result of such an interaction can be classified in one of two distinct groups.
Realistic interactions cause the object to react close to how you would expect in the real
world (A, F, H), as shown in Figure 4. The alternative to realistic interactions is what we
Figure 4: The user has picked up a pen, and may draw in the air (Application F).
Figure 5: A heads-up display showing critical information about the character’s status in
game.
term symbolic interactions. In such interactions (C, I), when the user interacts with an item
it is interpreted as an abstract input to the application triggering some action not expected
in the real world. You may touch markers on a board to trigger construction of buildings
(C). Some applications (B, D) combine these two modes of world interaction. Interaction
with the virtual world is core experiencing virtual worlds. Except for the non-interactive
experiences, all implement some form of this. Symbolic interactions may also replace
menus in many situations.
Other considerations
In addition, one application (B) used a Head’s Up Display (HUD), that is, information
overlaid on the world moving with the user’s head (as shown in Figure 5). This allows
critical information to be visible continuously to the user while minimising the disruption
of immersion. This could be categorised as another interaction mode, however as
implemented it only allows one way communication. That is, the application shows
information to the user while the user interacts in other ways. In this case, using realistic
world interactions.
The scope of the applications varied significantly. Some are short experiences with a
clearly limited amount of content, while others are open-ended. One application (F) even
allow users to create content. This is is however mostly implemented outside VR. Some
applications were more difficult to understand and explore than others. Most applications
clearly showed up front what was possible and others had good tutorials. Conversely,
some were confusing and difficult to navigate. In sum, the 10 applications show two
fundamentally different types of menus, three different implementation of locomotion and
2 ways of interaction with the virtual world.
6 Discussion
This paper provide an overview of existing interactionmodes, while not attempting to judge
the quality or effects of such design choices. Facing the fact that there is limited research
on interactions in VR, the purpose of this work is to identify the most important modes
of interaction in VR. Because this research is work-in-progress, we aim to further develop
and test this in future studies. One approach will be to apply a HCI perspective and include
evaluation of usability [9] and satisfaction among users. Additionally, we may evaluate
application of design principles [17] and usability heuristics [13]. However, grounded in
the preliminary findings we clearly see that interactions in VR can be divided into different
modes and dimensions, represented by menus, locomotion and world interaction. Each of
these three modes has a variety of implementation.
Moving beyond the limitation of the VR setup has proven tricky to implement well.
Current approaches suffer a trade-off between two contradictory goals: Presence and
minimized discomfort [7]. Removing this option completely keeps presence high and
discomfort low but limits the experience to small areas. Teleportation has been shown to
interrupt presence but induces minimal discomfort. Indirect control of movement, such as
by pointing hands or using buttons create some discomfort, but does not reduce presence.
It is clear that developers are currently experimenting with a wide array of approaches to
solving it.
Additionally, it is also clear from our findings that interaction modes in VRmay benefit
from being evaluated according to DonNorman’s design principles [14]. All six principles
are as meaningful and relevant in VR as they are in traditional interfaces. For instance,
locomotion interactions usually suffer from limited visibility, forcing the user to click all
buttons to figure out how it works. Conversely, VR interactions often have clear mapping
between what the user does and its effects.
Among the interaction types [17] we see that in VR instructing is usually implemented
with menus or symbolic world interactions, while realistic world interactions map well
to manipulating. Lastly exploring is implemented in VR using one of the many options
for locomotion. Compared to Jared [10] we see a very limited selection of interaction
patterns. While we have tested relatively few applications, our findings still indicate a
winnowing of the field as designers tend towards agreement about what works.
We plan to study some of these interaction modes further in the future. Such studies
may then refer to this framework for classification of interaction in VR applications. The
value of such knowledge is twofold, (1) this seems to be an under-investigated area with a
great potential as VR receive interest for various activities and business purposes. (2) To
study the design of VR applications including interactions, there is a need for frameworks
and guidelines describing modes of interactions. We argue that there is a lack on how to
approach evaluation of interaction in VR applications. Consequently, we aim to introduce
HCI literature [17] in to this field and subject of interest.
7 Conclusion
In this work we have identified three possible criteria to categorise VR applications.
Although one may argue that VR to some extent differ from traditional digital interfaces
(e.g. web, mobile), we still find the relevance of classical HCI theories and guidelines,
design principles and methods for designing interactions. Among the goals for every
application is producing effective user interfaces, great interactions and satisfaction among
the users. By shedding light on interactions in VR we will hopefully contribute to a better
understanding and a further discussion on how to understand interaction modes. In the
next round, we will evaluate usability of some of these interaction modes in an empirical
study using participants.
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