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Abstract
We extend the Caffarelli–Kohn–Nirenberg type partial regularity theory for the steady 5-
dimensional fractional Navier–Stokes equations with external force to the hyperdissipative set-
ting. In our argument we use the methods of Colombo–De Lellis–Massaccesi to apply a blowup
procedure adapted from work of Ladyzhenskaya–Seregin.
1 Introduction
In this paper we study the partial regularity of suitable weak solutions of the steady fractional
Navier–Stokes equations in R5. In general, on Rn these equations are{
(−∆)su+ (u · ∇)u+∇p = f,
div u = 0.
(1.1)
Here u : Rn → Rn is a velocity field, p : Rn → R is the pressure, and f : Rn → Rn is a divergence-
free external force, while s ≥ 0 gives the power of the fractional Laplacian with Fourier symbol
|ξ|2s. We will be concerned with the case s > 1 when n = 5.
The equations of (1.1) are exactly the equations satisfied by the time-independent (steady)
solutions of the fractional Navier–Stokes equations in Rn, which are{
∂tu+ (−∆)
su+ (u · ∇)u+∇p = f,
div u = 0.
(1.2)
When s = 1 and n = 3 these become the classical Navier–Stokes equations. These have been
studied as physical models also for fractional powers s [MGSIG13].
1.1 Previous results
In the classical setting s = 1 and n = 3, the foundational result of Caffarelli–Kohn–Nirenberg
[CKN82] constructed suitable weak solutions of (1.2) and established that H1(S) = 0 for f ∈ Lqt,x
for any q > 52 , where
S = {(x, t) : u is not locally bounded at (x, t)}.
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Here S is called the singular set of u and points not in S are called regular points. F. Lin [L98] later
gave a different proof of this result when f = 0 via a blow-up argument which was expanded upon
and extended by Ladyzhenskaya–Seregin [LS99] to situations when f lies in a parabolic Morrey
space—in particular their result allows for f ∈ Lqt,x for all q >
5
2 as in [CKN82]. Later I. Kukavica
[Kuk08] weakened the hypothesis on the force term to f ∈ L2t,x by simplifying the original proof of
Caffarelli–Kohn–Nirenberg by using a Morrey-type estimate due to M. O’Leary [O’Le03]. By now
there are also other proofs of the Caffarelli–Kohn–Nirenberg theorem, such as [Vas07].
In the case s < 1 and n = 3, Tang–Yu [TY15] proved that suitable weak solutions of (1.2) satisfy
H5−4s(S) = 0 for 3/4 < s < 1. Later Chen–Wei [CW16] extended this result to the boundary case
s = 3/4 below which the Sobolev embedding no longer gives the necessary control of terms in
energy inequality satisfied by suitable weak solutions. In the case s > 1 and n = 3, Colombo–De
Lellis–Massaccesi [CDM17] have recently shown that H5−4s(S) = 0 also holds for 1 < s ≤ 54 . This
improves an earlier result of Katz–Pavlovic´ [KP02] in this range, which showed that the Hausdorff
dimension of the singular set in space at the time of first blow-up is at most 5 − 4s, and connects
the result of Caffarelli–Kohn–Nirenberg to the global well-posedness of (1.2) when s ≥ 54 [Lio69].
The assumption of time-independence leads to better Hausdorff measure estimates than those
for the non-steady equation (1.2). Partial regularity for solutions in R5 of the steady (time-
independent) Navier–Stokes equations (1.1) was first studied by M. Struwe [S88] when s = 1.
The dimension n = 5 for the steady equations is natural to consider because in the classical setting
s = 1 and n = 3 of (1.2), time corresponds to 2 space dimensions (see the dimension table of
[CKN82, p. 774]). Struwe showed that H1(S) = 0. Gerhardt [Ger79] proved the corresponding
result for the steady equations in dimension 4 when s = 1, showing that S = ∅.
In the case s < 1 of (1.1), Tang–Yu [TY16] proved in dimension 3 that H5−6s(S) = 0 for
s ∈ (1/2, 5/6) and S = ∅ when s ∈ [5/6, 1]. Later Guo–Men [GM17] generalized this result to
corresponding partial regularity statements in the dimensions 4 and 5.
Remark. We will discuss here the reason that we consider n = 5 in (1.1). The partial regularity
results starting from [CKN82] rely crucially on use of the local energy inequality satisfied by suitable
weak solutions. In particular we can see from the energy inequality (2.1) that for (1.1) in dimension
n it is important to control the L3(Ω) norm of u by its Hs(Ω) norm in bounded domains Ω ⊆ Rn.
The Sobolev embedding then requires that 6s > n, restricting the study the partial regularity
theory of (1.1) to low dimensions for s ∈ (1, 2). Since we already have full regularity (S = ∅)
from [TY16] and [Ger79] in dimensions 3 and 4 when sր 1 it is therefore natural to study partial
regularity for (1.1) when s > 1 in the next lowest dimension n = 5. This would also be a natural
extension of the partial regularity results when n = 5 of [S88] and [GM17], which together cover
s ≤ 1. In 6 dimensions, partial regularity for (1.1) has also been obtained by Dong–Strain [DS12],
and the arguments presented below should also work with the appropriate modifications for (1.1)
in R6 with s ∈ (1, 43 ].
1.2 Main results
Our main theorem is the following partial regularity result for suitable weak solutions of (1.1):
Theorem A. Let (u, p) be a suitable weak solution in R5 of (1.1) as in Definition 2.3 with s ∈ (1, 2)
and force f ∈ Lq(R5) for some q > 52s . Then H
7−6s(S) = 0 if s < 76 , and u is everywhere regular
(in fact Ho¨lder continuous) if s ≥ 76 . Here H
β is the Hausdorff measure in R5 defined by
Hβ(E) = lim
δ→0
inf
{∑
i
rβi : E ⊂
⋃
i
Bri(xi, ti) and ri < δ ∀i
}
, for E ⊆ R5.
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Theorem A follows by a standard covering argument (included in the Appendix, see also
[CKN82, Section 6]) from the following ε-regularity theorem:
Theorem B. There exists ε > 0 such that if (u, p) is a suitable weak solution in R5 of (1.1) as in
Definition 2.3 with s ∈ (1, 2) and force f ∈ Lq(R5) for some q > 52s , and
lim sup
r→0
r−7+6s
ˆ
B+r (x)
yb|∇(∇u)♭|2 dx dy < ε, (1.3)
then u is regular at x ∈ R5.
Here (∇u)♭ ∈ H1(Rn+1+ , y
b) is an extension of ∇u on Rn to the upper half-plane Rn+1+ , as will
be clarified in the next section, and B+r ⊆ R
n+1
+ .
The structure of the paper is as follows: In Section 2 we state the necessary extension theorems
for the fractional Laplacian in order to define suitable weak solutions of (1.1) and some preliminary
estimates involving extensions, in Section 3 we derive an energy inequality for rescaled steady
solutions of (1.1), in Section 4 we prove decay estimates and an initial ε-regularity result, Theorem
C, and in Section 5 we prove as a consequence our main ε-regularity theorem, Theorem B, which
implies the Hausdorff measure estimate of Theorem A (details in the Appendix).
Regarding notation—we distinguish between derivatives in Rn+1+ and derivatives on the bound-
ary Rn by placing a line over differential operators on Rn+1. So for instance ∆ = ∆ + ∂2y =∑n
i=1 ∂
2
xi + ∂
2
y . We also have ∆bU = ∆U +
b
y∂yU = y
−bDiv (yb∇U) for functions U on Rn+1+ ,
following the standard notation for extension theorems as in [CS07, Yan13]. In many settings be-
low it suffices to consider balls centered at the origin, in which case Br is understood to denote
Br(0). Also we denote by B
+
r (x) = Br(x)× [0, r) ⊆ R
n ×R+ and then have the similar convention
B+r = Br × [0, r). When we refer to a cutoff function between open sets Ω1 and Ω for Ω1 ⊆ Ω we
mean a smooth nonnegative function which is identically 1 on Ω1 and 0 on Ω
c. Further notation
and conventions will be introduced below as needed. The dimension n = 5 becomes important
in Section 5 for compactness arguments needed to obtain the decay estimates, but until then we
will mainly work without specifying the dimension n, though we will not track the dependence of
constants on n. Finally, unless otherwise specified our discussion of (1.1) is restricted to s ∈ (1, 2).
To conclude this section we will give a discussion of our arguments and compare them with
related arguments in previous papers.
First for the non-steady equation (1.2) when s > 1, a major difficulty in studying partial
regularity is that the natural generalization of the argument for s < 1 found in [TY15] fails.
That argument depends on sequences of test functions constructed from the fractional heat kernel;
however when s > 1 the fractional heat kernel takes negative values and cannot be directly used
to construct a sequence of test functions. The blow-up arguments of [L98] and [LS99] in the case
s = 1 avoid the direct use of the heat kernel, and [CDM17] also successfully developed a blow-up
approach to extend the partial regularity theory for (1.2) to s > 1. The method of [LS99] is fairly
general and has also been used recently to prove partial regularity for models closely related to the
classical Navier–Stokes, again avoiding difficulties in constructing special test functions [OR17].
In seeking to extend the partial regularity theory for the steady equation (1.1) to s > 1 we
encounter a similar problem; the test function arguments of [TY16] and [GM17] for s < 1 fail
when s > 1. Instead we will use extensively the methods developed by [CDM17] to study the
non-steady equation (1.2). However, the difference is that their argument takes the external force
f to be zero, while we allow for suitable nonzero external forces f . In order to account for this
we must appropriately adapt the blowup procedure of [LS99] to the fractional setting. We remark
that the time-independence of (1.1) results in some of the arguments derived from [CDM17] in
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Section 5 used to obtain Theorem B as a consequence of Theorem C becoming simpler with the
help of estimates from [TY16]. The following table illustrates the connection between Theorem A
and some previous results, in each case listed with the best known assumptions on f :
(−∆)s power (1.2), Non-steady n = 3: H5−4s(S) = 0 (1.1), Steady n = 5: H7−6s(S) = 0
s < 1 [TY15] f ∈ Lqt,x, q >
9+6s
4s+1 [TY16], [GM17] f ∈ L
q
x, q >
5
2s
s = 1 [CKN82],[LS99],[Kuk08] f ∈ L2t,x, q ≥ 2 [S88] f ∈ L
q
x, q >
5
2
s > 1 [CDM17] f = 0 Theorem A f ∈ Lqx, q >
5
2s
Note that although [Kuk08] allows for f ∈ L2t,x for (1.2) when s = 1 and n = 3, the earlier
arguments in [CKN82] and [LS99] required f ∈ Lqt,x for q >
5
2 , which is exactly the range of q for
which f ∈ Lqx required by [S88] for the steady equation (1.1) when s = 1 and n = 5.
2 Suitable weak solutions and preliminary estimates
In this section we introduce the notion of suitable weak solutions of the steady equation (1.1) in
Definition 2.3. In order to do this we must first describe the extension theorems for the fractional
Laplacian of Caffarelli–Silvestre [CS07] and R. Yang [Yan13]. To conclude we quote some general
integral estimates of these extensions from [CDM17] adapted to the n-dimensional setting which
will be useful later.
2.1 Extension theorems for (−∆)s
Theorem 2.1 (Caffarelli–Silvestre [CS07]). Let w ∈ H˙ s˜(Rn) with s˜ ∈ (0, 1) and set a˜ = 1 − 2s˜.
Then there is a unique extension w♭ ∈ H˙1(Rn+1+ , y
a˜) which satisfies
∆a˜w
♭(x, y) = 0 and the boundary condition w♭(x, 0) = w(x),
This extension can be characterized by
w♭(x, y) =
ˆ
Rn
Q(x− ξ, y)w(ξ) dξ, or ŵ♭(ξ, y) = ŵ(ξ)ψ(|ξ|y),
where Q(x, y) = Cn,s˜
y2s˜
(|x|2+y2)
n+2s˜
2
and ψ ∈ W 1,2(R+, y
a˜) minimizes a variational problem (see
[CS07]). Moreover there exists a constant Cn,s˜ depending on n and s˜ such that:
(a) The fractional Laplacian (−∆)s˜ is given by (−∆)s˜w(x) = −Cn,s˜ limy→0 y
a˜∂yw
♭(x, y).
(b) The following energy identity holds:
ˆ
Rn
|(−∆)
s˜
2w|2 dx =
ˆ
Rn
|ξ|2s˜−2|ŵ(ξ)|2 dξ = Cn,s˜
ˆ
R
n+1
+
ya˜|∇w♭|2 dx dy.
(c) The following inequality holds for every extension v˜ ∈ H1(Rn+1+ , y
a˜) of w:
ˆ
R
n+1
+
ya˜|∇w♭|2 dx dy ≤
ˆ
R
n+1
+
ya˜|∇v˜|2 dx dy.
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Theorem 2.2 (R. Yang [Yan13], see also [CG11, CY17, CDM17]). Let u ∈ H˙s(Rn) with s ∈ (1, 2)
and set b = 3 − 2s. Then there is a unique extension u∗ of u in L2
loc
(Rn+1+ , y
b) with ∆bu
∗ ∈
L2(Rn+1+ , y
b) which satisfies
∆
2
bu
∗(x, y) = 0, and the boundary conditions
{
u∗(x, 0) = u(x),
limy→0 y
1−s∂yu
∗(x, y) = 0.
This extension can be characterized by
u∗(x, y) =
ˆ
Rn
P (x− ξ, y)u(ξ) dξ, or û∗(ξ, y) = û(ξ)φ(|ξ|y),
where P (x, y) = cn,s
y2s
(|x|2+y2)
n+2s
2
and φ ∈ W 2,2(R+, y
b) minimizes a variational problem (see
[Yan13]). Moreover there exists a constant cn,s depending on n and s with the following prop-
erties:
(a) The fractional Laplacian (−∆)su is given by (−∆)su(x) = cn,s limy→0 y
b∂y∆bu
∗(x, y).
(b) The following energy identity holds:
ˆ
Rn
|(−∆)
s
2u|2 dx =
ˆ
Rn
|ξ|2s|û(ξ)|2 dξ = cn,s
ˆ
R
n+1
+
yb|∆bu
∗|2 dx dy.
(c) The following inequality holds for every extension v ∈ L2
loc
(Rn+1+ , y
b) of U with ∆bv ∈ L
2(Rn+1+ , y
b):
ˆ
R
n+1
+
yb|∆bu
∗|2 dx dy ≤
ˆ
R
n+1
+
yb|∆bv|
2 dx dy.
Remark. We will apply Theorem 2.2 in Sections 2–4 to u ∈ H˙s in order to prove Theorem C, and
apply Theorem 2.1 to ∇u ∈ H˙s−1 in order to prove Theorem B as a consequence of Theorem C in
Section 5. So for our applications s˜ = s − 1 so that a˜ = 3− 2s = b, and therefore throughout this
paper we have only the weight yb on Rn+1+ regardless of the extension theorem used.
2.2 Suitable weak solutions
Now we will define the suitable weak solutions of (1.1). Before stating the definition we introduce
the function space to which we assume the external force f belongs. For γ > 0, we define
M2s,γ(R
n) = {f ∈ L2loc(R
n,Rn) : cγ(f) <∞},
where cγ(f) = sup
{
1
Rγ−2s
(
−´BR(x) |f |
2 dx
) 1
2
: BR(x) ⊆ R
n
}
.
Observe that if f ∈ Lq(R5) for a q ≥ 2, then
´
BR(x)
|f |q dx <∞ for all BR(x) ⊆ R
n, so that
R−γ+2s
(
−
ˆ
BR(x)
|f |2 dx
)1/2
≤ R−γ+2s
(
−
ˆ
BR(x)
|f |q dx
)1/q
= R−γ+2s−n/q
(ˆ
BR(x)
|f |q dx
)1/q
,
which is bounded if −γ + 2s− nq = 0. Thus if the force f belongs to L
q(Rn) for some q > n2s then
f ∈ M2s,γ for some γ > 0. We will prove our ε-regularity results for f ∈ M2s,γ which will imply
the weaker hypotheses on f in Theorems A and B.
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Definition 2.3 (Suitable weak solutions of (1.1)). We call a pair (u, p) with u ∈ H˙s(R5) and
p ∈ L
5
5−2s (R5) a suitable weak solution of (1.1) with force f if it solves (1.1) in the weak sense and
also satisfies the following energy inequality:
cn,s
ˆ
R
n+1
+
yb|∆bu
∗|2Φ dx dy ≤
ˆ
Rn
(
|u|2
2
+ p
)
u · ∇ϕ dx (2.1)
− cn,s
ˆ
R
n+1
+
yb∆bu
∗
i (2∇u
∗
i · ∇Φ+ u
∗
i∆bΦ) dx dy +
ˆ
Rn
f · uϕ dx.
Here Φ ∈ C∞0 (R
n+1
+ ) with ∂yΦ(·, 0) = 0 in R
n, and Φ(x, 0) = ϕ(x).
If (u, p) is sufficiently smooth then (2.1) follows from integration by parts using the extension
properties of Theorem 2.2. The existence of suitable weak solutions of (1.1) when s < 1 and n = 3
was shown in [TY16, Proposition 5.3] by generalizing the proof using the Galerkin method for s = 1
of [T77, Section 2.1]. The same method extends to our setting when s > 1 (in fact the case s < 1
presents more difficulties for the construction) and we quote it below.
Theorem 2.4 (Existence of suitable weak solutions [TY16, Proposition 5.3]). Given an external
force f ∈ L
10
5+2s (R5), there exists a suitable weak solution (u, p) of (1.1).
2.3 Extension estimates
We now quote below several inequalities from Colombo–De Lellis–Massaccesi [CDM17] comparing
a function u and its extension u∗ as defined in Theorem 2.2 as well as its derivatives, which will
be useful in our subsequent arguments. In [CDM17] they are proved for space dimension 3 but
they extend easily to arbitrary space dimension n as stated below. The first lemma below provides
control of the extension function u∗ by the boundary function u.
Lemma 2.5 ([CDM17, Lemma 3.4]). Let s ∈ (1, 2) and let P be the kernel P (x, y) = c¯n,s
y2s
(|x|2+y2)
n+2s
2
of Theorem 2.2. There exists a C > 0 such that if u ∈ L2(B1) ∩ L
1
loc
(Rn) and
sup
R≥1
R−3s
(
−
ˆ
BR
|u| dx
)2
<∞,
then the associated extension u∗(x, y) = (P (·, y) ∗ u)(x) belongs to L2
loc
(Rn+1+ , y
b) and satisfies
ˆ
B+
1
yb|u∗|2 dx dy ≤ C
(ˆ
B2
|u|2 dx+ sup
R≥1
R−3s
(
−
ˆ
BR
|u| dx
)2)
. (2.2)
Next we have an interpolation lemma estimating the derivatives of u∗.
Lemma 2.6 ([CDM17, Lemma 3.3]). Given s ∈ (1, 2), there exists a C > 0 such that for Φ ∈
C∞0 (R
n+1), u ∈ H˙s(Rn), and u∗ its extension as in Theorem 2.2 along with ε ∈ (0, 1) and r ∈ (0,∞)
the following inequalities hold:ˆ
R
n+1
+
yb|∇u∗|2ϕ2 dx dy ≤ ε
ˆ
R
n+1
+
yb|∆bu
∗|2Φ2 dx dy +
C
ε
ˆ
R
n+1
+
yb|u∗|2(Φ2 + |∇Φ|2) dx dy,
(2.3a)
ˆ
B+r
yb|∇u∗|2 dx dy ≤ C
(ˆ
B+
2r
yb|∆bu
∗|2 dx dy
) 1
2
(ˆ
B+
2r
yb|u∗|2 dx dy
) 1
2
+
C
r2
ˆ
B+
2r
yb|u∗|2 dx dy.
(2.3b)
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Finally we have a Sobolev-type inequality resulting from the application of Lemmas 2.5 and 2.6
to the expression in u∗ of the H˙s norm of u from Theorem 2.2. We will also restate some of the
proof from [CDM17] but for arbitrary dimension n because we will need to refer to the proof later.
Lemma 2.7 (Lemma 4.4 of [CDM17]). Given s ∈ (1, 2) and r ∈ (0, 1), there exists a C > 0 such
that for any u ∈ H˙s(Rn),
‖u‖2
L
10
5−2s (Br)
≤ C
(ˆ
B+
1
yb|∆bu
∗|2 dx dy + sup
R≥ 1
4
R−3s −
ˆ
BR
|u|2 dx
)
. (2.4)
Proof. Fix r ∈ (0, 1) and let Φ be a smooth cutoff function between B+r and B
+
1 . We denote
Φ(x, 0) = ϕ(x), and assume that the cutoff function Φ|y< 1
2
is independent from the variable y, so
that ∇Φ = ∇Φ in the set {y < 12}. We can estimateˆ
Rn
|(−∆)s/2(uϕ)|2 dx = C
ˆ
R
n+1
+
yb|∆b(uϕ)
∗|2 dx dy ≤ C
ˆ
R
n+1
+
yb|∆b(u
∗Φ)|2 dx dy
≤ C
ˆ
B+
1
yb(|∆bu
∗|2Φ2 + |∇u∗|2|∇Φ|2 + |u∗|2|∆bΦ|
2) dx dy.
By Lemma 2.6 we can estimate the middle term containing ∇u∗, taking ε = 12 so thatˆ
R
n+1
+
yb|∆b(u
∗Φ)|2 dx dy ≤ C
ˆ
B+
1
yb(|∆bu
∗|2 + |u∗|2) dx dy
≤ C
(ˆ
B+
1
yb|∆bu
∗|2 dx dy + sup
R≥ 1
4
R−3s −
ˆ
BR
|u|2 dx
)
,
where in the last line we have applied Lemma 2.5. The conclusion follows from the Sobolev
embedding H˙s(Rn) →֒ L
2n
n−2s (Rn).
3 An energy inequality for rescaled solutions
In this section we consider rescalings of a suitable weak solution (u, p) of (1.1) with force f , which
will be important in Section 4. Our choice of rescaling though related is distinct from that in
[CDM17] and inspired by the methods in [LS99]. Let R > 0, M ∈ Rn, L ∈ R+, and p˜ ∈ R, and
define
v(x) =
u(Rx)−M
L
, q(x) =
p(Rx)− p˜
L
R2s−1, g(x) = f(Rx). (3.1)
It follows that in the weak sense (v, q) and g solve{
(−∆)sv +R2s−1M∇v +R2s−1Lv∇v +∇q = R
2s−1
L g,
div u = 0.
(3.2)
We will check that such solutions satisfy an energy inequality by a careful change of variables,
similar to the procedure detailed in [CDM17].
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Lemma 3.1. Let (u, p) be a suitable weak solution of (1.1) with force f and define (v, q) and g as
in (3.1). Then (v, q) with force g satisfies (3.2) weakly and further satisfies the following energy
inequality for any Φ ∈ C∞0 (B
+
1 ) with Φ(x, 0) = ϕ(x):
cn,s
ˆ
B+
1
yb|∆bv
∗|2Φ dx dy ≤ R2s−1L
ˆ
B1
|v|2
2
v · ∇ϕ dx+
ˆ
B1
qv · ∇ϕ dx
+R2s−1M ·
ˆ
B1
|v|2
2
∇ϕ dx+
R2s
L
ˆ
B1
g · vϕ dx
− cn,s
ˆ
B+
1
yb∆bv
∗(2∇v∗∇Φ+ v∗∆bΦ) dx dy. (3.3)
Proof. First, we may assume p˜ = 0, since p˜ would only add a term to the inequality which vanishes,
ˆ
Rn
p˜u(x) · ∇ϕ(x) dx = 0.
From our test function Φ ∈ C∞0 (B
+
1 ) we define Ψ(Rx,Ry) = Φ(x, y) so that Ψ(x, y) ∈ C
∞
0 (B
+
R ).
We let ψ(x) = Ψ(x, 0) and ϕ(x) = Φ(x, 0). We now substitute v and v∗ where possible for u and
u∗ in the energy inequality (2.1). First, using that ∆bv
∗(x, y) = R
2
L (∆bu
∗)(Rx,Ry) we have
cn,s
ˆ
R
n+1
+
yb|∆bu
∗|2Ψ dx dy = cn,sR
n−2sL2
ˆ
B+
1
yb|∆bv
∗|2Φ dx dy. (3.4)
Next we observe that
ˆ
Rn
(
|u|2
2
+ p
)
u · ∇ψ dx
= Rn−1
[ˆ
B1
L2
(
L|v|2
2
+R1−2sq
)
v · ∇ϕ dx +
ˆ
B1
L2
|v|2
2
M · ∇ϕ dx (3.5)
+
ˆ
B1
(M · Lv)(Lv +M) · ∇ϕ dx+
ˆ
B1
|M |2
2
(Lv +M) · ∇ϕ dx+
ˆ
B1
LR1−2sqM · ∇ϕ dx
]
.
The second to last term on the right vanishes because v is divergence free. To address the two
other terms on the last line we use the equation satisfied by u:
0 =
ˆ
Rn
u∇ψ · u+ p∇ψ + fψ − ψ(−∆s)u dx
= Rn−1
ˆ
B1
(Lv +M)∇ϕ · (Lv +M) dx+Rn−1
ˆ
B1
∇ϕLR1−2sq dx+Rn
ˆ
B1
gϕ dx
− cn,sR
n+1RbR−4L
ˆ
B+
1
yb∆bv
∗∆bΦ dx dy, (3.6)
where we have used the properties of u∗ and Φ to observe that
ˆ
ψ(−∆)su dx = cn,s
ˆ
Rn
lim
y→0
ybψ∂y∆bu
∗ dx = −cn,s
ˆ
R
n+1
+
yb∇∆bu
∗ · ∇Ψ dx dy
= cn,s
ˆ
R
n+1
+
yb∆bu
∗∆bΨ dx dy.
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We take the scalar product of M with (3.6) and combine this with (3.5) to see that
ˆ
Rn
(
|u|2
2
+ p
)
u · ∇ψ dx
= Rn−1
[ˆ
B1
L2
(
L|v|2
2
+R1−2sq
)
v · ∇ϕ dx +
ˆ
B1
L2
|v|2
2
M · ∇ϕ dx
]
−Rn
ˆ
B1
M · gϕ dx+ cn,sR
n−2s
ˆ
B+
1
ybM∆bv
∗∆bΦ dx dy. (3.7)
Finally we have
cn,s
ˆ
R
n+1
+
yb∆bu
∗(2∇Ψ∇u∗ + u∗∆bΨ) dx dy = cn,sR
n−2sL2
ˆ
B+
1
yb∆bv
∗(2∇Φ∇v∗) dx dy (3.8)
+ cn,sR
n−2sL
ˆ
B+
1
yb∆bv
∗(Lv∗ +M)∆bΦ dx dy.
Therefore, combining (2.1) which is satisfied by (u, p) with (3.4), (3.7), and (3.8) gives the desired
energy inequality (3.3).
We call these (v, q) suitable weak solutions of (3.2) with force g. Now we simplify (3.3) by
applying the extension estimates of Section 2 to establish control of a local energy term ∆bv
∗ by
only v∗, v, q, and g, without any derivatives of v∗.
Lemma 3.2. Let M ∈ Rn, and let (v, q) with force g be a suitable weak solution of (3.2). Then
we haveˆ
B+
3/4
yb|∆bv
∗|2 dx dy ≤ CR2s−1
ˆ
B1
L|v|3 dx+ C
ˆ
B1
|q||v| dx+ CR2s−1|M |
ˆ
B1
|v|2 dx
+ C
ˆ
B+
1
yb|v∗|2 dx dy + C
R2s
L
ˆ
B1
|g||v| dx. (3.9)
Proof. We take r, s ∈ (3/4, 1) with r < s and r′ = (2r+ s)/3, s′ = (r+ 2s)/3 and a cutoff function
Φ supported in B+s′ which is 1 on B
+
r′ satisfying
|∂yΦ|+ |∇Φ| ≤
C
s− r
, |∇
2
Φ| ≤
C
(s− r)2
.
We further assume that ∂yΦ = 0 on {y <
1
2}, so that |∆bΦ| ≤ C(r − s)
−2 as well, and take this Φ
to be the test function in (3.3). Setting h(r) = cn,s
´
B+r
yb|∆bv
∗|2 dx dy, we then have
h(r) ≤ CR2s−1
ˆ
Bs′\Br′
L|v|3
s− r
dx+ C
ˆ
Bs′\Br′
|q||v|
s− r
dx+CR2s−1|M |
ˆ
Bs′\Br′
|v|2
s− r
dx
+ C
ˆ
B+
s′
\B+
r′
yb|∆bv
∗||∇v∗|
s− r
+
yb|∆bv
∗||v∗|
(s− r)2
dx dy + C
R2s
L
ˆ
Bs′
|g||v| dx. (3.10)
We now look at the two integrals in Rn+1+ . By Young’s inequality we haveˆ
B+
s′
\B+
r′
yb|∇v∗||∆bv
∗|
s− r
dx dy ≤
ˆ
B+
s′
\B+
r′
yb|∆bv
∗|2 dx dy +
C
(s− r)2
ˆ
B+
s′
\B+
r′
yb|∇v∗|2 dx dy.
≤ (h(s)− h(r)) +
C
(s− r)2
ˆ
B+
s′
\B+
r′
yb|∇v∗|2 dx dy, (3.11)
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and similarly
ˆ
B+
s′
\B+
r′
yb|∆bv
∗||v∗|
(s− r)2
dx dy ≤
ˆ
B+
s′
\B+
r′
yb|∆bv
∗|2 dx dy +
1
(s− r)4
ˆ
B+
s′
\B+
r′
yb|v∗|2 dx dy
≤ (h(s)− h(r)) +
1
(s− r)4
ˆ
B+
1
yb|v∗|2 dx dy. (3.12)
To control the integral involving ∇v∗ in (3.11) we apply Lemma 2.6 with a test function Ψ ∈
C∞0 (R
n+1) satisfying supp Ψ ∩Rn+1+ ⊂ B
+
s \B
+
r , Ψ ≡ 1 in B
+
s′\B
+
r′ , and |∇Ψ| ≤
C
s−r to find that
1
(s− r)2
ˆ
B+
s′
\B+
r′
yb|∇v∗|2 dx dy ≤
ˆ
B+s \B
+
r
yb|∆v∗|2 dx dy +
C
(s− r)4
ˆ
B+
1
yb|v∗|2 dx dy
≤ (h(s)− h(r)) +
C
(s− r)4
ˆ
B+
1
yb|v∗|2 dx dy. (3.13)
Combining (3.10)–(3.13) therefore gives
h(r) ≤ C(h(s)− h(r)) +CR2s−1
1
s− r
ˆ
Bs′\Br′
L|v|3 dx+ C
1
s− r
ˆ
Bs′\Br′
|q||v| dx
+ CR2s−1|M |
1
s− r
ˆ
Bs′\Br′
|v|2 dx+ C
R2s
L
ˆ
B1
|g||v| dx
+ C
1
(s− r)4
ˆ
B+
1
yb|v∗|2 dx dy,
so that applying Lemma 6.1 of [Giu03] as in the proof of Lemma 3.2 in [CDM17] we obtain the
conclusion of the lemma.
4 Decay estimates
We now prove decay estimates for suitable weak solutions of (1.1) via a rescaling argument us-
ing excess and energy quantities as well as some associated estimates from Colombo–De Lellis–
Massaccesi [CDM17]. Despite some similarities, however, there are important differences between
their approach and ours because we must deal with a nonzero external force f while [CDM17] works
with f = 0. In order to accommodate nonzero f we will adapt to the fractional setting the blow-up
arguments of Ladyzhenskaya–Seregin [LS99]. First we will define the energy E used in this section
in order to state our main result. In what follows we fix the exponent s ∈ (1, 2) in (1.1) as well as
the γ > 0 for which f ∈ M2s,γ , and do not track below the dependence on s or γ of the constants
below.
Definition 4.1 (Energy). Let E(u, p;x, r) = EV (u;x, r) + EP (p;x, r) + Enl(u;x, r), where
EV (u;x, r) =
(
−
ˆ
Br(x)
|u|3 dx
) 1
3
EP (p;x, r) = r2s−1
(
−
ˆ
Br(x)
|p|
3
2 dx
) 2
3
Enl(u;x, r) =
(
sup
R≥ 1
4
r
( r
R
)3s
−
ˆ
BR(x)
|u|2 dx
) 1
2
.
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Here, EV denotes an energy of the velocity field u, EP denotes an energy of the pressure p, and
Enl denotes a “nonlocal” energy involving the velocity field, in the sense that it depends on u on
all of R5. Above (h)Br(x) denotes −´Br(x) h dx. Many of our statements do not depend on the point
x, so often we take x = 0, denoting E(u, p; r) = E(u, p; 0, r) and so on. For averages we will also
write (h)r to denote (h)Br , an average across a ball of radius r centered at the origin. The main
result of this section is Theorem C below.
Theorem C. There exists ε0 such that if (u, p) is a suitable weak solution of (1.1) with force f
and
lim inf
r→0
r2s−1E(u, p;x, r) < ε0, (4.1)
then x is a regular point of u.
The remainder of this section is dedicated to proving Theorem C as follows. In the first part
of this section we prove the main decay estimate Proposition 4.3 which has a smallness hypothesis
on E with the help of a regularity lemma, Lemma 4.5, which we first assume in the proof of
Proposition 4.3 and then justify afterwards. In the second part of this section we prove Theorem
C from Proposition 4.3. First we iterate Proposition 4.3 to prove Lemma 4.6. Then Lemma 4.7
shows that the original smallness hypothesis on E can also hold with E replaced with E, and finally
Theorem C follows from this by using the rescaling properties of (1.1) and the energy E.
4.1 Proof of Proposition 4.3
Before we state Proposition 4.3 we need to define the excess quantities E.
Definition 4.2 (Excess). Let E(u, p;x, r) = EV (u;x, r) + EP (p;x, r) + Enl(u;x, r), where
EV (u;x, r) =
(
−
ˆ
Br(x)
|u− (u)Br(x)|
3 dx
) 1
3
EP (p;x, r) = r2s−1
(
−
ˆ
Br(x)
|p− (p)Br(x)|
3
2 dx
) 2
3
Enl(u;x, r) =
(
sup
R≥ 1
4
r
( r
R
)3s
−
ˆ
BR(x)
|u− (u)Br(x)|
2 dx
) 1
2
.
Proposition 4.3 (Main decay estimate). Given θ,M, β satisfying
0 < θ ≤
1
2
, M ≥ 3, 0 < β < γ,
there exist ε1 > 0 and R1 > 0 depending on θ,M, β so that if (u, p) is a suitable weak solution of
(1.1) with force f ∈M2s,γ then {
A(u; r) = r2s−1|(u)r| < M
E(u, p; r) + cγ(f)r
β < ε1,
for any r < R1 implies the decay estimate
E(u, p; θr) ≤ c1θ
α1(E(u, p; r) + cγ(f)r
β). (4.2)
Here α1 can be fixed to be any number in (0, 1) and c1 depends only on M and the choice of α1.
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We will prove the proposition by contradiction. First we will set up the argument. Let θ,M, β
be chosen as specified, and suppose that the proposition is false. Then there is a sequence {(uk, pk)}
of steady suitable weak solutions to (1.1) with force fk and rk → 0 satisfying
E(uk, pk; rk) + dkr
β
k = εk → 0, (4.3a)
E(uk, pk; θrk) ≥ c1θ
α1εk, (4.3b)
where dk = cγ(fk), and c1 will be chosen to give a contradiction. By (4.3b), (uk, qk) does not
have excess decay, and we will obtain a contradiction to this in three steps: First in Lemma 4.4
we rescale (uk, pk) and fk to obtain a sequence (vk, qk) which also does not have excess decay but
converges to some (v, q), second in Lemma 4.5 we study the linear equation satisfied by (v, q) and
conclude that it does have excess decay, and third we complete the proof of Proposition 4.3 by using
the convergence (vk, qk)→ (v, q) to see that (vk, qk) does in fact have excess decay for k sufficently
large, which contradicts (4.3b).
Lemma 4.4. Let {(uk, pk)} be a sequence of steady suitable weak solutions to (1.1) with force fk
and rk → 0 satisfying (4.3a). Define
vk(x) =
uk(rkx)− (uk)rk
εk
, qk(x) =
pk(rkx)− (pk)rk
εk
r2s−1k , gk(x) = fk(rkx). (4.4)
Then there exists a subsequence (which we also denote {(vk, qk)}) which converges in the sense of
distributions to a pair (v, p) with v ∈ L2
loc
(R5) and also
vk → v in L
3(B 1
2
,R5), qk → q in L
3
2 (B 1
2
).
Furthermore (v, q) satisfies for all ϕ ∈ C∞0 (B1),ˆ
Rn
v(−∆)sϕ dx−M0 ·
ˆ
B1
v∇ϕ dx−
ˆ
B1
q∇ϕ dx = 0, (4.5)
along with div v = 0 (weakly), (v)1 = 0, (q)1 = 0, and E(v, q; 1) ≤ 1.
Proof. With the rescaling (4.4), changing variables we compute
(−∆)2suk(rkx) =
εk
r2sk
(−∆)2svk(x), ∇uk(rkx) =
εk
rk
∇vk(x), ∇pk(rkx) =
εk
r2s−1k
∇qk(x).
In addition we have
1
εk
EV (uk; θrk) = E
V (vk; θ) =
(
−
ˆ
Bθ
|vk − (vk)θ|
3 dx
) 1
3
1
εk
EP (pk; θrk) = E
P (qk; θ) = θ
2s−1
(
−
ˆ
Bθ
|p− (p)θ|
3
2 dx
) 2
3
1
εk
Enl(uk; θrk) = E
nl(vk; θ) =
(
sup
R≥ 1
4
θ
(
θ
R
)3s
−
ˆ
BR
|u− (u)θ|
2 dx
) 1
2
,
so that
E(vk, qk; 1) ≤ 1 (4.6)
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We may therefore assume after passing to subsequences that there exists (v, q) such that
vk ⇀ v in L
3(B1,R
5), qk ⇀ q in L
3
2 (B1,R
5), (v)1 = 0, (q)1 = 0.
Now we discuss the compactness and strong convergence of {vk} and {qk}. We wish to make
use of the energy inequality (3.9) that we obtained in Lemma 3.2. Indeed the rescalings (4.4)
are exactly of the form in (3.1) with M = (uk)1, p˜ = (pk)1, and L = ǫk. By (4.4) we have that
EV (vk; 1), E
nl(vk; 1), and E
P (qk; 1) are bounded so that the following quantities are all bounded:
ˆ
B1
|vk|
2 dx, sup
R≥1
R−3s
(
−
ˆ
BR
|u| dx
)2
,
ˆ
B1
|vk||qk| dx.
Furthermore, the last term on the right-hand side of the energy inequality (3.9),
r2sk
εk
ˆ
B1
|vk||gk| dx ≤
r2sk
εk
(
−
ˆ
B1
|gk| dx
2
)1
2
(
−
ˆ
B1
|vk|
2 dx
) 1
2
≤ rγ−βk
(
−
ˆ
B1
|vk|
2 dx
) 1
2
,
is also bounded, since γ > β. As a result, (3.9) combined with Lemma 2.5 shows that independently
of k, ˆ
B+
3
4
yb|∆bv
∗
k|
2 dx dy ≤ C.
Thus, using the proof of Lemma 2.7 and the same test function ϕ we find that ‖vkϕ‖H˙s(R5) is
bounded. Therefore by the fractional Rellich-Kondrachov theorem, since 55−2s > 3 when s > 1
we can extract a subsequence of {vk} that converges strongly in L
3(B1/2,R
5), and the strong
convergence of qk in L
3
2 (B1/2) is obtained by the Caldero´n-Zygmund estimates (see [L98]). For
the convergence in R5 in the sense of tempered distributions we use the fact that the nonlocal
excess Enl(vk; 1) controls the L
2(Br) norm for any r > 0, and for pk we use the fact that ∆qk =
div div(vk ⊗ vk).
By now we have shown the strong and weak convergence properties of {(vk, qk)}. Also by the
lower semicontinuity of E it follows from (4.6) that E(v, q; 1) ≤ 1. Therefore it only remains to
show that (v, q) satisfies (4.5). From the rescaling (4.4) we have that (vk, pk) and gk satisfy, for all
ϕ ∈ C∞0 (B1),ˆ
Rn
vk(−∆)
sϕ dx− r2s−1k εk
ˆ
B1
(vk∇ϕ)vk dx− r
2s−1
k (uk)rk ·
ˆ
B1
vk∇ϕ dx−
ˆ
B1
qk∇ϕ dx
=
rk
2s
εk
ˆ
B1
gkϕ dx.
Now observe that by hypothesis
∣∣r2s−1k (uk)rk ∣∣ < M so we may assume r2s−1k (uk)rk → M0 ∈ Rn
with |M0| ≤M . Furthermore we may estimate the term involving gk by
r2sk
εk
(
−
ˆ
B1
|gk|
2 dx
) 1
2
=
r2sk
εk
(
−
ˆ
BRk
|fk|
2 dx
) 1
2
≤
dkr
γ−2s
k
εk
r2sk =
dkr
β
k
εk
rγ−βk ≤ r
γ−β
k → 0.
Therefore we find as desired that v and q satisfy for any ϕ ∈ C∞0 (B1),ˆ
Rn
v(−∆)sϕ dx−M0 ·
ˆ
B1
v∇ϕ dx−
ˆ
B1
q∇ϕ dx = 0,
along with div v = 0 (weakly).
13
Lemma 4.5. Let s ∈ (1, 2) and M0 ∈ R
5 with |M0| ≤M . Then there exists a C > 0 depending on
M and s such that if v ∈ L2
loc
(R5) and q ∈ L3/2(B1) satisfies (4.5)—namely that for all ϕ ∈ C
∞
0 (B1),ˆ
Rn
v(−∆)sϕ dx−M0 ·
ˆ
B1
v∇ϕ dx−
ˆ
B1
q∇ϕ dx = 0,
along with div v = 0 (weakly), (v)1 = 0, (q)1 = 0, and E
nl(v; 1) <∞, then
[v]C1(B1/2) + [q]C1(B1/2) ≤ C
(ˆ
B1
|v|3 dx
) 2
3
+ C
(ˆ
B1
|q|
3
2 dx
) 4
3
+ C
(
sup
R≥ 1
4
R−3s −
ˆ
BR
|v|2 dx
) 1
2
.
(4.7)
Proof. The system is linear with constant coefficients, so we can regularize and assume v, q ∈ C∞.
First we multiply the equation by vϕ1 for ϕ1(x) = Φ1(x, 0), where Φ1(x, y) is a cutoff function
between B+7/8 and B
+
1 , so that
0 =
ˆ
B1
(
q∇ϕ1 · vϕ1 +M0 · ∇ϕ1|v|
2ϕ1 − (−∆)
sv · vϕ21
)
dx.
Then we proceed as in the proof of Lemma 3.2 to find that
ˆ
B+
3/4
yb|∆bv
∗|2 dx dy ≤ C
(ˆ
B1
|q|3/2 dx
)2/3(ˆ
B1
|v|3 dx
)1/3
+ CM
ˆ
B1
|v|2 dx
+C
ˆ
B+
1
yb|v∗|2 dx dy.
Now taking another cutoff function Φ3/4 between B
+
1/2
and B+
3/4
and seek to control ∇u (we denote
ϕ3/4 = Φ3/4|y=0). First we have
ˆ
B3/4
|∇v|2 dx ≤
ˆ
R5
|∇(vϕ3/4)|
2 dx ≤ C
ˆ
R5
|(−∆)s/2(vϕ3/4)|
2 dx ≤ C
ˆ
R
6
+
yb|∆b(vϕ3/4)
∗|2 dx dy,
By Theorem 2.2 the rightmost term is bounded by C
´
R
6
+
yb|∆b(v
∗Φ3/4)|
2 dx dy, and then by Lemma
2.6 we have
C
ˆ
R
6
+
yb|∆b(v
∗Φ3/4)
∗|2 dx dy ≤ C
ˆ
R
6
+
yb
(
|∆bv
∗|2Φ23/4 + |∇v
∗|2|∇Φ3/4|
2 + |v∗|2|∆bΦ3/4|
2
)
dx dy
≤ C
ˆ
B+
1
yb|∆bv
∗|2ϕ23/4 dx dy + C
ˆ
B+
1
yb|v∗|2 dx dy.
Next we establish higher order control of the pressure. Let ψ ∈ C∞0 (B3/4) be a cutoff function
which is identically 1 on B23/32, and let q̂ solve ∆q̂ = div (M0 · ∇(ψv)). Here we are estimating on
a sequence of concentric balls with decreasing radii, which as we will see below are taken as 3/4,
23/32, 11/16, 5/8, 9/16. The explicit choice of radii, however, is not important, though the choice
d affect the size of the constants C in the estimates throughout.
By the Caldero´n-Zygmund estimates we have
‖∇q̂‖L2(B11/16) ≤ ‖M0 · ∇(ψv)‖L2(B11/16) ≤ C‖∇v‖L2(B3/4) + C‖v‖L2(B3/4)
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and since q̂ − q is harmonic,
‖∇(q̂ − q)‖L2(B11/16) ≤ ‖q̂ − q‖L3/2(B23/32) ≤ C
(
‖q‖L3/2(B3/4) + ‖v‖L2(B3/4)
)
.
Therefore,
‖∇q‖L2(B11/16) ≤ C‖∇v‖L2(B3/4) + C‖v‖L2(B1) + C‖q‖L3/2(B1).
Now we have controlled the L2 norms of both ∇u and ∇p. To control higher order derivatives, by
the linearity of (4.5) we can differentiate by applying ∂i to obtain
ˆ
Rn
∂iv(−∆)
sϕ dx−M0 ·
ˆ
B1
∂iv · ∇ϕ dx−
ˆ
B1
∂iq∇ϕ dx = 0.
Take a cutoff function ϕ11/16 between B5/8 and B11/16. Multiplying ϕ11/16 against ∂iu and applying
the same argument as before yields
ˆ
B+
5/8
yb|∆b∂iv
∗|2Φ11/16 dx dy ≤ C
ˆ
B11/16
∂iq∇ϕ11/16 · ∂ivϕ11/16 dx+ C
ˆ
B11/16
|∂iv|
2ϕ11/16 dx
+ C
ˆ
B+
11/16
yb|∂iv
∗|2 dx dy.
Here in analogy to the previous notation Φ11/16(x, 0) = ϕ11/16(x) and Φ11/16 is a cutoff function be-
tween B+5/8 and B
+
11/16. The first term on the right is bounded by C‖∇q‖
2
L2(B11/16)
+C‖∇v‖2L2(B11/16),
so we may conclude
ˆ
B+
5/8
yb|∆b∂iv
∗|2 ≤ C‖v‖2L3(B1) +C‖q‖
2
L3/2(B1)
+ C
ˆ
B+
1
yb|v∗|2 dx dy.
Iterating these estimates k times (on an appropriately chosen decreasing sequence of radii) then
shows
‖v‖Hk(B9/16) ≤ C‖v‖
2
L3(B1)
+ C‖q‖2
L3/2(B1)
+ C
ˆ
B+
1
yb|v∗|2 dx dy,
and for the pressure,
‖q‖Hk(B9/16) ≤ C‖v‖L3(B1) + C‖q‖L3/2(B1) + C
ˆ
B+
1
yb|v∗|2 dx dy.
From Morrey’s embedding theorem when k = 4 combined with Lemma 2.5 which helps bound the
right-hand sides above we obtain the desired conclusion, since
‖v‖C1(B9/16) ≤ C‖v‖H4(B9/16), ‖q‖C1(B9/16) ≤ C‖q‖H4(B9/16).
Proof of Proposition 4.3. Recall that we start with a sequence {(uk, pk)} of steady suitable weak
solutions to (1.1) with force fk and rk → 0 satisfying (4.3a)–(4.3b), and aim to produce a con-
tradiction with (4.3b) in order to prove the Proposition. In the proof of Lemma 4.4 we rescaled
(uk, pk) and fk to (vk, qk) and gk in (4.4). As a result (4.3a) implies E(vk, qk; 1) ≤ 1, which is
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exactly the inequality (4.6) that we used earlier, and (4.3b), which we have not used until now,
becomes equivalent to
E(vk, qk; θ) ≥ c1θ
α1 . (4.8)
Therefore to prove the proposition it now suffices to produce a contradiction with (4.8). We will
show that for sufficiently large k,
EV (vk; θ) ≤ Cθ, E
P (qk; θ) ≤ Cθ
2s, Enl(vk; θ) ≤ C(θ + θ
3s
2 ). (4.9)
This will give the contradiction; from (4.8) we would see that c1θ
α1 ≤ C(θ + θ2s + θ + θ
3s
2 ), which
cannot be true for a c1 > 0 chosen sufficiently large.
First we look at EV and EP . From Lemma 4.4 we know that (vk, qk) converges to a pair (v, q)
which satisfies the equation (4.5). Lemma 4.5 gives estimates for such a solution (v, q) and by the
bound (4.6) we therefore find that
EV (v; θ) ≤ Cθ, EP (q; θ) ≤ Cθ2s.
Furthermore, because of the strong convergence vk → v in L
3(B 1
2
) and qk → q in L
3
2 (B 1
2
) it follows
that for k sufficiently large,
EV (vk; θ) ≤ Cθ, E
P (qk; θ) ≤ Cθ
2s. (4.10)
It remains to look at Enl. We estimate
Enl(vk; θ) =
(
sup
R≥ 1
4
θ
(
θ
R
)3s
−
ˆ
BR
|vk − (vk)θ|
2 dx
) 1
2
≤
(
sup
1
4
θ≤R< 1
4
(
θ
R
)3s
−
ˆ
BR
|vk − (vk)θ|
2 dx+ sup
R≥ 1
4
(
θ
R
)3s
−
ˆ
BR
|vk − (vk)θ|
2 dx
) 1
2
The second term on the right can be bounded as follows:(
sup
R≥ 1
4
(
θ
R
)3s
−
ˆ
BR
|vk − (vk)θ|
2 dx
) 1
2
≤ θ
3s
2 E(vk, qk; 1) + (4θ)
3s
2 |(vk)θ − (vk)1|
≤ θ
3s
2 + (4θ)
3s
2
(
|(vk)θ − (vk)1/2|+ |(vk)1/2 − (vk)1|
)
Noting that |(vk)B1/2 − (vk)B1 | ≤ CE
V (vk; 1) ≤ C then leads to the bound on E
nl,
Enl(vk; θ) ≤
(
sup
1
4
θ≤R< 1
4
(
θ
R
)3s
−
ˆ
BR
|vk − (vk)θ|
2 dx
) 1
2
+ θ
3s
2 + C(4θ)
3s
2
(
1 + |(vk)θ − (vk)1/2|
)
.
Because of the bounds of (4.6), the estimates of Lemma 4.5 imply |(v)θ − (v)1/2| ≤ C, and addi-
tionally for every x ∈ BR with R ≤
1
4 , |v − (v)θ| ≤ CR. Hence(
sup
1
4
θ≤R< 1
4
(
θ
R
)3s
−
ˆ
BR
|v − (v)θ|
2 dx
) 1
2
≤
(
sup
1
4
θ≤R< 1
4
(
θ
R
)3s
R2
) 1
2
≤ Cθ.
We can now apply the strong convergence vk → v in L
3(B 1
2
), qk → q in L
3/2(B 1
2
) to see that
Enl(vk; θ) ≤ C(θ + θ
3s
2 ). (4.11)
Thus (4.10) and (4.11) combine to give (4.9) and complete the proof.
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4.2 Proof of Theorem C
Starting from Proposition 4.3 we now proceed to prove Theorem C. As described earlier we first
iterate Proposition 4.3 and then relate the smallness hypothesis on the excess E to the smallness
hypothesis of Theorem C on the related energy E.
Lemma 4.6 (Iteration of Proposition 4.3). Let θ,M, β, β1 be taken so that
M ≥ 3, 0 < β1 ≤ β < γ, 0 < β1 < α1,
0 < θ ≤
1
2
, c1(M)θ
α1−β1
2 ≤ 1.
There exists ε1 such that if (u, p) are steady suitable weak solutions of (1.1) with force f ∈ M2s,γ
and {
A(u;R) = r2s−1|(u)r| <
M
2
E(u, p; r) + cγ(f)r
β < ε1
for r < R1, with ε1 and R1 as in Proposition 4.3, then following inequalities hold for k = 0, 1, 2, . . .:
A(u; θkr) = (θkr)2s−1|(u)θkr| < M
E(u, p; θkr) + cγ(f)(θ
kr)β < ε1
E(u, p; θk+1r) ≤ θ(k+1)β1(1− θ
α1−β1
2 )−1(E(u, p; r) + cγ(f)r
β).
(4.12)
Proof. We prove the lemma by induction on k. When k = 0 this is a consequence of Lemma 4.5 if
ε1 < ε1, since we have
E(u, p; θr) ≤ c1θ
α1(E(u, p; r) + cγ(f)r
β)
≤ θ
α1+β1
2 c1θ
α1−β1
2 (E(u, p; r) + cγ(f)r
β)
≤ θ
α1+β1
2 (E(u, p; r) + cγ(f)r
β).
Now assume the statement is true for ℓ = 0, . . . , k. We observe that
|(u)r − (u)θr| =
∣∣∣∣−ˆ
Bθr
u− (u)r dx
∣∣∣∣ ≤ (−ˆ
Bθr
|u− (u)r|
3 dx
)1/3
≤
1
θ
5
3
EV (u; r).
Thus,
|(v)θkr| ≤
1
θ
5
3
k−1∑
i=0
EV (u; θir) + |(v)r |,
and as a result,
A(u; θkr) ≤
(θkr)2s−1
θ
5
3
k−1∑
i=0
EV (u; θir) + θk(2s−1)A(u, r).
Using this we may therefore compute that
A(u; θk+1r) ≤
(θkr)2s−1
θ
5
3
k∑
i=0
EV (u; θir) + θ(k+1)(2s−1)A(u; r)
≤
R2s−11
θ5/3
1
1− θβ1
ε1
1− θ
α1−β1
2
+
M
2
< M,
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for ε1 chosen sufficiently small (independent of k). To check the second condition we have that
E(u, p; θk+1r) + cγ(θ
k+1r)β ≤
θ(k+1)β1
1− θ
α1−β1
2
(E(u, p; r) + cγ(f)r
β) + cγ(f)(θ
k+1r)β
≤ θ(k+1)β1
(
E(u, p; r) + cγ(f)r
β
1− θ
α1−β1
2
+ cγ(f)r
β
)
≤ θ(k+1)β12
E(u, p; r) + cγ(f)r
β
1− θ
α1−β1
2
< ε1,
again if ε1 is sufficiently small, independent of k. Finally we check the last condition by applying
Proposition 4.3 to see that
E(u, p; θk+2r) ≤ θ
α1+β1
2 (E(u, p; θk+1r) + cγ(f)(θ
k+1r)β)
≤ θ
α1+β1
2
(
θ(k+1)β1
E(u, p; r) + cγ(f)r
β
1− θ
α1−β1
2
+ cγ(f)(θ
k+1r)β
)
≤ θ
α1+β1
2 θ(k+1)β1
(
E(u, p; r) + cγ(f)r
β
1− θ
α1−β1
2
+ cγ(f)r
β
)
= θ(k+2)β1θ
α1−β1
2
(
E(u, p; r) + cγ(f)r
β
1− θ
α1−β1
2
+ cγ(f)r
β
)
≤ θ(k+2)β1
1
1− θ
α1−β1
2
(
E(u, p; r) + cγ(f)r
β
)
.
Now we can relate a smallness hypothesis for E to the hypothesis on E in Proposition 4.3.
Lemma 4.7. There exist numbers ε0 and R0 such that if
E(u, p; r) + cγ(f)r
γ
2 < ε0, (4.13)
for any r < R0, then u is Ho¨lder continuous in some neighborhood of the origin.
Proof. We take R0 to be the constant R1 obtained in Proposition 4.3 when β =
γ
2 . Because
x → E(u, p;x, r) is continuous, if (4.13) holds then there exists a neighborhood O of the origin
such that
E(u, p;x, r) + cγ(f)r
β < ε0, for all x ∈ O.
Now we claim that E(u, p;x, r) + cγ(f)r
β < ε0 implies
A(u;x, r/2) <
3
2
, (4.14a)
E(u, p;x, r/2) + cγ(f)(r/2)
β < ε1. (4.14b)
Here A(u;x, r) = r2s−1|(u)Br(x)|. For the first inequality we note that
A(u;x, r) < R2s−10 E(u, p;x, r) <
3
2
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if ε0 is taken small enough. For the second inequality, we claim given ε1 > 0 there exists ε0 such
that if E(u, p; r) < ε0 then E(u, p; r/2) < ε1. For this it suffices by the scaling invariance of
r2s−1E(u, p; r) and r2s−1E(u, p; r) to show that there exists ε0 > 0 so that if E(u, p; 2) < ε0 then
E(u, p; 1) < ε1; we observe that
EV (u; 1) ≤
(
−
ˆ
B1
|u|3 dx
) 1
3
+ C|(u)1| ≤ 2
(
−
ˆ
B1
|u|3 dx
) 1
3
≤ Cε0,
and similarly EP (u; 1) ≤ Cε0. For the nonlocal part we have that BR(x) ⊂ BR+1 when R ≥
1
4 so(
sup
R≥ 1
4
R−3s −
ˆ
BR
|u− (u)1|
2 dx
) 1
2
≤ C
(
sup
R≥ 1
4
R−3s −
ˆ
BR
|u|2 dx
) 1
2
+ C|(u)1| ≤ Cε0,
since |(u)1| ≤ C‖u‖L3(B1). Finally it suffices to choose ε0 > 0 small enough so that
Cε0 + Cε0 + Cε0 < ε1.
Having now justified (4.14a) and (4.14b) we may apply Lemma 4.6 with β1 =
1
2 min{α1, γ},
M = 3, β = γ2 , and θ small enough to satisfy the hypotheses of Lemma 4.6. This implies that
E(u, p;x, ρ) ≤ C
(
ρ
r/2
)β
1
,
for all ρ ∈ (0, r/2) and x ∈ O, so that the Campanato criterion implies that u is Ho¨lder continuous
in a neighborhood of the origin.
We can now prove Theorem C.
Proof of Theorem C. It suffices to consider x = 0. Let R0 and ε0 be as in Lemma 4.7. Given (u, p)
and f we choose R > 0 so that
R <
R0
2
,
2R
R0
cγ(f)R
γ
2 < ε0.
Now we use the scaling properties of (1.1). If we define
uτ (x) = τ
2s−1u(τx), pτ (x) = τ
4s−2p(τx), fτ (x) = τ
4s−1f(τx),
then uτ , pτ , and fτ also satisfy (1.1) we have the scaling of the energy,
E(uτ , pτ ;
R0
2
) = τ2s−1E(u, p; τ
R0
2
),
and the scaling of cγ ,
cγ(fτ ) = sup
 1rγ−2s
(
−
ˆ
Br(x)
|fτ |
2 dx
) 1
2
 .
19
Observe also that
1
rγ−2s
(
−
ˆ
Br(x)
|fτ |
2 dx
) 1
2
=
1
rγ−2s
(
−
ˆ
Bτr(x)
|τ4s−1f |2 dx
) 1
2
= τγ+4s−3
1
(τr)γ−2s
(
−
ˆ
Bτr(x)
|f |2 dx
) 1
2
≤ τγ+4s−3cγ(f).
We may check therefore with τ = 2RR0 < 1 that
E(uτ , pτ ;
R0
2
) + cγ(fτ )(R0/2)
γ/2 ≤ τ2s−1
(
E(u, p;R) + τγ+2s−2cγ(f)(R0/2)
γ/2
)
≤ τ2s−1
(
E(u, p;R) + τγ/2+2s−2cγ(f)R
γ/2
)
< Cε0
Therefore if ε0 is chosen sufficiently small then by Lemma 4.7, uτ and thus u is Ho¨lder continuous
in a neighborhood of the origin.
5 Proof of Theorem B
Theorem B will be proved in this section. It is an immediate consequence of Proposition 5.1 below,
which in turn follows directly by combining Theorem C with Lemmas 5.3, 5.4, and 5.5 which make
up the remainder of this section. The arguments here are derived from those in [CDM17] and
[TY16] but the time-independence of (1.1) allows for some simplifications.
Before proceeding to the results of this section we need to define a higher order energy E and
some quantities related to E in Section 4.
We define the following energy which is the natural analogue in our case to the energy used in
[CDM17],
E(u;x, r) = r−7+6s
ˆ
B+r (x)
yb|∇(∇u)♭|2 dx dy, (5.1)
and seek to show that the smallness of E will imply the hypothesis of Theorem C. That is, we
assume lim supr→0 E(u;x, r) is small and seek to bound the three quantities in the hypothesis of
Theorem C. Note that E is scale invariant in the sense that E(uτ ;x, r) = E(u;x, τr) for the scaling
u→ uτ of (5.1). In what follows it suffices to consider x = 0 and u is fixed, so we drop these from
the arguments for E and simply write E(r) for this energy.
We further define the following quantities which are also scale-invariant:
T (r) = r7s−2 sup
R≥ r
4
1
R3s
−
ˆ
BR
|u|2 dx, C(r) = r−8+6s
ˆ
Br
|u|3 dx, D(r) = r−8+6s
ˆ
Br
|p|
3
2 dx.
These quantities are closely related to the energy E of Theorem C:
r2s−1E(u, p; r) = T (r)1/2 + C(r)1/3 +D(r)2/3. (5.2)
Therefore to prove Theorem B it suffices to show Proposition 5.1 below, which is the main result
of this section.
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Proposition 5.1. Given ε0 > 0, there exists ε > 0 such that if lim supr→0 E(r) < ε, then
lim sup
r→0
T (r) + C(r) +D(r) < ε0. (5.3)
The rest of this section is devoted to proving Lemmas 5.3, 5.4, and 5.5, which together with
Theorem C directly imply Proposition 5.1. In order to prove Lemma 5.3 though we first need to
introduce and compare with E the following auxiliary scale-invariant quantity
B(r) = r−5+4s
ˆ
Br
|∇u(x, t)|2 dx.
After proving this decay estimate for B in Lemma 5.2 we continue through the proofs of Lemmas
5.3–5.5 to conclude this section.
Lemma 5.2. Let s ∈ (1, 2). There exists a C > 0 such that for any u ∈ H˙s(R5),
lim sup
r→0
B(r) ≤ C lim sup
r→0
E(r). (5.4)
Proof. We claim there exists θ ∈ (0, 1/4) such that
B(θr) ≤
1
2
B(r) + CE(r). (5.5)
If so, then by the scaling invariance of B if we let lim supr→0 E(r) = ε we may take r0 > 0 such
that E(r) < 2ε for all r < r0 and then apply (5.5) to see that
B(θkr) ≤
(
1
2
)k
B(r) + C
k−1∑
j=0
(
1
2
)j
ε, k = 1, 2, . . .
which shows that there indeed exists C such that lim supr→0 B(r) ≤ C lim supr→0 E(r).
Again by the scaling invariance of B and E , it suffices to prove this claim for r = 1. First, we let
w = ∇u so that w♭ = (∇u)♭ (recall the definition of the extension w♭ from Theorem 2.1). Therefore
by the fundamental theorem of calculus,
w♭(x, y) = w(x) +
ˆ y
0
∂zw(x, z) dz (5.6a)
w(x) = w♭(x, y) −
ˆ y
0
∂zw(x, z) dz. (5.6b)
Noting that |∂zw
♭| ≤ |∇w♭|, we can take the the square of (5.6a) and apply Ho¨lder’s inequality to
obtain
|w♭|(x, y) ≤ C|w|2(x) + C
(ˆ y
0
|∇w♭| dz
)2
≤ C|w|2(x) + C
(ˆ y
0
zb|∇w♭|2 dz
)(ˆ y
0
z−b dz
)
We can similarly do this for (5.6b). Since b = 3 − 2s > −1 we can therefore conclude that for
y ∈ [0, 1],
|w♭|2(x, y) ≤ C|w|2(x) + C
ˆ y
0
zb|∇w♭|2(x, z) dz, (5.7a)
|w|2(x) ≤ C|w♭|2(x, y) + C
ˆ y
0
zb|∇w♭|2(x, z) dz. (5.7b)
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Integrating (5.7a) on B+1 gives ˆ
B+
1
|w♭|2 dx dy ≤ CB(1) + CE(1),
and integrating the (5.7b) on Bθ × [θ, 2θ] and then multiplying by θ
−6+4s gives
B(θ) ≤ Cθ−6+4s
ˆ
Bθ×[θ,2θ]
|w♭|2 dx dy + Cθ−6+4sE(1).
We will estimate above the first integral on the right:
ˆ
Bθ×[θ,2θ]
|w♭|2 dx dy ≤ C
ˆ
Bθ×[θ,2θ]
∣∣∣∣∣w♭ − −
ˆ
B1×[θ,1]
w♭ dx˜ dy˜
∣∣∣∣∣
2
dx dy + Cθ6
∣∣∣∣∣−
ˆ
B1×[θ,1]
w♭ dx˜ dy˜
∣∣∣∣∣
2
≤ C
ˆ
B1×[θ,1]
∣∣∣∣∣w♭ − −
ˆ
B1×[θ,1]
w♭ dx˜ dy˜
∣∣∣∣∣
2
dx dy + Cθ6
ˆ
B+
1
|w♭|2 dx dy
≤ C
ˆ
B1×[θ,1]
|∇w♭|2 dx dy + Cθ6
ˆ
B+
1
|w♭|2 dx dy
≤ Cθ−3+2s
ˆ
B+
1
yb|∇w♭|2 dx dy + Cθ6
ˆ
B+
1
|w♭|2 dx dy
≤ Cθ−3+2sE(1) + Cθ6
ˆ
B+
1
|w♭|2 dx dy.
Putting everything together we therefore find that
B(θ) ≤ Cθ4s
ˆ
B+
1
|w♭|2 dx dy + C(θ−6+4s + θ−9+6s)E(1)
≤ Cθ4sB(1) + C(θ4s + θ−6+4s + θ−9+6s)E(1).
Therefore choosing θ sufficiently small proves the claim and therefore concludes the proof.
Lemma 5.3. Let s ∈ (1, 2). There exists a C > 0 such that for any function u ∈ H˙s(R5),
lim sup
r→0
T (r) ≤ C lim sup
r→0
E(r). (5.8)
Proof. We claim there exists θ ∈ (0, 1/4) such that
T (θr) ≤
1
2
T (r) + CB(r). (5.9)
If so, then by applying Lemma 5.2 this would imply lim supr→0 T (r) ≤ C lim supr→0 E(r) by the
same reasoning as given in the proof of Lemma 5.2. Again it suffices to prove this for r = 1 by
scaling invariance. To this end we compute for ρ ∈ [θ4 ,
1
4 ] that
−
ˆ
Bρ
|u|2 dx ≤ C −
ˆ
Bρ
|u− (u)B1 |
2 dx+ C
∣∣∣∣−ˆ
B1
u dx
∣∣∣∣2
≤ C
1
ρ5
ˆ
Bρ
|u− (u)B1 |
2 dx+ C sup
R≥ 1
4
1
R3s
−
ˆ
BR
|u|2 dx
≤ C
1
θ5
ˆ
B1
|∇u|2 dx+ C sup
R≥ 1
4
1
R3s
−
ˆ
BR
|u|2 dx.
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Therefore
sup
R≥ θ
4
1
R3s
−
ˆ
BR
|u|2 dx ≤ C
1
θ3s
sup
R≥ 1
4
1
R3s
−
ˆ
BR
|u|2 dx+ C
1
θ5+3s
ˆ
B1
|∇u|2 dx,
and multiplying by θ7s−2 gives T (θ) ≤ Cθ4s−2T (1) + Cθ4s−7B(1), so that we establish the claim
and conclude the proof by taking θ sufficiently small.
Lemma 5.4. Let s ∈ (1, 2). There exists a C > 0 and ε > 0 such that for any function u ∈ H˙s(R5),
if lim supr→0 E(r) < ε then
lim sup
r→0
C(r) ≤ C lim sup
r→0
E(r). (5.10)
Proof. We compute
ˆ
Bθ
|u|3 dx =
ˆ
Bθ
|u|(|u|2 − |(u)B1 |
2) dx+
ˆ
Bθ
|u||(u)1|
2 dx
≤
(ˆ
B1
|u|3 dx
)1/3 (ˆ
B1
|u− (u)B1 |
3 dx
)2/3
+ |(u)1|
2
(ˆ
Bθ
|u| dx
)
≤ C
(ˆ
B1
|u|3 dx
)1/3(ˆ
B1
|∇u|2 dx
)
+ θ10/3
(ˆ
B1
|u|3 dx
)2/3(ˆ
Bθ
|u|3 dx
)1/3
≤ C
(ˆ
B1
|u|3 dx
)1/3(ˆ
B1
|∇u|2 dx
)
+
2
3
θ5
ˆ
B1
|u|3 dx+
1
3
ˆ
Bθ
|u|3 dx.
Therefore we can absorb the last term on the right to obtain
C(θ) ≤ Cθ6s−3C(1) + Cθ6s−8C(1)1/3B(1)
≤ Cθ6s−3C(1) + Cθ3(6s−8)C(1)B(1) + CB(1).
So if we choose ε sufficiently small and then θ sufficiently small we have
C(θ) ≤
1
2
C(1) + CB(1), (5.11)
which implies the lemma.
Lemma 5.5. Let s ∈ (1, 2). There exists a C > 0 and ǫ > 0 such that for any suitable weak steady
solution (u, p) of (1.1), if lim supr→0 E(r) < ε then
lim sup
r→0
D(r) ≤ C lim sup
r→0
E(r). (5.12)
Proof. Let ϕ be a cutoff function between B1/2 and B3/4 and denote the fundamental solution of
∆ in R5 by −C5
1
|x|3 , where C5 > 0. We will decompose p as in [CKN82]. First,
p(x)ϕ(x) = −C5
ˆ
R5
1
|x− y|3
∆y(pϕ) dy
= −C5
ˆ
R5
1
|x− y|3
[p∆ϕ+ 2∇p · ∇ϕ+∆p] dy.
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So we may write p = p1 + p2,1 + p2,2, with
p1(x) = C5
ˆ
R5
p(y)
|x− y|3
∆ϕ(y) dy + 6C5
ˆ
R5
p(y)
|x− y|5
(x− y) · ∇ϕ(y) dy, (5.13a)
p2,1(x) = C5
ˆ
R5
1
|x− y|3
(ui − ui1)(u
j − uj1)∇ijϕ dy
+ 2C5
ˆ
R5
∇i
(
1
|x− y|3
)
(ui − ui1)(u
j − uj1)∇jϕ dy, (5.13b)
p2,2(x) = C5
ˆ
R5
∇ij
(
1
|x− y|3
)
(ui − ui1)(u
j − uj1)ϕ dy (5.13c)
For p1, from the choice of cutoff function we have
|p1(x)| ≤ C
(
−
ˆ
B1
|p|3/2 dx
)2/3
, for all x ∈ B1/4,
and therefore
θ−8+6s
ˆ
Bθ
|p1|
3/2 dx ≤ Cθ−3+6sD(1).
Continuing for p2,1 we obtain
|p2,1(x)| ≤ C
ˆ
B1
|u− u1|
2 dx ≤ C
ˆ
B1
|∇u|2 dx,
θ−8+6s
ˆ
Bθ
|p2,1|
3/2 dx ≤ Cθ−3+6sB(1).
Finally for p2,2 we have by the Caldero´n-Zygmund theorem that
ˆ
Bθ
|p2,2|
3/2 dx ≤
ˆ
B1
|u− u1|
3 dx ≤ C
(ˆ
B1
|∇u|2 dx
)3/2
,
θ−8+6s
ˆ
Bθ
|p2,2|
3/2 dx ≤ Cθ−8+6sB(1)3/2.
Putting everything together we conclude that
D(θ) ≤ Cθ−3+6sD(1) + Cθ−3+6sB(1) + Cθ−8+6sB(1)3/2,
so if we choose θ sufficiently small we obtain
D(θ) ≤
1
2
D(1) + CB(1) +CB(1)3/2, (5.14)
which implies the result of the lemma.
Appendix
We include here a short proof of Theorem A which follows as a consequence of Theorem B by the
standard covering argument in [CKN82].
24
Proof of Theorem A. By Theorem B we have that if
lim sup
r→0
r−7+6s
ˆ
B+r (x)
yb|∇(∇u)♭|2 dx dy < ε (A.1)
then u is Ho¨lder continuous in a neighborhood of x. Given δ > 0, for each x ∈ S take a B+rx(x)
with rx < δ such that
r−7+6sx
ˆ
B+rx (x)
yb|∇(∇u)♭|2 dx dy > ε.
Let Vδ =
⋃
xB
+
rx(x), a neighborhood of S. By the Vitali covering lemma there is a disjoint countable
subfamily {B+ri(xi)}, where ri = rxi , such that such that Vδ ⊆
⋃
iB
+
ri(xi), and∑
i
(5ri)
7−6s ≤ 57−6s
∑
i
ε−1
ˆ
B+ri (xi)
yb|∇(∇u)♭|2 dx dy ≤ 57−6sε−1
ˆ
Vδ
yb|∇(∇u)♭|2 dx dy. (A.2)
Furthermore
∑
i(5ri)
6 ≤
∑
i(5ri)
6s−1(5ri)
7−6s ≤ (5δ)6s−1
∑
i(5ri)
7−6s, which implies that the
Lebesgue measure of Vδ is bounded by
ε−156δ6s−1
ˆ
Vδ
yb|∇(∇u)♭|2 dx dy ≤ ε−156δ6s−1
ˆ
R
n+1
+
yb|∇(∇u)♭|2 dx dy.
This implies that given δ˜ > 0 there exists δ > 0 such that |Vδ| < δ˜. Therefore it follows from (A.2)
that H7−6s(S) = 0.
Remark. We can observe that yb|∇(∇u)♭|2 is integrable by looking at its Fourier transform:
ˆ
R
6
+
yb|∇(∇u)♭|2 dx dy ≤ C
ˆ
R
6
+
yb
(
|ξ|4|û(ξ)ψ(|ξ|y)|2 + |∂yû(ξ)ψ(|ξ|y)|
2
)
dξ dy
= C
ˆ
R
6
+
yb|ξ|4−1−b|û(ξ)|2
(
|ψ(y)|2 + |ψ′(y)|2
)
dξ dy
= C
ˆ
R5
|ξ|2s|û(ξ)|2 dξ
= C‖u‖H˙s <∞. (A.3)
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