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ABSTRACT: This review addresses the inconsistencies in interpreting
measurements of intrinsic catalyst properties using lab-scale devices.
Any experiment must be analyzed in the framework of a model for
which the choice and assumptions regarding the necessary parameters
must be based on critical reasoning. Physical intuition about the
properties of the system is required for both rigorous 3D computational
and simpliﬁed analytic descriptions. Any divergence between hypothesis
and characteristics of the systems aﬀects both the investigation of
intrinsic catalytic properties and the later industrial design where
parameters are extrapolated outside their obtained operating range. In
this work, we make an overview of the underlying physics of
photocatalytic reactions, while focusing on pertinent hypothesis, and
discuss the consequences for the most basic reactor designs for which
guidelines and criteria are provided to meet their premise.
■ INTRODUCTION
Photocatalysis is still seldom used in industry despite the
explosive increase in research eﬀorts.1,2 There are two research
areas that have too little exchange of information and ideas:
catalyst fabrication and reactor design. Unfortunately, these
disparate contributions do not amount to industrial develop-
ment if there is not a shared basic knowledge. This paper is
aimed at providing a common ground.
Intrinsic kinetics are of paramount importance when
developing new catalytic materials. The comparison across
diﬀerent research groups can be possible only if the
performance of the catalyst is decoupled from the reactor
design. In this way the best approach, for example, to increase
quantum eﬃciency or material resistance can be spotted early
on and a more rational trend can follow. It is far too common
that research design is motivated by the history of the group or
simply left to chance. While diverging toward new ideas has its
indisputable value, serendipity has a statistical disadvantage.
Purposeful design exerted by a closely interconnected
community is the only way to move forward.
Knowledge of the intrinsic properties of a catalyst are
essential to optimizing reactor design. This entails not only
tuning the mixing rate or superﬁcial velocity according to the
mass transfer requirements. The particle density and spatial
distribution required to achieve economically feasible con-
versions deﬁne the optical properties of the system, which are
necessary for determining the slurry volume for a given light
intensity. Moreover, the dynamics of these slurries can alter the
particle distribution and aﬀect their aggregation state which
impacts their usage of light. These decisions are not as
straightforward as maximizing output, but are also aﬀected by
operation and material costs, as well as downstream separation.
These decisions have to be taken a priori based on an accurate
knowledge of the catalytic material, as changing operating
conditions may not be suﬃcient to render the process
economically feasible and encourage industrial implementa-
tion.
Intrinsic catalyst properties denote values that are
independent of reactor design or are explicitly deﬁned inside
the operating range for which their validity holds. For example
reaction kinetics should be decoupled from mass transfer and
light dependency should be accurately described. If simpliﬁ-
cations are sought, their applicability regime should be clearly
speciﬁed. Optical properties for dispersed systems are based on
collective particle characteristics, that is, both particle density
and aggregation state. Explicit information on the size
distribution and the agglomeration development should be
given such that the signiﬁcance of the measurement is not
limited to that particular system, but adds to a broader physical
intuition that could in the end lead to predictive models.
The objective of this review is to provide guidelines and
criteria for the measurement of intrinsic catalyst properties
using lab-scale devices and build on the physical intuition for
those who are more comfortable with the mathematical
description of the phenomena. We start with the dependency
of the reaction rate on the local light intensity. Next, we study
how to determine the light intensity across the system based
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on the distribution and properties of the catalytic material.
Finally, the mass transfer is analyzed both inside and outside
the porous structure. While the ﬁrst three sections are
presented for clarity separately by decoupling their complexity,
in the last section we integrate the most important conclusions
in an overview regarding reactor design. We address both
suspended small photocatalytic particles and wall-coated ﬁlms
of photocatalysts and present the fundamental designs for ideal
systems and the deviations that can still be treated analytically.
These basic designs can be employed under certain operation
conditions for the most commonly used reactors based on the
criteria for these approximations.
■ ELECTRON−HOLE PAIR GENERATION
A photocatalyst is a semiconductor that absorbs photons of
equal or higher energy than its band gap which excites
electrons from the valence band into the conduction band,
leaving positive holes in the valence band of the photocatalyst.
The generated electrons and holes can migrate to the surface
to engage in redox reactions with adsorbed substrates. This is,
however, in competition with electron−hole recombination in
the bulk or on the surface of the photocatalyst within a very
short time, releasing energy in the form of heat or photons.3
To maximize the reaction eﬃciency, recombination should be
minimized.
Several ways to reduce electron−hole pair recombination
(i.e., enhance the charge separation) via modiﬁcation of the
photocatalysts have been proposed in literature. One is to
deposit ﬁne noble metals on the photocatalyst surface.4,5 While
this is an eﬀective approach, one should be aware that such
noble metals might also give a catalytic eﬀect in the absence of
light, which can obscure experimental results.6 Another
approach is doping the photocatalyst with metal ions. This
may both enhance the charge separation and the response in
the visible light range, but for some metals (e.g., transition
metals) it may also reduce the charge separation.7,8 Coupling
two semiconductors with diﬀerent band gaps is an alternative
way to enhance electron−hole separation.8 The eﬀect of
particle size on recombination is complex: some authors report
a reduced charge separation with reducing particle size from
100 to 10 nm,9 while others report increased charge separation
with reducing particle size down to 10 nm.10 Moreover, the
eﬀect of doping on the charge separation can strongly depend
on the particle size.11 A complicating factor is that the crystal
phase has an inﬂuence on charge separation (anatase versus
rutile for TiO2) but the crystal phase is also inﬂuenced by
particle size.
The generation and recombination of electron−hole pairs
strongly inﬂuences the reaction kinetics. There is an ongoing
debate about the inﬂuence of light intensity and the
corresponding regimes. In most photoreactors both regimes
coexist: high intensity close to the illumination source and
diminishing intensity as light travels through the reactor farther
from the source. Thus, a proper kinetic rate expression must
take this distribution into account. There are mainly two
approaches that we are aware of when deriving the dependency
on light intensity, I: the mechanistic approach and the
semiconductor physics approach.
In the mechanistic approach a kinetic model is set up based
on the law of mass action for both chemical species and
electron hole pairs, namely that the rate at which they react is
dependent on the diﬀusion driven collisions which are directly
proportional to their concentration. In this case, the
recombination rate is deﬁned as rrecomb = krecomb[h
+][e−],
where krecomb is the recombination reaction rate constant, [h
+]
and [e−] are the positive and negative charge carrier
concentrations. The simpliﬁcation rrecomb = krecomb[h
+]2 can
be made for ideal intrinsic semiconductors for which the
positive and negative charge carriers are in equal concen-
tration. Intentional or unintentional doping will lead to an
excess for one of the carriers. This leads to the proportionality
of the photocatalytic reaction rate to r ∝ [h+] ∝ I0.5 when the
consumption of holes due to the chemical reaction is negligible
compared to the recombination rate, following the charge
carrier governing equation: I ≈ rrecomb ≈ G, where G is the
generation rate.12−14 The transition of the exponent from 0.5
to 1 is explained by the competition between electron−hole
recombination and photocatalytic reactions.15−17 Given the
very small quantum eﬃciencies (less than 1%) for these
reactions, we ﬁnd the assumption unreliable.
The semiconductor approach starts also from the charge
carriers governing equation using the same assumption
regarding the negligible consumption of holes and electrons
due to reaction, hence [h+][e−] ≈ G/krecomb. Here, the
generation rate dependency on the local light intensity is
directly quantiﬁed: G = αϕ/ℏω, where α is the absorption
coeﬃcient, ϕ the photon ﬂux density, and ℏω is the photon
energy. Light absorption follows the Lambert−Beer law ϕ(x) =
ϕ0e
−αx. However, the reaction dependency on the electron/
hole concentration is extended beyond the mechanism of an
elementary reaction. Nielsen et al.18 follow the electro-
chemistry reasoning, namely that the driving force for the
reaction rate is the photovoltage, Vph, which can be derived
based on semiconductor physics:
eV k T
h e
h e
lnph B
0 0
= [ ][ ]
[ ] [ ]
+ −
+ −
(1)
where e is the elementary charge, kB is the Boltzmann constant,
and T is the temperature. Moreover, when the photovoltage
drives a rate-limiting electron transfer process, the rate depends
exponentially on the photovoltage:
r e
h e
h e
k TeV /
0 0
ph B∝ = [ ][ ]
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+ −
+ −
(2)
which gives in the end the following expression:
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The denominator is a material characteristic, as well as the light
absorption coeﬃcient α, which can be measured experimen-
tally using time-resolved microwave photoconductivity via the
minority carrier lifetime and the equilibrium hole concen-
tration.19
Nielsen et al. do allow for an exponent smaller than 1,
( )r h eh e0 0∝
γ[ ][ ]
[ ] [ ]
+ −
+ − , where γ is the corresponding transfer
coeﬃcient for the electron transfer process. The transfer
coeﬃcient is a material characteristic related to its morphology
which corrects the model for additional phenomena that were
not accounted for. One must be aware that the above
derivation is valid for ideal intrinsic semiconductors with a
homogeneous crystalline lattice. There are multiple phenom-
ena that involuntarily appear in an experimental system such as
trap-assisted generation and recombination that arise from
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crystalline defects (e.g., unintentional n-doping in TiO2 due to
oxygen vacancies) or impurities. Not to forget, the surface itself
is a severe disruption of the periodic crystal.
The transfer coeﬃcient is fundamentally diﬀerent from the
exponent in the mechanistic approach and does not depend on
the intensity of light. Nielsen et al. also draws attention on the
confusion related to the apparent order in light intensity and
shows that also for their system if they simply ﬁt the
conversion data to a power law equation, rexp. = bIapp
γ they
ﬁnd a variable, the apparent reaction order γapp that decreases
to an asymptotic value for increasing catalyst thickness. This
variation in γapp comes from the interplay between reaction rate
and diﬀusion, and therefore, another possible explanation for
the experimental ﬁndings in literature regarding the variation in
the order of light is that for high intensities the reaction rate is
fast and diﬀusion is prevailing, while for low intensities the
reaction rate becomes limiting and mass transfer limitations
can be neglected. This is also supported in Visan et al. where γ
remains 1 for a wide range of light intensities due to the
accurate modeling of internal and external mass transport.20
■ RADIATIVE TRANSFER
The propagation of light in heterogeneous (particulate)
systems such as photocatalytic slurries is inﬂuenced essentially
by two processes: elastic scattering and absorption. Scattering
represents a redistribution of light in all directions, but usually
with diﬀerent intensities in diﬀerent directions (anisotropic)
depending on the characteristics of the particles such as
refractive index, composition, size distribution, morphology
and dynamics (change in orientation). Absorption depends on
the local light intensity given by the modiﬁed electromagnetic
ﬁeld upon light-particle interactions as explained below.
The most general mathematical representation for the total
electromagnetic ﬁeld in the presence of arbitrary particles is
given by Maxwell’s equations. Solving even for a single particle
is not a trivial endeavor.21 Such computations are important
for optical anisotropic particles or for complex geometries and
can also provide insight into the eﬀect of neighboring particles.
This modeling based on fundamental electromagnetic theory
provides light scattering properties for realistic systems.
The relevance for photocatalytic dispersed systems is mostly
related to the light intensity distribution which can be solved
using the scalar radiative transfer equation (RTE). The
derivation of RTE from Maxwell’s equations in the far ﬁeld
showing the underlying assumptions is covered by Ripoll.22
The change in light intensity at every location is solved
considering the incoming light that is the light from the source
plus the scattered light coming from other particles, and the
outgoing light, namely the scattered light contribution of that
particular location and the loss due to absorption. Here, the
wavelength-dependent light interaction properties, the spectral
volumetric absorption and scattering coeﬃcients, αλ and σλ, as
well as the scattering phase function, p(Ω′ → Ω), have to be
imported to resolve the spectral radiation intensity, Iλ,Ω(s, t)
reaching a given point s(x) in space and time t, having a given
direction of propagation Ω deﬁned by the polar and azimuthal
angles, traveling along distances measured by the spatial
parameter s.
I s t
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For the rigorous RTE, isotropic scattering and diﬀuse
reﬂectance phase functions are usually used.23−28 The accuracy
of the solutions is dictated by simpliﬁcations made on the
scattering spatial distribution function.29 For symmetry
arguments, the six-ﬂux30 and two-ﬂux16,31−33 approximations
are utilized the most. The former assumes 3D scattering in the
six directions of the Cartesian coordinates, while the latter
takes into account only forward and backscattering.
Scattering is always detrimental to the overall energy
absorption. Since the scattered light is not lost for the system,
but merely contributes to other directions, the change in
direction inside the reactor could be intuitively understood as
an overall decrease in the optical path. The change in direction
inside the reactor will limit the penetration distance
accordingly. The change in optical path for diﬀerent scattering
models is illustrated in Figure 1 by the absorbed light fraction,
Ψ, solved for diﬀerent scattering albedos, ω, which represents
the ratio between the scattering coeﬃcient and the sum of
scattering and absorption coeﬃcients. Light absorption is
underestimated to the greatest extent in the two ﬂux model
due to the highest optical path decrease coming from
considering only backscattering.
We argue that a more rational approach should be sought.
The coherence between modeling and the properties of the
particles is usually missing in the photocatalytic literature.
Building a physical intuition is a prerequisite toward under-
standing the dominant characteristics of each system and
provides arguments for simplifying the general RTE. Moreover,
intrinsic optical properties, namely the real and imaginary parts
of the complex refractive index, n and k, cannot be measured
directly, but must be derived from measurable quantities. The
measured quantities have to be interpreted in the framework of
the RTE model to generate the necessary coeﬃcients.34−38 In
order to ﬁt the measured quantities, external inputs such as the
scattering phase function are required.
Figure 1. Absorbed light fraction vs optical thickness for diﬀerent
scattering albedos. The dashed lines indicate results predicted by the
two-ﬂux model (TFM), while the continuous lines depict the six-ﬂux
model (SFM). Figure reproduced with permission from ref 30.
Copyright 2007 Elsevier.
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That is why a good starting point for evaluating the optical
properties of individual particles is the scattering angular
dependency with the particle size. Useful guidelines are
provided by known solutions for Maxwell’s equations solved
for diﬀerent limiting cases such as scattering by homogeneous
spheres (Mie scattering). The scattering phase function is
illustrated with polar plots in Figure 2 where x is the
normalized diameter
x
dmmediumπ
ν
=
(5)
where d is the diameter of the particle, mmedium is the refractive
index of the nonabsorbing surrounding medium and ν is the
wavelength. As particles become larger (x > 3), isotropic
scattering changes to a preferential forward direction.
The scattering magnitude can also be quantiﬁed using the
scattering cross section which represents the area that would
capture the energy of the incident beam equal to the total
energy that is scattered in all directions. The corresponding
normalized parameter is the scattering eﬃciency which is equal
to the scattering cross section divided by the particle cross
section area projected onto a plane perpendicular to the
incident beam. The scattering eﬃciency as a function of
particle diameter is illustrated in Figure 3 for TiO2 particles.
Even if the scattering eﬃciency is presented for 560 nm
wavelength due to the visible range interest for the coating
industry, a general trend can be noticed. Scattering is negligible
for particle sizes much smaller than the wavelength, x < 0.6
(0.16 μm in Figure 3), while maximum scattering is achieved
when particle sizes approach the wavelength. The scattering
eﬃciency levels oﬀ at a value 2 for larger particles, x > 3 (0.8
μm in Figure 3), which is characteristic for the geometric
scattering regime. A general observation is that large particles
scatter twice more light than is geometrically incident upon
them.
The scattering coeﬃcients selected from literature should
correspond to the particle size regime of interest and special
care should be given to the radiative transfer model used to
extract these optical properties from measurements. A poor
choice for external inputs such as the scattering phase function
can lead to erroneous coeﬃcients which propagate into further
modeling.
Dispersed systems have an inevitable degree of agglomer-
ation. Agglomerate sizes in slurries are above 100 nm; in other
words, above the negligible Rayleigh regime. Therefore, the
lower particle size range for practical applications corresponds
to the highest degree of scattering. Nevertheless, the
experimentally observed strong light attenuation for ﬁne
particle slurries is still related to the eﬃcient absorption of
light by the highly dispersed system. For smaller particles,
absorption is always the dominant process due to the higher
probability of light−particle interaction. However, larger
agglomerates with forward scattering are more prominent in
realistic conditions. As aggregation develops, the decrease in
absorption is independently accompanied by a decrease in
scattering. It is a general misunderstanding that the decrease in
absorption is due to enhanced scattering. As the particle size
increases, the main reason for lower absorption eﬃciencies is
the shadowing eﬀect. The exponential decay of light inside the
particle agglomerate renders smaller internal eﬀectiveness
factors20 (see reactor design section). Most of the light is
then absorbed by only the outer agglomerate material.
While the accurate interplay between scattering and
absorption is given by rigorously solving the RTE,
simpliﬁcations can be used under certain conditions.
Decoupling scattering and absorption processes can be veriﬁed
by observing how attenuation scales with particle concen-
tration. If a linear proportionality exists, then the scattering of
neighboring particles does not add up to the light reaching
every particle. The important implication concerns cumulative
scattering. Scattering of individual particles can be summed up
due to no interference from neighboring particles, namely
Figure 2. Polar plots of the scattering phase function for diﬀerent
particle sizes with mparticle = 1.33 and mmedium = 1. Figure reproduced
with permission from ref 39. Copyright 2007 Wiley-VCH Verlag
GmbH.
Figure 3. Scattering eﬃciency vs TiO2 particle size (mparticle = 2.73)
embedded in resin (mmedium = 1.5) at 560 nm.
40 The ripple structure
comes from constructive and destructive interference between
incident and forward scattered light. Figure reproduced with
permission from ref 40. Copyright 2014 Springer International
Publishing.
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photons are scattered only once. This is a valid assumption for
relevant particle concentrations in photocatalysis, which are on
the order of a few grams per liter. Crowding eﬀects are noticed
only when the distance between particles decreases below 3
times the particle radius.41 An important consequence is that
the exponential proﬁle for attenuation of light is preserved
(ϕ(x) = ϕ0e
−βx). Essentially, the scattering coeﬃcient σ and
absorption coeﬃcient α can be summed up into an attenuation
coeﬃcient β. If this independent absorption hypothesis holds,
there are multiple resources that discuss the implications of
deviating from ideal systems such as size distribution, various
morphologies, or optical anisotropy.39
Collimated and diﬀuse transmittance experiments illustrated
in Figure 4 are the standard methods for measuring absorption
and scattering coeﬃcients. The challenge is that these
coeﬃcients cannot be measured independently in slurry
systems. Even in the diﬀusive transmittance mode, the
collected light excludes the back scattered light, so it does
not amount to a true absorbance measurement. We propose
that for particles which are touching, as is the case for
immobilized porous layers, scattering can be neglected. If only
the near ﬁeld interaction of a second particle is considered, a
signiﬁcant 20% decrease in scattering is observed.21 Even if
some degree of scattering remains inside the porous ﬁlm due
to consecutive transitions between the two diﬀerent refractive
index mediums, this redistribution of light does not lead to
external losses. There is a high probability that it will be
captured by the densely packed particle matrix. The high solid
volume fraction also ensures a strong absorption which makes
the relative contribution of scattering to the total attenuation
insigniﬁcant.
Given the negligible scattering for immobilize layers, a
simple transmittance measurement reveals directly the material
absorption coeﬃcient based on the solid volume fraction. This
could then be easily translated to the absorption coeﬃcient of
the slurry systems for diﬀerent particle concentrations. An
available example in the literature defends our reasoning. The
absorption coeﬃcients for immobilized TiO2 layers has been
reported for both dense and porous ﬁlms. Looking at the 300
nm wavelength, the absorption coeﬃcient in the case of dense
layers is between 0.033 and 0.058 1/nm,42 while for the porous
layer with a 0.45 solid fraction the value is 0.023 1/nm.20 The
range for the former study stems from diﬀerent synthesis
conditions which lead to a variation in the crystalline phase
composition. If we follow the previous suggestion and
normalize the absorption coeﬃcient by the solid volume
fraction, the absorption coeﬃcients in the two references
become very close, namely 0.06−0.03 versus 0.05 1/nm,
revealing its intrinsic value.
■ MASS TRANSPORT
In chemical reactors, a proper description of the mass transport
is crucial to determine limitations and obtain the conversions
of reactants and formation of products. In photocatalytic
processes, light intensity distribution as well as mass transport
can become limiting in terms of the overall conversion. In this
section, we will brieﬂy treat the relevant steps in mass
transport, starting inside a porous structure, moving to the
boundary layer at the surface of the structure and ﬁnally to
convective transport in the bulk.
Internal Mass Transport. We will ﬁrst consider the mass
transport inside a porous structure. In the framework of this
paper, this can be an agglomerate of nanoparticles in a slurry
system or a porous immobilized catalyst layer. This internal
mass transport is governed by diﬀusion and reaction only at
given x:
D
c
y
r 0eff
2
2
∂
∂
− =
(6)
with the following boundary conditions for a slab geometry. At
y = −δ, D 0c
yeff
=∂∂ and at y = 0, c = cs, where r is the reaction
rate, D Deff = τ
ϵ is the eﬀective diﬀusion coeﬃcient, D is the
molecular diﬀusion coeﬃcient, ϵ is the porosity, τ is the
tortuosity and δ is the catalyst thickness.
The equation can be solved analytically for a ﬁrst-order
reaction rate r = kc, where k is the rate constant. This is an
eﬀective bulk reaction rate often assumed for simplicity,
representing the surface reactions taking place inside the
porous material. The concentration proﬁle and the net reaction
rate (inward ﬂux) are
c y c
y
( )
cosh( (1 / )
cosh( )s
ϕ δ
ϕ
= +
(7)
N D
c
y
c
D
tanhy 0 eff s
eff
δ
ϕ ϕ= ∂
∂
==
(8)
where cs is the surface concentration at the particle-liquid
interface. It is important to realize that this surface
concentration can be diﬀerent from the bulk in case external
mass transfer limitations are present, as will be discussed later.
The dominating mechanism can be evaluated using the
Thiele modulus ϕ and the internal eﬀectiveness factor η
deﬁned in Table 1 for a ﬁrst order reaction rate. The former
computes the ratio between the reaction and the diﬀusion time
scales, while the latter gives the ratio between the net reaction
rate and the surface reaction rate, namely the rate in the
absence of concentration gradients.
Weisz and Prater established that ϕ ≤ 10−1 to neglect or
avoid concentration gradients (≤5% deviation from a ﬂat
concentration proﬁle). The formal criterion43 for a ﬁrst order
reaction is
Figure 4. Conﬁgurations for measuring absorption and scattering
coeﬃcients: (a) collimated transmittance; (b) diﬀuse transmittance.
Figure adapted from ref 24. Copyright 1996 American Chemical
Society.
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r R
c D
0.6pnet
2
s eff
<
(9)
where rnet is the net or observed reaction rate. An even more
practical meaning is conveyed by the internal eﬀectiveness
factor, which directly expresses the fraction of the catalyst that
is being utilized. Thiele modulus and internal eﬀectiveness
factor are also derived for reaction rates taking into account
their dependency on the local light intensity. For clarity, these
will be presented in the reactor design section.
External Mass Transport. The reaction−diﬀusion equa-
tion can be solved for boundary conditions that specify the
concentration at the catalyst surface which can be determined
only if external transport is known. Equality between the
surface and bulk concentrations implies perfect mixing, but
even in a well-stirred volume this is typically not reached for
fast catalytic conversions: depletion of reactants at the catalyst
surface is still taking place. The easiest method to incorporate
this additional resistance to mass transport is to use a stagnant
boundary layer model which connects the bulk concentration
to the surface concentration via the mass transfer coeﬃcient,
km. The ﬂux continuity boundary condition is
N k c c r( )y m b s0 netδ= − == (10)
This ﬂux continuity matches the mass transport through the
boundary layer to the total conversion inside the porous
catalyst. Using the deﬁnition of the internal eﬀectiveness factor,
rnet = rsη = kcsη, and solving the equation for the unknown
surface concentration, the net reaction rate becomes
r
kc
Bi1 ( tanh )/
b
net
m
η
ϕ ϕ
=
+ (11)
where the mass Biot number evaluates the ratio between the
internal and external mass transport coeﬃcients, Bi k
Dm
m
eff
δ= . A
straightforward criterion for assessing the eﬀect of external
transport on the reaction rate was introduced by Carberry.44
For
k
k A
0.1
m
η <
(12)
the reaction rate constant derived from the observed reaction
rate reaches its intrinsic value, where A is the external surface
to volume ratio (1/m). The mass transfer coeﬃcient depends
on velocity and can be determined experimentally with the
benzoic acid dissolution method45 or can be computed via
empirical correlations:46Sh = f(Sc, Re) with Sh
k d
D
m p= , Sc
D
= ν ,
Re
udp= ν
̅ , where ν is the kinematic viscosity, dp is the diameter
of the particle agglomerates and u̅ is the superﬁcial velocity of
the ﬂuid. Welty and Wicks47 give a comprehensive list of
convective mass transfer correlations for various types of
reactors and operating conditions.
Convective Transport. Until now, we have worked under
the assumption of a constant bulk concentration. However, the
replenishment of the bulk solution is not instantaneous and
needs to be accounted for a temporal and/or spatial
development of the bulk concentration. The concentration in
the bulk of the reactor is determined by the velocity proﬁle,
which inﬂuences both the residence time distribution as well as
the mass transfer capacity. Following the general approach of
the paper, we will seek to simplify the daunting transient 3D
analysis to a 1D model. The most basic reactor design is the
plug ﬂow model, assuming zero axial dispersion and inﬁnite
radial dispersion. The velocity is assumed constant along the
axial direction, resulting in
u
c
x
rb
∂
∂
=
(13)
where cb depends only on x since the radial concentration
gradients are localized within the boundary layer. Lumping
both internal and external mass transport limitations into an
apparent reaction constant kapp:
k
Bi
k
1 ( tanh )/app m
η
ϕ ϕ
=
+ (14)
cb has the well-known expression: cb = c0 e
−kapp·x/u.
This model is equivalent to an ideally stirred batch reactor
where the position along the plug ﬂow reactor correspond to a
residence time, tx
u
= .
The plug ﬂow reactor (PFR) is relevant in practice for a
continuous operation of a slurry reactor or an eﬀectively mixed
immobilized reactor. Concentration gradients can be ac-
counted for by using deviations from plug ﬂow. The axial
dispersion approximation can be used to evaluate molecular
and turbulent mixing:
D
c
x
u
c
x
ra
2
b
2
b∂
∂
− ∂
∂
=
(15)
where the axial dispersion coeﬃcient Da can be experimentally
determined from residence time distribution measurements43
or derived using empirical correlations. Fortunately, eq 15 has
analytical solutions for zeroth and ﬁrst order reaction rates.
Using the ﬁrst order reaction rate model in eq 11 gives the
following cb proﬁle:
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where the Pećlet number is Pe ux
Da
= ̅ and the ﬁrst Damköhler
number is DaI
k x
u
app=
̅
with u̅ being the average velocity. The
axial dispersion model can be used only for Pe > 20.48
■ REACTOR DESIGN AND OPERATION
In the last section, we discuss the underlying assumptions of
basic reactor designs and provide criteria that ensure these
conditions are accurately met in practice. Here, we integrate
the analysis of the physical phenomena presented separately in
the ﬁrst three sections.
Dispersed Systems. Slurry reactors are widely used in
photocatalysis. Such reactors are obtained by dispersing
photocatalyst nanoparticles in aqueous environments. These
Table 1. Performance Parameters
geometry Thiele modulus internal eﬀectiveness factor
slab k
Deff
ϕ δ= tanhη = ϕϕ
spherical RkD peff
ϕ = ( coth 1)32η ϕ ϕ= −ϕ
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particles are often already aggregated because of their
production process (e.g., combustion synthesis for TiO2
P25), and agglomerate even further to larger clusters. These
agglomerates typically have a size in the order of 1 μm24,49 and
a very open structure. To verify if internal mass transfer can be
ignored, a sample from the catalyst aggregates could be
redispersed for instance using ball milling. The conversion
under identical conditions should be similar before and after
crushing. To work under the assumption of an ideally stirred
system, the mixing rate should be increased until no further
change in conversion is noticed. In this case, external mass
transfer can also be ignored, and a homogeneous concentration
of reactants and products throughout the system can be
assumed. Another type of dispersed system is the stagnant
slurry reactor. Here, in the absence of convection, the
underlying physics encompass diﬀusion and reaction only,
such that the mathematical description resembles the
immobilized catalyst case.
When designing a photocatalytic slurry reactor for optimum
determination of reaction rates, one wants to have a nearly
constant light intensity inside the catalyst agglomerate and
throughout the reactor. The criterion for neglecting light
dependency is deﬁned as the decay length in Visan et al.20 for
more than 1/e transmission corresponding to 1δ < α and in
Motegh et al.16 for less than 5% deviation of photoreaction rate
per particle from the maximum photoreaction rate in the
absence of shielding, corresponding to 0.1δ < α . To illustrate
the concept, a TiO2 layer with a porosity of 0.45 has a
characteristic decay length for the light intensity of ∼1 μm.20
In a single agglomerate of ∼1 μm the porosity is much higher,
thus it is reasonable to assume a constant light intensity within
the agglomerate: that is, each individual particle is equally
exposed to the light.
A more general criterion that takes into account multiple
scattering is that for common values of the scattering albedo
(around 0.7), one has to work at an optical thickness below 0.2
to be able to volume-average the reaction rate.16 When
designing a photocatalytic slurry reactor for maximized use of
photons, the optical thickness should be at least 3.5 for low
photon ﬂuxes or 6.5 for high photon ﬂuxes. In that case less
than 5% of the photons leave the reactor unused.16 These
threshold values are only a weak function of the scattering
albedo.
The guidelines above are for two-phase systems: ﬁne
particles dispersed in a liquid. However, Motegh and co-
workers33 showed that the same guidelines can be used for
slurry reactors with gas bubbles, that is, three-phase systems.
For a gas fraction below 20% and bubble diameters around 3
mm, typical values in such reactors, the eﬀect of the additional
scattering by the bubbles on the photoreactor performance is
insigniﬁcant, and the same limiting values for optimal thickness
apply.
Immobilized Systems. There is a general preference for
dispersed catalytic systems due to their enhanced mass
transport capacity, as the small interparticle distance ensures
a small diﬀusion length scale. However, the additional
separation step and the corresponding complexity for
continuous operation motivate the use of immobilized systems.
Moreover, slurry systems have inherently lower quantum
eﬃciencies, as various degrees of scattering are unavoidable.
The general approach for preserving high mass transfer rates
for immobilized systems is either to operate at high ﬂow rates
which generates strong turbulence, being aided sometimes by
static mixers, or reactor design for sudden changes in ﬂow
direction or to maintain a small diﬀusion length scale by
decreasing the transverse dimension of the ﬂow channel. In
cases in which mass transport in the liquid is aﬀecting the
conversion, quantiﬁcation of this transport is required in order
to obtain intrinsic kinetics for the catalytic conversion.
The former case, namely the well-mixed reactor with
immobilized layer can be modeled as a plug ﬂow reactor for
which the radial mass transfer resistance is represented by a
ﬁctitious stagnant layer. For the higher range of velocities, the
departure from ideality such as concentration gradients in the
axial direction can be handled by extending the PFR to the
axial dispersion model.
In the latter, we refer to microreactors which can be
modeled accurately due to the well-deﬁned underlying physics
and geometry. The characteristic dimensions ensure a
parabolic velocity proﬁle and a homogeneous light intensity
across the surface of the reactor. For these reasons micro-
reactors with an immobilized porous layer of photocatalyst on
one or both of the channel walls, are attractive devices to
obtain the intrinsic kinetics.20 As described previously, for
immobilized layers scattering can be neglected (see the
radiative transfer section).
Light-dependent kinetics can be derived for intrinsic
semiconductors based on their fundamental physics.18 For
the diﬀusion-reaction regime, light-dependent kinetics can also
be tackled analytically. Furthermore, a corresponding internal
eﬀectiveness factor has been derived20 which is evaluating the
catalyst coverage by taking into account both mass and
radiative transfer limitations:
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where a modiﬁed Thiele modulus was computed as the ratio
between surface reaction rate and the diﬀusion rate:
k
D Bp n
i2
2
eff
0
0 0
ϕ δ α
ω
= Φ
ℏ
γi
k
jjjjjj
y
{
zzzzzz (18)
where Bp0n0 ≅ 3.3 × 10−23 m−3 s−1 is the equilibrium
electron−hole recombination rate.18 In(x) and Kn(x) are
modiﬁed Bessel functions of the ﬁrst and second kind,
respectively.
■ CONCLUSIONS
In this review, we tackle the underlying physics of photo-
catalytic reactions by providing rational reasoning for
simpliﬁed analytic descriptions. We begin by analyzing the
charge carrier generation and transfer, move on to radiative
transfer based on the distribution and properties of the
catalytic material, and account for the mass transfer both inside
and outside the porous structure. Finally, we discuss the
consequences for the most basic reactor designs for which
guidelines and criteria are provided to meet their assumptions.
For ideal intrinsic semiconductors, the photocatalytic
reaction rate scales linearly with light intensity if mass transfer
is accurately accounted for. Simpliﬁcations to the radiative
transfer equation should start based on a physical under-
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standing of the scattering angular dependency on the size of
the particles with respect to the wavelength. The particle size
regime can also give an idea about the scattering magnitude. It
is only in the framework of pertinent assumptions that the
experimental measurements can be correctly interpreted to
provide true optical properties. The validity of simpler models,
such as exponential attenuation of light, could be conﬁrmed for
a certain particle density regime by testing the proportionality
between particle concentration and light attenuation. Immo-
bilized ﬁlms beneﬁt from negligible scattering with simple
transmission measurements revealing true absorption coef-
ﬁcients that can be used in dispersed systems to decouple
absorption from scattering. The reaction-driven regime should
be established using criteria such as the Thiele modulus, the
internal eﬀectiveness factor and Carberry criterion or mass
transport limitations should be properly described using for
example the stagnant boundary layer model or the axial
dispersion model. Empirical tests are also presented to discard
both external and internal mass transfer limitations.
This review should be of assistance in designing experiments
for which the underlying assumptions for various photo-
catalytic models are accurately met and reveal the operating
condition range for which these values are still accurate. Those
who deal with rigorous 3D computational modeling can
foresee the possible complexities for certain creative designs
that may venture outside the experimental data set and care
can be exercised when trying to extrapolate. Having a good
grasp of the intricacies of the system, they can identify the
missing parameters and establish a dialogue with experimen-
talists. This will aid in creating a situation in which the
experimental endeavors are directed purposefully by inves-
tigating better deﬁned questions from researchers in
complementary ﬁelds.
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