Disorder chaos in the Sherrington-Kirkpatrick model with external field by Chen, Wei-Kuo
ar
X
iv
:1
10
9.
32
49
v2
  [
ma
th.
PR
]  
3 O
ct 
20
13
The Annals of Probability
2013, Vol. 41, No. 5, 3345–3391
DOI: 10.1214/12-AOP793
c© Institute of Mathematical Statistics, 2013
DISORDER CHAOS IN THE SHERRINGTON–KIRKPATRICK
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By Wei-Kuo Chen
University of California, Irvine
We consider a spin system obtained by coupling two distinct
Sherrington–Kirkpatrick (SK) models with the same temperature and
external field whose Hamiltonians are correlated. The disorder chaos
conjecture for the SK model states that the overlap under the corre-
sponding Gibbs measure is essentially concentrated at a single value.
In the absence of external field, this statement was first confirmed
by Chatterjee [Disorder chaos and multiple valleys in spin glasses
(2009) Preprint]. In the present paper, using Guerra’s replica sym-
metry breaking bound, we prove that the SK model is also chaotic
in the presence of the external field and the position of the overlap is
determined by an equation related to Guerra’s bound and the Parisi
measure.
1. Introduction and main results. The phenomenon of chaos arose from
the discovery that in some models, a slight perturbation on the param-
eters such as the temperature, external field or disorder will result in a
dramatic change to the system. In this paper, we will be concerned with
the Sherrington–Kirkpatrick (SK) model [12] and study its chaotic prop-
erty mainly due to the change of the disorder. Let us begin by recalling the
definition of the SK model and the formulation of the Parisi formula. Sup-
pose that ξ :R→ R is a convex function satisfying ξ(x) = ξ(−x), ξ′′(x)> 0
if x 6= 0, and ξ(3) ≥ 0 if x > 0. For each N , we consider a centered Gaussian
process H =HN indexed by the configuration space ΣN = {−1,+1}N with
covariance
EHN (σ
1)HN (σ
2) =Nξ(R1,2)
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for σ1 = (σ11 , . . . , σ
1
N ),σ
2 = (σ21 , . . . , σ
2
N ) ∈ΣN , where
R1,2 =R1,2(σ
1,σ2) =
1
N
∑
i≤N
σ1i σ
2
i
is called the overlap of the configurations σ1 and σ2. Let h be a random
variable and (hi)i≤N be i.i.d. copies of h. Then the SK model with external
field h possesses the Hamiltonian
−H(σ) +
∑
i≤N
hiσi
for σ = (σ1, σ2, . . . , σN ) ∈ΣN and its Gibbs measure is defined as
GN (σ) =
1
ZN
exp
(
−H(σ) +
∑
i≤N
hiσi
)
,
where ZN is a normalizing factor, called the partition function. Let us also
define
pN =
1
N
E logZN =
1
N
E log
∑
σ∈ΣN
exp
(
−H(σ) +
∑
i≤N
hiσi
)
.
This quantity is usually called the free energy for the SK model in physics
and its thermodynamic limit limN→∞ pN can be computed by the Parisi
formula described below.
Consider an integer k ≥ 0 and numbers
m: m0 = 0≤m1 ≤ · · · ≤mk ≤mk+1 = 1,
(1.1)
q: q0 = 0≤ q1 ≤ · · · ≤ qk+1 ≤ qk+2 = 1.
It helps to think of the triplet k,m,q as a probability measure µ on [0,1] that
has all its mass concentrated at a finite number of points q1, . . . , qk+1 and
µ([0, qp]) =mp for 1≤ p ≤ k + 1. Let z0, . . . , zk+1 be independent Gaussian
r.v.’s with Ez2p = ξ
′(qp+1)− ξ′(qp) for 0≤ p≤ k+ 1. Starting with
Xk+2 = log cosh
(
h+
∑
0≤p≤k+1
zp
)
,
we define by decreasing induction for 1≤ p≤ k+ 1,
Xp =
1
mp
logEp expmpXp+1,
where Ep means the expectation on the r.v.’s zp, zp+1, . . . , zk+1. If mp = 0
for some p, we define Xp =EpXp+1. Finally, we define X0 =EX1. Set
Pk(m,q) = log 2 +X0 − 1
2
k+1∑
p=1
mp(θ(qp+1)− θ(qp)),(1.2)
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where θ(x) = xξ′(x)− ξ(x). This quantity is the famous Guerra replica sym-
metry breaking bound of the kth level [7] that yields a fundamental inequal-
ity, for every k,m,q,
pN ≤Pk(m,q).(1.3)
Let us define the Parisi functional on the space of all probability measures
on [0,1] consisting of only a finite number of point masses by P(ξ, h,µ) =
Pk(m,q) if µ corresponds to (k,m,q). We define P(ξ, h) = infk,m,qPk(m,q),
where the infimum is over all choices of (k,m,q) as above. Then the Parisi
formula says that
lim
N→∞
pN =P(ξ, h).
This formula was first rigorously proven in Talagrand [13]. It is well known [7]
that the Parisi functional is Lipschitz continuous with respect to the metric
d(µ,µ′) =
∫ 1
0 |µ([0, q])− µ′([0, q])|dq. Thus, it can be extended continuously
to the space of all probability measures defined on [0,1] and is denoted again
by P(ξ, h, ·). Then clearly limN→∞ pN = P(ξ, h) = minP(ξ, h,µ), where the
minimum is taken over all probability measures defined on [0,1]. Any mea-
sure that achieves the minimum is called a Parisi measure. Heuristically, one
may think of the Parisi measure as the limiting distribution of the overlap.
We are now ready to formulate the disorder chaos problem in the SK
model. Let 0 ≤ t ≤ 1. Suppose that H1 =H1N and H2 =H2N are two cen-
tered Gaussian processes having the same distribution as H and they are
correlated in the following way,
EH1(σ1)H2(σ2) =Ntξ(R1,2).(1.4)
That is, we allow a portion 1 − t of independence between two systems.
Consider the coupled Hamiltonian
−H1(σ1)−H2(σ2) +
∑
i≤N
hi(σ
1
i + σ
2
i )
on Σ2N . Proceeding as before, we define its Gibbs measure by
G′N (σ
1,σ2) =
1
Z ′N
exp
(
−H1(σ1)−H2(σ2) +
∑
i≤N
hi(σ
1
i + σ
2
i )
)
,
where the normalizing factor Z ′N is the partition function of this model.
As we have already mentioned in the beginning of this section, the chaos
phenomenon is concerned with the instability occurring in some spin glass
models due to the change of some external parameters. In the SK model,
one very basic way to measure such instability mainly due to the change
of the disorder, or, briefly, chaos in disorder, is to study the behavior of
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the overlap. A typical statement one is looking for in this case is that if
0 < t < 1, the overlap takes essentially only one value under G′N . This is
quite different from the typical lack of self-averaging property of the overlap
in the low temperature phase when t= 1. The phenomenon of chaos itself
was first conjectured by Fisher and Huse [6]. Early discussion on the disorder
chaos for the SK model can be found in [3] and [9]. For further references
in the physics literature, one may refer to [8]. However, the mathematically
rigorous results have appeared only lately. In the absence of the external
field, Chatterjee [4] recently proved chaos in disorder and discovered that
the overlap is concentrated at 0.
In the present work, we aim to prove that the disorder chaos also holds
in the presence of the external field, that is, Eh2 6= 0. Moreover, we find
that when there is chaos, the position of the overlap can be described by an
equation, which is related to the Parisi measure and can be formulated as fol-
lows. Suppose that µ is a Parisi measure. Recall that µ minimizes the Parisi
functional. We can approximate µ weakly by a sequence of εn-stationary
measures (µn) satisfying P(ξ, h,µn)→P(ξ, h). Here, by εn-stationarity, it
means that the measure µn minimizes the kth level Guerra replica symmetry
breaking bound for some k depending on n and P(ξ, h,µn)< P(ξ, h) + εn,
where εn ↓ 0 (see Definition 3 below). This approximation is for technical
purposes that have played a crucial role in Talagrand’s proof on the Parisi
formula [13] and will also be of great importance in our argument. For a
given (k,m,q) corresponding to µ, recall the definition of X0 from (1.2).
A very nice and useful fact about this quantity is that it can be computed
as EΦ(h,0), where Φ :R× [0,1]→R is the solution to the following PDE,
∂Φ
∂q
=−ξ
′′(q)
2
(
∂2Φ
∂x2
+ µ([0, q])
(
∂Φ
∂x
)2)
∀(x, q) ∈R× [0,1](1.5)
with Φ(x,1) = log coshx. For each n, let Φn be the PDE solution (1.5) cor-
responding to µn. From [14], we know that (Φn) converges uniformly and we
denote its limit by Φ. Moreover, [14] yields that the first partial derivative
of Φ with respect to x exists. From this, for each fixed 0< v < 1, we define
ϕv(u, t) =E
∂Φ
∂x
(h+ χ1, v)
∂Φ
∂x
(h+ χ2, v)− u(1.6)
for all 0≤ u≤ v and 0 ≤ t≤ 1, where χ1 and χ2 are jointly Gaussian with
Eχ21 =Eχ
2
2 = ξ
′(v) and Eχ1χ2 = tξ
′(u) independent of h. The motivation of
ϕv comes from the Guerra replica symmetry breaking bound for the coupled
free energy that will be explained in great detail in Section 5 below. An
important fact about the Parisi measure µ in the case of Eh2 6= 0 is that
the smallest value c of its support is positive. This is called the positivity of
the overlap (see Chapter 14 [17]). When v = c and 0≤ t < 1, we are able to
determine the number of the solutions of ϕc(·, t) = 0.
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Proposition 1. For each 0 ≤ t < 1, there exists a unique ut in [0, c]
such that ϕc(ut, t) = 0. Moreover, ϕc(c, t)< 0 for 0≤ t < 1 and ϕc(c,1) = 0.
Now, the quantitative result of the disorder chaos in the SK model is
stated as follows.
Theorem 1. Suppose that 0< t < 1 and Eh2 > 0. Then the SK model
has disorder chaos, namely, for any ε > 0, the following holds:
EG′N ({(σ1,σ2) : |R1,2 − ut| ≥ ε})≤K exp
(
−N
K
)
,(1.7)
where K is a constant depending on t, ξ, h, ε and µ.
A consequence of Theorem 1 is that even though we do not know that the
Parisi measure µ is unique, the quantity ut is independent of the choice of µ.
However, the convergence rate K in (1.7) does depend on µ. In [14] and [15],
other types of chaos problems in the SK model are also proposed, such as
chaos in temperature and chaos in external field. Again, the rigorous results
are still scarce. Theorem 1 is the first result in chaos problems of any kind
in the SK model with the external field. To the best of our knowledge, the
only other two instances of chaos problems in spin glasses are in the work
of Chatterjee [4], who proved chaos in disorder in the SK model without
the external field, and in the work of Panchenko and Talagrand [10], who
established chaos in the external field in the spherical SK model.
The approach of the present paper is motivated by Talagrand’s proof on
the positivity of the overlap in the SK model; see Section 14.12 [17]. We also
refer to a sketch of a possible proof for the disorder chaos problem discussed
in Research Problem 15.7.14 [17]. However, it is by no means clear how to
implement these approaches properly that contain several technical issues
and require some new ideas. Here is our main result.
Proposition 2. Let 0< t< 1 and Eh2 > 0. For ε > 0, there exists some
ε∗ > 0 such that
pN,u :=
1
N
E log
∑
R1,2=u
exp
(
−H1(σ1)−H2(σ2) +
∑
i≤N
hi(σ
1
i + σ
2
i )
)
(1.8)
≤ 2P(ξ, h)− ε∗
for all u satisfying |u−ut| ≥ ε, where ε∗ is a constant depending on t, ξ, h, ε
and µ.
As an immediate consequence of the Gaussian concentration of measure
phenomenon (see Theorem 13.4.3 in [17] and also the argument for the pos-
itivity of the overlap on page 449 of [17]), Theorem 1 follows from Propo-
sition 2. Let us continue by giving a brief description of how we proceed to
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prove Proposition 2. The approach for proving (1.8) is based on the Guerra
replica symmetry breaking bound that was first used for the coupled system
in [13]. We divide our discussion into three cases: −1 ≤ u ≤ 0, 0 ≤ u ≤ c′,
and c′ <u≤ 1, where c′ satisfies c′ > c and is very close to c. In the presence
of the external field, we adapt a similar argument as Talagrand’s proof on
the positivity of the overlap (see Section 14.12 in [17]) to conclude (1.8)
for −1 ≤ u ≤ 0. In the case that 0 ≤ u ≤ c′, if there is chaos, the system
should exhibit “high temperature behavior” and ut should be determined
by an equation related to the Parisi measure, as is the case of the original
SK model in the high temperature regime; see Chapter 2 in [16]. This ob-
servation then leads to (1.8). The most difficult part of our study is the case
when c′ <u≤ 1. We establish an iterative inequality, which is very sensitive
to the parameter t. From the construction of the Parisi measure, we are able
to find parameters such that (1.8) holds even in the absence of the external
field.
The paper is organized as follows. Throughout the paper, we denote by
E the expectation with respect to all randomness and we assume that the
external field h satisfies Eh2 > 0 and every Gaussian r.v. is centered. In
Section 2 we first give the formulation of an extended version of Guerra’s
replica symmetry breaking bound and explain why this is applicable to our
study. We then continue to carry out the core of the proof of Proposition 2.
In Section 3 we state some results that help to control Guerra’s bound. Most
of their proofs can be found in [17]. Section 4 is devoted to proving (1.8) for
−1≤ u≤ 0 based on the same argument as Section 14.12 in [17]. In Section 5
we study how Guerra’s bound relates to the definition of ϕv and give the
proof of Proposition 1. Together they imply (1.8) for 0≤ u≤ c′. Finally, we
develop an iterative inequality and prove (1.8) for c′ < u< 1 in Section 6.
2. Methodology. Let us first state an extension of the Guerra replica
symmetry breaking bound. Suppose that −1≤ u≤ 1 and η ∈ {−1,+1} sat-
isfies u= η|u|. For a given integer κ≥ 1, we consider numbers
1≤ τ ≤ κ, τ ∈N,
n0 = 0≤ n1 ≤ · · · ≤ nκ−1 ≤ nκ = 1,(2.1)
ρ0 = 0≤ ρ1 ≤ · · · ≤ ρτ = |u| ≤ ρτ+1 ≤ · · · ≤ ρκ+1 = 1.
For 0≤ p≤ κ, suppose that we are given independent pairs of jointly Gaus-
sian r.v.’s (y1p, y
2
p) with
E(y1p)
2 =E(y2p)
2 = ξ′(ρp+1)− ξ′(ρp)
such that
Ey1py
2
p = ηt(ξ
′(ρp+1)− ξ′(ρp)) if 0≤ p < τ
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and
y1p and y
2
p are independent if τ ≤ p≤ κ.
These r.v.’s are independent of h. For our convenience, from now on, we set
sh(x) = sinhx, ch(x) = coshx, and th(x) = tanhx. Let λ be any real number.
Starting with
Yκ+1 = log
(
ch
(
h+
∑
0≤p≤κ
y1p
)
ch
(
h+
∑
0≤p≤κ
y2p
)
chλ
+ sh
(
h+
∑
0≤p≤κ
y1p
)
sh
(
h+
∑
0≤p≤κ
y2p
)
shλ
)
,
we define by decreasing induction for p≥ 1,
Yp =
1
np
logEp expnpYp+1,
where Ep denotes expectation in the r.v.’s y
j
n for n≥ p. In the case of np = 0
for some p, we set Yp =EpYp+1. Finally, we define Y0 =EY1.
Theorem 2. We have
pN,u ≤ 2 log 2 + Y0 − λu− (1 + t)
∑
0≤p<τ
np(θ(ρp+1)− θ(ρp))
(2.2)
−
∑
τ≤p≤κ
np(θ(ρp+1)− θ(ρp)).
Recalling Guerra’s original bound (1.3), (2.2) is a kind of two-dimensional
extension. Its proof is essentially the same as that of Proposition 14.12.4
[17] and a more generalized version can be found in Section 15.7 [17]. One
might have already observed that from the definition of pN,u and (1.3),
pN,u ≤ 2pN ≤ 2Pk(m,q) for any k,m,q. Before we proceed to state our
main results in this section, let us illustrate that for any given k,m,q, we
can find parameters (2.1) such that the right-hand side of (2.2) is equal to
2Pk(m,q). This recovers the inequality pN,u ≤ 2Pk(m,q). To do this, let
k,m,q satisfy (1.1) and τ with 1≤ τ ≤ k+2 satisfying
qτ−1 ≤ |u| ≤ qτ .
Without loss of generality, we may assume that |u| is in the list of q. Indeed,
we can always consider a new triplet k + 1,m′,q′ obtained by inserting |u|
into q and keeping m fixed in the following way:
m
′: m′p =mp for 0≤ p≤ τ − 1, mp−1 if p= τ , and mp−1 if τ +1≤ p≤ k+ 2,
q
′: q′p = qp for 0≤ p≤ τ − 1, |u| if p= τ , and qp−1 for τ +1≤ p≤ k+ 3.
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Then |u| is in the list of q′ and from (1.2), one can easily check that
Pk(m,q) = Pk+1(m′,q′). Let us notice that this concept, though simple,
will simplify many of our future discussions.
We specify the following values for (2.1):
κ= k+1,
np =
mp
1 + t
if 0≤ p < τ and mp if τ ≤ p≤ κ,(2.3)
ρp = qp for 0≤ p≤ κ+1.
Let λ= 0. From Theorem 2, it follows that
pN,u ≤ 2 log 2 + Y0 −
∑
0≤p≤k+1
mp(θ(qp+1)− θ(qp)).
Let y10, y
2
0, . . . , y
1
k+1, y
2
k+1 be jointly Gaussian r.v.’s defined in Theorem 2
and be independent of h. For j = 1,2, we define (Xjp)0≤p≤k+2 in the same
way as (Xp)0≤p≤k+2 by using k,m,q, and (y
j
p)0≤p≤k+1. Since y
1
p and y
2
p are
independent of each other for each τ ≤ p≤ k + 1, it implies Yτ =X1τ +X2τ .
To bound Y0 from above, we need the following lemma, which can be proven
by following the same idea as Proposition 12 in Section 6 below and is left
to the reader.
Lemma 1. Suppose that η is a constant which takes value 1 or −1.
Consider two jointly Gaussian r.v.’s y1 and y2 such that Ey
2
1 = Ey
2
2 and
Ey1y2 = ηtEy
2
1 . Consider two functions F1 and F2 such that their first four
derivatives are uniformly bounded. Then for any values of x1, x2 and m> 0
we have
1 + t
m
logE exp
m
1 + t
(F1(x1 + y1) + F2(x2 + y2))
(2.4)
≤
∑
j=1,2
1
m
logE expmFj(xj + yj).
Since y1p and y
2
p satisfy Ey
1
py
2
p = ηtE(y
1
p)
2 = ηtE(y2p)
2 for 0≤ p < τ , using
(2.4) and decreasing induction, Y0 ≤X10 +X20 = 2X0. Hence, we conclude
that for any given numbers k,m,q, we can find parameters (2.1) such that
Pk(m,q) can be recovered by the right-hand side of (2.2), that is, pN,u ≤
2Pk(m,q). Now, to prove Proposition 2, we have to find suitable parameters
(2.1) for Guerra’s bound. It turns out that this can be done and leads to the
following three crucial propositions. First, we have the following result.
Proposition 3. For 0< t≤ 1, there exists a number ε∗ < 0 depending
only on t, ξ and h such that for every u≤ 0, pN,u ≤ 2P(ξ, h)− ε∗.
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This proposition means that the overlap takes essentially nonnegative
values, which is mainly due to the presence of the external field, that is,
Eh2 6= 0. Let µ be the Parisi measure and c be the smallest value of its
support. Recall the definition of ϕv(u, t) corresponding to µ from (1.6). Two
crucial facts about Y0 that will be derived in Sections 3 and 5 below are
that for arbitrary choice of (2.1), the second partial derivative of Y0 with
respect to λ is bounded by 1 and if we choose (2.1) properly, the first partial
derivative of Y0 at λ= 0 roughly gives the formulation of ϕc. From Guerra’s
bound and these facts, they imply our next proposition.
Proposition 4. For 0≤ u≤ c and 0≤ t≤ 1 we have
pN,u ≤ 2P(ξ, h)− 12ϕc(u, t)2.(2.5)
If 0 ≤ t < 1, then there exists a γ > 0 depending on the Parisi measure µ
and t such that
pN,u ≤ 2P(ξ, h)− 116ϕc(c, t)2(2.6)
for every c≤ u≤ c+ γ.
At last, we investigate the upper bound for pN,u when u > c
′ for some fixed
c′ > c. This strongly relies on the assumption that these two SK models use
different disorders, that is, 0< t < 1. Our main result is stated as follows.
Proposition 5. Suppose that 0< t < 1 and c < c′ < 1. Then there exists
ε∗ > 0 such that pN,u ≤ 2P(ξ, h)− ε∗ for every c′ ≤ u≤ 1, where ε∗ depends
only on t, ξ, h, c′.
These propositions are the main ingredients of the proof of Proposition 2
and their proofs are deferred to Sections 4, 5 and 6, respectively. Now, let
us proceed to prove Proposition 2.
Proof of Proposition 2. Let 0< t < 1 be fixed. From Proposition 3,
there exists ε∗1 depending only on t, ξ and h such that for every −1≤ u≤ 0,
pN,u ≤ 2P(ξ, h)− ε∗1.(2.7)
Now, for given ε > 0, we set
ε∗2 =
1
2 min{ϕc(w, t)2 : 0≤w ≤ c, |w− ut| ≥ ε}.
Since ut is the unique solution of ϕc(·, t) in [0, c], it follows that ε∗2 > 0 and
from (2.5),
pN,u ≤ 2P(ξ, h)− ε∗2,(2.8)
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whenever 0 ≤ u≤ c and |u− ut| ≥ ε. Since we also know ϕc(c, t) < 0, from
(2.6), there exists some γ > 0 depending only on µ and t such that
pN,u ≤ 2P(ξ, h)− ε∗3(2.9)
for every c ≤ u ≤ c + γ, where ε∗3 = ϕc(c, t)2/16 > 0. Let us put c′ = c + γ
in Proposition 5. Then there exists ε∗4 > 0 depending only on t, ξ, h, c
′ such
that
pN,u ≤ 2P(ξ, h)− ε∗4,(2.10)
whenever c′ ≤ u≤ 1. Finally, we obtain (1.8) by combining (2.7), (2.8), (2.9)
and (2.10) together and letting ε∗ =min(ε∗1, ε
∗
2, ε
∗
3, ε
∗
4). 
3. Preliminary results. Let k,m,q be given by (1.1). Suppose that
(zp)0≤p≤k+1 are independent Gaussian r.v.’s with Ez
2
p = ξ
′(qp+1) − ξ′(qp).
Starting with Ak+2(x) = log chx, we define
Ap(x) =
1
mp
logE expmpAp+1(x+ zp)(3.1)
for 0 ≤ p ≤ k + 1. If mp = 0, we define Ap(x) = EAp+1(x+ zp). Recall X0
from (1.2). It should be clear that
Xp =Ap
(
h+
∑
0≤n<p
zn
)
for every 1 ≤ p ≤ k + 2 and X0 = EA0(h). Since we will be working with
(Ap)0≤p≤k+2 for much of the remainder of this paper, we summarize some
quantitative results in Lemma 2.
Lemma 2. For every 0≤ p≤ k+2, we have
Ap(x) =Ap(−x), |A′p| ≤ 1,
1
C ch2 x
≤A′′p(x)≤min
(
1,
C
ch2 x
)
,(3.2)
|A(3)p | ≤ 4, |A(4)p | ≤ 8,
where C is a constant depending only on ξ.
Proof. The Poisson–Dirichlet cascade was of great importance in the
study of the random energy model and generalized random energy model
in [5, 11] and was put forward to the SK model, in particular, in [1, 2].
Following similar ideas in these works, it is known from Theorem 14.2.1 [17]
that Ap has a very beautiful representation via the Poisson–Dirichlet cas-
cade [see (3.3) below]. Our argument will be started with such represen-
tation and is concentrated on the inequality A′′p(x) ≤ C(ch2 x)−1. For the
other statements, one may refer to Lemma 14.7.16 [17]. Since Ap is an even
function, it suffices to prove that A′′p(x) ≤ C exp(−2x) for all x ≥ 0. Let
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τ1 ≥ 1 be the smallest integer with mτ1 > 0 and τ2 ≤ k be the largest integer
with mτ2 < 1. Suppose for the moment that there exists C1 > 0 such that
A′′p(x)≤ C1 exp(−2x) for all x≥ 0 and τ1 ≤ p≤ τ2. By definition of Ap, for
all x≥ 0 and 0≤ p < τ1, we have that
Ap(x) =EAτ1
(
x+
∑
p≤n<τ1
zn
)
and then
A′′p(x) =EA
′′
τ1
(
x+
∑
p≤n<τ1
zn
)
≤ 2C1 exp(−2x)E ch
(
2
∑
p≤n<τ1
zn
)
= 2C1 exp(2(ξ
′(qτ1)− ξ′(qp))) exp(−2x).
Also for all x≥ 0 and τ2 < p≤ k+ 2, it is easy to see that
Ap(x) = logE ch
(
x+
∑
p≤n<k+2
zn
)
= log chx+
1
2
(ξ′(1)− ξ′(qp))
and so A′′p(x) = (ch
2 x)−1 ≤C2 exp(−2x) for some constant C2 > 0. If we set
C =max(C2,2C1 exp(2ξ
′(1))),
then A′′p(x)≤C exp(−2x) for all x≥ 0 and 0≤ p≤ k+2. So in the following,
we may assume, without loss of generality, that 0<m1,mk < 1 and 1≤ p≤
k. Also, from the discussion right below Theorem 2, we may let 0 <m1 <
m2 < · · ·<mk < 1.
For p′ with p ≤ p′ ≤ k and jp, jp+1, . . . , jp′−1 ∈ N, we consider a nonin-
creasing rearrangement (ujpjp+1···jp′−1j)j∈N of a Poisson point process of in-
tensity measure x−mp′−1 dx. All of these are independent of each other. For
α= (jp, jp+1, . . . , jk) ∈Nk+1−p, we set
u∗α = ujpujpjp+1 · · ·ujpjp+1···jk
and
να =
u∗α∑
γ u
∗
γ
.
This family of random weights is called the Poisson–Dirichlet cascade asso-
ciated with the sequence 0 <mp < mp+1 < · · · < mk < 1. For each p′ with
p≤ p′ ≤ k, let us consider a sequence of independent copies of zp′ ,
(zp′,jp,jp+1,...,jp′ )jp,jp+1,...,jp′∈N.
These sequences are independent of each other and of (ujpjp+1···jp′−1j)j∈N
for p ≤ p′ ≤ k and jp, jp+1, . . . , jp′−1 ∈ N. To simplify the notation, for α =
12 W.-K. CHEN
(jp, jp+1, . . . , jk) ∈Nk+1−p, we write
zp′,α = zp′,jp,jp+1,...,jp′ .
Then from Theorem 14.2.1 [17],
Ap(x) =E log
∑
α
να ch(x+ zα) +
1
2
(ξ′(1)− ξ′(qk+1)),(3.3)
where
zα =
∑
p≤p′≤k
zp′,α.
Taking derivatives, we obtain
A′′p(x) = 1−E
(∑
α να sh(x+ zα)∑
α να ch(x+ zα)
)2
= E
(∑
α να(ch(x+ zα)− sh(x+ zα))∑
α να ch(x+ zα)
×
∑
α να(ch(x+ zα) + sh(x+ zα))∑
α να ch(x+ zα)
)
≤ 2E
( ∑
α να exp(−zα)∑
α να ch(x+ zα)
)
exp(−x)
≤ 4E
(∑
α να exp(−zα)∑
α να exp(zα)
)
exp(−2x),
where the first inequality holds since ch y− shy = exp(−y) and |sh y| ≤ ch y,
while the second inequality follows from 2ch y ≥ expy. Let us now turn to
the computation of this quantity
γp :=E
(∑
α να exp(−zα)∑
α να exp(zα)
)
.
Set F (xp, xp+1, . . . , xk) =
∑
p≤p′≤k xp′ for (xp, xp+1, . . . , xk) ∈ Rk+1−p. For
α ∈Nk+1−p, define the random variables
F (α) = F (zp,α, . . . , zk,α),
U(α) = exp(−2F (α)).
Then we can write
γp =E
∑
α ναU(α) expF (α)∑
α να expF (α)
.(3.4)
Starting from
Fk+1 = F (zp, zp+1, . . . , zk),
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we define by decreasing induction for p≤ p′ ≤ k,
Fp′ =
1
mp′
logEp′ expmp′Fp′+1,
where Ep′ means the expectation with respect to the r.v.’s zp′ , zp′+1, . . . , zk.
We also define for p≤ p′ ≤ k,
Wp′ = expmp′(Fp′+1 −Fp′).
From formula (14.27) in [17], (3.4) can be computed as
γp =EWpWp+1 · · ·Wk exp(−2Fk+1).(3.5)
Using the independence of zp, zp+1, . . . , zk, it is easy to compute that
Fp′ =
p′−1∑
n=p
zn +
1
2
k∑
n=p′
mn(ξ
′(qn+1)− ξ′(qn)).
Therefore, we obtain
Wp′ = exp
(
mp′z
′
p −
m2p′
2
(ξ′(qp′+1)− ξ′(qp′))
)
and from (3.5), this implies
γp = E exp
(
k∑
p′=p
(mp′ − 2)zp′ − 1
2
k∑
p′=p
m2p′(ξ
′(qp′+1)− ξ′(qp′))
)
= exp
(
1
2
k∑
p′=p
((mp′ − 2)2 −m2p′)(ξ′(qp′+1)− ξ′(qp′))
)
= exp
(
2
k∑
p′=p
(1−mp′)(ξ′(qp′+1)− ξ′(qp′))
)
≤ exp(2ξ′(1)).
Finally, we are done by letting C = 4exp(2ξ′(1)). 
As a consequence of Lemma 2, we have the following lemma.
Lemma 3. There exists a number M depending only on ξ and h such
that for every 0≤ p≤ k+2,
EA′p(h+ χ
′
1)A
′
p(h+ χ
′
2)≥
1
M
,(3.6)
EA′′p(h+ χ
′′
1)A
′′
p(h+ χ
′′
2)≥
1
M
,(3.7)
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where χ′1, χ
′
2, χ
′′
1, χ
′′
2 are jointly Gaussian r.v.’s with the same variance ξ
′(qp)
and Eχ′1χ
′
2 = 0 independent of h.
Proof. The first inequality is Lemma 14.12.8 [17] and from there a
similar argument yields the second inequality. 
Recall that the external field h in this paper is always assumed to satisfy
Eh2 > 0. Based on this assumption, we set up the definition for the Parisi
measure.
Definition 1. Given ε > 0, we say that k,m,q satisfy condition MIN(ε)
if the following occurs. First, the sequences
m= (m0,m1, . . . ,mk,mk+1),
q= (q0, q1, . . . , qk+1, qk+2)
satisfy
m0 = 0<m1 < · · ·<mk <mk+1 = 1,
q0 = 0< q1 < · · ·< qk+1 < qk+2 = 1.
In addition,
Pk(m,q)≤P(ξ, h) + ε
and
Pk(m,q) realizes the minimum of Pk over all choices of m and q.
Definition 2. Suppose that µ is a probability measure associated to
k,m,q. Then we say that µ is ε-stationary for some ε > 0 if k,m,q satisfy
condition MIN(ε).
Let us note from Lemma 14.5.5 [17] that for any given ε > 0, we can find
an ε-stationary measure µ associated to some k,m,q.
Definition 3. We say that a probability measure µ is a Parisi measure
(corresponding to the function ξ and external field h) if there exist a sequence
(εn) with εn ↓ 0 and a sequence of probability measures (µn) such that the
following two conditions hold:
µn is εn-stationary,
µ is the limit of (µn).
Definition 1 is the same as Definition 14.5.3 [17], while our definition of the
stationarity in Definition 2 is stronger than that in Definition 14.11.4 [17].
This is for technical purposes and it should be clear that under these as-
sumptions, our future arguments are still valid.
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Lemma 4. Suppose h 6= 0 and k,q,m satisfy condition MIN(ε). Then
for 1≤ p≤ k+1,
EW1 · · ·Wp−1A′p(ζp)2 = qp,(3.8)
ξ′′(qp)EW1 · · ·Wp−1A′′p(ζp)2 ≤ 1 +Mε1/6,(3.9)
where ζp = h+
∑
0≤n<p zn and
Wp = expmp(Ap+1(ζp+1)−Ap(ζp)) = expmp(Xp+1 −Xp).
Here, M is a constant depending only on ξ and h.
Proof. These results are (14.222) and (14.461) in [17]. 
At the end of this section we will find a manageable bound for pN,u via
Guerra’s bound. Recall that the right-hand side of (2.2) depends on (2.1).
If we keep every parameter but λ fixed, then it is a quantity depending only
on λ and, for clarity, we denote it by α(λ). For the same reason, we also
think of Y0 as a function of λ. Recall the r.v.’s (y
j
p)0≤p≤κ,j=1,2 defined in
Theorem 2. Suppose that (yp)0≤p≤κ are independent Gaussian r.v.’s with
E(yp)
2 = ξ′(ρp+1)− ξ′(ρp) for 0≤ p≤ κ. Starting with
Dκ+1(x) = log chx,
we define Dp for 0≤ p≤ κ by decreasing induction:
Dp(x) =


1
np
logEp expnpDp+1(x+ yp), if τ ≤ p≤ κ,
1
(1 + t)np
logEp exp(1 + t)npDp+1(x+ yp), if 0≤ p < τ ,
where Ep means the expectation with respect to yn for p≤ n≤ κ. If np = 0
for some p, then we define Dp(x) =EpDp+1(x+ yp). For j = 1,2 and 1≤ p≤
κ+ 1, set
ζjp = h+
∑
0≤n<p
yjn.
Proposition 6. If np = 0 for every 0≤ p < τ , then
Y0(0) = EDτ (ζ
1
τ ) +EDτ (ζ
2
τ ),(3.10)
Y ′0(0) = ED
′
τ (ζ
1
τ )D
′
τ (ζ
2
τ ).(3.11)
For the second derivative of Y0, we have for every λ,
0≤ Y ′′0 (λ)≤ 1.(3.12)
Proof. The proofs of (3.10) and (3.11) are essentially the same as that
of part (b) of Proposition 14.6.4 [17]. Also, (3.12) and Lemma 14.6.5 [17]
have the same proof. 
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Corollary 1. We have
pN,u ≤ inf
λ
α(λ)≤ α(0)− 1
2
α′(0)2.(3.13)
Proof. This is an immediate consequence of (3.12). 
Let us remark here that (3.13) helps us in at least two ways: First, it
reduces the difficulty of choosing parameters since we do not have to choose λ
now. Second, this inequality gives us a reasonable way to choose parameters.
Roughly speaking, in many cases, we choose parameters in such a way that
the quantity α(0) is very close to P(ξ, h), while the term α′(0)2/2 is the
error that we expect to obtain on the right-hand side of (1.8).
4. Proof of Proposition 3. This section is devoted to proving Proposi-
tion 3. Our approach is based on Talagrand’s proof of the positivity of the
overlap in Section 14.12 [17]. Suppose that u = −v for 0 ≤ v ≤ 1. Proposi-
tion 3 relies on the following two results:
Proposition 7. There exists δ > 0 and ε0 > 0 depending only on ξ and
h with the following property. Whenever we can find k,m,q that satisfy
condition MIN(ε0) and for an integer s with 1≤ s≤ k+1,
ms−1 ≤ δ and qs ≥ v− δ,
then we can find parameters in (2.2) such that pN,u ≤ 2P(ξ, h)−1/M , where
M depends only on ξ and h.
Proposition 8. Consider δ as in Proposition 7. Then we can find
ε1 > 0 with the following property. Whenever we can find k,m,q such that
Pk(m,q)≤P(ξ, h) + ε1 and an integer s with 1≤ s≤ k+ 1,
ms ≥ δ and qs ≤ v− δ,
then we can find parameters in (2.2) such that pN,u ≤ 2P(ξ, h)−1/M , where
M depends only on ξ and h.
Proof of Proposition 3. Let v ≥ 0. Consider δ, ε0 as in Proposi-
tion 7 and ε1 as in Proposition 8. Suppose that k,m,q is a triplet satisfying
MIN(min(ε0, ε1)). Here, the existence of such k,m,q is ensured by Lem-
ma 14.5.5 [17]. Let 1≤ s≤ k+ 1 be the largest integer such that ms−1 ≤ δ.
If qs ≥ v − δ, we apply Proposition 7. Otherwise we have qs ≤ v − δ. If
s= k + 1, then ms =mk+1 = 1≥ δ. If s < k+ 1, then from the definition of
s, ms ≥ δ. In both cases, we conclude Proposition 3 by using Proposition 8
and we are done. 
Note that since the proof of Proposition 8 is essentially the same as that
of Proposition 5, we defer it to Section 6. Now we turn to the proof of
Proposition 7 and proceed with the following lemma:
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Lemma 5. Suppose that A :R→R has uniformly bounded first and sec-
ond derivatives. Consider two independent pairs of jointly Gaussian r.v.’s
(χ1, χ2) and (χ
′
1, χ
′
2), all of variance a, and a standard Gaussian r.v. χ.
These r.v.’s are independent of h. Then we have
|EA′(h+ χ1)A′(h+ χ2)−EA′(h+ χ′1)A′(h+ χ′2)|
(4.1)
≤ |Eχ1χ2 −Eχ′1χ′2|EA′′(h+ χ
√
a)2.
Proof. This is a typical application of the Gaussian interpolation tech-
nique and the Cauchy–Schwarz inequality. For details, one may refer to
Lemma 14.9.5 [17]. 
Suppose that k, m, q is a triplet satisfying MIN(ε). Based on our discus-
sion in Section 2, we may assume, without loss of generality, that v = qa for
some a. The only thing we have to keep in mind is that when using (3.9), we
will not be able to use the value p= a. From the assumption that qs ≥ v− δ,
we divide our discussion into two cases v− δ ≤ qs ≤ v and qs > v. First, let
us proceed with the case that for an integer s with 1≤ s≤ k+1,
ms−1 ≤ δ and v− δ ≤ qs ≤ v.(4.2)
Note that s≤ a. We consider the following numbers:
τ = 1,
κ= k+2− a,
(4.3)
n0 = 0, n1 =ma, n2 =ma+1, . . . , nκ =mk+1 = 1,
ρ0 = 0, ρ1 = v = qa, ρ2 = qa+1, . . . , ρκ+1 = qk+2 = 1
and apply (4.3) to Theorem 2. Recall that we use α to denote the right-hand
side of (2.2).
Lemma 6. Assuming (4.2) and (4.3), we have
α(0)≤ 2Pk(m,q) +Mδ.(4.4)
Proof. The proof is essentially the same as that of Lemma 14.12.7
in [17]. 
In view of (3.13) and (4.4), our goal is then to bound α′(0) from below.
Proposition 6 implies that D1(x) =Aa(x) and so
α′(0) =EA′a(h+ χ1)A
′
a(h+ χ2) + v,(4.5)
where χ1 and χ2 are Gaussian with E(χ1)
2 =E(χ2)
2 = ξ′(v) and Eχ1χ2 =
−tξ′(v) independent of h. Consider two independent Gaussian r.v.’s χ′1 and
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χ′2 with E(χ
′
1)
2 =E(χ′2)
2 = ξ′(v) independent of h. By using (4.1),
EA′a(h+ χ1)A
′
a(h+ χ2)
≥EA′a(h+ χ′1)A′a(h+ χ′2)− tξ′(v)EA′′a(h+ χ
√
ξ′(v))2,
where χ is standard Gaussian independent of h. Since ξ′(v) ≤ vξ′′(v), it
follows that from (4.5),
α′(0)≥ EA′a(h+ χ′1)A′a(h+ χ′2) + v(1− tξ′′(v)EA′′a(h+ χ
√
ξ(v))2)
= EA′a(h+ χ
′
1)A
′
a(h+ χ
′
2) + v(1− t)(4.6)
+ tv(1− ξ′′(v)EA′′a(h+ χ
√
ξ(v))2).
To use (4.6), we have to bound the quantity
ξ′′(v)EA′′a(h+ χ
√
ξ′(v))
from above. The starting point of the proof is that from (3.9),
ξ′′(qs)EW1 · · ·Ws−1A′′s(ζs)2 ≤ 1 +Mε1/6,(4.7)
where ζp = h+
∑
0≤n<p zn and Wp = expmp(Ap+1(ζp+1)−Ap(ζp)).
Lemma 7. Assuming (4.2), there exists δ0 > 0 depending only on ξ and
h such that when δ ≤ δ0, we have
ξ′′(v)EA′′a(h+ χ
√
ξ′(v))2 ≤ ξ′′(qs)EW1 · · ·Ws−1A′′s(ζs)2 +M
√
δ.(4.8)
Proof. This is Lemma 14.12.9 in [17]. 
As a conclusion, by assuming (4.2) and using (4.3), we see that (3.6),
(4.6), (4.7) and (4.8) together imply
α′(0)≥ 1
M
−Mε1/6 −M
√
δ(4.9)
for δ ≤ δ0.
Next, let us consider the other case that for some 1≤ s≤ k+ 1,
ms−1 ≤ δ and qs > v = qa.(4.10)
Since qa+1 ≥ qa ≥ v− δ and ma ≤ms−1 ≤ δ, we may assume, without loss of
generality, that s= a+ 1. Consider the following numbers:
τ = 1,
κ= k+ 2− a,
(4.11)
n0 = 0, n1 = 0, n2 =ma+1, . . . , nκ =mk+1 = 1,
ρ0 = 0, ρ1 = v = qa, ρ2 = qa+1, . . . , ρκ+1 = qk+2 = 1
and apply (4.11) to (2.2).
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Lemma 8. Assuming (4.10) and (4.11), we have
α(0)≤ 2Pk(m,q) +Mδ.(4.12)
Proof. A similar proof as Lemma 6 yields the announced statement.

Again, our goal is to bound α′(0) from below. From (3.11), we have
D2(x) =Aa+1(x) and then
α′(0) =EA′a+1(h+ χ1)A
′
a+1(h+ χ2) + v,(4.13)
where χ1 and χ2 are jointly Gaussian with E(χ1)
2 =E(χ2)
2 = ξ′(qa+1) and
Eχ1χ2 =−tξ′(v) independent of h. Let χ′1 and χ′2 be two independent Gaus-
sian r.v.’s with E(χ′1)
2 = E(χ′2)
2 = ξ′(qa+1) independent of h. Using (4.1),
we obtain
EA′a+1(h+ χ1)A
′
a+1(h+ χ2)
≥EA′a+1(h+ χ′1)A′a+1(h+ χ′2)(4.14)
− tξ′(v)EA′′a+1(h+ χ
√
ξ′(qa+1))
2,
where χ is standard Gaussian independent of h. Let us apply p = a+ 1 to
(3.9) and use the fact qa+1 ≥ v. Then we have
ξ′′(v)EW1 · · ·WaA′′a+1(ζa+1)2 ≤ ξ′′(qa+1)EW1 · · ·WaA′′a+1(ζa+1)2
(4.15)
≤ 1 +Mε1/6.
Lemma 9. Assuming (4.10), we have
E|W1 · · ·Ws−1 − 1| ≤Mδ.(4.16)
Proof. One can find the proof from Lemma 14.12.9 [17]. 
Using (4.16) and EA′′a+1(ζa+1)
2 =EA′′a+1(h+χ
√
ξ′(qa+1))
2, it follows that
from (4.15),
ξ′′(v)EA′′a+1(h+ χ
√
ξ′(qa+1))
2 ≤ 1 +Mδ +Mε1/6(4.17)
and from (3.6), (4.13), (4.14), (4.17) and ξ′(v)≤ vξ′′(v), we then have
α′(0)≥ EA′a+1(h+ χ′1)A′a+1(h+ χ′2) + v
− tξ′(v)EA′′a+1(h+ χ
√
ξ′(qa+1))
2
(4.18)
≥ 1
M
+ v(1− t) + tv(1− ξ′′(v)EA′′a+1(h+ χ
√
ξ′(qa+1))
2)
≥ 1
M
−Mδ−Mε1/6.
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Proof of Proposition 7. First we complete the proof for the case
(4.2). Let M1 be the constant obtained from (4.4) and (4.9) and assume,
without loss of generality, that M1 ≥ 1 and 1/16M41 ≤ δ0. Set δ = 1/16M41 .
If ε≤ ε1 = (1/4M21 )6, (4.9) implies
α′(0)≥ 1
M1
− M1
4M21
− M1
4M21
=
1
2M1
and combining this with (4.4) yields
inf
λ
α(λ)≤ 2Pk(m,q) +M1δ− 1
8M21
≤ 2P(ξ, h) + 2ε0 − 1
16M21
.
Letting ε0 be sufficiently small completes our proof of this case. For the
second case (4.10), using (4.18) and Lemma 8, we may argue similarly to
obtain the announced result. 
5. Proofs of Propositions 1 and 4. Given 0≤ v < 1, recall the definition
of ϕv from (1.6). In this section we first study how the Guerra bound relates
to ϕv and then study some of its basic properties to conclude Propositions 1
and 4.
Let k,m,q be given by (1.1). Suppose that µ is the probability measure
associated to k,m,q and Φ is the corresponding solution of (1.5). Recall
the definition of (Ap)0≤p≤k+2 from (3.1). Then Φ and (Ap)0≤p≤k+2 can be
related in the following way. Let (gp)0≤p≤k+1 be i.i.d. standard Gaussian
r.v.’s. For q ∈ [0,1], we have that Φ(x,1) =Ak+2(x) if q = 1 and
Φ(x, q) =
1
mp
logE expmpAp+1(x+ gp
√
ξ′(qp+1)− ξ′(q)),
if qp ≤ q < qp+1 for some 0≤ p≤ k+ 1. In particular, for 0≤ p≤ k+ 2,
Φ(x, qp) =Ap(x).(5.1)
For fixed u and v with 0 ≤ u ≤ v < 1, we suppose qa ≤ v < qa+1 for some
0≤ a≤ k+1 and consider numbers
τ = 1,
κ= k+ 3− a,
n0 = 0, n1 = 0, n2 =ma,
(5.2)
n3 =ma+1, . . . , nκ =mk+1 = 1,
ρ0 = 0, ρ1 = u, ρ2 = v,
ρ3 = qa+1, . . . , ρκ+1 = qk+2 = 1.
Let us apply (5.2) to (2.1) and recall that we use α(λ) to denote the right-
hand side of (2.2). Recall that c is the smallest value of the support of the
Parisi measure. Since Eh2 6= 0, the positivity of the overlap implies c > 0.
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Lemma 10. For 0< δ < c, we have
α(0)≤ 2Pk(m,q) + µ([0, c− δ])θ(1) + (θ(v)− θ(c− δ))+.(5.3)
The derivative of α at 0 can be computed as
α′(0) =E
∂Φ
∂x
(h+ χ1, v)
∂Φ
∂x
(h+ χ2, v)− u,(5.4)
where χ1 and χ2 are two Gaussian r.v.’s with E(χ1)
2 =E(χ2)
2 = ξ′(v) and
Eχ1χ2 = tξ
′(u) independent of h.
Proof. Without loss of generality, we may assume that v = qa and
u= qb with 0≤ b≤ a. Let us write∑
1≤p≤κ
np(θ(ρp+1)− θ(ρp)) =
∑
a≤p≤k+1
mp(θ(qp+1)− θ(qp))
(5.5)
=
∑
1≤p≤k+1
mp(θ(qp+1)− θ(qp))−C,
where
C =
∑
1≤p≤a−1
mp(θ(qp+1)− θ(qp)).
If qa ≤ c− δ, then
C ≤max{mp : qp ≤ c− δ}
∑
0≤p≤a−1
(θ(qp+1)− θ(qp))
≤ µ([0, c− δ])θ(1);
if qa > c− δ, then
C ≤max{mp : qp ≤ c− δ}
∑
0≤p≤a−1
(θ(qp+1)− θ(qp))
+
∑
0≤p≤a−1:qp>c−δ
θ(qp+1)− θ(qp)
≤ µ([0, c− δ])θ(1) + θ(v)− θ(c− δ).
So (5.3) holds. From (3.10), we have D2(x) =Aa(x) and, consequently, Y0 =
2EAa(h+χ), where χ is Gaussian with Eχ
2 = ξ′(qa). Since χ has the same
distribution as
∑
0≤p<a zp, from Jensen’s inequality, Ap(x)≥EAp+1(x+ zp)
and iterating this inequality implies
EAa
(
h+
∑
0≤p<a
zp
)
≤EA0(h).
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So Y0 ≤ 2EA0(h) = 2X0 and this together with (5.5) yields (5.3). Next, using
(3.11) and (5.1), we obtain
Y ′0(0) = EA
′
a(h+ χ1)A
′
a(h+ χ2)
= E
∂Φ
∂x
(h+ χ1, qa)
∂Φ
∂x
(h+ χ2, qa),
where χ1 and χ2 are jointly Gaussian with E(χ1)
2 = E(χ2)
2 = ξ′(qa) and
Eχ1χ2 = tξ
′(qb) independent of h. This completes our proof. 
Now, suppose that µ is a Parisi measure and c is the smallest value of
its support. By Definition 3, µ is the limit of a sequence of εn-stationary
measures (µn) such that P(ξ, h,µn)→P(ξ, h). By Definition 2, for each µn,
there exist k,m,q satisfying MIN(εn). Here, to clarify notation, we keep
the dependence of k,m,q, and εn on n implicit. For u and v satisfying
0≤ u≤ v < 1, we consider numbers (5.2) associated to u, v and µn, and we
use αn to denote the right-hand side of (2.2). Suppose that Φn is the solution
of (1.5) associated to µn. Recall that we define Φ as the uniform limit of
(Φn). An argument similar to the proof of Theorem 3.2 [14] implies that in
the sense of uniform convergence,
∂iΦ
∂xi
= lim
n→∞
∂iΦn
∂xi
on R× [0,1] for i= 1,2,3.
Proposition 9. For any u and v satisfying 0≤ u≤ v < 1, we have
lim sup
n→∞
αn(0)≤ 2P(ξ, h) + (θ(v)− θ(c))+(5.6)
and
lim
n→∞
α′n(0) =E
∂Φ
∂x
(h+ χ1, v)
∂Φ
∂x
(h+ χ2, v)− u,(5.7)
where χ1 and χ2 are jointly Gaussian with E(χ1)
2 = E(χ2)
2 = ξ′(v) and
Eχ1χ2 = tξ
′(u) independent of h.
Proof. Using (5.3), we have for 0< δ < c,
lim sup
n→∞
αn(0)
≤ 2P(ξ, h) + limsup
n→∞
µn([0, c− δ])θ(1) + (θ(v)− θ(c− δ))+
= 2P(ξ, h) + (θ(v)− θ(c− δ))+
and this implies (5.6) by letting δ tend to zero. For (5.7), we use (5.4). 
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Let us now turn to the study of some basic properties of ϕc. Recall from
(1.6) and (5.7), for fixed 0< v < 1, ϕv is defined by
ϕv(u, t) = lim
n→∞
α′n(0)
for 0 ≤ u ≤ v and 0 ≤ t ≤ 1, where χ1 and χ2 are jointly Gaussian r.v.’s
with E(χ1)
2 = E(χ2)
2 = ξ′(v) and Eχ1χ2 = tξ
′(u) independent of h. For
given k,m,q, let us recall the definition of (Ap)0≤p≤k+2 from (3.1). We also
recall the definitions of (Wp)1≤p≤k+1 and (ζp)1≤p≤k+1 from Lemma 4. Let
us proceed with the following lemmas.
Lemma 11. Let ε > 0 and 0 < δ < c. Suppose that l and l′ are fixed
integers with 1≤ l < l′ ≤ k+1. If mp ≤ ε for every 1≤ p≤ l− 1, then
E|W1W2 · · ·Wl−1 − 1| ≤Mε.(5.8)
If c− δ ≤ qp ≤ ql′ for every l≤ p≤ l′, then
EW1W2 · · ·Wl−1|WlWl+1 · · ·Wl′−1 − 1| ≤M
√
ql′ − c+ δ.(5.9)
Here, M depends only on ξ and h.
Proof. Similar arguments as (14.468) and (14.469) in [17] will yield the
announced results immediately. 
Lemma 12. We have
E
(
∂Φ
∂x
(h+ χ, c)
)2
= c,(5.10)
ξ′′(c)E
(
∂2Φ
∂x2
(h+ χ, c)
)2
≤ 1,(5.11)
where χ denotes a Gaussian r.v. with Eχ2 = ξ′(c).
Proof. Recall that each µn corresponds to k,m,q and ε. Since 0< c < 1,
for each n there exists some 0 ≤ s ≤ k + 1 such that qs ≤ c < qs+1. Let us
first claim that
lim
n→∞
E|W1 · · ·Ws−1 − 1|= 0(5.12)
and if limn→∞ qs+1 = c, then we further have
lim
n→∞
E|W1 · · ·Ws − 1|= 0.(5.13)
Let 0< δ < c be fixed. Suppose that 1≤ l≤ s+1 is the largest integer such
that ql−1 ≤ c− δ. Since limn→∞ µn([0, c− δ]) = 0, we have that for large n,
mp ≤ ε for every 0≤ p≤ l− 1. Using (5.8),
E|W1W2 · · ·Wl−1 − 1| ≤Mε.(5.14)
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On the other hand, since c− δ ≤ qp ≤ c < qs+1 for l ≤ p≤ s, using (5.9), we
also get
EW1W2 · · ·Wl−1|WlWl+1 · · ·Ws−1 − 1| ≤M
√
qs − c+ δ ≤M
√
δ(5.15)
and
EW1W2 · · ·Wl−1|WlWl+1 · · ·Ws − 1| ≤M
√
qs+1 − c+ δ.(5.16)
Using the triangle inequality, (5.14) and (5.15), it follows that
lim sup
n→∞
E|W1W2 · · ·Ws−1 − 1|
≤ lim sup
n→∞
EW1W2 · · ·Wl−1|WlWl+1 · · ·Ws−1 − 1|
+ limsup
n→∞
E|W1W2 · · ·Wl−1 − 1|
≤ lim
n→∞
M
√
δ+Mε
=M
√
δ.
Similarly, if limn→∞ qs+1 = c, using the triangle inequality, (5.14) and (5.16),
we obtain
lim sup
n→∞
E|W1W2 · · ·Ws − 1|
≤ lim sup
n→∞
EW1W2 · · ·Wl−1El|WlWl+1 · · ·Ws − 1|
+ limsup
n→∞
E|W1W2 · · ·Wl−1− 1|
≤ lim
n→∞
M
√
qs+1− c+ δ +Mε
= lim
n→∞
M
√
δ +Mε
=M
√
δ.
Since δ > 0 is arbitrary, our claim follows.
Now, let us assume, without loss of generality, that the following limits
exist:
lim
n→∞
qs, lim
n→∞
qs+1, lim
n→∞
ms
and denote them by c−, c+ andmc, respectively. If c− < c< c+, then the first
inequality implies mc = 0, which leads to a contradiction since the second
inequality implies mc > 0. Thus, we may assume
either c− = c or c+ = c.(5.17)
Note that from the stationarity of µn, qp = 0 if and only if p = 0, and also
qp = 1 if and only if p = k + 2. If qs = 0 for all but finitely many n, then
s + 1 = 1 ≤ k + 1 for large n and so c+ = c. If qs+1 = 1 for all but finitely
many n, then s = k + 1 for large n and so c− = c. Finally, if 0 < qs and
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qs+1 < 1 for infinitely many n, then these s satisfy 1 ≤ s ≤ k and (5.17).
Hence, in the following argument, we assume further that one of the following
cases holds:
(i) 1≤ s≤ k+1 for all n and c− = c.
(ii) 1≤ s+1≤ k+ 1 for all n and c+ = c.
(iii) 1≤ s≤ k for all n and (5.17) holds.
If (i) holds, then from (3.8), (3.9) and (5.12), we have
E
(
∂Φ
∂x
(h+ χ, c)
)2
= lim
n→∞
EA′s(h+ χs)
2
= lim
n→∞
EW1 · · ·Ws−1A′s(h+ χs)2
= lim
n→∞
qs
= c
and
ξ′′(c)E
(
∂2Φ
∂x2
(h+ χ, c)
)2
= lim
n→∞
ξ′′(qs)EA
′′
s (h+ χs)
2
≤ lim sup
n→∞
ξ′′(qs)EW1 · · ·Ws−1A′′s(h+ χs)2
≤ 1,
where χs is Gaussian with E(χs)
2 = ξ′(qs). If (ii) holds, again from (3.8)
and (3.9), we have
EW1 · · ·WsA′s+1(h+ χs+1)2 = qs+1,
ξ′′(qs+1)EW1 · · ·WsA′′s+1(h+ χs+1)2 ≤ 1 +Mε1/6.
Using (5.13) and proceeding as in (i), we obtain the announced results,
where χs+1 is Gaussian with E(χs+1)
2 = ξ′(qs+1). Finally, for the case (iii),
the same argument completes our proof. 
Proposition 10. For each 0 ≤ t ≤ 1, ϕv(·, t) is a convex function on
[0, v]. For 0≤ u≤ c and 0≤ t≤ 1,
∂ϕc
∂u
≤ 0;(5.18)
∂ϕc
∂t
≥ ξ
′
M
,(5.19)
where M is a constant depending only on ξ and h.
Proof. Define for each n,
ϕn,v(u, t) = α
′
n(0) =E
∂Φn
∂x
(h+ χ1, v)
∂Φn
∂x
(h+ χ2, v)− u
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for 0 ≤ u ≤ v and 0 ≤ t ≤ 1, where χ1 and χ2 are jointly Gaussian with
E(χ1)
2 =E(χ2)
2 = ξ′(v) and Eχ1χ2 = tξ
′(u) independent of h. Again, with-
out loss of generality, we may assume that v = qa for some 1 ≤ a ≤ k + 1.
Let g, g10 , g
2
0 , g
1
1, g
2
1 be i.i.d. Gaussian r.v.’s with variance ξ
′(qa) such that for
i= 1,2,
χi = (g
√
t+ gi0
√
1− t)
√
ξ′(u)
ξ′(qa)
+ gi1
√
1− ξ
′(u)
ξ′(qa)
.
Then ϕn,v(u, t) can be written as
ϕn,v(u, t) = φn
(
ξ′(u)
ξ′(qa)
, t
)
− u,
where
φn(w, t) =EA
′
a(V1(w, t))A
′
a(V2(w, t)),
and for i= 1,2,
Vi(w, t) = h+ (g
√
t+ gi0
√
1− t)√w+ gi1
√
1−w.
So for 0≤ u≤ v and 0≤ t≤ 1, by using Gaussian integration by parts,
∂ϕn,v
∂u
(u, t) = tξ′′(u)Γ1(u, t)− 1,(5.20)
∂2ϕn,v
∂u2
(u, t) = tξ(3)(u)Γ1(u, t) + t
2ξ′′(u)2Γ2(u, t),(5.21)
∂ϕn,v
∂t
(u, t) = ξ′(u)Γ1(u, t),(5.22)
∂2ϕn,v
∂u∂t
(u, t) = tξ′(u)ξ′′(u)Γ2(u, t),(5.23)
where
Γ1(u, t) = EA
′′
a(h+ χ1)A
′′
a(h+ χ2),
Γ2(u, t) = EA
(3)
a (h+ χ1)A
(3)
a (h+ χ2).
Since A′′a > 0, we have Γ1 > 0. Let us also observe that
E(A(3)a (V1(w, t))|g,h) =E(A(3)a (V2(w, t))|g,h),
which implies Γ2 > 0. Thus, using these and from (5.21) and (5.23), we
obtain
∂2ϕv
∂u2
= lim
n→0
∂2ϕn,v
∂u2
≥ 0,(5.24)
∂2ϕv
∂u∂t
= lim
n→∞
∂2ϕn,v
∂u∂t
≥ 0.(5.25)
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Thus, the convexity of ϕv(·, t) follows from (5.24). By (5.11) and (5.20),
we know ∂ϕc∂u (c,1) ≤ 0 and from (5.25), this implies ∂ϕc∂u (c, t) ≤ 0. So we
obtain (5.18) by using (5.24). Finally, (5.19) can be easily obtained from
(3.7) and (5.22). 
Proof of Proposition 1. Let 0 ≤ t < 1. Notice that if u = 0, then
χ1 and χ2 are independent and from (3.6), it implies ϕc(0, t) > 0. Since
ϕc(c,1) = 0 by (5.10) and
∂ϕc
∂t (c, t)≥ ξ′(c)/M > 0 from (5.19), we conclude
that ϕc(c, t)< 0 and so ϕc(·, t) has a solution in [0, c]. Suppose that u1, u2
with 0< u1 < u2 < c are two solutions of ϕc(·, t) = 0 in [0, c]. From Rolle’s
theorem, there exists some u3 with u1 < u3 < u2 such that
∂ϕc
∂u (u3, t) = 0.
Using the convexity of ϕc(·, t), it implies ∂ϕc∂u (u, t)≥ 0 for all u3 ≤ u≤ c and
so ϕc(c, t)≥ ϕc(u2, t) = 0, which contradicts to ϕc(c, t)< 0. 
Proof of Proposition 4. Combining (1.6), (3.13), (5.6) and (5.7),
we get that for u, v, t with 0≤ u≤ v < 1 and 0≤ t≤ 1,
pN,u ≤ 2P(ξ, h)− 12ϕv(u, t)2 + (θ(v)− θ(c))+.(5.26)
Applying v = c to this inequality, we obtain (2.5). Suppose that 0≤ t < 1 is
fixed. It is easy to see that (u, v) 7→ ϕv(u, t) is continuous on 0≤ u≤ v < 1.
Since ϕc(c, t) < 0, there exists some γ > 0 such that ϕv(u, t) ≤ ϕc(c, t)/2
whenever c ≤ u ≤ v ≤ c + γ. By the continuity of θ, we may also let γ be
small enough such that θ(v) − θ(c) < ϕc(c, t)2/16 whenever c ≤ v ≤ c + γ.
Therefore, we obtain (2.6) from (5.26). 
6. Proof of Proposition 5. In this section our main goal is to establish
an iterative inequality that is used in the proofs of Propositions 5 and 8.
Let us start by stating our main result as follows. Suppose that y1 and
y2 are jointly Gaussian r.v.’s with E(y1)
2 = E(y2)
2 = 1 and Ey1y2 = t ≥ 0
independent of h. Define
F1(x1, x2,w) =E(th(x1 + y1
√
w)− th(x2 + y2
√
w))2,
F−1(x1, x2,w) =E(th(x1 + y1
√
w) + th(x2 − y2
√
w))2
for x1, x2 ∈ R and w ≥ 0. For convenience, we sometimes simply denote F1
by F . Recall the constant C stated in Lemma 2. Set C0 = t(2(1+t)C
2)−1. For
0< |u| ≤ 1, let η ∈ {−1,+1} satisfy u= η|u|. Then the following inequality
holds.
Proposition 11. There exists a constant K1 depending only on C and
ξ such that the following statement holds. Suppose that 0< c1 < c2 < 1 and
0< ξ′(c2)− ξ′(c1)<min
(
1
8
,
1
2(2C0ξ′(1) +K1)
)
;(6.1)
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and k,m,q are such that for some 1≤ s≤ k+1,
qs ≤ c1 and ms ≥ δ.(6.2)
Then we have
pN,u ≤ 2Pk(m,q)−C0δK2
∫ c2
c1
EFη(h,h, ξ
′(q))ξ′′(q)dq(6.3)
for every u with c2 ≤ |u| ≤ 1, where K2 is a constant depending only on ξ.
As consequences of Proposition 11, Propositions 5 and 8 now follow.
Proof of Proposition 5. Set c2 = c
′. Let us choose c1 ∈ (c, c′) such
that (6.1) holds and µ is continuous at c1. Since c is the minimum of the
support of µ, µ([0, c1])> 0. From the definition of µ, there exists a sequence
of εn-stationary measures (µn) such that µn→ µ weakly and P(ξ, h,µn)→
P(ξ, h). For each n, µn corresponds to some k,m,q. We assume that c1 is
in the list of q and c1 = qs for some 1≤ s≤ k+1. Then for large n,
µn([0, qs]) =ms ≥ δ,
where δ = µ([0, c1])/2. We then apply Proposition 11 to obtain for every
c′ ≤ u≤ 1,
pN,u ≤ 2Pk(m,q)− ε∗,
where ε∗ =C0δK2
∫ c2
c1
EF1(h,h, ξ
′(q))ξ′′(q)dq. Since 0< t < 1, we have that
ε∗ > 0. Letting n tend to infinity completes our proof. 
Proof of Proposition 8. Note that from the given condition, we
have v ≥ δ. Let c1 = v − δ and c2 = v − δ/2. Without loss of generality, we
may assume that δ > 0 is small enough such that (6.1) holds. Since (6.2) is
satisfied and |u|= v > c2, it follows that from (6.3),
pN,u ≤ 2Pk(m,q)− ε∗(v)≤ 2P(ξ, h)− (ε∗(v)− 2ε1)
for ε∗(v) =C0δK2
∫ v−δ/2
v−δ EF−1(h,h, ξ
′(q))ξ′′(q)dq. Clearly, ε∗(·) is a contin-
uous function on [δ,1]. Since 0 < t ≤ 1 and Eh2 6= 0, ε∗(v) > 0 for every
v ∈ [δ,1]. Thus, minv∈[δ,1] ε∗(v)> 0 and the announced result follows by let-
ting ε1 be sufficiently small. 
At this moment, we explain the motivation of the proof of Proposition 11.
Let us apply (2.3) to Theorem 2 and recall the definitions of (Yp)0≤p≤k+2
and (y1p, y
2
p)0≤p≤k+1. Using the independence of y
1
p and y
2
p for τ ≤ p≤ k+ 1
and decreasing induction, one may clearly derive
Yτ =Aτ
(
h+
∑
0≤p<τ
y1p
)
+Aτ
(
h+
∑
0≤p<τ
y2p
)
.
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For 0≤ p < τ , from Lemma 1 and again using decreasing induction, we also
have
Yp =
1+ t
mp
logEp exp
mp
1 + t
Yp+1
≤ 1 + t
mp
logEp exp
mp
1 + t
(Ap+1(x
1
p + y
1
p) +Ap+1(x
2
p + y
2
p))(6.4)
≤ 1
mp
Ep expmpAp+1(x
1
p + y
1
p) +
1
mp
Ep expmpAp+1(x
2
p + y
2
p),
where xjp = h +
∑
0≤r<p−1 y
j
r for j = 1,2. In particular, if p = 0, Y0 ≤
2EA0(h) = 2X0. To prove (6.3), we expect that when 0< t < 1, equality will
not hold in (6.4) and, with the help of the condition (6.2), the small differ-
ence between the two sides will keep accumulating over p. Let us emphasize
that this should be true even in the absence of the external field. A sim-
ilar approach is also presented in Section 14.12 of Talagrand’s book [17],
where he considered the case t= 1 and used the Cauchy–Schwarz inequal-
ity to quantify the difference. However, in the case 0< t < 1, his argument
no longer holds. We then resort to another approach using the Gaussian
interpolation technique.
Before we state our main estimate, for convenience, let us set up a defini-
tion. Let C1 > 0 be a constant and y be a standard Gaussian r.v. Suppose
that m and ω are two fixed numbers with 0≤m≤ 1 and ω ≥ 0 and A is a
real-valued function defined on R such that
E expmA(x+ y
√
w) and EA(x+ y
√
w)
exist for x ∈R and 0≤w ≤ ω. We define
T (x,w) =
1
m
logE expmA(x+ y
√
w),(6.5)
where y is standard Gaussian. Here, if m= 0, T (x,w) is defined as EA(x+
y
√
w). Then we say that A satisfies condition A(m,ω,C1) if∣∣∣∣∂T∂x
∣∣∣∣≤ 1, 1C1 ch2 x ≤
∂2T
∂x2
≤min
(
1,
C1
ch2 x
)
,
(6.6) ∣∣∣∣∂3T∂x3
∣∣∣∣≤ 4,
∣∣∣∣∂4T∂x4
∣∣∣∣≤ 8
for all x∈R and 0≤w ≤ ω.
Proposition 12. Suppose that A satisfies A(m,ω,C1). Let y1, y2 be
jointly Gaussian r.v.’s with Ey21 = Ey
2
2 = 1 and Ey1y2 = t ≥ 0. Let K > 0
and L ∈ N be fixed constants. Suppose that α0, α1, . . . , αℓ ≥ 0. Then there
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exist constants C0ℓ ,C
1
ℓ , . . . ,C
ℓ
ℓ satisfying
0<C0ℓ ,C
1
ℓ , . . . ,C
ℓ
ℓ ≤ 4
ℓ∑
n=0
αn +K1(6.7)
for some constant K1 depending only on C1 and L such that for any given
numbers x1, x2 ∈ R, 0 < m ≤ 1, 0 ≤ w ≤ min(1/8, ω,1/2C0ℓ ), w0 = 0, and
0≤w1,w2, . . . ,wℓ ≤L, the following inequality holds:
1 + t
m
logE exp
m
1 + t
(
A(x1 + y1
√
w) +A(x2 + y2
√
w)
−
ℓ∑
n=0
αnF (x1 + y1
√
w,x2 + y2
√
w,wn)
)
(6.8)
≤
2∑
j=1
1
m
logE expmA(xj + yj
√
w)
−
ℓ∑
n=0
(
αn(1−wCnℓ ) +
C0
2
mwδ0(n)
)
F (x1, x2, (1− δ0(n))w+wn),
where C0 = t(2(1+ t)C
2
1 )
−1 and we define δ0(n) = 1 if n= 0 and 0 otherwise.
Let us explain how to use this inequality. Observe that the left-hand side
of (6.8) differs from (2.4) by the ℓ+ 1 quantities
(αnF (x1, x2,wn))0≤n≤ℓ
at the present stage. Most of them will be preserved in the new stage by
(αn(1−wCnℓ )F (x1, x2, (1− δ0(n))w+wn))0≤n≤ℓ
with the additional term
C0
2
tmwF (x1, x2,0).
So after one step, we obtain (ℓ+ 1) + 1 terms in the new stage. Continued
iterations of (6.8) lead to a sum of these small quantities that will converge
to some positive number if w is not too small at each iteration. This is the
main reason we need the growth control on C0ℓ ,C
1
ℓ , . . . ,C
ℓ
ℓ through (6.7).
Now, we turn to the proof of Proposition 11. Let k,m,q be a given triplet.
Recall the definition of (Ap)0≤p≤k+2 from (3.1). We will need the following
lemma.
Lemma 13. For each 0≤ p≤ k+ 1, Ap+1 satisfies A(mp, ξ′(qp+1),C).
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Proof. Let 0 ≤ p ≤ k + 1 be fixed. Suppose that 0 ≤ w ≤ ξ′(qp+1).
Note that ξ′ is strictly increasing on [0,∞) and ξ′(0) = 0. Let q satisfy
ξ′(q) = ξ′(qp+1)−w. Set k′ = k+ 1− p. Consider
m
′: m′0 = 0,m
′
1 =mp, and m
′
n =mn+p−1 for 2≤ n≤ k′ + 1,
q
′: q′0 = 0, q
′
1 = q, and q
′
n = qn+p−1 for 2≤ n≤ k′ +2.
Let (Bn)0≤n≤k′+2 be defined in the same way as (Ap)0≤p≤k+2 by using the
triplet k′,m′,q′. Then it should be clear that B2 =Ap and so
B1(x) =
1
m′1
logE expm′1B2(x+ y
√
ξ′(qp+1)− ξ′(q))
=
1
mp
logE expmpAp(x+ y
√
w),
where y is a standard Gaussian r.v. Since (Bn)0≤n≤k′+2 satisfies (3.2), this
completes our proof. 
Proof of Proposition 11. Let C be the constant in Lemma 2 and L
be the smallest integer such that L≥ ξ′(1). Suppose thatK1 is obtained from
Proposition 12 by using C1 = C and L. Again, without loss of generality,
we may assume that c1 = qs1 , c2 = qs2 , u = qa for 1 ≤ s1 < s2 ≤ a ≤ k + 2.
Moreover, for s1 ≤ p≤ s2 − 1,
0< ξ′(qp+1)− ξ′(qp)< 1
2γ(s2 − s1)(6.9)
and for 0≤ p < s1,
0< ξ′(qp+1)− ξ′(qp)< 1
2γ
,(6.10)
where γ := max(4,2C0ξ
′(1) +K1). Let us note that such (qp)0≤p≤k+2 exists
by the discussion right below Theorem 2 and using the assumption (6.1).
Let us consider the following numbers:
λ= 0,
τ = a,
κ= k+1,
np =
mp
t+1
if 0≤ p < τ and mp if τ ≤ p≤ κ,
ρp = qp for 0≤ p≤ κ+1.
From (2.1),
pN,u ≤ 2 log 2 + Y0 −
∑
0≤p≤k+1
mp(θ(qp+1)− θ(qp)).
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Recall the definition of (y1p, y
2
p)0≤p≤κ from Theorem 2. We define Ya(x1, x2) =
Aa(x1) +Aa(x2) and for 1≤ p < a,
Yp(x1, x2) =
1+ t
mp
logE exp
mp
1 + t
Yp+1(x1 + y
1
p, x2+ y
2
p).
Finally, set Y0(x1, x2) =EY1(x1+y
1
0, x2+y
2
0). It is obvious that from the defi-
nition Y0 =EY0(h,h). From Proposition 12, we know Ys2(x1, x2)≤As2(x1)+
As2(x2). Set ηp = ξ
′(qp+1) − ξ′(qp) for 0 ≤ p ≤ k + 1. We claim that for
s1 ≤ p < s2,
Yp(x1, x2)≤Ap(x1) +Ap(x2)−
s2−1∑
n=p
βn,pFη
(
x1, x2,
n−1∑
l=p
ηl
)
,(6.11)
where
βn,p =
C0
2
mnηn
(
1− 1
s2− s1
)n−p
.(6.12)
Here, we adapt the definition
∑p′
ℓ=p uℓ = 0 whenever p > p
′ that remains
enforced thereafter. Let s1 ≤ p < s2 and consider the following numbers:
ℓ= s2− p− 1,
m=mp,
(6.13)
α0 = 0 and αn = βn+p,p+1 for 1≤ n≤ ℓ,
w0 = 0 and wn =
n+p−1∑
l=p+1
ηl for 1≤ n≤ ℓ.
From the definition of wn, we know that 0 ≤ wn ≤ ξ′(1) ≤ L for 0 ≤ n≤ ℓ.
Since Ap+1 satisfies A(mp, ξ′(qp+1),C1), applying (6.13) to Proposition 12,
we obtain (Cnℓ )0≤n≤ℓ that, from (6.7), satisfies
C0ℓ ,C
1
ℓ , . . . ,C
ℓ
ℓ ≤ 4
ℓ∑
n=0
αn +K1 ≤ 2C0
s2−1∑
n=p+1
mnηn +K1 ≤ γ.(6.14)
Using (6.9) and (6.14), we know for 0≤ n≤ ℓ,
Cnℓ ηp ≤ γηp <
1
2(s2 − s1) <
1
s2 − s1 .(6.15)
Take w= ηp. Notice that from (6.9) and (6.15), w ≤min(1/8, ξ′(qp+1),1/2C0ℓ ).
If u > 0, then from (6.8), (6.13) and (6.15), we obtain (6.11) since
Yp(x1, x2)≤Ap(x1) +Ap(x2)
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− C0
2
mwF (x1, x2,0)−
ℓ∑
n=1
αn(1−Cnℓ w)F (x1, x2,w+wn)
≤Ap(x1) +Ap(x2)− C0
2
mpηpF (x1, x2,0)
−
s2−1∑
n=p+1
βn,pF
(
x1, x2,
n−1∑
l=p
ηl
)
.
If u < 0, then
Ey1p(−y2p) = t(ξ′(qp+1)− ξ′(qp)),
Ap+1(x2 + y
2
p) =Ap+1(−x2 − y2p),(6.16)
F−1(x1 + y
1
p, x2 + y
2
p,wn) = F (x1 + y
1
p,−x2− y2p,wn)
and it follows by applying (x1,−x2) instead of (x1, x2) and (y1, y2) = (y1p,−y2p)
to Proposition 12 that
Yp(x1, x2)≤Ap(x1) +Ap(−x2)
− C0
2
mwF (x1,−x2,0)
−
ℓ∑
n=1
αn(1−Cnℓ w)F (x1,−x2,w+wp)
≤Ap(x1) +Ap(x2)− C0
2
mpηpF−1(x1, x2,0)
−
s2−1∑
n=p+1
βn,pF−1
(
x1, x2,
n−1∑
l=p
ηl
)
,
where, again, we use (6.15) for the second inequality. This completes the
proof of our claim.
Next, we claim that for 0≤ p≤ s1,
Yp(x1, x2)≤Ap(x1) +Ap(x2)
(6.17)
− exp
(
−2γ
s1−1∑
l=p
ηl
)
s2−1∑
n=s1
βn,s1Fη
(
x1, x2,
n−1∑
l=p
ηl
)
.
If p = s1, then (6.17) holds by (6.11). Suppose 0 ≤ p < s1. Let us consider
the following numbers:
ℓ= s2 − s1,
m=mp,
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(6.18)
α0 = 0 and αn = exp
(
−2γ
s1−1∑
l=p+1
ηl
)
βn+s1−1,s1 for 1≤ n≤ ℓ,
w0 = 0 and wn =
n+s1−2∑
l=p+1
ηl for 1≤ n≤ ℓ,
where βn,p is defined in (6.12). As in our first claim, since 0≤wn ≤ ξ′(1)≤L
for 0≤ n≤ k and Ap+1 satisfies A(mp, ξ′(qp+1),C1), we can apply Proposi-
tion 12 using (6.18) to obtain (Cnℓ )
ℓ
n=0 that, from (6.7), satisfies
C0ℓ ,C
1
ℓ , . . . ,C
ℓ
ℓ ≤ 4
ℓ∑
n=0
αn +K1 ≤ 2C0
ℓ∑
n=0
mnηn +K1 ≤ γ.(6.19)
We conclude from (6.10) and (6.19) that
Cnℓ ηp ≤ 1/2(6.20)
for 0≤ n≤ ℓ. Note that 1−x≥ exp(−2x) if x≤ 1/2. Using this, (6.19), and
(6.20) yield
1−Cnℓ ηp ≥ exp(−2Cnℓ ηp)≥ exp(−2γηp).(6.21)
Set w= ηp. Notice that from (6.10) and (6.20), w≤min(1/8, ξ′(qp+1),1/2C0ℓ ).
If u > 0, using (6.8) and (6.21), we obtain
Yp(x1, x2)≤Ap(x1) +Ap(x2)− C0
2
mpηpF (x1, x2,0)
− exp
(
−2γ
s1−1∑
l=p+1
ηl
)
s2−1∑
n=s1
βn,s1(1−Cnℓ ηp)F
(
x1, x2,
n−1∑
l=p
ηl
)
≤Ap(x1) +Ap(x2)
− exp
(
−2γ
s1−1∑
l=p
ηl
)
s2−1∑
n=s1
βn,s1F
(
x1, x2,
n−1∑
l=p
ηl
)
.
If u < 0, we obtain (6.17) by using (6.16), applying (x1,−x2) instead of
(x1, x2) and (y1, y2) = (y
1
p,−y2p) to (6.11), and a similar argument as in the
case u > 0. This completes the proof of our second claim.
Now, let p = 0 in (6.17) and note that mn ≥ δ/2 for n ≥ s1. We then
obtain
Y0 = EY0(h,h)
≤ 2EA0(h)
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− C0δ
2
exp(−2γξ′(1))
×
(
1− 1
s2− s1
)s2−s1 s2−1∑
n=s1
(ξ′(qn+1)− ξ′(qn))EFη(h,h, ξ′(qn)).
Since we can partition [c1, c2] so that maxs1≤p≤s2−1 ηp is arbitrarily small,
by passing to the limit,
Y0 ≤ 2X0 − C0δ
2
exp(−2γξ′(1)− 1)
∫ c2
c1
EFη(h,h, ξ
′(q))ξ′′(q)dq
and we are done. 
At the end of this section, we will prove Proposition 12 and we proceed
by two lemmas.
Lemma 14. For any x1, x2 ∈R, 0≤w≤ 18 , and w′ ≥ 0, we have
F (x1, x2,w
′ +w)≥ 12F (x1, x2,w′).(6.22)
Proof. First we prove that for x1, x2 ∈R and 0≤w≤ 1/4,
F (x1, x2,w)≥ (1− 4w)F (x1, x2,0).(6.23)
If (6.23) holds, then
F (x1, x2,w)≥ 12F (x1, x2,0),
whenever x1, x2 ∈R and 0≤w≤ 1/8 and this implies (6.22) since for w′ ≥ 0,
F (x1, x2,w
′ +w) = EF (x1 + y1
√
w′, x2 + y2
√
w′,w)
≥ 12EF (x1 + y1
√
w′, x2 + y2
√
w′,0)
= 12F (x1, x2,w
′),
where y1 and y2 are jointly Gaussian r.v.’s with E(y1)
2 = E(y2)
2 = 1 and
Ey1y2 = t. To prove (6.23), for fixed x1, x2, let us set ϕ(w) = F (x1, x2,w).
Define G(x, y) = (thx− thy)2. Using Gaussian integration by parts, we have
ϕ′(0) = 12(G11(x1, x2) +G22(x1, x2) + 2tG12(x1, x2))
= (thx1 − thx2)(th′′ x1 − th′′ x2) + (th′ x1 − th′ x2)2
(6.24)
+ 2(1− t) th′ x1 th′ x2
≥ (thx1 − thx2)(th′′ x1 − th′′ x2).
Since
th′′ x1 − th′′ x2 = 2(thx1 − thx2)((thx1 + thx2)2 − 1− thx1 thx2),
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using this equation together with (6.24) leads to
ϕ′(0)≥ 2(thx1 − thx2)2((thx1 + thx2)2 − 1− thx1 thx2)
≥−4(thx1 − thx2)2.
We may also compute the second derivative of ϕ to see that
max
0≤w≤1
|ϕ′′(w)|/2≤C,
where C is a constant independent of t,w,x1, x2. So
F (x1, x2,w) = ϕ(w)
≥ ϕ(0) +ϕ′(0)w−Cw2
≥ (1− 4w)F (x1, x2,0)−Cw2.
Set δi =wi/N . It is easy to see by induction
F (x1, x2, δi)≥ (1− 4δ1)iF (x1, x2,0)−Ciδ21
for 1≤ i≤N . In particular, if we put i=N and let N tend to infinity, we
obtain F (x1, x2,w) ≥ exp(−4w)F (x1, x2,0) ≥ (1 − 4w)F (x1, x2,0) and this
completes the proof. 
Lemma 15. Suppose that A is a function defined on R satisfying
|A′| ≤ 1, 1
C1 chx2
≤A′′(x)≤min
(
1,
C1
ch2 x
)
,
|A(3)| ≤ 4, |A(4)| ≤ 8
for some constant C1. Let y1, y2 be jointly Gaussian r.v.’s with Ey
2
1 =Ey
2
2 =
1 and Ey1y2 = t≥ 0. Let K > 0 and L ∈N be fixed constants. Suppose that
0≤ α0, α1, . . . , αℓ ≤K. Then there exist constants
K1 depending only on C1 and L,
C0ℓ ,C
1
ℓ , . . . ,C
ℓ
ℓ ≤
ℓ∑
n=0
αn +K1
and
Cℓ+1ℓ depending only on ℓ and K
such that for any given numbers x1, x2 ∈R, 0<m≤ 1, 0≤w ≤ 1/8, w0 = 0,
and 0≤w1,w2, . . . ,wℓ ≤ L, the following inequality holds:
1 + t
m
logE exp
m
1 + t
(
A(x1 + y1
√
w) +A(x2 + y2
√
w)
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−
ℓ∑
n=0
αnF (x1 + y1
√
w,x2 + y2
√
w,wn)
)
≤
2∑
j=1
1
m
logE expmA(xj + yj
√
w)(6.25)
−
ℓ∑
n=0
(αn(1−Cnℓ w) +C0mwδ0(n))F (x1, x2, (1− δ0(n))w+wn)
+Cℓ+1ℓ w
2,
where C0 = t(2(1 + t)C
2
1 )
−1 and δ0(n) = 1 if n= 0 and 0 otherwise.
Proof. The proof is based on the Gaussian interpolation technique.
Suppose for the moment that (y1, y2) are jointly Gaussian with E(y1)
2 =
E(y2)
2 ≤ 1/8 and Ey1y2 = tE(y1)2. Let (z1, z2) be an independent copy of
(y1, y2). Define (z
0
1 , z
0
2) = (0,0) and for 1 ≤ n ≤ ℓ, (zn1 , zn2 ) = (z1, z2). For
convenience, we set for j = 1,2,
Aj(x) =A(xj + x),
thj(x) = th(xj + x),
Uj(u) = yj
√
u
and for j = 1,2 and n= 0,1,2, . . . , ℓ,
Vn,j(u) = yj
√
u+ znj
√
1− u,
Gn(u) = F (x1 + Vn,1(u), x2 + Vn,2(u),wn),
Gn,j(u) = Fj(x1 + Vn,1(u), x2 + Vn,2(u),wn),
Gn,ij(u) = Fij(x1 + Vn,1(u), x2 + Vn,2(u),wn),
where Fj is the partial derivative of F with respect to the jth variable and
Fij means the second partial derivative of F with respect to ith and then
jth variables. Define the interpolation functions
ϕ(u) = Ezψ(u),
ϕj(u) = ψj(u), j = 1,2,
where
ψ(u) =
1+ t
m
logEyT (u),
ψj(u) =
1
m
logEyTj(u)
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and
T (u) = exp
m
1 + t
(
A1(U1(u)) +A2(U2(u))−
ℓ∑
n=0
αnGn(u)
)
,
Tj(u) = expmAj(Uj(u)).
Then
ϕ(1) =
1+ t
m
logE exp
m
1 + t
(
A1(y1) +A2(y2)
−
ℓ∑
n=0
αnF (x1 + y1, x2 + y2,wn)
)
,
ϕ(0) = ϕ1(0) +ϕ2(0)−
ℓ∑
n=0
αnEzF (x1 + z
n
1 , x2 + z
n
2 ,wn).
In the following, we will try to find an upper bound for ϕ′(0). Consider
ψ′(u) =
1
EyT (u)
Ey
[
2∑
j=1
(
U ′j(u)A
′
j(Uj(u))
−
ℓ∑
n=0
αnV
′
n,j(u)Gn,j(u)
)
T (u)
]
=
1
2
J0(u)− 1
2
ℓ∑
n=0
αn(J
n
1 (u) + J
n
2 (u)),
where
J0(u) =
1
EyT (u)
Ey
[
1√
u
(y1A
′
1(U1(u)) + y2A
′
2(U2(u)))T (u)
]
and for j = 1,2 and n= 0, . . . , ℓ,
Jnj (u) =
1
EyT (u)
Ey
[(
yj√
u
− z
n
j√
1− u
)
Gn,j(u)T (u)
]
.
Using Gaussian integration by parts on y, we have
J0(0) = Ey(y1)
2
2∑
j=1
(
A′′j (0) +
m
1 + t
A′j(0)
(
A′j(0)−
ℓ∑
n=0
αnGn,j(0)
))
+
tm
1 + t
Ey(y1)
2
(
A′1(0)
(
A′2(0)−
ℓ∑
n=0
αnGn,2(0)
)
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+A′2(0)
(
A′1(0)−
ℓ∑
n=0
αnGn,1(0)
))
= Ey(y1)
2
(
J10 (0)−
m
1 + t
(J20 (0) + J
3
0 (0))
)
,
where
J10 (0) =
2∑
j=1
(A′′j (0) +mA
′
j(0)
2)− mt
1 + t
(A′1(0)−A′2(0))2,
J20 (0) = (A
′
1(0)−A′2(0))
ℓ∑
n=0
αn(Gn,1(0) + tGn,2(0)),
J30 (0) = (1 + t)A
′
2(0)
ℓ∑
n=0
αn(Gn,1(0) +Gn,2(0)).
Let us try to find an upper bound for J0(0) first. Since
1
C1 ch
2 x
≤A′′(x)≤ C1
ch2 x
,
it is easy to see from (6.22) that
1
C21
F (x1, x2,w0)≤ (A′1(0)−A′2(0))2
≤C21F (x1, x2,w0)(6.26)
≤ 28L+1C21EzF (x1 + zn1 , x2 + zn2 ,wn).
Since
∂
∂x
(th1 x− th2 y)2 = 2(1− th21 x)(th1 x− th2 y),
∂
∂y
(th1 x− th2 y)2 = 2(1− th22 y)(th2 y − th1 x)
from the Cauchy–Schwarz inequality, we have
EzGn,j(0)
2 = EzFj(x1 + z
n
1 , x2 + z
n
2 ,wn)
2
= Ez(2Ey′ [(1− th2j (znj + y′j
√
wn))
× (th1(zn1 + y′1
√
wn)− th2(zn2 + y′2
√
wn))])
2(6.27)
≤ 4EzEy′(th1(zn1 + y′1
√
wn)− th2(zn2 + y′2
√
wn))
2
= 4EzF (x1 + z
n
1 , x2 + z
n
2 ,wn),
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where y′1, y
′
2 are jointly Gaussian r.v.’s with E(y
′
1)
2 =E(y′2)
2 = 1 and Ey′1y
′
2 =
t. Straightforward computation yields
∂
∂x
(th1 x− th2 y)2 + ∂
∂y
(th1 x− th2 y)2 =−2(th1 x− th2 y)2(th1 x+ th2 y)
and this implies
Ez|Gn,1(0) +Gn,2(0)| ≤ 4EzF (x1 + zn1 , x2 + zn2 ,wn).(6.28)
Now, combining (6.26), (6.27), (6.28), and using Jensen’s inequality,
EzJ
1
0 (0)≤
2∑
n=1
(A′′j (0) +mA
′
j(0)
2)− mt
(1 + t)C21
F (x1, x2,w0),
Ez|J20 (0)| ≤ |A′1(0)−A′2(0)|
ℓ∑
n=0
αn((EzGn,1(0)
2)1/2 + t(EzGn,2(0)
2)1/2)
≤ 2(1 + t)|A′1(0)−A′2(0)|
ℓ∑
n=0
αn(EzF (x1 + z
n
1 , x2 + z
n
2 ,wn))
1/2
≤ 24L+3/2C1(1 + t)
ℓ∑
n=0
αnEzF (x1 + z
n
1 , x2 + z
n
2 ,wn)
and
Ez|J30 (0)| ≤ 4(1 + t)
ℓ∑
n=0
αnEzF (x1 + z
n
1 , x2 + z
n
2 ,wn).
To sum up, we obtain that
EzJ0(0)≤ Ey(y1)2
2∑
j=1
(A′′j (0) +mA
′
j(0)
2)
+mEy(y1)
2
ℓ∑
n=0
(
αn(2
4L+3/2C1 +4)− t
(1 + t)C21
δ0(n)
)
(6.29)
×EzF (x1 + zn1 , x2 + zn2 ,wn).
Next, let us turn to the computation of Jn1 . By using Gaussian integration
by parts on y, we obtain
1√
u
Ey(y1Gn,1(u)T (u))
=Ey(y1)
2Ey[Gn,11(u)T (u)] +Ey(y1y2)Ey[Gn,12(u)T (u)]
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+
m
1 + t
Ey(y1)
2Ey
[
Gn,1(u)
(
A′1(U1(u))−
ℓ∑
l=0
αlGl,1(u)
)
T (u)
]
+
m
1 + t
Ey(y1y2)Ey
[
Gn,1(u)
(
A′2(U2(u))−
ℓ∑
l=0
αlGl,2(u)
)
T (u)
]
,
and this implies that
lim
u→0
Ez
[
1√
uEyT (u)
Ey(y1Gn,1(u)T (u))
]
(6.30)
=Ey(y1)
2
(
EzGn,11(0) + tEzGn,12(0) +
m
1 + t
(In1 + tI
n
2 )
)
,
where for 0≤ n≤ ℓ,
In1 = Ez
[
Gn,1(0)
(
A′1(0)−
ℓ∑
l=1
αlGl,1(0)
)]
,
In2 = Ez
[
Gn,1(0)
(
A′2(0)−
ℓ∑
l=1
αlGl,2(0)
)]
.
On the other hand, letting u→ 0 and then using Gaussian integration by
parts on z, we also have
lim
u→0
Ez
[
1√
1− uEyT (u)
Ey(z
n
1Gn,1(u)T (u))
]
=Ez
[
1
EyT (0)
zn1Gn,1(0)EyT (0)
]
=Ez[z
n
1Gn,1(0)](6.31)
=Ez(z
n
1 )
2(EzGn,11(0) + tEzGn,12(0)).
So from (6.30) and (6.31),
lim
u→0
EzJ
n
1 (u)
= lim
u→0
Ey,z
[
1
EyT (u)
(
y1√
u
− z
n
1√
1− u
)
Gn,1(u)T (u)
]
(6.32)
=Ey(y1)
2
(
δ0(n)(G0,11(0) + tG0,12(0)) +
m
1 + t
(In1 + tI
n
2 )
)
.
We may also compute limu→0EzJ
n
2 (u) and this yields
lim
u→0
EzJ
n
1 (u) +EzJ
n
2 (u)
(6.33)
= δ0(n)Ey(y1)
2I0 +
mEy(y1)
2
1 + t
((In1 + I
n
3 ) + t(I
n
2 + I
n
4 )),
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where I0 =G0,11(0) +G0,22(0) + 2tG0,12(0) and for 0≤ n≤ ℓ,
In3 = Ez
[
Gn,2(0)
(
A′2(0)−
ℓ∑
l=1
αlGl,2(0)
)]
,
In4 = Ez
[
Gn,2(0)
(
A′1(0)−
ℓ∑
l=1
αlGl,1(0)
)]
.
Let us now try to find a suitable lower bound for (6.33). Observe that
th′1(0), th
′
2(0)≥ 0,
th′1(0)− th′2(0) =−(th1(0)− th2(0))(th1(0) + th2(0)),
th′′1(0)− th′′2(0) = 2(th1(0)− th2(0))
× ((th1(0) + th2(0))2 − 1− th1(0) th2(0)).
This implies
I0 = 2(th1(0)− th2(0))(th′′1(0)− th′′2(0))
+ 2(th′1(0)− th′2(0))2 + 4(1− t) th′1(0) th′2(0)
≥ 2(th1(0)− th2(0))(th′′1(0)− th′′2(0))(6.34)
≥−4(th1(0)− th2(0))2
=−4F (x1, x2,w0).
As for the upper bounds for |In1 + In3 | and |In2 + In4 |, we write
In1 + I
n
3 = I
n
11 + I
n
12 + I
n
13,
In2 + I
n
4 = I
n
21 + I
n
22 + I
n
23,
where
In11 = Ez[Gn,1(0)(A
′
1(0)−A′2(0))],
In21 = Ez[Gn,2(0)(A
′
1(0)−A′2(0))],
In12 = Ez[A
′
2(0)(Gn,1(0) +Gn,2(0))],
In22 = Ez[A
′
2(0)(Gn,1(0) +Gn,2(0))],
In13 =−
ℓ∑
l=0
αlEz[(Gn,1(0)Gl,1(0) +Gn,2(0)Gl,2(0))],
In23 =−
ℓ∑
l=0
αlEz[(Gn,1(0)Gl,2(0) +Gn,2(0)Gl,1(0))].
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Using (6.26), (6.27) and Jensen’s inequality, we have
|Inj1| ≤ (EyGn,j(0)2)1/2|A′1(0)−A′2(0)|
(6.35)
≤ 24L+3/2C1EzF (x1 + zn1 , x2 + zn2 ,wn).
From (6.28), we also have
|Inj2| ≤ 4EzF (x1 + zn1 , x2 + zn2 ,wn).(6.36)
To bound |Inj3|, we use ab≤ (a2 + b2)/2 and (6.27). Then this leads to
|Inj3| ≤
1
2
ℓ∑
l=0
αl(Gn,1(0)
2 +Gn,2(0)
2 +Gl,1(0)
2 +Gl,2(0)
2)
≤ 4
(
ℓ∑
l=0
αl
)
EzF (x1 + z
n
1 , x2 + z
n
2 ,wn)(6.37)
+ 4
ℓ∑
l=0
αlEzF (x1 + z
l
1, x2 + z
l
2,wl).
Now, combining (6.34), (6.35), (6.36) and (6.37) together, we obtain from (6.33),
ℓ∑
n=0
αn(EzJ
n
1 (0) +EzJ
n
2 (0))
≥−4α0δ0(n)Ey(y1)2F (x1, x2,w0)
(6.38)
−mEy(y1)2
ℓ∑
n=0
αn
(
8
ℓ∑
l=0
αl +2
4L+3/2C1 +4
)
×EzF (x1 + zn1 , x2 + zn2 ,wn).
From now on, we replace (y1, y2) by (y1
√
w,y2
√
w) with E(y1)
2 = 1. Com-
bining (6.29) and (6.38), we get
ϕ′(0) ≤ w
2
2∑
j=1
(A′′j (0) +mA
′
j(0)
2)
(6.39)
+w
ℓ∑
n=0
(αnC
n
ℓ −C0mδ0(n))F (x1, x2, (1− δ0(n))w+wn),
where C0 = t(2(1 + t)C
2
1 )
−1 and for 0≤ n≤ ℓ,
Cnℓ = 4m
ℓ∑
l=0
αl + 2
4L+3/2mC1 + 4m+2δ0(n).
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It is easy to compute that
ϕ′j(0) =
w
2
(A′′j (0) +mA
′
j(0)
2).
We may also use Gaussian integration by parts and the given conditions on
the first four derivatives to compute the second derivatives of ϕ1, ϕ2 and ϕ
and this yields
1
2
max
0≤u≤1
(|ϕ′′1(u)|+ |ϕ′′2(u)|+ |ϕ′′(u)|)≤Cℓ+1ℓ w2,
where Cℓ+1ℓ depends only on ℓ and K. Finally, we finish by using the mean
value theorem and (6.39),
ϕ(1) ≤ ϕ(0) + ϕ′(0) + 1
2
max
0≤u≤1
|ϕ′′(u)|
≤ ϕ1(1) +ϕ2(1)
−
ℓ∑
n=0
(αn(1−Cnℓ w) +C0mwδ0(n))F (x1, x2, (1− δ0(n))w+wn)
+Cℓ+1ℓ w
2. 
Proof of Proposition 12. Recall that Lemma 15 guarantees the ex-
istence of constants C0,C
0
ℓ , . . . ,C
ℓ
ℓ , which satisfy (6.7). From (6.25), we only
need to prove that Cℓ+1ℓ can be eliminated. To do this, let α0, . . . , αℓ ≥ 0 and
let Cℓ+1ℓ be obtained by using K = C0ω + max(α0, . . . , αℓ) in Lemma 15.
Let us keep 0 < m ≤ 1, t ≥ 0, 0 ≤ w ≤ min(1/8, ω,1/2C0ℓ ), w0 = 0, and
0 ≤ w1, . . . ,wℓ ≤ L fixed. We use ϕ(x1, x2,w) to denote the left-hand side
of (6.8). Recall the definition of T (x,w) from (6.5) using A and m. Set
δi =wi/N for 1≤ i≤N . We claim that for large N , the following inequality
holds:
ϕ(x1, x2, δi)≤ T (x1, δi) + T (x2, δi)
(6.40)
−
ℓ∑
n=0
βn,iF (x1, x2, (1− δ0(n))δi +wn) + iCℓ+1ℓ δ21
for all 1≤ i≤N , where
βn,i = δ0(n)C0mδ1
i∑
j=1
(1−C0ℓ δ1)j−1 +αn(1−Cnℓ δ1)i.
If i= 1, then (6.25) implies (6.40). Suppose that (6.40) holds for some i with
1≤ i <N . Then by using the induction hypothesis,
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ϕ(x1, x2, δi+1)
=
1+ t
m
logE exp
m
1 + t
(ϕ(x1 + y1
√
δ1, x2 + y2
√
δ1, δi))
≤ 1 + t
m
logE exp
m
1 + t
(6.41)
×
(
T (x1 + y1
√
δ1, δi) + T (x2 + y2
√
δ1, δi)
−
ℓ∑
n=0
βn,iF (x1 + y1
√
δ1, x2 + y2
√
δ1, (1− δ0(n))δi +wn)
)
+ iCℓ+1ℓ δ
2
1 .
Observe that from the definition βn,i ≤ C0wi/N + αn ≤K for large N and
T (·, δi) satisfies A(m,δN−i,C1) since 0≤w≤ ω. Also, notice
δ1 =
w
N
≤ 1
N
min
(
1
8
, ω,
1
2C0ℓ
)
≤min
(
1
8
, δN−i,
1
2C0ℓ
)
.
Applying (6.25) to (6.41), we obtain
ϕ(x1, x2, δi+1)
≤ T (x1, δi+1) + T (x2, δi+1)
−
ℓ∑
n=0
(δ0(n)C0mδ1 + βn,i(1−Cnℓ δ1))F (x1, x2, (1− δ0(n))δi+1 +wn)
+ (i+ 1)Cℓ+1ℓ δ
2
1 .
Since
δ0(n)C0mδ1 + βn,i(1−Cnℓ δ1)
= δ0(n)C0mδ1 + δ0(n)C0mδ1
i∑
j=1
(1−C0ℓ δ1)j +αn(1−Cnℓ δ1)i+1
= δ0(n)C0mδ1
i+1∑
j=1
(1−C0ℓ δ1)j−1+αn(1−Cnℓ δ1)i+1
= βn,i+1,
this completes the proof of our claim. Letting i = N in (6.40) and then
N →∞, we obtain that
ϕ(x1, x2,w)≤ T (x1,w) + T (x2,w)
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−
ℓ∑
n=0
(δ0(n)C0mw exp(−C0ℓw) + αn exp(−Cnℓ w))(6.42)
×F (x1, x2, (1− δ0(n))w+wn).
Since exp(−C0ℓw)≥ 1/
√
e≥ 1/2 for 0≤ w ≤ 1/2C0ℓ and also exp(−Cnℓ w)≥
1−Cnℓ w using exp(−x)≥ 1−x for x≥ 0, plugging these results inside (6.42),
we are done. 
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