Abstract. In [5] , Kifer, Peres and Weiss showed that the Bernoulli measures for the Gauss map T (x) = 1 x mod 1 satisfy a 'dimension gap' meaning that for some c > 0, sup p dim µ p < 1 − c, where µ p denotes the (pushforward) Bernoulli measure for the countable probability vector p. In this paper we propose a new proof of the dimension gap. By using tools from thermodynamic formalism we show that the problem reduces to obtaining uniform lower bounds on the asymptotic variance of a class of potentials.
Introduction
Let x ∈ [0, 1] \ Q. It is well known that there exists a sequence {i n } n∈N known as the continued fraction expansion of x that satisfies It is well known that T has an absolutely continuous invariant probability measure µ T given by µ T (A) = 1 log 2 A 1 1 + x dx.
By using the coding map Π, we can construct many more T -invariant measures, by 'pushing forward' σ-invariant measures from Σ. In particular, if m is a σ-invariant measure then µ = m • Π −1 is a T -invariant measure. In this paper we will be focused on pushforward Bernoulli measures. Given a countable probability vector p = (p n ) n∈N , let m p denote the Bernoulli measure on Σ which satisfies m p ([i 1 . . . i n ]) = p i 1 . . . p in , where [i 1 . . . i n ] = {j ∈ Σ : j 1 = i 1 , . . . , j n = i n } denotes the cylinder set for the word i 1 . . . i n . We define µ p = m p • Π −1 and we will also call this a Bernoulli measure. We will be interested in the Hausdorff dimension of Bernoulli measures, where the Hausdorff dimension of a Borel probability measure µ is defined as dim µ = inf{dim A : µ(A) = 1} where dim A denotes the Hausdorff dimension of the set A. By the work of Walters [11] , µ T is the unique absolutely continuous invariant probability measure for T and realises the supremum h(µ T ) − log |T |dµ T = sup µ∈M(T ) h(µ) − log |T |dµ : log |T |dµ < ∞ = 0 (1) where M(T ) denotes all T -invariant probability measures and h(·) denotes the measuretheoretic entropy. As a direct consequence of (1) we deduce that for any p for which h(µ p ) < ∞,
where the formula dim(·) =
is known to hold for all finite entropy ergodic measures and χ(µ p ) = log |T |dµ p is known as the Lyapunov exponent of µ p .
What is not clear from (2) is whether there is a 'dimension gap' at 1. We say that there is a dimension gap if there exists some c > 0 for which sup p∈P dim µ p 1 − c where P denotes the simplex of all probability vectors. In this paper we will prove the following result. 
We briefly sketch their proof. Given w ∈ Σ * and δ > 0 let Γ which is the set of points whose orbits visit the interval Π([w]) with an asymptotic frequency which differs by δ from the one prescribed by µ T . By using the ergodic theorem it is not difficult to show that for some δ 0 > 0, dim µ p max{dim Γ
11 } for all p. Also define J n (x) = Π([i 1 . . . i n ]) if x ∈ Π([i 1 . . . i n ]), that is, J n (x) is the 'level n' projected cylinder that x belongs to, let |J n (x)| denote the diameter of J n (x) and consider the set
{x ∈ (0, 1) : |J n (x)| exp(−λn)} (4) which is the set of points whose orbits 'frequently' visit a 'small' neighbourhood of 0. Kifer, Peres and Weiss showed that for some λ 0 > 0, dim E λ 0 < 1 which allowed them to reduce the problem down to finding an upper bound for the dimension of the set of points in Γ 11 which don't belong to E λ 0 . They then showed that for any δ > 0, sup
which completed the proof. Another proof of Theorem 1.1 was given by the author and Baker in [1] where it was shown that there exists a Bernoulli measure µ q such that
Notice that by (2) this immediately implies the existence of a dimension gap, however it gives no quantitative information about the size of the gap.
In this paper we propose a new proof of the dimension gap. All objects which have been discussed so far have some interpretation in the language of thermodynamic formalism; for instance µ T and µ p are Gibbs measures, the dimension can typically be written in terms of the entropy, and the variational principle (1) describes the existence and uniqueness of a measure of maximal dimension. Therefore, it is a natural question to ask what is the meaning of a dimension gap within the framework of thermodynamic formalism. As a consequence of the new proof that is given in this paper we demonstrate that a dimension gap corresponds to the existence of uniform lower bounds for the asymptotic variance of a class of potentials. This is of particular interest since this appears to be a rare example of an application of lower bounds for the variance. We remark that while our approach does give some information about the size of the gap, since it does not improve on [5] we will not make it explicit in order to keep our arguments concise.
Throughout the paper we will assume that if h(µ p ) = − n∈N p n log p n < ∞ then the entries (p n ) n∈N of the probability vector p are decreasing and satisfy p n = O( 1 n 2 ) (meaning that there exists a constant K > 0 such that p n K n 2 for all n). To see that we can make the first assumption, suppose that for some k ∈ N, p k+1 < p k . Define p to be the probability vector given by
if n ∈ {k, k + 1}.
Then since h(µ p ) > h(µ p ) and χ(µ p ) < χ(µ p ) (see for instance [1, Lemma 3.5]), it follows that dim µ p > dim µ p . We can make the second assumption since given any probability vector p and any ε > 0, we can choose some probability vector q with the property that q n = 0 for all n sufficiently large whose dimension 'approximates' the dimension of µ p , that is, | dim µ q − dim µ p | < ε (see for instance [1, Proposition 3.6] ). Since µ q is finitely supported, trivially q n = O( 1 n 2 ). Therefore it is sufficient to consider probability vectors that satisfy both assumptions on their weights.
Throughout this paper we denote
Morally there are similarities with [5] in the way in which the new proposed proof will be organised. To be precise, while Kifer, Peres and Weiss showed that it was enough to consider the dimension of the set of points in Γ 11 which did not belong to E λ 0 , we'll show that it is actually sufficient to study the dimension of Bernoulli measures whose probability vectors satisfy the following hypothesis for some constant 0 < ε < ψ < 1. Hypothesis 1.2. The probability vector p satisfies − p n log p n < ∞ and additionally either
In particular, we'll show that there exists c > 0 and 0 < ε < ψ < 1 such that whenever p does not satisfy Hypothesis 1.2 for this choice of ε then dim µ p < 1 − c. Essentially this is down to the fact that if Hypothesis 1.2 is not satisfied, µ p must assign a lot of mass to a small neighbourhood of 0 (since the entries p n are decreasing) which allows us to bound the dimension of the measure directly from the fact that the Lyapunov exponent is forced to be large.
Consequently this allows us to restrict our attention to p which satisfy Hypothesis 1.2. Fixing such p, by using tools from thermodynamic formalism we will show that we can relate dim µ p to the derivative of a particular function β p (t) at t = 1. By using the properties of β p we will show that the problem reduces to obtaining a lower bound on β p (t) which holds uniformly for all t belonging to a compact interval and all p which satisfy Hypothesis 1.2. In turn, this reduces to studying lower bounds on the asymptotic variance of a particular class of potentials, which comprises the main body of work in this paper.
The paper is organised as follows. In section 2 we provide some preliminaries, including the necessary tools from thermodynamic formalism and some useful properties of the Gauss map. In section 3 we will show that there exist some constants c, ε 0 > 0 such that if h(µ p ) < ∞ and p does not satisfy Hypothesis 1.2 for ε = ε 0 or if h(µ p ) = ∞ then dim µ p < 1 − c. In particular, this will allow us to assume that Hypothesis 1.2 holds for ε = ε 0 for the remainder of the paper. In section 4 we obtain a bound on the dimension of measures which satisfy Hypothesis 1.2 (for ε = ε 0 ). In section 5 we tie the last two sections together to provide a proof of Theorem 1.1. Finally in section 6 we discuss a generalisation of Theorem 1.1.
Preliminaries
2.1. Symbolic coding. Let Σ, Σ * , σ, Π be defined as before. For i ∈ Σ * let |i| denote the length of the word i. For i, j ∈ Σ let i ∧ j ∈ Σ ∪ Σ * denote the longest initial block common to both i and j. We equip Σ with the metric d given by d(i, j) = exp(−|i ∧ j|) if |i ∧ j| < ∞ and d(i, j) = 0 otherwise. Given i = (i n ) n∈N ∈ Σ, we let i| n = i 1 . . . i n denote the finite word obtained by truncating i after n digits. Given i 1 . . . i n ∈ Σ * let (i 1 . . . i n ) ∞ denote the unique periodic point i ∈ Σ of period n for which i| n = i 1 . . . i n . Given a finite word i 1 . . . i n , denote 
We say that a potential f : [0, 1] → R is locally Hölder if there exist constants C > 0 and 0 < α < 1 such that for all n 1 the variations var n (f ) decay exponentially:
Note that f being locally Hölder does not necessarily imply that it is bounded. We define
and denote the space of all bounded locally Hölder functions by H = ∪ 0<α<1 H α . If f ∈ H α , define the seminorm [f ] α to be the smallest constant C that one can take in (6) and we equip H α with the norm
We say that a locally Hölder potential f :
2.3. Thermodynamic formalism. We can define the topological pressure of a potential g as follows.
Definition 2.1 (Topological pressure). Let g : [0, 1] → R be a locally Hölder potential. Then the pressure of g is given by
where S n g(x) denotes the Birkhoff sum S n g(x) = g(x) + . . . g(T n−1 x).
In general, the pressure of g can either be finite or infinite, but if g is summable then P (g) < ∞.
Given a locally Hölder potential g : [0, 1] → R, we say that a measure µ g is a Gibbs measure for g if there exist constants C, P > 0 such that for all n ∈ N, i ∈ Σ * and x ∈ I i ,
Note that we do not require µ g to be invariant. By [8, Corollary 2.10] we know about the existence of T -invariant Gibbs measures.
Proposition 2.2 (Existence of Gibbs measures).
Let g : [0, 1] → R be a locally Hölder summable potential. Then there exists a unique T -invariant (probability) Gibbs measure µ g for g. Moreover, the constant P in (8) is given by P = P (g). 
Then there exists a unique (positive) eigenfunction L g h = h and a unique eigenmeasure L * gμ =μ, where L * g denotes the dual of L g . Moreoverμ is a Gibbs measure for g. Let M g : H → H be the normalised operator defined by
so that M g 1 = 1. Then dµ = hdμ is the unique T -invariant Gibbs measure for g and M * g µ = µ. Given u ∈ H we call u − u • T a coboundary. We say that two locally Hölder functions
Regularity of T . It is easy to check that for all
. That means that although T is itself not uniformly expanding, the second iterate T 2 is. Since
Consequently, one can use (9) to show that − log |T | is locally Hölder; in particular − log |T | ∈ H 2
3
. Throughout the rest of the paper we fix α = 2 3 . A consequence of the Hölder regularity of − log |T | is the following useful bounded distortion property, see for instance [3, §7.4 Lemma 2].
Proposition 2.4 (Bounded distortion property).
There exists some C > 0 such that for all n ∈ N, i 1 . . . i n ∈ Σ * and x, y ∈ I i 1 ...in ,
In particular for any
Measures that do not satisfy Hypothesis 1.2
In this section we show that there exists some c, ε > 0 such that if p does not satisfy Hypothesis 1.2 for this choice of ε, then dim µ p < 1 − c.
Given λ > 0 recall that E λ was defined to be
By [5, Theorem 4.1], for any λ > 0 and
We begin by using (12) to show that any measure with infinite entropy (and therefore infinite Lyapunov exponent) will have dimension at most
Fix λ > 0. Then for µ p almost every x
for all n sufficiently large. By rearranging (13) we obtain that for all x that satisfy (13), there exists a subsequence n k such that
for all k ∈ N. By Proposition 2.4 this implies that
along the subsequence n k , provided λ is sufficiently large. Therefore x ∈ E λ which implies that µ p (E λ ) = 1 since we were considering x that belong to a set of full measure. Let
where κ(s) is given by (11) . Since s can be chosen arbitrarily close to 1 2 and λ can be chosen to be arbitrarily large, the result follows.
We can use similar ideas to consider measures with finite entropy whose associated probability vectors do not satisfy Hypothesis 1.2.
where ψ was defined in (5). Fix ε 0 sufficiently small that ε 0 <
1−ψ 2N
. Since the p n are decreasing it follows that
As in the proof of Lemma 3.1 this implies that µ p almost every x belongs to E λ 0 and therefore dim
Measures that satisfy Hypothesis 1.2
Throughout this section we fix ε = ε 0 given by Lemma 3.2 and we fix a probability vector p that satisfies the following hypothesis. 
. To make our arguments clearer we also assume that p n > 0 for all n, although the proof could be easily adapted without this extra assumption.
The main result in this section is that we can obtain a uniform upper bound on the dimension of any measure µ p whose probability vector satisfies Hypothesis 4.1.
Lemma 4.2. There exists η 1 > 0 such that for any µ p that satisfies Hypothesis 4.1,
The method used in this section is based on an approach which was proposed by Kesseböhmer, Stratmann and Urbańksi and was outlined in a talk given by Kesseböhmer in [4] .
For a fixed probability vector p define the Bernoulli potential
Notice that f p is the Gibbs potential for the Bernoulli measure µ p . We are now ready to introduce the function β p . 
Note that it is not immediately obvious that β p should be well-defined; this fact will follow from Proposition 4.4.
We denote the function that appears inside the pressure in (14) by g p,t :
By Proposition 8 we know that there exists a unique invariant Gibbs measure for g p,t which we will denote by µ p,t . The function β p will be the object of our focus throughout this section. In the following proposition we summarise its important properties. (1) β p (t) is convex and decreasing on
Moreover the first derivative of β p (with respect to t) is given by
(so in particular dim µ p = |β p (1)|) and the second derivative is given by
where the variance σ
Moreover, these properties determine the graph of β p (t); see Figure 1 .
Proof. It is easy to see that β p is decreasing, since
To see that β p is convex, notice that for any n ∈ N, and a, u, t ∈ (0, 1)
by Hölder's inequality. Therefore
Therefore it follows that β p (at
For the second part, by using Proposition 2.4 it is easy to see that P (− log |T |) = 0 which implies that β p (0) = 1. Similarly it is easy to see that P (f p ) = 0 thus it follows that β p (1) = 0.
To prove the third part, we begin by showing that β p is analytic in a neighbourhood of 1. Let r < . By Proposition 2.4 and the fact that p n = O(
and therefore is a finite sum. Let (t, b)
there exists a constant K > 0 such that
where the second inequality follows by Proposition 2.4. Therefore, by [7, Theorem 2.6 .12]
] and by the implicit function theorem β p (t) is analytic for all t ∈ (1−
). We will return to show that β p is analytic on the whole interval [0, 1] after verifying that (16) holds for any t ∈ (1 − r 2 , 1 + r 2 ) (and indeed for all t at which β p (t) is analytic).
To verify (16) we follow the arguments of Ruelle [9] . Fix t such that β p is analytic at t. We differentiate (14) and apply [7, Proposition 2.6 .13] and the implicit function theorem to deduce that
In particular, since β p (1) = 0, it follows that µ p,1 = µ p and therefore
Using
Fix t and choose ε sufficiently small so that
where C is a constant coming from Proposition 2.4 and the fact that p n = O( . By the implicit function theorem and [7, Theorem 2.6 .12], β p (t) is analytic for all t ∈ [0, 1], and the derivative β p (t) satisfies (16) by the same arguments as before.
To verify (17) we differentiate (19) to obtain
By (19), µ p,t (−β p (t) log |T | + f p ) = 0 for all p and t (where µ p,t (f ) denotes f dµ p,t ), thus σ 2 µp,t (f p,t ) is given by (18).
By rewriting dim µ p as the absolute value of the derivative of β p at 1, we are now able to exploit the tools of calculus to find an upper bound on |β p (1)| = dim µ p . In particular we are interested in showing that β p is 'uniformly convex' in some compact interval of t. Therefore we need to obtain lower bounds on β p (t) which are uniform over all p which satisfy Hypothesis 4.1 and all t belonging to some compact interval.
From now on we shall denote f p,t :
By (21), we are interested in finding an upper bound for the Lyapunov exponent χ(µ p,t ) and a lower bound for the variance σ 2 µp,t (f p,t ) which henceforth we will denote by σ 2 p,t (f p,t ). The Lyapunov exponent is not difficult to estimate from above, but we will delay this until Lemma 4.19. Instead, our primary focus will be obtaining a lower bound for the variance. It is well known that the variance satisfies
for any functionf p,t which is cohomologous to f p,t . The second term on the right hand side of (23) is what makes it difficult to study lower bounds on the variance. Therefore, our aim is to find a coboundary U p,t − U p,t • T such that if we substitutef p,t = f p,t + U p,t − U p,t • T into (23) then the right hand term will vanish. Therefore, in the first part of this section we introduce a family of transfer operators which will aid us towards obtaining the appropriate function U p,t for which σ 2 p,t (f p,t ) = f 2 p,t dµ p,t . To this end, we introduce a family of transfer operators. 
exp(g p,t (y))w(y).
Note that this can be written alternatively as
Notice that each operator in the family above is well-defined since
It will be more convenient for us to work with the normalised transfer operator. When seeking upper estimates on the variance, the second term on the right hand side in (23) can easily be dealt with, for instance one can bound it above by knowing an explicit rate for the decay of the correlation functions. However, when one is interested in lower estimates, this term makes the variance difficult to bound from below. Since (23) holds for anyf p,t which is cohomologous to f p,t , it would be useful if we could find somef p,t ∼ f p,t for which
we can rewrite the above as
Writingf p,t = f p,t + U p,t − U p,t • T for some coboundary U p,t − U p,t • T , it transpires that the property we want is M p,t (f p,t + U p,t − U p,t • T ) = 0. This leads us to the following definition for U p,t , which we now fix.
It will be a consequence of Lemma 4.11 that U p,t ∈ H α (although it is already not difficult to see this: it is easy to show that M p,t f p,t ∈ H α , and therefore by [7, Theorem 2.4.6] one can deduce that M n p,t f p,t α decays exponentially fast in n). As suggested above, it turns out that this definition for U p,t fits our purposes.
Lemma 4.8. For all p and t,
Proof. It follows from definition that
As an immediate corollary to the above, we can write the variance as a single integral as we intended.
Corollary 4.9. We can write
Proof. By (23)
Therefore, ] and notice that for all t ∈ I,
since β p is convex and dim µ p . Let Z be a finite set of periodic points of T . Suppose there exist constants c 1 and c 2 such that for all p and t ∈ I,
(1) there exists a periodic point z ∈ Z of period n such that
Then we can bound f 2 p,t dµ p,t from below by a 'strip' of the integral which is determined by an interval centred at an appropriate point z in the orbit of z = Π(i) for which |f p,t (z )| c 1 . We simply need to make the interval width sufficiently small so thatf p,t remains large within the interval, which we can do by using the Hölder properties off p,t . In particular if m is large enough that α m c 1 2c 2 then for any y ∈ I i|m ,
so it follows that for all y ∈ I i|m , |f p,t (y)| . Therefore
Therefore we see that a uniform lower bound on σ Lemma 4.10. Given i ∈ Σ * let z i denote the periodic point for T given by z i = Π((i) ∞ ). There exists a uniform constant c 1 independent of p and t such that for any t and p, there exists z ∈ {z 1 , z 2 , z 12 } for which
Moreoever, for any p which satisfies p 1 > ψ, |f p,t (z 1 )| c 1 . 
for any n ∈ N, i 1 . . . i n ∈ N n and z ∈ I i 1 ...in . 9 m for all t ∈ I and p that satisfy Hypothesis 4.1.
4.1.
Proof of Lemma 4.10. We begin by proving Lemma 4.10. Essentially this boils down to two key observations. Firstly observe that S nfp,t (z) = S n f p,t (z) for any periodic point z = T n z since f p,t andf p,t are cohomologous. Secondly observe that by the nonlinearity of T , − log |T | is not locally constant whereas f p is. In particular, this means that
Proof of Lemma 4.10. Fix t and p = (p 1 , p 2 , . . .). Recall that by the convexity of β p ,
. Put
Without loss of generality we can assume that both
and
since otherwise we are done. We will show that this forces | 1 2 S 2 f p,t (z 12 )| > c 11 , which will complete the proof.
By (26) and (27) it follows that
where the final inequality is because |β p (t)| log |T (z 1 )|. Therefore, since −β p (t) 3 4 it follows that
Finally, putting c 1 = min{c 11 , c 12 } we complete the proof.
4.2.
Proof of Lemma 4.11. In this section we will prove Lemma 4.11. By [7, Theorem 2.4.6] we know that for each p and t there exist constants c p,t > 0, 0 < ρ p,t < 1 such that for all f ∈ H α with µ p,t (f ) = 0,
We would like to prove a uniform (in p and t) version of the above property. In fact we will work with the Lipschitz norm instead, and show that we can choose uniform c 4 > 0, 0 < ρ < 1 such that for all p and t and f ∈ C 0,1
To do this we will make use of 'Hilbert-Birkhoff cone theory' [6, 10] which provides technology that yields particularly explicit estimates for the rate of decay of norms under transfer operators, which will allow us to verify that a uniform property such as (28) holds. The result will then follow by obtaining upper bounds on M p,t f p,t 0,1 and M 2 p,t f p,t 0,1 . We begin this section by summarising the tools from Hilbert-Birkhoff cone theory and how these can be applied to transfer operators. For more details the reader is directed to [6, 10] . For a > 0 define C a = w ∈ C([0, 1]) : w 0 and w(x) e a|x−y| w(y) .
Then C a is a closed convex cone; this means that λw ∈ C a and w 1 + w 2 ∈ C a for all λ > 0 and all w, w 1 , w 2 ∈ C a . We can define a partial ordering on V by
Moreover, using this partial ordering one can define the projective metric Θ on C a ; we will not actually require an explicit characterisation of this metric but it is defined and discussed in [10, Proposition 2. 
(2) there exists r ∈ (0, 1) that depends only on D such that for all v, w ∈ C a ,
The following is an easy modification of [6, Lemma 1.3].
Proposition 4.14. Let · 1 , · 2 be two norms on C([0, 1]) and consider the cone C a which induces the partial ordering . Suppose there exists C 1 such that for all f, g ∈ C([0, 1])
Then given any f, g ∈ C a for which f 1 = g 1 ,
We also note that it is easy to check that
Additionally one can check that −f g f implies that g 0,1 (1 + a) 2 f 0,1 . We will now apply Proposition 4.13 to the operator M 2 p,t to deduce that it strictly contracts the projective metric Θ (with the view to later combine this with Proposition 4.14 in order to prove (28)). The following lemma will also provide us with uniform regularity properties for the fixed points h p,t . 
Moreoever, for all x, y ∈ [0, 1] \ Q and all p, t
Proof. We begin by proving that the analogues of (30) and (31) hold for L 2 p,t for some a 0 , r 0 and D 0 .
Since f p is locally constant,
so there exists κ < ∞ such that [g p,t ] α κ for all p and t.
. In particular, this means that any local inverse branch of T 2 must be contracting by α 2 . Thus
Choose α 2 < λ 0 < 1 and a 0
Clearly L 
for all v, w ∈ C a 0 . In particular r 0 and D 0 are independent of p and t. Using (34) we can prove (32) for a = a 0 . Let N ∈ N and consider integers m, n N . Using (34) we can write
we can apply Proposition 4.14 to the norms · 1 = · L 1 and · 2 = · ∞ to deduce that for all n, m N ,
This implies that L n p,t 1 is a Cauchy sequence in the uniform norm · ∞ . Thus the limit lim n→∞ L n p,t 1 ∈ C a 0 and is a fixed point of L p,t . In particular, since the fixed point is unique, this means that h p,t = lim n→∞ L n p,t 1 and therefore h p,t satisfies (32) for a = a 0 . We now use this fact to prove (30) and (31).
Let p,t C a ⊂ C λa . Thus by Proposition 4.13, (31) holds. Moreover since a > a 0 , h p,t ∈ C a and so (32) holds.
Next we obtain a uniform upper bound on the operator norm of M p,t , when restricted to the cone C a .
Lemma 4.16. There exists A > 0 such that for all f ∈ C a and all p, t,
Proof. Firstly, we can immediately see that M k p,t f ∞ f ∞ for all k ∈ N. Next, since f ∈ C a , by Lemma 4.15 it follows that M 2n p,t f ∈ C a as well and therefore setting F = M 2n p,t f ,
for all x, y ∈ [0, 1] which implies that
Now using lemmas 4.15 and 4.16 we can apply Proposition 4.14 to the operator M 2 p,t to deduce that (28) holds.
Lemma 4.17. There exist constants c 4 > 0 and 0 < ρ < 1 such that for all p, t and
Proof. Let f ∈ C 0,1 ([0, 1]) for which µ p,t (f ) = 0. If f is constant, f = 0 since its integral is 0 and thus the result follows trivially. If f is not constant, f 0,1 > 0. Let f 1 and f 2 be the positive and negative parts of f respectively, so that f = f 1 − f 2 with f 1 , f 2 0. We can guarantee that they belong to a cone by adding a constant. In particular, f i + f 0,1 ∈ C 1 for each i since
where the fourth line follows because log(1 + z) z for any z > −1.
, we can apply Proposition 4.14 for
where A is the uniform constant from Lemma 4.16.
Before we can use the above result to prove Lemma 4.11, we need uniform bounds on M p,t f p,t 0,1 and M 2 p,t f p,t 0,1 for all p that satisfy Hypothesis 4.1 and t ∈ I. Observe that for t ∈ I, |β p (t)|, |p t n log p n | 8. To see that this holds for |p t n log p n |, define α t (x) = x t log x for x ∈ [0, 1]. Differentiating with respect to x we obtain d dx (α t (x)) = tx t−1 log x + x t−1 = x t−1 (t log x + 1).
∞ |x − y| 2ae 3a |x − y|.
Using this, (32) and the inequality
There exists a uniform constant C which is independent of p, t and x such that
therefore the second sum in (36) is uniformly bounded for all p and t. To verify that the first sum is bounded by a constant multiple of |x − y|, observe that
As before, there exists some uniform constant C which is independent of p, t and x such that d dx u n (x) C log n n 2βp(t)+1 from which it follows that the first sum is also uniformly bounded by some constant multiple of |x − y| which is independent of p and t. We can bound |M 2 p,t f p,t (x) − M 2 p,t f p,t (y)| similarly, thus the result follows.
We are now in a position to prove Lemma 4.11.
Proof of Lemma 4.11. For all p that satisfy Hypothesis 4.1 and t ∈ I and n 1,
where the penultimate inequality follows by Lemma 4.17 
Moreover, we can proceed to obtain the following sequence of inequalities
. . .
Multiplying these all together we obtain
Now,
Plugging this into (39) we obtain
By rearranging this inequality and expanding the ergodic sum we obtain the desired lower bound. The upper bound follows by an analogous argument. We can now deduce that log |T |dµ p,t is uniformly bounded above for all p and t.
Lemma 4.19. There exists a uniform constant L such that for all p that satisfy Hypothesis 4.1 and t ∈ I,
Proof. By Lemma 4.12, µ p,t (I n ) c 3 p t n |T (x)| βp(t) for any p which satisfies Hypothesis 4.1, any t ∈ I, any n ∈ N and x ∈ I n . Therefore for all p and t we have 
Generalisations
The method used in this paper can be generalised to prove the existence (and bounds on) a dimension gap for more general countable branch expanding maps under a suitable 'non-linearity' assumption on the map.
In particular, let {I n } n∈N be a T (x) = T n (x) if x ∈ I n T (0) = 0 where we put T (x) = T k (x) for k = min{n : x ∈ I n } if x is a common endpoint of two intervals. Similarly, we adopt the convention that T (x) = T k (x) where k = min{n : x ∈ I n }. Let T : [0, 1] → [0, 1] be a countable branch expanding (Markov) map as described above. Additionally assume that T satisfies the following conditions:
(1) Some iterate of T is uniformly expanding. There exists l ∈ N and Λ > 1 for which | ( (4) Non-linearity assumption.
T (z 1 )T (z 2 ) = T (z 12 )T (z 21 ).
Then there exists some η > 0 for which sup p∈P dim µ p 1 − η and η depends on Λ, l, κ, s and a 'non-linearity' constant θ which is given by θ = log T (z 1 )T (z 2 ) T (z 12 )T (z 21 ) = 0.
We now make some remarks about assumptions (1)-(4). Firstly, (2) guarantees that − log |T | is locally Hölder, which we saw was crucial for the proof. This in turn allows one to show that an analogue of Proposition 2.4 holds for T , which is also utilised at many points throughout the proof. In fact, the reason why our method yields a particularly poor estimate on the dimension gap when T is the Gauss map is precisely because the constant κ in (42) is given by κ = 16, which ends up appearing in several exponents throughout the proof.
Next, we note that (3) is a sharp condition. To see this, suppose there does not exist s < 1 for which n∈N |I n | s < ∞. Let 0 < t < 1 be arbitrary. By assumption
Thus, we can choose some large N for which . Applying the analogue of Proposition 2.4 it follows that there exists a uniform constant C > 0 for which log |T (x)| − log |I n | + C for all n ∈ N and all x ∈ I n . Therefore
Since N can be chosen arbitrarily large to make − k n=N (c|I n | t log |I n |) arbitrarily large, we deduce that dim µ p N → t as N → ∞. Therefore, for all 0 < t < 1 we can choose a Bernoulli measure with dimension greater than t, proving that a dimension gap does not exist.
Finally, (4) describes the fact that T sees some non-linearity on one of the first two branches. This is precisely the property that was used in Lemma 4.1 and would be sufficient (though not necessary) to prove an analogue of Lemma 4.1 for a more general map T .
