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Abstract
State aggregation is a popular model reduction method rooted in optimal control.
It reduces the complexity of engineering systems by mapping the system’s states
into a small number of meta-states. The choice of aggregation map often depends
on the data analysts’ knowledge and is largely ad hoc. In this paper, we propose
a tractable algorithm that estimates the probabilistic aggregation map from the
system’s trajectory. We adopt a soft-aggregation model, where each meta-state has
a signature raw state, called an anchor state. This model includes several common
state aggregation models as special cases. Our proposed method is a simple two-
step algorithm: The first step is spectral decomposition of empirical transition
matrix, and the second step conducts a linear transformation of singular vectors
to find their approximate convex hull. It outputs the aggregation distributions and
disaggregation distributions for each meta-state in explicit forms, which are not
obtainable by classical spectral methods. On the theoretical side, we prove sharp
error bounds for estimating the aggregation and disaggregation distributions and
for identifying anchor states. The analysis relies on a new entry-wise deviation
bound for singular vectors of the empirical transition matrix of a Markov process,
which is of independent interest and cannot be deduced from existing literature.
The application of our method to Manhattan traffic data successfully generates a
data-driven state aggregation map with nice interpretations.
Keywords: anchor states, entry-wise eigenvector analysis, multivariate time series, non-
negative matrix factorization, spectral methods, state representation learning, total variation
bounds, unsupervised learning, vertex hunting
1 Introduction
State aggregation is a long-existing approach for model reduction of complicated systems. It is
widely used as a heuristic to reduce the complexity of control systems and reinforcement learning
(RL). The earliest idea of state aggregation is to aggregate “similar” states into a small number of
subsets through a partition map. However, the partition is often handpicked by practitioners based on
domain-specific knowledge or exact knowledge about the dynamical system [32, 6]. Alternatively,
the partition can be chosen via discretization of the state space in accordance with some priorly
known similarity metric or feature functions [35]. Prior knowledge of the dynamical system is often
required in order to handpick the aggregation without deteriorating its performance. There lacks a
principled approach to find the best state aggregation structure from data.
In this paper, we propose a model-based approach to learning probabilistic aggregation structure.
We adopt the soft state aggregation model, a flexible model for Markov systems. It allows one to
represent each state using a membership distribution over latent variables (see Section 2 for details).
Such models have been used for modeling large Markov decision processes, where the membership
can be used as state features to significantly reduce its complexity [33, 38]. When the membership
distributions are degenerate, it reduces to the more conventional hard state aggregation model, and
so our method is also applicable to finding a hard partition of the state space.
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The soft aggregation model is parameterized by p aggregation distributions and r disaggregation
distributions, where p is the total number of states in a Markov chain and r is the number of (latent)
meta-states. Each aggregation distribution contains the probabilities of transiting from one raw state
to different meta-states, and each disaggregation distribution contains the probabilities of transiting
from one meta-state to different raw states. Our goal is to use sample trajectories of a Markov process
to estimate these aggregation/disaggregation distributions. The obtained aggregation/disaggregation
distributions can be used to estimate the transition kernel, sample from the Markov process, and plug
into downstream tasks in optimal control and reinforcement learning (see Section 5 for an example).
In the special case when the system admits a hard aggregation, these distributions naturally produce a
partition map of states.
Our method is a two-step algorithm. The first step is the same as the vanilla spectral method, where
we extract the first r left and right singular vectors of the empirical transition matrix. The second step
is a novel linear transformation of singular vectors. The rationale of the second step is as follows:
Although the left (right) singular vectors are not valid estimates of the aggregation (disaggregation)
distributions, their linear span is a valid estimate of the linear span of aggregation (disaggregation)
distributions. Consequently, the left (right) singular vectors differ from the targeted aggregation
(disaggregation) distributions only by a linear transformation. We estimate this linear transformation
by leveraging a geometrical structure associated with singular vectors. Our method requires no prior
knowledge of meta-states and provides a data-driven approach to learning the aggregation map.
Our contributions.
1. We introduce a notion of “anchor state” for the identifiability of soft state aggregation. It creates an
analog to the notions of “separable feature” in nonnegative matrix factorization [13] and “anchor word”
in topic modeling [4]. The introduction of “anchor states” not only ensures model identifiability but
also greatly improves the interpretability of meta-states (see Section 2 and Section 5). Interestingly,
hard-aggregation indeed assumes all states are anchor states. Our framework instead assumes there
exists one anchor state for each meta-state.
2. We propose an efficient method for estimating the aggregation/disaggregation distributions of a
soft state aggregation model from Markov transition data. In contrast, classical spectral methods are
not able to estimate these distributions directly.
3. We prove statistical error bounds for the total variation divergence between the estimated ag-
gregation/disaggregation distributions and the ground truth. The estimation errors depend on the
size of state space, number of meta-states, and mixing time of the process. We also prove a sample
complexity bound for accurately recovering all anchor states. To our best knowledge, this is the first
result of statistical guarantees for soft state aggregation learning.
4. At the core of our analysis is an entry-wise large deviation bound for singular vectors of the
empirical transition matrix of a Markov process. This connects to the recent interests of entry-wise
analysis of empirical eigenvectors [2, 23, 24, 40, 11, 14]. Such analysis is known to be challenging,
and techniques that work for one type of random matrices often do not work for another. Unfortunately,
our desired results cannot be deduced from any existing literature, and we have to derive everything
from scratch (see Section 4). Our large-deviation bound provides a convenient technical tool for the
analysis of spectral methods on Markov data, and is of independent interest.
5. We applied our method to a Manhattan taxi-trip dataset, with interesting discoveries. The estimated
state aggregation model extracts meaningful traffic modes, and the output anchor regions capture
popular landmarks of the Manhattan city, such as Times square and WTC-Exchange. A plug-in of
the aggregation map in a reinforcement learning (RL) experiment, taxi-driving policy optimization,
significantly improves the performance. These validate that our method is practically useful.
Connection to literature. While classical spectral methods have been used for aggregating states
in Markov processes [36, 39], these methods do not directly estimate a state aggregation model.
It was shown in [39] that spectral decomposition can reliably recover the principal subspace of a
Markov transition kernel. Unfortunately, singular vectors themselves are not valid estimates of the
aggregation/disaggregation distributions: the population quantity that singular vectors are trying to
estimate is strictly different from the targeted aggregation/disaggregation distributions (see Section 3).
Our method is inspired by the connection between soft state aggregation, nonnegative matrix factor-
ization (NMF) [26, 16], and topic modeling [7]. Our algorithm is connected to the spectral method in
[22] for topic modeling. The method in [22] is a general approach about using spectral decomposition
for nonnegative matrix factorization. Whether or not it can be adapted to state aggregation learning
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and how accurately it estimates the soft-aggregation model was unknown. In particular, [22] worked
on a topic model, where the data matrix has column-wise independence and their analysis heavily
relies on this property. Unfortunately, our data matrix has column-wise dependence, so we are unable
to use their techniques. We build our analysis from ground up.
There are recent works on statistical guarantees of learning a Markov model [15, 18, 28, 39, 37]. They
target on estimating the transition matrix, but our focus is to estimate the aggregation/disaggregation
distributions. Given an estimator of the transition matrix, how to obtain the aggregation/disaggregation
distributions is non-trivial (for example, simply performing a vanilla PCA on the estimator doesn’t
work). To our best knowledge, our result is the first statistical guarantee for estimating the aggre-
gation/disaggregation distributions. We can also use our estimator of aggregation/disaggregation
distributions to form an estimator of the transition matrix, and it can achieve the known minimax rate
for a range of parameter settings. See Section 4 for more discussions.
2 Soft State Aggregation Model with Anchor States
We say that a Markov chain X0, X1, . . . , Xn admits a soft state aggregation with r meta-states, if
there exist random variables Z0, Z1, . . . , Zn−1 ∈ {1, 2, . . . , r} such that
P(Xt+1 | Xt) =
r∑
k=1
P(Zt = k | Xt) · P(Xt+1 | Zt = k), (1)
for all t with probability 1. Here, P(Zt | Xt) and P(Xt+1 | Zt) are independent of t and referred
to as the aggregation distributions and disaggregation distributions, respectively. The soft state
aggregation model has been discussed in various literatures (e.g., [33, 39]), where r is presumably
much smaller than p. See [5, Section 6.3.7] for a textbook review. This decomposition means that
one can map the states into meta-states while preserving the system’s dynamics. In the special case
where each aggregation distribution is degenerate (we say a discrete distribution is degenerate if only
one outcome is possible), it reduces to the hard state aggregation model or lumpable Markov model.
The soft state aggregation model has a matrix form. Let P ∈ Rp×p be the transition matrix, where
Pij = P(Xt+1 = j | Xt = i). We introduce U ∈ Rp×r and V ∈ Rp×r, where Uik = P(Zt = k |
Xt = i) and Vjk = P(Xt+1 = j | Zt = k). Each row of U is an aggregation distribution, and each
column of V is a disaggregation distribution. Then, (1) is equivalent to (1s: the vector of 1’s)
P = UV>, where U1r = 1p and V>1p = 1r. (2)
Here, U and V are not identifiable, unless with additional conditions. We assume that each meta-state
has a signature raw state, defined either through the aggregation process or the disaggregation process.
Definition 1 (Anchor State). A state i is called an “aggregation anchor state” of the meta-state k
if Uik = 1 and Uis = 0 for all s 6= k. A state j is called a “disaggregation anchor state” of the
meta-state k, if Vjk > 0 and Vjs = 0 for all s 6= k.
An aggregation anchor state transits to only one meta-state, and a disaggregation anchor state can be
transited from only one meta-state. Since (2) is indeed a nonnegative matrix factorization (NMF), the
definition of anchor states are natural analogs of “separable features” in NMF [13]. They are also
natural analogs of “pure documents” and “anchor words” in topic modeling. We note that in a hard
state aggregation model, every state is an anchor state by default.
Throughout this paper, we take the following assumption:
Assumption 1. There exists at least one disaggregation anchor state for each meta-state.
By well-known results in NMF [13], this assumption guarantees that U and V are uniquely defined
by (2), provided that P has a rank of r. Our results can be extended to the case where each meta-state
has an aggregation anchor state (see the remark in Section 3). For simplicity, from now on, we call a
disaggregation anchor state an anchor state for short.
The introduction of anchor states not only guarantees identifiability but also enhances interpretability
of the model. This is demonstrated in an application to New York city taxi traffic data. We model
the taxi traffic by a finite-state Markov chain, where each state is a pick-up/drop-off location in the
city. Figure 1 illustrates the estimated soft-state aggregation model (see Section 5 for details). The
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estimated anchor states coincide with notable landmarks in Manhattan, such as Times square area,
the museum area on Park avenue, etc. Hence, each meta-state (whose disaggregation distribution
is plotted via a heat map over Manhattan in (c)) can be nicely interpreted as a representative traffic
mode with exclusive destinations (e.g., the traffic to Times square, the traffic to WTC Exchange, the
traffic to museum park, etc.). In contrast, if we don’t explore anchor states but simply use PCA to
conduct state aggregation, the obtained meta-states have no clear association with notable landmarks,
so are hard to interpret. The interpretability of our model also translates to better performance in
downstream tasks in reinforcement learning (see Section 5).
Figure 1: Soft state aggregation learned from NYC taxi data. Left to right: (a) Illustration of 100 taxi trips
(O: pick-up location,4: drop-off location). (b) A principal component of P (heat map), lacking interpretability.
(c) Disaggregation distribution of P corresponding to the Times square anchor region. (d) Ten anchor regions
identified by Alg. 1, coinciding with landmarks of NYC.
3 An Unsupervised State Aggregation Algorithm
Given a Markov trajectory {X0, X1, . . . , Xn} from a state-transition system, let N ∈ Rp×p be the
matrix consisting of empirical state-transition counts, i.e., Nij =
∑n−1
t=0 1{Xt = i,Xt+1 = j}.
Our algorithm takes as input the matrix N and the number of meta-states r, and it estimates (a) the
disaggregation distributions V, (b) the aggregation distributions U, and (c) the anchor states. See
Algorithm 1. Part (a) is the core of the algorithm, which we explain below.
Insight 1: Disaggregation distributions are linear transformations of right singular vectors.
We consider an oracle case, where the transition matrix P is given and we hope to retrieve V from P.
Let H = [h1, . . . ,hr] ∈ Rp×r be the matrix containing first r right singular vectors of P. Let Span(·)
denote the column space of a matrix. By linear algebra, Span(H) = Span(P>) = Span(VU>) =
Span(V). Hence, the columns of H and the columns of V are two different bases of the same
r-dimensional subspace. It follows immediately that there exists L ∈ Rr×r such that H = VL. On
the one hand, this indicates that singular vectors are not valid estimates of disaggregation distributions,
as each singular vector hk is a linear combination of multiple disaggregation distributions. On the
other hand, it suggests a promising two-step procedure for recovering V from P: (i) obtain the right
singular vectors H, (ii) identify the matrix L and retrieve V = HL−1.
Insight 2: The linear transformation of L is estimable given the existence of anchor states.
The estimation of L hinges on a geometrical structure induced by the anchor state assumption [13]:
Let C be a simplicial cone with r supporting rays, where the directions of the supporting rays are
specified by the r rows of the matrix L. If j is an anchor state, then the j-th row of H lies on one
supporting ray of this simplicial cone. If j is not an anchor state, then the j-th row of H lies in the
interior of the simplicial cone. See the left panel of Figure 2 for illustration with r = 3. Once we
identify the r supporting rays of this simplicial cone, we immediately obtain the desired matrix L.
Insight 3: Normalization on eigenvectors is the key to estimation of L under noise corruption.
In the real case where N, instead of P, is given, we can only obtain a noisy version of H. With noise
corruption, to estimate supporting rays of a simplicial cone is very challenging. [22] discovered that
a particular row-wise normalization on H manages to “project” the simplicial cone to a simplex with
r vertices. Then, for all anchor states of one meta-state, their corresponding rows collapse to one
single point in the noiseless case (and a tight cluster in the noisy case). The task reduces to estimating
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Figure 2: Geometrical structure of anchor states. Left: Each dot is a row of the matrix H = [h1,h2,h3].
The data points are contained in a simplicial cone with three supporting rays. Right: Each dot is a re-scaled
row of H by SCORE, where the first coordinate is dropped and so every row is in a plane. The data points are
contained in a simplex with three vertices.
Algorithm 1 Learning the Soft State Aggregation Model.
Input: empirical state-transition counts N, number of meta-states r, anchor state threshold δ0
1. Estimate the matrix of disaggregation distributions V.
(i) Conduct SVD on N˜ = N[diag(N>1p)]−1/2 ∈ Rp×p, and let ĥ1, ..., ĥr denote the first r right
singular vectors. Obtain a matrix D̂ = [diag(ĥ1)]−1[ĥ2, . . . , ĥr] ∈ Rp×(r−1).
(ii) Run an existing vertex finding algorithm to rows of D̂. Let b̂1, . . . , b̂r be the output vertices.
(In our numerical experiments, we use the vertex hunting algorithm in [21]).
(iii) For 1 ≤ j ≤ p, compute
ŵ∗j = argminq∈Rr
∥∥∥d̂j − r∑
k=1
qkb̂k
∥∥∥2 + (1− r∑
k=1
qk
)2
.
Set the negative entries in ŵ∗j to zero and renormalize it to have a unit `
1-norm. The re-
sulting vector is denoted as ŵj . Let Ŵ = [ŵ1, ŵ2, . . . , ŵp]> ∈ Rp×r . Obtain the matrix
[diag(ĥ1)][diag(N
>1p)]1/2Ŵ and re-normalize each column of it to have a unit `1-norm. The
resulting matrix is V̂.
2. Estimate matrix of aggregation distributionsU. Let P̂ = [diag(N1p)]−1N be the empirical transition
probability matrix. Estimate U by
Û = P̂V̂(V̂>V̂)−1,
3. Estimate the set of anchor states. Let ŵj be as in Step (iii). Let
A = {1 ≤ j ≤ p : max
1≤k≤r
ŵj(k) ≥ 1− δ0
}
.
Output: estimates V̂ and Û, set of anchor states A
the vertices of a simplex, which is much easier to handle under noise corruption. This particular
normalization is called SCORE [20]. It re-scales each row of H by the first coordinate of this row.
After re-scaling, the first coordinate is always 1, so it is eliminated; the normalized rows then have
(r − 1) coordinates. See the right panel of Figure 2. Once we identify the r vertices of this simplex,
we can use them to re-construct L in a closed form [22].
These insights have casted estimation of V to a simplex finding problem: Given data d̂1, . . . , d̂p ∈
Rr−1, suppose they are noisy observations of non-random vectors d1, . . . ,dp ∈ Rr−1 (in our case,
each dj is a row of the matrix H after SCORE normalization), where these non-random vectors are
contained in a simplex with r vertices b1, . . . ,br with at least one dj located on each vertex. We
aim to estimate the vertices b1, . . . ,br. This is a well-studied problem in the literature, also known
as linear unmixing or archetypal analysis. There are a number of existing algorithms [8, 3, 30, 9, 21].
For example, the successive projection algorithm [3] has a complexity of O(pr4).
Algorithm 1 follows the insights above but is more sophisticated. Due to space limit, we relegate the
detailed explanation to Appendix. It has a complexity of O(p3), where main cost is from SVD.
Remark (The case with aggregation anchor states). The anchor states here are the disaggregation
anchor states in Defintion 1. Instead, if each meta-state has an aggregation anchor state, there is a
similar geometrical structure associated with the left singular vectors. We can modify our algorithm
to first use left singular vectors to estimate U and then estimate V and anchor states.
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4 Main Statistical Results
Our main results are twofold. The first is row-wise large-deviation bounds for empirical singular
vectors. The second is statistical guarantees of learning the soft state aggregation model. Throughout
this section, suppose we observe a trajectory {X0, X1, . . . , Xn} from an ergodic Markov chain with p
states, where the transition matrix P satisfies (2) with r meta-states. Let pi ∈ Rp denote the stationary
distribution. Define a mixing time τ∗ = min
{
k ≥ 1 : max1≤i≤p ‖(Pk)i,· − pi>‖1 ≤ 1/2
}
. We
assume there are constants c1, C1, C¯1, c2, c3, C4 > 0 such that the following conditions hold:
(a) The stationary distribution pi satisfies c1p−1 ≤ pij ≤ C1p−1, for j = 1, 2, . . . , p.
(b) The stationary distribution on meta-states satisfies
(
U>pi
)
k
≤ C¯1r−1, for k = 1, 2, . . . , r.
(c) λmin(U>U) ≥ c2pr−1 and λmin(V>V) ≥ c2p−1r.
(d) The first two singular values of [diag(pi)]P[diag(pi)]−1/2 satisfy σ1 − σ2 ≥ c3p− 12 .
(e) The entries of the r-by-r matrix U>PV satisfy maxk,l(U
>PV)kl
mink,l(U>PV)kl
≤ C4.
Conditions (a)-(b) require that the Markov chain has a balanced number of visits to each state and to
each meta-state when reaching stationarity. Such conditions are often imposed for learning a Markov
model [39, 28]. Condition (c) eliminates the aggregation (disaggregation) distributions from being
highly collinear, so that each of them can be accurately identified from the remaining. Condition (d)
is a mild eigen-gap condition, which is necessary for consistent estimation of eigenvectors from PCA
[2, 22]. Condition (e) says that the meta-states are reachable from one-another and that meta-state
transitions cannot be overly imbalanced.
4.1 Row-wise large-deviation bounds for singular vectors
At the core of the analysis of any spectral method (the classical PCA or our unsupervised algorithm)
is characterization of the errors of approximating population eigenvectors by empirical eigenvectors.
If we choose the loss function to be the Euclidean norm between two vectors, it reduces to deriving a
bound for the spectral norm of noise matrix [12] and is often manageable. However, the Euclidean
norm bound is useless for our problem: In order to obtain the total-variation bounds for estimating
aggregation/disaggregation distributions, we need sharp error bounds for each entry of the eigenvector.
Recently, there has been active research on entry-wise analysis of eigenvectors [2, 23, 24, 40, 11, 14].
Since eigenvectors depend on data matrix in a complicated and highly nonlinear form, such analysis
is well-known to be challenging. More importantly, there is no universal technique that works for
all problems, and such bounds are obtained in a problem-by-problem manner (e.g., for Gaussian
covariance matrix [23, 24], network adjacency matrix [2, 21], and topic matrix [22]). As an addition
to the nascent literature, we develop such results for transition count matrices of a Markov chain. The
analysis is challenging due to that the entries of the count matrix are dependent of each other.
Recall that N˜ is the re-scaled transition count matrix introduced in Algorithm 1 and ĥ1, . . . , ĥr are
its first r right singular vectors (our technique also applies to the original count matrix N and the
empirical transition matrix P̂). Theorem 1 and Theorem 2 deal with the leading singular vector and
the remaining ones, respectively. (O˜ means “bounded up to a logarithmic factor of n, p”).
Theorem 1 (Entry-wise perturbation bounds for ĥ1). Suppose the regularity conditions (a)-(e) hold.
There exists a parameter ω ∈ {±1} such that if n = Ω˜(τ∗p), then with probability at least 1− n−1,
max1≤j≤p |ωĥ1(j)− h1(j)| = O˜
(
(σ2 − σ1)−1(1 +
√
τ∗p/n)
√
τ∗
np
)
.
Theorem 2 (Row-wise perturbation bounds for Ĥ). Suppose the regularity conditions (a)-(e) hold.
For 1 ≤ s ≤ t ≤ r, let H∗ =
[
hs, . . . ,ht
]
, Ĥ∗ =
[
ĥs, . . . , ĥt
]
, and ∆∗ = min
{
σs−1 − σs, σt −
σt+1
}
, where σ0 = +∞, σr+1 = 0. If n = Ω˜
(
τ∗p
)
, then with probability 1− n−1, there is an or-
thogonal matrix Ω∗ such that max1≤j≤p
∥∥e>j (Ĥ∗Ω∗ −H∗)∥∥2 = O˜(∆−1∗ (1 +√τ∗p/nr)√ τ∗rnp ).
4.2 Statistical guarantees of soft state aggregation
We study the error of estimating U and V, as well as recovering the set of anchor states. Algorithm 1
plugs in some existing algorithm for the simplex finding problem. We make the following assumption:
Assumption 2 (Efficiency of simplex finding). Given data d̂1, ..., d̂p ∈ Rr−1, suppose they are
noisy observations of non-random vectors d1, ...,dp, where these non-random vectors are contained
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in a simplex with r vertices b1, . . . ,br with at least one dj located on each vertex. The simplex
finding algorithm outputs b̂1, ..., b̂r such that max1≤k≤r ‖b̂k − bk‖ ≤ C max1≤j≤p ‖d̂j − d̂j‖.
Several existing simplex finding algorithms satisfy this assumption, such as the successive projection
algorithm [3], the vertex hunting algorithm [21, 22], and the algorithm of archetypal analysis [19].
Since this is not the main contribution of this paper, we refer the readers to the above references for
details. In our numerical experiments, we use the vertex hunting algorithm in [21, 22].
First, we provide total-variation bounds between estimated individual aggregation/disaggregation
distributions and the ground truth. Write V = [V1, . . . ,Vr] and U = [u1, . . . ,up]>, where each
Vk ∈ Rp is a disaggregation distribution and each ui ∈ Rr is an aggregation distribution.
Theorem 3 (Error bounds for estimating V). Suppose the regularity conditions (a)-(e) hold and
Assumptions 1 and 2 are satisfied. When n = Ω˜
(
τ∗p
3
2 r
)
, with probability at least 1 − n−1, the
estimate V̂ given by Algorithm 1 satisfies 1r
∑r
k=1
∥∥V̂k −Vk∥∥1 = O˜((1 + p√τ∗/n)√ τ∗prn ).
Theorem 4 (Error bounds for estimating U). Suppose the regularity conditions (a)-(e) hold and
Assumptions 1 and 2 are satisfied. When n = Ω˜
(
τ∗p
3
2 r
)
, with probability at least 1 − n−1, the
estimate Û given by Algorithm 1 satisfies 1p
∑p
j=1
∥∥ûj − uj∥∥1 = O˜(r 32 (1 + p√τ∗/n)√ τ∗prn ).
Second, we provide sample complexity guarantee for the exact recovery of anchor states. To eliminate
false positives, we need a condition that the non-anchor states are not too ‘close’ to an anchor state;
this is captured by the quantity δ below. (Note δj = 0 for anchor states j ∈ A∗.)
Theorem 5 (Exact recovery of anchor states). Suppose the regularity conditions (a)-(e) hold and
Assumptions 1 and 2 are satisfied. Let A∗ be the set of (disaggregation) anchor states. Define
δj = 1 −max1≤k≤r PX0∼pi(Z0 = k |X1 = j) and δ = minj /∈A∗ δj . Suppose the threshold δ0 in
Algorithm 1 satisfies δ0 = O(δ). If n = Ω˜
(
δ−20 τ∗p
3
2 r
)
, then P(A = A∗) ≥ 1− n−1.
We connect our results to several lines of works in the literature. First, in the special case of r = 1,
our problem reduces to learning a discrete distribution with p outcomes, where the minimax rate
of total-variation distance is O(
√
p/n) [17]. Our bound matches with this rate when p = O(
√
n).
However, our problem is much harder: each row of P is a mixture of r discrete distributions. Second,
our setting is connected to the setting of learning a mixture of discrete distributions [31, 27] but is
different in important ways. Those works consider learning one mixture distribution, and the data
are iid observations. Our problem is to estimate p mixture distributions, which share the same basis
distributions but have different mixing proportions, and our data are a single trajectory of a Markov
chain. Third, our problem is connected to topic modeling [4, 22], where we may view the empirical
transition profile of each raw state as a ‘document’. However, in topic modeling, the documents
are independent of each other, but the ‘documents’ here are highly dependent as they are generated
from a single trajectory of a Markov chain. Last, we compare with the literature of estimating the
transition matrix P of a Markov model. Without low-rank assumptions on P, the minimax rate of
the total variation error is O(p/
√
n) [37] (also, see [25] and reference therein for related settings in
hidden Markov models); with a low-rank structure on P, the minimax rate becomes O(
√
rp/n) [39].
To compare, we use our estimator of (U,V) to construct an estimator of P by P̂ = ÛV̂>. When
r is bounded and p = O(
√
n), this estimator achieves a total-variation error of O(
√
rp/n), which
is optimal. At the same time, we want to emphasize that estimating (U,V) is a more challenging
problem than estimating P, and we are not aware of any existing theoretical results of the former.
Simulation. We test our method on simulations (settings are in the appendix). The results are
summarized in Figure 3. It suggests: (a) the rate of convergence in Theorem 3 is confirmed by
numerical evidence, and (b) our method compares favorably with existing methods on estimating
P (to our best knowledge, there is no other method that directly estimates U and V; so we instead
compare the estimation on P).
5 Analysis of NYC Taxi Data and Application to Reinforcement Learning
We analyze a dataset of 1.1× 107 New York city yellow cab trips that were collected in January 2016
[1]. We treat each taxi trip as a sample transition generated by a city-wide Markov process over NYC,
where the transition is from a pick-up location to some drop-off location. We discretize the map into
p = 1922 cells so that the Markov process becomes a finite-state one.
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Theorem 3 (Error bounds for estimatingV). Suppose the regularity conditions (a)-(e) hold. When
n = e⌦ ⌧⇤p 32  , with probability at least 1   n 1, the estimate bV given by Algorithm 1 satisfies
1
r
Pr
k=1
  bVk  Vk  1 = eO⇣ 1 + pp⌧⇤/n p ⌧⇤prn ⌘.
Theorem 4 (Error bounds for estimatingU). Suppose the regularity conditions (a)-(e) hold. When
n = e⌦ ⌧⇤p 32 r , with probability at least 1   n 1, the estimate bU given by Algorithm 1 satisfies
1
p
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  buj   uj  1 = eO⇣r 32  1 + pp⌧⇤/n p ⌧⇤prn ⌘.
Theorem 5 (Recovery of anchor states). Suppose the regularity conditions (a)-(e) hold. Let A⇤ be
the set of all (disaggregation) anchor states. Define   = 1 maxj /2A⇤ max1kr[diag(⇡)U]jk. In
Algorithm 1, if  0 = O( ) and n = e⌦   20 ⌧⇤p 32 r 12  , then P(A = A⇤)   1  n 1.
tracy: Need to add somewhere assumption about vertex hunting
tracy: (to edit) Our error bounds are asymptotically tight when r is treated as a constant. Consider
the special case where r = 1, so the Markov chain becomes repeatedly and independently sampling
from a fixed p-state distribution, which equals to the single column ofV. In this case, the leading
term of the error bound given by Theorem 3 is O(
p
p/n). It matches the minimax total variation
divergence (up to a logarithmic factor) for estimating a p-state discrete distribution [14]. Using a
similar argument, we can see that the leading error bound O(
p
p/n) given by Theorem 2 is also
nonimprovable for estimating aggregation distributions, because there are p aggregation distributions
(with a support size r which is treated as a constant) and each distribution is sampled for roughly
⌦(n/p) times.
Simulations. We use numerical experiments (a) to validate our upper bounds in Theorem 3, espe-
cially the dependence on sample size n, and (b) to investigate the real performance of our method.
For a p-state Markov chain with r meta-states, we first randomly create two matricesU,V 2 Rp⇥r+
such that each meta-state has the same number of anchor states. After assembling a transition matrix
P = UV>, we generate random walk data {X0, X1, . . . , Xn}. We run experiments with p = 1000,
r = 6 and the number of anchor states equal to 25, 50, 75, 100 for each meta-state.
First, in Figure 3, when p is fixed and n varies, the log-total-variation error in bV scales linearly with
log(n), with a fitted slope ⇡  0.5. This is consistent with conclusion of Theorem 3 which indicates
that the error bound decreases with n at the speed of n 1/2. Second, in Figure 4, when both (n, p)
vary while p/n is fixed, the the log-total-variation error in bV remains almost constant, with a fitted
slope ⇡ 0. This validates the scaling ofpp/n in the error bound of Theorem 3. In both figures, we
observe that our algorithm can take advantage of multiple anchor states for each meta-state. Last,
in Figure 5, we consider estimating the transition matrix P by bUbV>, and compare it with the the
spectral estimator in [26]. Our method has a slightly better performance. Note that our method only
only estimates P but also estimates (U,V), while the spectral method cannot estimate (U,V).
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Figure 4: State aggregation results. (a) Estimated anchor regions and partition of NYC. (b) Estimated
disaggregation distribution (V̂k) and aggregation likelihood (Ûk) for two meta-states.
Anchor regi ns and p r ition. We apply Alg. 1 o the taxi-trip data with r = 4, 10. The algorithm
identifies sets of anchor stat s th t are clos to the vertices, as well as columns of Û and V̂ corre-
sponding to each vertex (anchor region). We further use the estimated Û, V̂ to find a partition of the
city. Recall that in Algorithm 1, each state is projected onto a simplex, which can be represented as
a convex combination of simplex’s vertices (see Figure 2). For each state, we assign the state to a
cluster that corresponds to largest value in the weights of convex combination. In this way, we can
cluster the 1922 locations into a small number of regions. The partition results are shown in Figure 4
(a), where anchor regions are marked in each cluster.
Estimated aggregation and disaggregation distributions. Let Û, V̂ be the estimated aggregation
and disaggregation matrices. We use heat maps to visualize their columns. Take r = 10 for example.
We pick two meta-states, with anchor states in the downtown and midtown areas, respectively. We
plot in Figure 4 (b) the corresponding columns of Û and V̂. Each column of V̂ is a disaggregation
distribution, and each column of Û can be thought of as a likelihood function for transiting to
corresponding meta-states. The heat maps reveal the leading “modes” of the traffic-dynamics.
Figure 5: The optimal driving
policy learnt by feature-based RL
with estimated aggregation distri-
butions as state features. Arrows
point out the most favorable direc-
tions and the thickness is propor-
tional to favorability of the direc-
tion.
Aggregation distributions used as features for RL. Soft state ag-
gregation can be used to reduce the complexity of reinforcement
learning (RL) [33]. Aggregation/disaggregation distributions pro-
vide features to parameterize high-dimensional policies, in conjunc-
tion with feature-based RL methods [10, 38]. Next we experiment
with using the aggregation distributions as features for RL.
Consider the taxi-driving policy optimization problem. The driver’s
objective is to maximize the daily revenue - a Markov decision pro-
cess where the driver chooses driving directions in realtime based
on locations. We compute the optimal policy using feature-based
RL [10] and simulated NYC traffic. The algorithm takes as input
27 estimated aggregation distributions as state features. For com-
parison, we also use a hard partition of the city which is handpicked
according to 27 NYC districts. RL using aggregation distributions as
features achieves a daily revenue of $230.57, while the method using
handpicked partition achieves $209.14. Figure 5 plots the optimal
driving policy. This experiment suggests that (1) state aggregation
learning provides features for RL automatically; (2) using aggrega-
tion distributions as features leads to better performance of RL than
using handpicked features.
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A Preliminaries
Notations.
In the following, we denote the frequency matrix [diag(pi)]P by F. The algorithm deals with N˜ =
N[diag(m)]−
1
2 where m = N>1p. We normalize N˜ with
√
n and define Q̂ = n−
1
2 N[diag(m)]−
1
2 .
Martrix Q̂ has a population counterpart Q = F[diag(pi)]−1/2. The soft state aggregation assumption
implies that Q has a singular value decomposition Q = GΣH>, where G =
[
g1,g2, . . . ,gr
] ∈
Rp×r, H =
[
h1,h2, . . . ,hr
] ∈ Rp×r, Σ = diag(σ1, σ2, . . . , σr), σ1 ≥ σ2 ≥ . . . ≥ σr > 0.
Analogously, suppose that Q̂ has singular values σ̂1 ≥ σ̂2 ≥ . . . ≥ σ̂p ≥ 0. For i = 1, 2, . . . , p, ĝi
and ĥi are respectively the left and right singular vectors associated with σ̂i.
For any k ∈ N, let Sk−1 denote the unit sphere in Rk and Ik ∈ Rk×k denote the identity matrix.
Assumptions.
In the paper, we propose the following regularity conditions:
Assumption 3 (Regularity conditions). There exists constants c1, C1, C¯1, c2, c3, C4 > 0 such that
1. the stationary distribution pi satisfies
c1p
−1 ≤ pij ≤ C1p−1, for j = 1, 2, . . . , p; (A.1)
2. the stationary distribution on meta-states satisfies(
U>pi
)
k
≤ C¯1r−1, for k = 1, 2, . . . , r; (A.2)
3. the aggregation and disaggregation distributions satisfy
λmin
(
U>U
) ≥ c2pr−1, λmin(V>V) ≥ c2p−1r; (A.3)
4. the first and second largest singular values of [diag(pi)]P[diag(pi)]−1/2 satisfy
σ1 − σ2 ≥ c3p− 12 ; (A.4)
5. the ratio between the largest and smallest entries in an r-by-r matrix U>PV satisfies
maxk,l
(
U>PV
)
kl
mink,l
(
U>PV
)
kl
≤ C4. (A.5)
We can rewrite (A.3) into the following form, which is more convenient for our proofs:
λmin
(
U>[diag(pi)]2U
) ≥ c′2p−1r−1,
λmin
(
V>[diag(pi)]−1V
) ≥ c′2r. (A.6)
To see the equivalence between (A.3) and (A.6), we note that under assumption (A.1),
U>
(
[diag(pi)]2 − c21p−2Ip
)
U  0,
thus by (A.3),
U>[diag(pi)]2U  c21p−2U>U  c21c2p−1r−1Ir.
Similarly,
V>
(
[diag(pi)]−1 − C−11 pIp
)
V  0,
which implies
V>[diag(pi)]−1V  C−11 pV>V  C−11 c2rIr.
For simplicity, we replace the parameter c′2 in (A.6) by c2 in the subsequent discussions.
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Preliminary lemmas.
We list some preliminary lemmas that will be used later, of which the proofs can be found in Appendix
E.
Lemma A.1. Under assumptions (A.1) and (A.6),
c2p
− 12 ≤ σr ≤ σ1 ≤ C1c−
1
2
1 p
− 12 . (A.7)
Lemma A.2. Under assumptions (A.1) and (A.6), we have∥∥e>j G∥∥2 ≤ c− 122 pij√pr, (A.8)∥∥e>j H∥∥2 ≤ C1c− 322 √pijr. (A.9)
Lemma A.3. Let L ∈ Rr×r be the matrix defined by (E.4) and l1 ∈ Rr be the first column of L.
Under assumptions (A.1), (A.6) and (A.5), there exist constants c > 0 and C > 0 such that
cr−1 ≤ l1(k) ≤ Cr−1 for k = 1, 2, . . . , r, and c
1
2
2
√
r ≤ ∥∥L−1∥∥
2
≤ C 121 c−
1
2
2
√
r.
Lemma A.4. Under assumptions (A.1), (A.2), (A.6) and (A.5), there exist constants c > 0 and
C > 0 such that for j = 1, 2, . . . , p,
c
√
pij ≤ h1(j) ≤ C√pij , 0 ≤ g1(j) ≤ Cpij√p. (A.10)
B Proof of Entry-wise Eigenvector Bounds
A building block of our method is to get a sharp error bound for each row of Ĥ = [ĥ1, . . . , ĥr] and
each entry of ĥ1.
B.1 Deterministic Analysis
Lemma B.1 (A deterministic row-wise perturbation bound for singular vectors). For 1 ≤ s ≤ t ≤ r,
denoteH =
[
hs,hs+1, . . . ,ht
]
and Ĥ =
[
ĥs, ĥs+1, . . . , ĥt
]
. Let
∆ = min
{
σs−1 − σs, σt − σt+1, σt
}
,
where σ0 = +∞ and σr+1 = 0 for simplicity. Suppose that
∥∥Q̂ −Q∥∥
2
≤ ∆2 , ∆ > 0. Then there
exists an orthogonal matrixΩ ∈ R(t−s+1)×(t−s+1) such that∥∥e>j (ĤΩ−H)∥∥2 ≤ 2∆∥∥G>(Q̂−Q)ej∥∥2
+
4(1 +
√
2)
∆
∥∥e>j H∥∥2∥∥Q̂−Q∥∥2
+
8
∆2
∥∥Q̂−Q∥∥2
2
,
(B.1)
where H = [h1,h2, . . . ,hr] andG =
[
gs,gs+1, . . . ,gt
]
.
Proof. We apply a symmetric dilation to matrices Q̂ and Q, so as to relate the singular vectors
Ĥ =
[
ĥs, ĥs+1, . . . , ĥt
]
and H =
[
hs,hs+1, . . . ,ht
]
to the eigen vectors of some symmetric
matrices. Define
Ŷ ≡
[
0 Q̂
Q̂> 0
]
and Y ≡
[
0 Q
Q> 0
]
. (B.2)
The symmetric matrix Ŷ has eigen pairs (σ̂i, ξ̂i) and (−σ̂i, ξ̂−i) with
ξ̂i =
1√
2
[
ĝi
ĥi
]
and ξ̂−i =
1√
2
[
ĝi
−ĥi
]
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for i = 1, 2, . . . , p. Analogously,
ξi =
1√
2
[
gi
hi
]
and ξ−i =
1√
2
[
gi
−hi
]
are eigen vectors of Y associated with σi and −σi for i = 1, 2, . . . , r. Define
Ξ =
[
ξ1, ξ2, . . . , ξr, ξ−1, ξ−2, . . . , ξ−r
]
,
then Y adimits an eigen decomposition
Y = Ξ[diag(σ1, σ2, . . . , σr,−σ1,−σ2, . . . ,−σr)]Ξ>.
Let Ξ̂ =
[
ξ̂s, . . . , ξ̂t
]
, Σ̂ = diag(σ̂s, . . . , σ̂t) and Ξ =
[
ξs, . . . , ξt
]
. Based on the Davis-Kahan
sin θ theorem [12], we can estimate the difference between the subspaces spaned by the columns
of Ξ̂ and Ξ. Denote k = t − s + 1. Suppose that the singular values of Ξ>Ξ̂ are σ1
(
Ξ>Ξ̂
) ≥
σ2
(
Ξ>Ξ̂
) ≥ . . . ≥ σk(Ξ>Ξ̂). Then we call
Θ(Ξ̂,Ξ) = diag
(
arccos
(
σ1
(
Ξ>Ξ̂
))
, . . . , arccos
(
σk
(
Ξ>Ξ̂
)))
the principal angles. According to ([12], Proposition 4.1),
min
Ω∈Ok×k
∥∥Ξ̂Ω −Ξ∥∥
2
= 2
∥∥∥sin(1
2
Θ(Ξ̂,Ξ)
)∥∥∥
2
. (B.3)
Denote byΩ the orthogonal matrix that achieves the minimum in (B.3). Since sin
(
θ
2
) ≤ sin θ√
2
for all
θ ∈ [0, pi2 ], we have ∥∥∥sin(1
2
Θ(Ξ̂,Ξ)
)∥∥∥
2
≤
√
2
2
∥∥sin(Θ(Ξ̂,Ξ))∥∥
2
.
The Davis-Kahan sin θ theorem further implies that∥∥sin(Θ(Ξ̂,Ξ))∥∥
2
≤ ∆̂−1∥∥(Ŷ −Y)Ξ∥∥
2
,
where ∆̂ = min
{
σ̂s−1− σs, σt− σ̂t+1
}
. By Weyl’s inequality, ∆̂ ≥ ∆− ∥∥Q̂−Q∥∥
2
≥ ∆2 . Hence,∥∥Ξ̂Ω −Ξ∥∥
2
≤ 2
√
2∆−1
∥∥(Ŷ −Y)Ξ∥∥
2
≤ 2
√
2∆−1
∥∥Ŷ −Y∥∥
2
. (B.4)
We next analyze row-wise errors
∥∥e>j (Ξ̂Ω −Ξ)∥∥2 for j = 1, 2, . . . , p. Following the proof idea in
[22], Lemma 3.2, we propose a matrix
Ξ˜ =
[
ξ˜s, ξ˜s+1, . . . , ξ˜k
]
with ξ˜i = σ̂
−1
i Yξ̂i,
and decompose the row-wise error as∥∥e>j (Ξ̂Ω −Ξ)∥∥2 ≤∥∥e>j (Ξ̂Ω − Ξ˜Ω)∥∥2 + ∥∥e>j (Ξ˜Ω −Ξ)∥∥2
=
∥∥e>j (Ξ̂ − Ξ˜)∥∥2 + ∥∥e>j (Ξ˜Ω −Ξ)∥∥2. (B.5)
By Weyl’s inequality, mins≤i≤t σ̂i ≥ σt −
∥∥Q̂−Q∥∥
2
≥ ∆2 , thus
∥∥∥Σ̂−1∥∥∥
2
≤ 2∆−1. The first term
in (B.5) satisfies ∥∥e>j (Ξ̂ − Ξ˜)∥∥2 = ∥∥∥e>j (Ŷ −Y)Ξ̂Σ̂−1∥∥∥2
≤∥∥e>j (Ŷ −Y)Ξ̂∥∥2∥∥∥Σ̂−1∥∥∥2 ≤ 2∆∥∥e>j (Ŷ −Y)Ξ̂∥∥2,
(B.6)
where we used Ξ̂ = ŶΞ̂Σ̂
−1
. By (B.4),∥∥e>j (Ŷ −Y)Ξ̂∥∥2 = ∥∥e>j (Ŷ −Y)Ξ̂Ω∥∥2
≤∥∥e>j (Ŷ −Y)Ξ∥∥2 + ∥∥e>j (Ŷ −Y)(Ξ̂Ω −Ξ)∥∥2
≤∥∥e>j (Ŷ −Y)Ξ∥∥2 + ∥∥Ŷ −Y∥∥2∥∥Ξ̂Ω −Ξ∥∥2
≤∥∥e>j (Ŷ −Y)Ξ∥∥2 + 2
√
2
∆
∥∥Ŷ −Y∥∥2
2
.
(B.7)
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Combining (B.6) and (B.7), we have∥∥e>j (Ξ̂ − Ξ˜)∥∥2 ≤ 2∆∥∥e>j (Ŷ −Y)Ξ∥∥2 + 4
√
2
∆2
∥∥Ŷ −Y∥∥2
2
. (B.8)
Considering the second term in (B.5), we find that
Ξ˜ = YΞ̂Σ̂
−1
=
(
ΞΞ>Y
)
Ξ̂Σ̂
−1
= Ξ
(
Ξ>YΞ̂Σ̂
−1)
andΞ = Ξ(Ξ>Ξ). Therefore,∥∥e>j (Ξ˜Ω −Ξ)∥∥2 = ∥∥∥e>j Ξ(Ξ>YΞ̂Σ̂−1Ω −Ξ>Ξ)∥∥∥2
≤∥∥e>j Ξ∥∥2∥∥∥Ξ>(YΞ̂Σ̂−1Ω −Ξ)∥∥∥2 ≤ ∥∥e>j Ξ∥∥2∥∥∥YΞ̂Σ̂−1Ω −Ξ∥∥∥2, (B.9)
where ∥∥∥YΞ̂Σ̂−1Ω −Ξ∥∥∥
2
=
∥∥∥(Ŷ − (Ŷ −Y))Ξ̂Σ̂−1Ω −Ξ∥∥∥
2
=
∥∥∥Ξ̂Ω − (Ŷ −Y)Ξ̂Σ̂−1Ω −Ξ∥∥∥
2
≤ ∥∥Ξ̂Ω −Ξ∥∥
2
+
∥∥(Ŷ −Y)Ξ̂Σ̂−1Ω∥∥
2
≤∥∥Ξ̂Ω −Ξ∥∥
2
+
∥∥(Ŷ −Y)Ξ̂∥∥
2
∥∥∥Σ̂−1∥∥∥
2
(B.4)
≤ 2(1 +
√
2)
∆
∥∥Ŷ −Y∥∥
2
.
Plugging (B.8) and (B.9) into (B.5), we have∥∥e>j (Ξ̂Ω −Ξ)∥∥2 ≤ 2∆∥∥e>j (Ŷ −Y)Ξ∥∥2 + 2(1 +
√
2)
∆
∥∥e>j Ξ∥∥2∥∥Ŷ −Y∥∥2
+
4
√
2
∆2
∥∥Ŷ −Y∥∥2
2
.
(B.10)
Recall the definitions of Ξ, Ŷ, Y, Ξ̂ andΞ. For j = 1, 2, . . . , p,
e>p+j(Ξ̂Ω −Ξ) =
1√
2
[
ĥs(j), ĥs+1(j), . . . , ĥt(j)
]
Ω
− 1√
2
[
hs(j),hs+1(j), . . . ,ht(j)
]
=
1√
2
e>j (ĤΩ −H),
e>p+j(Ŷ −Y)Ξ =
1√
2
e>j (Q̂−Q)>G, whereG =
[
gs,gs+1, . . . ,gt
]
,∥∥Ŷ −Y∥∥
2
=
∥∥Q̂−Q∥∥
2
,∥∥ep+jΞ∥∥2 =∥∥∥ 1√2[h1(j), . . . ,hr(j),−h1(j), . . . ,−hr(j)]
∥∥∥
2
=
√
2
∥∥e>j H∥∥2,
where H =
[
h1,h2, . . . ,hr
]
.
Hence, (B.10) can be reduced to (B.1).
Lemma B.2 (A deterministic entry-wise perturbation bound for the leading singular vector). Let
δ = σ1 − σ2. Suppose that
∥∥Q̂−Q∥∥
2
≤ δ2K , K ≥ 1, δ > 0. Then there exists ω ∈
{±1} such that
∣∣ωĥ1(j)− h1(j)∣∣ ≤ dK/2e∑
k=1
(
σ−2k1
∣∣∣e>j Q>(QQ>)k−1(Q̂−Q)h1∣∣∣
+ σ−2k−11
∣∣∣g>1 (Q̂−Q)(Q>Q)kej∣∣∣)
+ |h1(j)| · (2K + 1 + 2
√
2)δ−1
∥∥Q̂−Q∥∥
2
+ 4
√
2
( 2σ2
σ1 + σ2
)K∥∥e>j H∥∥2δ−1∥∥Q̂−Q∥∥2
+
(
2K2 + 8
√
2K
)
δ−2
∥∥Q̂−Q∥∥2
2
.
(B.11)
15
Proof. In the following, we use the same notations Ŷ, Y, ξ̂i, ξi, ξ̂−i and ξ−i as in the proof of
Lemma B.1, and denote δ = σ1 − σ2. Let
Σ⊥ = diag(σ2, σ3, . . . , σr,−σ2,−σ3, . . . ,−σr),
Ξ⊥ =
[
ξ2, ξ3, . . . , ξr, ξ−2, ξ−3, . . . , ξ−r
]
.
Then one has
Y = σ1ξ1ξ
>
1 − σ1ξ−1ξ>−1 + Ξ⊥Σ⊥Ξ>⊥. (B.12)
Inspired by power iteration, we decompose the difference ωξ̂1 − ξ1 by
ωξ̂1 − ξ1
=ω
(
ξ̂1 −Yξ̂1σ̂−11
)
+
(
ωYξ̂1σ̂
−1
1 − ξ1
)
=ω
(
Ŷ −Y)ξ̂1σ̂−11 + (ωYξ̂1σ̂−11 − ξ1)
=ω
(
Ŷ −Y)ξ̂1σ̂−11 + ω(Yξ̂1σ̂−11 −Y2ξ̂1σ̂−1)+ (ωY2ξ̂1σ̂−11 − ξ1)
=ω
(
Ŷ −Y)ξ̂1σ̂−11 + ωY(Ŷ −Y)ξ̂1σ̂−21 + (ωY2ξ̂1σ̂−21 − ξ1)
=ωσ̂−11
1∑
k=0
(
σ̂−11 Y
)k(
Ŷ −Y)ξ̂1 + (ωY2ξ̂1σ̂−21 − ξ1)
= . . .
=ωσ̂−11
K−1∑
k=0
(
σ̂−11 Y
)k(
Ŷ −Y)ξ̂1 + (ωYK ξ̂1σ̂−K1 − ξ1),
(B.13)
where we repeatedly used the fact that Ŷξ̂1σ̂
−1
1 = ξ̂1.
Plugging (B.12) into the second term in (B.13) and using
ξ>−1ξ1 = 0, Ξ
>
⊥ξ1 = 02r−2,
one obtains
ωYK ξ̂1σ̂
−K
1 − ξ1 =
(
(σ1/σ̂1)
K
(
ωξ>1 ξ̂1
)− 1)ξ1
+ (−σ1/σ̂1)Kξ−1ξ>−1(ωξ̂1 − ξ1)
+ Ξ⊥
(
σ̂−11 Σ⊥
)K
Ξ>⊥(ωξ̂1 − ξ1).
For a fixed j = 1, 2, . . . , 2p, it follows from (B.13) that∣∣ωξ̂1(j)− ξ(j)∣∣ ≤σ−11 K∑
k=1
(σ1/σ̂1)
k
∣∣∣e>j (σ−11 Y)k−1(Ŷ −Y)ξ̂1∣∣∣
+ |ξ1(j)| ·
∣∣(σ1/σ̂1)K(ωξ>1 ξ̂1)− 1∣∣
+ (σ1/σ̂1)
K |ξ1(j)| ·
∥∥ωξ̂1 − ξ1∥∥2
+
(
σ2/σ̂1
)K∥∥e>j Ξ⊥∥∥2∥∥ωξ̂1 − ξ1∥∥2,
(B.14)
where we used
∣∣ξ−1(j)∣∣ = ∣∣ξ1(j)∣∣.
ωξ>1 ξ̂1 and
∥∥ωξ̂1 − ξ1∥∥2 in (B.14) represent the difference between ξ̂1 and ξ1. According to the
Davis-Kahan sin θ theorem,
sin
(
Θ(ξ1, ξ̂1)
) ≤ δ−1∥∥Ŷ −Y∥∥
2
=
∥∥Q̂−Q∥∥
2
,
where Θ(ξ1, ξ̂1) denotes the principal angle between ξ1 and ξ̂1. It follows that there exists ω ∈ {±1}
such that
ωξ>1 ξ̂1 = cos
(
Θ(ξ1, ξ̂1)
)
=
√
1− sin(Θ(ξ1, ξ̂1)) ≥√1− δ−1∥∥Q̂−Q∥∥2. (B.15)
Similar as (B.4), we also have ∥∥ωξ̂1 − ξ1∥∥2 ≤ 2√2δ−1∥∥Q̂−Q∥∥2. (B.16)
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We now focus on the terms involving σ̂1. Note that for all K ≥ 1 and x ∈
[
0, 12K
]
.∣∣(1 + x)K − 1∣∣ ≤ 2K|x|, ∣∣(1 + x)−K − 1∣∣ ≤ 2K|x|.
By Weyl’s inequality,
∣∣σ̂1 − σ1∣∣ ≤ ∥∥Q̂−Q∥∥2. Therefore, under the condition ∥∥Q̂−Q∥∥2 ≤ δ2K ,
(σ1/σ̂1)
k =
(
1 +
σ̂1 − σ1
σ1
)−k
≤ 1 + 2kδ−1∥∥Q̂−Q∥∥
2
≤ 1 + 2Kδ−1∥∥Q̂−Q∥∥
2
,
for k = 1, 2, . . . ,K,
(σ2/σ̂1)
K ≤
(
σ2
σ1 −
∥∥Q̂−Q∥∥
2
)K
≤
(
σ2
σ1 − δ/2
)K
≤
( 2σ2
σ1 + σ2
)K
,
(σ1/σ̂1)
K
(
ωξ>1 ξ̂1
)− 1 ≤ 2Kδ−1∥∥Q̂−Q∥∥
2
,
(σ1/σ̂1)
K
(
ωξ>1 ξ̂1
)− 1 (B.15)≥ (1− 2Kδ−1∥∥Q̂−Q∥∥
2
)√
1− δ−1∥∥Q̂−Q∥∥
2
− 1
≥(1− 2Kδ−1∥∥Q̂−Q∥∥
2
)(
1− δ−1∥∥Q̂−Q∥∥
2
)− 1 ≥ −(2K + 1)δ−1∥∥Q̂−Q∥∥
2
.
(B.17)
Consider the first term in the right hand side of (B.14). For k = 1, 2, . . . ,K,
σ−11
∣∣∣e>j (σ−11 Y)k−1(Ŷ −Y)ξ̂1∣∣∣
≤σ−11
∣∣∣e>j (σ−11 Y)k−1(Ŷ −Y)ξ1∣∣∣+ σ−11 ∣∣∣e>j (σ−11 Y)k−1(Ŷ −Y)(ωξ̂1 − ξ1)∣∣∣
≤σ−11
∣∣∣e>j (σ−11 Y)k−1(Ŷ −Y)ξ1∣∣∣+ σ−1∥∥Ŷ −Y∥∥2∥∥ωξ̂1 − ξ1∥∥,
and by (B.16) and (B.17),
(σ1/σ̂1)
k · σ−11
∣∣∣e>j (σ−11 Y)k−1(Ŷ −Y)ξ̂1∣∣∣
≤
(
1 + 2Kδ−1
∥∥Q̂−Q∥∥
2
)
· σ−11
(∣∣∣e>j (σ−11 Y)k−1(Ŷ −Y)ξ1∣∣∣+ 2√2δ−1∥∥Q̂−Q∥∥22)
≤σ−11
∣∣∣e>j (σ−11 Y)k−1(Ŷ −Y)ξ1∣∣∣+ (2K + 2√2)δ−2∥∥Q̂−Q∥∥22 + 4√2δ−3∥∥Q̂−Q∥∥32
≤σ−11
∣∣∣e>j (σ−11 Y)k−1(Ŷ −Y)ξ1∣∣∣+ (2K + 4√2)δ−2∥∥Q̂−Q∥∥22,
(B.18)
where we used δ−1
∥∥Q̂−Q∥∥
2
≤ 12K .
Plugging (B.16), (B.17) and (B.18) into (B.14) gives∣∣ωξ̂1(j)− ξ1(j)∣∣
≤σ−11
K∑
k=1
∣∣∣e>j (σ−11 Y)k−1(Ŷ −Y)ξ1∣∣∣+ (2K2 + 4√2K)δ−2∥∥Q̂−Q∥∥22
+ |ξ1(j)| · (2K + 1)δ−1
∥∥Q̂−Q∥∥
2
+ 2
√
2|ξ1(j)| ·
(
1 + 2Kδ−1
∥∥Q̂−Q∥∥
2
)
δ−1
∥∥Q̂−Q∥∥
2
+ 2
√
2
( 2σ2
σ1 + σ2
)K∥∥e>j Ξ∥∥2δ−1∥∥Q̂−Q∥∥2,
=σ−11
K∑
k=1
∣∣∣e>j (σ−11 Y)k−1(Ŷ −Y)ξ1∣∣∣+ |ξ1(j)| · (2K + 1 + 2√2)δ−1∥∥Q̂−Q∥∥2
+ 2
√
2
( 2σ2
σ1 + σ2
)K∥∥e>j Ξ∥∥2δ−1∥∥Q̂−Q∥∥2 + (2K2 + 8√2K)δ−2∥∥Q̂−Q∥∥22.
(B.19)
For k = 0, 1, . . . ,K − 1, let(
σ−11 Y
)k
ep+j =
[
υ1,k
υ2,k
]
, υ1,k,υ2,k ∈ Rp.
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Since
Yk =

[
0 Q(Q>Q)
k−1
2
Q>(QQ>)
k−1
2 0
]
,
if k is odd,[
(QQ>)
k
2 0
0 (Q>Q)
k
2
]
,
if k is even,
υ1,k = σ
−k
1 Q(Q
>Q)
k−1
2 ej , υ2,k = 0, when k is odd,
υ1,k = 0, υ2,k = σ
−k
1 (Q
>Q)
k
2 ej , when k is even.
Recall the definitions of Ŷ, Y, Ξ and ξ1. For j = 1, 2, . . . , p, we reduce (B.19) into (B.11).
B.2 Markov Chain Concentration Inequalities
Lemma B.3 (Lemma 7 in [39], Markov chain concentration inequality). Suppose P ∈ Rp×p is an
ergodic Markov chain transition matrix on p states {1, · · · , p}. P is with invariant distribution pi
and the Markov mixing time
τ(ε) = min
{
k : max
1≤i≤p
1
2
‖e>i Pk − pi>‖1 ≤ ε
}
.
Recall the frequency matrix is F = [diag(pi)]P. Give a Markov trajectory with (n+ 1) observable
states X = {X0, X1, · · · , Xn} from any initial state. Let τ∗ = τ(1/4). For any constant c0 > 0,
there exists a constant C > 0 such that if n ≥ Cτ∗p log2(n), then
P
(∥∥n−1N− F∥∥
2
≥ Cn−1/2
√
pimaxτ∗ log2(n)
)
≤ n−c0 , (B.20)
P
(
‖n−1m− pi‖∞ ≥ Cn−1/2
√
pimaxτ∗ log2(n)
)
≤ n−c0 . (B.21)
Lemma B.4 (Row-wise Markov chain concentration inequality). Suppose η ∈ Rp is a fixed unit
vector and K ∈ Op×s is a fixed orthonormal matrix satisfying
max
1≤i≤p
∥∥e>i K∥∥2 ≤ γ√s/p.
Under the same setting as in Lemma B.3, for any c0 > 0, there exists C > 0 such that if n ≥
Cpτ∗ log2(n), then
P
(∥∥η>(n−1N̂− F)[diag(pi)]− 12 K∥∥
2
≥ Cn−1/2
√
τ∗(γ2s/p) log2(n)
)
≤ n−c0 ,
P
(∥∥K>(n−1N− F)[diag(pi)]− 12η∥∥
2
≥ Cn−1/2
√
τ∗(γ2s/p) log2(n)
)
≤ n−c0 .
(B.22)
Proof. We follow the proof of Lemma 8 in [39]. For any t > 0, let
α = τ
(
pimin ∧
√
c1t
2γ
√
s
)
+ 1,
and n0 = bn/αc. Without loss of generality, assume n is a multiple of α. By definition,
n−1K>N[diag(pi)]−
1
2η =
1
n
α∑
l=1
n0∑
k=1
T
(l)
k ,
T
(l)
k = K
>eXkα+l−1e
>
Xkα+l
[diag(pi)]−
1
2η,
and
n−1η>N[diag(pi)]−
1
2 K =
1
n
α∑
l=1
n0∑
k=1
S
(l)
k ,
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S
(l)
k = η
>eXkα+l−1e
>
Xkα+l
[diag(pi)]−
1
2 K.
We introduce the “thin” sequences as
T˜
(l)
k = T
(l)
k − E
[
T
(l)
k
∣∣X(k−1)α+l], S˜(l)k = S(l)k − E[S(l)k ∣∣X(k−1)α+l],
for l = 1, . . . , α, k = 1, . . . , n0, and apply the matrix Freedman’s inequality [34] to derive concen-
tration inequalities of partial sum sequences
∑n0
k=1 T˜
(l)
k and
∑n0
k=1 S˜
(l)
k for a fixed l.
Consider the predictable quadratic variantion processes of the martingales
{∑t
k=1 T˜
(l)
k
}n0
t=1
and{∑t
k=1 S˜
(l)
k
}n0
t=1
:
X
(l)
1,t =
t∑
k=1
E
[
T˜
(l)
k
(
T˜
(l)
k
)>∣∣∣X(k−1)α+l], X(l)2,t = t∑
k=1
E
[(
T˜
(l)
k
)>
T˜
(l)
k
∣∣∣X(k−1)α+l],
and
Z
(l)
1,t =
t∑
k=1
E
[
S˜
(l)
k
(
S˜
(l)
k
)>∣∣∣X(k−1)α+l], Z(l)2,t = t∑
k=1
E
[(
S˜
(l)
k
)>
S˜
(l)
k
∣∣∣X(k−1)α+l],
for t = 1, 2, . . . , n0. Since
∥∥X(l)1,t∥∥2 ≤ t∑
k=1
∥∥∥E[T˜(l)k (T˜(l)k )>∣∣∣X(t−1)α+l]∥∥∥
2
≤
t∑
k=1
E
[∥∥∥T˜(l)k (T˜(l)k )>∥∥∥
2
∣∣∣X(k−1)α+l]
=
t∑
k=1
E
[∥∥T˜(l)k ∥∥22∣∣∣X(k−1)α+l] = X(l)2,t,
and
∥∥Z(l)2,t∥∥2 ≤ Z(l)1,t for the same reason, we only need to focus on X(l)2,t and Z(l)1,t.
Denote p˜i(k,l) ≡ (Pα−1)>eX(k−1)α+l−1 . By the definition of mixing time α,
max
1≤s≤p
1
2
∥∥e>s Pα−1 − pi>∥∥1 ≤ pimin ∧ √c1t2γ√s .
Hence, pi(k,l)i ≤ pii + pimin ≤ 2pii for i = 1, . . . , p. We have
E
[(
T˜
(l)
k
)>
T˜
(l)
k
∣∣∣X(k−1)α+l] ≤ E[∥∥T(l)k ∥∥22∣∣∣X(k−1)α+l]
=E
[∥∥e>Xkα+l−1K∥∥22(e>Xkα+l [diag(pi)]− 12η)2∣∣∣X(k−1)α+l]
=
p∑
i=1
p∑
j=1
P
[
Xkα+l−1 = i
∣∣X(k−1)α+l] · P[Xkα+l = j∣∣Xkα+l−1 = i]∥∥e>i K∥∥22pi−1j η2j
=
p∑
i=1
p∑
j=1
pi
(k,l)
i Pij
∥∥e>i K∥∥22pi−1j η2j ≤ p∑
j=1
2
( p∑
i=1
piiPij
)
pi−1j η
2
j · γ2sp−1
=
p∑
j=1
2η2j · γ2sp−1 = 2γ2sp−1, for k = 1, . . . , n0,
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where we used pi>P = pi>,
∑p
i=1 piiPij = pij . Similarly,
E
[
S˜
(l)
k
(
S˜
(l)
k
)>∣∣∣X(k−1)α+l] ≤ E[∥∥S(l)k ∥∥22∣∣∣X(k−1)α+l]
=E
[(
η>eXkα+l−1
)2∥∥e>Xkα+l [diag(pi)]− 12 K∥∥22∣∣∣X(k−1)α+l]
=
p∑
i=1
p∑
j=1
P
[
Xkα+l−1 = i
∣∣X(k−1)α+l] · P[Xkα+l = j∣∣Xkα+l−1 = i]∥∥e>j K∥∥22pi−1j η2i
=
p∑
i=1
p∑
j=1
pi
(k,l)
i Pij
∥∥e>j K∥∥22pi−1j η2i ≤ p∑
i=1
p∑
j=1
2(pii/pij)Pijη
2
i · γ2sp−1
≤2C1c−11
p∑
i=1
η2i
p∑
j=1
Pij · γ2sp−1 = 2C1c−11 γ2sp−1, for k = 1, . . . , n0.
Note that ∥∥T(l)k ∥∥2 ≤ max1≤i≤ppi− 12min∥∥e>i K∥∥2 ≤ γ√s/(piminp) ≤ c− 121 γ√s,∥∥E[T(l)k ∣∣X(k−1)α+l]∥∥2 ≤ E[∥∥T(l)k ∥∥2∣∣X(k−1)α+l] ≤ c− 121 γ√s.
Therefore,
∥∥T˜(l)k ∥∥2 ≤ 2c− 121 γ√s. Similarly, we have ∥∥S˜(l)k ∥∥2 ≤ 2c− 121 γ√s. The matrix Freedman’s
inequality [34] implies
P
(∥∥∥n−10 n0∑
k=1
T˜
(l)
k
∥∥∥
2
≥ t
2
)
≤ (s+ 1) exp
(
− n
2
0t
2/8
2n0γ2sp−1 + n0c
− 12
1 γt
√
s/3
)
and
P
(∥∥∥n−10 n0∑
k=1
S˜
(l)
k
∥∥∥
2
≥ t
2
)
≤ (s+ 1) exp
(
− n
2
0t
2/8
2n0C1c
−1
1 γ
2sp−1 + n0c
− 12
1 γt
√
s/3
)
.
By union bound,
P
(∥∥∥n−1K>N[diag(pi)]− 12η − n−1 α∑
l=1
n0∑
k=1
E
[
T
(l)
k
∣∣X(k−1)α+l]∥∥∥
2
≥ t
2
)
=P
(∥∥∥n−1 α∑
l=1
n0∑
k=1
T˜
(l)
k
∥∥∥
2
≥ t
2
)
≤
α∑
l=1
P
(∥∥∥n−10 n0∑
k=1
T˜
(l)
k
∥∥∥
2
≥ t
2
)
≤α(s+ 1) exp
(
− n0t
2/8
2γ2sp−1 + c−
1
2
1 γt
√
s/3
)
.
(B.23)
Similarly,
P
(∥∥∥n−1η>N[diag(pi)]− 12 K− n−1 α∑
l=1
n0∑
k=1
E
[
S
(l)
k
∣∣X(k−1)α+l]∥∥∥
2
≥ t
2
)
≤α(s+ 1) exp
(
− n0t
2/8
2C1c
−1
1 γ
2sp−1 + c−
1
2
1 γt
√
s/3
)
.
(B.24)
We next analyze the differences
n−1
α∑
l=1
n0∑
k=1
E
[
T
(l)
k
∣∣X(k−1)α+l]−K>F[diag(pi)]− 12η
and
n−1
α∑
l=1
n0∑
k=1
E
[
S
(l)
k
∣∣X(k−1)α+l]− η>F[diag(pi)]− 12 K.
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Since
E
[
T
(l)
k
∣∣X(k−1)α+l] = p∑
i=1
p∑
j=1
pi
(k,l)
i PijK
>eie>j [diag(pi)]
− 12η
=
p∑
i=1
p∑
j=1
pi
(k,l)
i PijK
>eipi
− 12
j ηj ,
K>F[diag(pi)]−
1
2η =
p∑
i=1
p∑
j=1
K>
(
piieie
>
i
)
P(eje
>
j )[diag(pi)]
− 12η
=
p∑
i=1
p∑
j=1
piiPijK
>eipi
− 12
j ηj ,
it follows that ∥∥∥E[T(l)k ∣∣X(k−1)α+l]−K>F[diag(pi)]− 12η∥∥∥
2
=
∥∥∥ p∑
i=1
p∑
j=1
(pi
(k,l)
i − pii)PijK>eipi−
1
2
j ηj
∥∥∥
2
≤
p∑
i=1
p∑
j=1
∣∣pi(k,l)i − pii∣∣Pijpi− 12j ηj∥∥e>i K∥∥2
≤
p∑
i=1
∣∣pi(k,l)i − pii∣∣ p∑
j=1
Pijpi
− 12
min · γ
√
s/p
≤∥∥p˜i(k,l) − pi∥∥
1
· c− 121 γ
√
s ≤ t
2
.
Therefore, ∥∥∥n−1 α∑
l=1
n0∑
k=1
E
[
T
(l)
k
∣∣X(k−1)α+l]−K>F[diag(pi)]− 12η∥∥∥
2
≤n−1
α∑
l=1
n0∑
k=1
∥∥∥E[T(l)k ∣∣X(k−1)α+l]−K>F[diag(pi)]− 12η∥∥∥
2
≤ t
2
,
(B.25)
Symmetrically, we have∥∥∥n−1 α∑
l=1
n0∑
k=1
E
[
S
(l)
k
∣∣X(k−1)α+l]− η>F[diag(pi)]− 12 K∥∥∥
2
≤ t
2
. (B.26)
Combining (B.23) and (B.25), (B.24) and (B.26) yields
P
(∥∥n−1K>N[diag(pi)]− 12η −K>F[diag(pi)]− 12η∥∥
2
≥ t
)
≤α(s+ 1) exp
(
− nt
2/(8α)
2γ2sp−1 + c−
1
2
1 γt
√
s/3
)
,
and
P
(∥∥n−1η>N[diag(pi)]− 12 K− η>F[diag(pi)]− 12 K∥∥
2
≥ t
)
≤α(s+ 1) exp
(
− nt
2/(8α)
2C1c
−1
1 γ
2sp−1 + c−
1
2
1 γt
√
s/3
)
.
For a fixed c0 > 0, there exists a constant C ′, C ′′ > 0 such that, by taking
t = C ′n−
1
2
√
γ2sp−1α log(n) + C ′n−1
√
sα log(n),
n ≥ C ′′(αp log(n) ∨ αs),
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one has
P
(∥∥n−1K>N[diag(pi)]− 12η −K>F[diag(pi)]− 12η∥∥
2
≥ C ′(1 + (C ′′)− 12 )n− 12√γ2sp−1α log(n)) ≤ n−c0 .
According to Lemma 5 in [39],
α ≤ −τ∗ log2
(pimin
2
∧
√
c1t
4γ
√
s
)
,
where τ∗ = τ(1/4). Fix C ′, when C ′′ is sufficiently large,
n−2 ≤
√
c1
4γ
C ′n−1 ≤
√
c1t
4γ
√
s
≤ pimin
2
.
In this case, α ≤ 2τ∗ log2
(
n
)
. Therefore, there exists a constant C > 0 such that when n ≥
Cpτ∗ log2(n),
P
(∥∥n−1K>N[diag(pi)]− 12η −K>F[diag(pi)]− 12η∥∥
2
≤ Cn− 12
√
γ2sp−1τ∗ log2(n)
)
≤ n−c0 .
(B.27)
Following the same analysis, one also has
P
(∥∥n−1η>N[diag(pi)]− 12 K− η>F[diag(pi)]− 12 K∥∥
2
≤ C¯n− 12
√
γ2sp−1τ∗ log2(n)
)
≤ n−c0 ,
(B.28)
when n ≥ C¯pτ∗ log2(n) for some sufficiently large C¯ > 0.
B.3 Adapting Markov Chain Concentration Inequalities to Our Settings
Corollary B.1. Under assumption (A.1), for any c0 > 0, there exists a constant C > 0, such that if
n ≥ Cτ∗p log2(n), then
P
(∥∥Q̂−Q∥∥
2
≥ Cn−1/2
√
τ∗ log2(n)
)
≤ n−c0 . (B.29)
Proof. Based on Lemma B.3 and the union bound, we know that for any fixed c0 > 0, there exists a
constant C0 > 0 such that with probability at least 1− 2n−c0 ,∥∥n−1N− F∥∥
2
≤ C0n−1/2
√
pimaxτ∗ log2(n)
and ‖n−1m− pi‖∞ ≤ C0n−1/2
√
pimaxτ∗ log2(n)
(B.30)
hold simultaneously for n ≥ C0τ∗p log2(n).
We find that∥∥Q̂−Q∥∥
2
=
∥∥(n−1N)[diag(n−1m)]− 12 − F[diag(pi)]− 12 ∥∥
2
≤∥∥(n−1N− F)[diag(pi)]− 12 ∥∥
2
+
∥∥((n−1N)[diag(n−1m)]− 12 − [diag(pi)]− 12 )∥∥
2
.
(B.31)
Under condition (B.30), the first term in (B.31) satisfies∥∥(n−1N− F)[diag(pi)]− 12 ∥∥
2
≤ pi− 12min
∥∥n−1N− F∥∥
2
≤C0n−1/2
√
pimax
pimin
τ∗ log2(n) ≤ C0C
1
2
1 c
− 12
1 n
−1/2
√
τ∗ log2(n).
(B.32)
We decompose the second term in (B.31) into∥∥(n−1N)([diag(n−1m)]− 12 − [diag(pi)]− 12 )∥∥
2
≤∥∥n−1N∥∥∥∥[diag(n−1m)]− 12 − [diag(pi)]− 12 ∥∥
2
≤(‖F‖2 + ∥∥n−1N− F∥∥2) · max1≤j≤p∣∣(n−1mj)− 12 − pi− 12j ∣∣.
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Here, ‖F‖2 ≤ √pimax by (E.3). Notice that
∣∣x−1/2 − 1∣∣ ≤ |x − 1| for any x ≥ 12 . Taking
n ≥ 4C20C1c−21 τ∗p log2(n), we have∣∣(n−1mj)− 12 − pi− 12j ∣∣ = pi− 12j ∣∣∣(pi−1j n−1mj)− 12 − 1∣∣∣
≤pi− 12j
∣∣pi−1j n−1mj − 1∣∣ ≤ pi− 32j ‖n−1m− pi‖∞ (B.33)
for j = 1, 2, . . . , p. It follows from condition (B.30) that
max
1≤j≤p
∣∣(n−1mj)− 12 − pi− 12j ∣∣ ≤pi− 32min · C0n−1/2√pimaxτ∗ log2(n)
≤C0C
1
2
1 c
− 32
1 n
−1/2p
√
τ∗ log2(n).
When n ≥ C0τ∗p log2(n), condition (B.30) also implies∥∥n−1N− F∥∥
2
≤C0
(
C0τ∗p log2(n)
)− 12√pimaxτ∗ log2(n)
≤
√
C0pimaxp−1 ≤ C
1
2
0 C
1
2
1 p
−1.
The second term in (B.31) then satisfies∥∥(n−1N)([diag(n−1m)]− 12 − [diag(pi)]− 12 )∥∥
2
≤(C 120 + C
1
2
1 )C0C1c
− 32
1 n
−1/2
√
τ∗ log2(n).
(B.34)
Plugging (B.32) and (B.34) in (B.31), we can conclude that, when n ≥ C0τ∗p log2(n),
P
(∥∥Q̂−Q∥∥
2
≥ C˜n−1/2
√
τ log2(n)
)
≤ 2n−c0
for some constant C˜ > 0.
Corollary B.2. Under assumptions (A.1) and (A.6), for any c0 > 0, there exists a constant C > 0,
such that if n ≥ Cτ∗p log2(n), then
P
(∥∥G>(Q̂−Q)ej∥∥2 ≥ Cn−1/2√τ∗(r/p) log2(n)) ≤ n−c0 . (B.35)
Proof. Recall that we have proved
∥∥e>j G∥∥2 ≤ c− 122 pij√pr in Lemma A.2. Let γ = C1c− 122 . Then
max
1≤j≤p
∥∥e>j G∥∥2 ≤ γ√r/p.
ej and G satisfy the conditions in Lemma B.4. For a fixed c0 > 0, Lemma B.3 and B.4 imply that
there exists a constant C0 > 0 such that when n ≥ C0τ∗p log2(n), by union bound, with probability
at least 1− 2n−c0 ,
‖n−1m− pi‖∞ ≤ C0n−1/2
√
pimaxτ∗ log2(n) (B.36)
and
max
1≤j≤p
∥∥G>(n−1N− F)[diag(pi)]− 12 ej∥∥2 ≤ C0n−1/2√τ∗(γ2r/p) log2(n). (B.37)
Note that∥∥G>(Q̂−Q)ej∥∥2 = ∥∥∥G>((n−1N)[diag(n−1m)]− 12 − F[diag(pi)]− 12 )ej∥∥∥2
≤∥∥G>(n−1N− F)[diag(pi)]− 12 ej∥∥2 + ∣∣∣(n−1mj)− 12 − pi− 12j ∣∣∣ · ∥∥G>(n−1N)ej∥∥2. (B.38)
The inequality (B.37) provides an upper bound for the first term in (B.38). In (B.33), there is an
estimate of
∣∣(n−1mj)− 12 − pi− 12j ∣∣. We only need to analyze ∥∥G>(n−1N)ej∥∥2 in the following.
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We find that ∥∥G>Fej∥∥2 = ∥∥G>Q[diag(pi)] 12 ej∥∥2 = √pij∥∥ΣH>ej∥∥2
≤√pijσ1
∥∥e>j H∥∥2 ≤ C21c− 121 c− 322 pij√r/p, (B.39)
where we used (A.9) and (A.7).
Additionally, when n ≥ C0τ∗p log2(n), (B.37) shows that∥∥G>(n−1N− F)ej∥∥2 =√pij∥∥G>(n−1N− F)[diag(pi)]− 12 ej∥∥2
≤√pijC0
(
C0τ∗p log2(n)
)− 12√τ∗(γ2r/p) log2(n)
=C
1
2
0 γp
−1√pijr ≤ C
1
2
0 C
1
2
1 c
− 12
1 γp
− 32 r
1
2 .
(B.40)
Combining (B.39) and (B.40) gives∥∥G>(n−1N)ej∥∥2 ≤ ∥∥G>Fej∥∥2 + ∥∥G>(n−1N− F)ej∥∥2 ≤ C˜p− 32 r 12 (B.41)
for some constant C˜ > 0.
Plugging (B.36), (B.37), (B.33) and (B.41) into (B.38), we complete the proof of Corollary B.2.
Corollary B.3. Suppose η ∈ Rp is a nonnegative unit vector. Under assumptions (A.1) and (A.5), if
h>1 η ≤ βp−
1
2 for some β > 0, then for any c0 > 0, there exists a constant C > 0, such that when
n ≥ Cτ∗p log2(n),
P
(∣∣g>1 (Q̂−Q)η∣∣ ≥ Cn−1/2√τ∗p−1 log2(n)) ≤ n−c0 . (B.42)
Symmetrically, if η>g1 ≤ βp−1 then for any c0 > 0, there exists a constant C > 0, such that when
n ≥ Cτ∗p log2(n),
P
(∣∣η>(Q̂−Q)h1∣∣ ≥ Cn−1/2√τ∗p−1 log2(n)) ≤ n−c0 . (B.43)
Proof. In Lemma A.4, we proved that 0 < h1(j) ≤ C#√pij and 0 ≤ g1(j) ≤ c#pij√p for
j = 1, 2, . . . , p and some c#, C# > 0. Let γ = C
1
2
1 C
# ∨ C1c#, then
∣∣h1(j)∣∣ ≤ γp− 12 and∣∣g1(j)∣∣ ≤ γp− 12 . Lemma B.3 and B.4 show that for any fixed c0 > 0, there exists a constant C0 > 0
such that when n ≥ C0τ∗p log2(n), with probability at least 1− 2n−c0 ,∣∣g>1 (n−1N− F)[diag(pi)]− 12η∣∣ ≤ C0n−1/2√τ∗γ2p−1 log2(n), (B.44)∣∣η>(n−1N− F)[diag(pi)]− 12 h1∣∣ ≤ C0n−1/2√τ∗γ2p−1 log2(n), (B.45)
‖n−1m− pi‖∞ ≤ C0n−1/2
√
pimaxτ∗ log2(n). (B.46)
Note that ∣∣g>1 (Q̂−Q)η∣∣ ≤∣∣g>1 (n−1N− F)[diag(pi)]− 12η∣∣
+
∣∣g>1 (n−1N)([diag(n−1m)]− 12 − [diag(pi)]− 12 )η∣∣. (B.47)
Since g1,N,η ≥ 0,∣∣g>1 (n−1N)([diag(n−1m)]− 12 − [diag(pi)]− 12 )η∣∣
≤∣∣g>1 (n−1N)[diag(pi)]− 12η∣∣ · max
1≤i≤p
∣∣(n−1mi/pii)− 12 − 1∣∣
≤
(∣∣g>1 (n−1N− F)[diag(pi)]− 12η∣∣+ g>1 Qη) · max
1≤i≤p
∣∣√n−1mi/pii − 1∣∣.
(B.48)
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By (B.44), when n ≥ C0τ∗p log2(n),∣∣g>1 (n−1N− F)[diag(pi)]− 12η∣∣
≤C0
(
C0τ∗p log2(n)
)− 12√τ∗γ2p−1 log2(n) ≤ C 120 γp−1. (B.49)
In addition,
g>1 Qη = σ1h
>
1 η ≤ C1c−
1
2
1 βp
−1, (B.50)
where we used (A.7) and condition h>1 η ≤ βp−
1
2 . According to (B.33), we have
max
1≤i≤p
∣∣√n−1mi/pii − 1∣∣ ≤ pi−1min∥∥n−1mj − pi∥∥∞. (B.51)
Combining (B.47) - (B.51) gives (B.42). We can prove (B.43) in the same way.
B.4 Plugging Concentration Inequalities into Deterministic Bounds
Theorem B.1 (Theorem 2 in paper). Let H∗ =
[
h2,h3, . . . ,hr
]
and Ĥ∗ =
[
ĥ2, ĥ3, . . . , ĥr
]
.
Under assumptions (A.1), (A.6) and (A.4), for a fixed c0 > 0, there exists a constant C > 0 and an
orthogonal matrix Ω∗ ∈ O(r−1)×(r−1), such that if n ≥ Cτ∗p log2(n),
P
(
max
1≤j≤p
∥∥e>j (Ĥ∗Ω∗ −H∗)∥∥2
≥ C
(
n−1/2
√
τ∗r log2(n) + n−1τ∗p log2(n)
))
≤ n−c0 .
(B.52)
Proof. According to Lemma B.1, Ĥ∗ has a deterministic row-wise perturbation bound∥∥e>j (Ĥ∗Ω∗ −H∗)∥∥2 ≤ 2∆∗ ∥∥G>∗ (Q̂−Q)ej∥∥2 + 4(1 +
√
2)
∆∗
∥∥e>j H∥∥2∥∥Q̂−Q∥∥2
+
8
(∆∗)2
∥∥Q̂−Q∥∥2
2
(B.53)
Here, G∗ =
[
g2,g3, . . . ,gr
]
and ∆∗ = min
{
σ1 − σ2, σr
}
. We note that
∥∥G>∗ (Q̂ −Q)ej∥∥2 ≤∥∥G>(Q̂ − Q)ej∥∥2. Based on Corollary B.1 and B.2, for a fixed c0 > 0, there exists a constant
C0 > 0 such that when n ≥ C0τ∗p log2(n), by union bound, with probability at least 1− 2n−c0 ,∥∥Q̂−Q∥∥
2
≤ C0n−1/2
√
τ∗ log2(n), (B.54)∥∥G>(Q̂−Q)ej∥∥2 ≤ C0n−1/2√τ∗(r/p) log2(n), (B.55)
for j = 1, 2, . . . , p. Recall that σ1 − σ2 ≥ c3p− 12 by assumption (A.4), and σr ≥ c2p− 12 by Lemma
A.1. We have
∆∗ ≥ (c2 ∧ c3)p− 12 . (B.56)
Plugging (B.54), (B.55), (A.8) and (B.56) into (B.53), we complete the proof of Theorem B.1.
Theorem B.2 (Theorem 1 in paper). Under assumptions (A.1), (A.4) and (A.5), for any constant
c0 > 0, there exists a constant C > 0 and ω ∈ {±1} such that if n ≥ Cτ∗p
(
log2(r) ∨ 1) log2(n),
P
(
max
1≤j≤p
∣∣ωĥ1(j)− h1(j)∣∣ ≥C(n−1/2√τ∗(log2(r) ∨ 1) log2(n)
+ n−1τ∗p
(
log2(r) ∨ 1) log2(n))) ≤ n−c0 .
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Proof. In Lemma B.2, we take
K =
⌈[
2 log
(σ1 + σ2
2σ2
)]−1
log(r)
⌉
∨ 1,
then ( 2σ2
σ1 + σ2
)K
≤ r− 12 .
Fix c0 > 0. According to Corollary B.1, there exists a constant C0 ≥ c23 such that when n ≥
C0τ∗p log2(n), with probability at least 1− n−c0 ,∥∥Q̂−Q∥∥
2
≤ C0n−1/2
√
τ∗ log2(n). (B.57)
We further take n ≥ C20c−23 K2τ∗p log2(n), then∥∥Q̂−Q∥∥
2
≤ σ2 − σ1
2K
.
By Lemma B.2, there exists ω ∈ {±1} such that∣∣ωĥ1(j)− h1(j)∣∣
≤
dK/2e∑
k=1
(
σ−2k1
∣∣∣e>j Q>(QQ>)k−1(Q̂−Q)h1∣∣∣+ σ−2k−11 ∣∣∣g>1 (Q̂−Q)(Q>Q)kej∣∣∣)
+ |h1(j)| · (2K + 1 + 2
√
2)δ−1
∥∥Q̂−Q∥∥
2
+ 4
√
2r−
1
2
∥∥e>j H∥∥2δ−1∥∥Q̂−Q∥∥2
+
(
2K2 + 8
√
2K
)
δ−2
∥∥Q̂−Q∥∥2
2
.
(B.58)
Note that for k = 1, 2, . . . , dK/2e,
σ−2k+11 e
>
j Q
>(QQ>)k−1g1 = σ−2k+11 e
>
j Q
>(QQ>)k−2QQ>g1
=σ−2k+21 e
>
j Q
>(QQ>)k−2Qh1 = σ
−2(k−1)+1
1 e
>
j Q
>(QQ>)k−2g1
= . . .
=σ−11 e
>
j Q
>g1 = e>j h1 = h1(j),
where we used Q>g1 = σ1h1 and Qh1 = σg1 iteratively. Similarly,
σ−2k1 h
>
1 (Q
>Q)kej = g1(j).
Therefore, according to Lemmat A.4, there exists some constant C# > 0 such that υ1,2k−1 =
σ−2k+11 Q(Q
>Q)k−1ej satisfies
υ1,2k−1 ≥ 0, ‖υ1,2k−1‖2 = 1 and υ>1,2k−1g1 = h1(j) ≤ C#p−
1
2 ,
and υ2,2k = σ−2k1 (Q
>Q)kej satisfies
υ2,2k ≥ 0, ‖υ2,2k‖2 = 1 and h>1 υ2,2k = g1(j) ≤ C#p−
1
2 .
According to Corollary B.3, there exists a constant C˜0 ≥ C20c−23 such that when n ≥
C˜0K
2τ∗p log2(n), with probability at least 1− 2dK/2en−c0 ,∣∣υ>1,2k−1(Q̂−Q)h1∣∣ ≤ C˜0n−1/2√τ∗p−1 log2(n), (B.59)∣∣g>1 (Q̂−Q)υ2,2k∣∣ ≤ C˜0n−1/2√τ∗p−1 log2(n), (B.60)
for k = 1, 2, . . . , dK/2e.
Plugging (B.57), (B.59), (B.60) into (B.58) and using Lemma A.2 and A.4, we have∣∣ωĥ1(j)− h1(j)∣∣ ≤C˜(Kn−1/2√τ∗ log2(n) +K2n−1τ∗p log2(n))
for some sufficiently large C˜ > 0. Notice that K has order log(r), we complete the proof of Theorem
B.2.
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C Proof of Statistical Guarantees
Define
err = min
ω∈{±1}
max
1≤j≤p
∣∣ωĥ1(j)− h1(j)∣∣, (C.1)
Err = min
Ω∈O(r−1)×(r−1)
max
1≤j≤p
∥∥Ωd̂j − dj∥∥2. (C.2)
C.1 SCORE Normalization
The bound for err is shown in Theorem B.2. It remains to estimate Err.
Theorem C.1. Under assumptions (A.1) - (A.5), for any c0 > 0, there exists a constant C > 0 and
an orthogonal matrix Ω ∈ O(r−1)×(r−1), such that if n ≥ Cτ∗p 32
(
log2(r) ∨ 1) log2(n),
P
(
max
1≤j≤p
∥∥Ωd̂j − dj∥∥2 ≥ C(n−1/2√τ∗pr(log2(r) ∨ 1) log2(n)
+ n−1τ∗p
3
2 r
1
2
(
log2(r) ∨ 1) log2(n))) ≤ n−c0 .
Proof. By definition,
d̂j =
[
ĥ1(j)
]−1
H>∗ ej , for j = 1, 2, . . . , p,
where Ĥ∗ =
[
ĥ2, ĥ3, . . . , ĥr
]
. According to Theorem B.1 and B.2, for a fixed c0 > 0, there exists
a constant C0 ≥ 1, ω ∈ {±1} and Ω∗ ∈ R(r−1)×(r−1) such that when n ≥ C0τ∗p
(
log2(r) ∨
1
)
log2(n), with probability at least 1− 2n−c0 ,∣∣ωĥ1(j)− h1(j)∣∣ ≤C0(n−1/2√τ∗(log2(r) ∨ 1) log2(n)
+ n−1τ∗p
(
log2(r) ∨ 1) log2(n)), (C.3)∥∥e>j (Ĥ∗Ω∗ −H∗)∥∥2 ≤C0(n−1/2√τ∗r log2(n) + n−1τ∗p log2(n)), (C.4)
for j = 1, 2, . . . , p.
Define Ω = ωΩ>∗ . We find that∥∥Ωd̂j − dj∥∥2
=
∥∥∥[ωĥ1(j)]−1Ω>∗ Ĥ>∗ ej − [h1(j)]−1H>∗ ej∥∥∥
2
≤∣∣h1(j)∣∣−1∥∥e>j (Ĥ∗Ω∗ −H∗)∥∥2
+
∣∣∣[ωĥ1(j)]−1 − [h1(j)]−1∣∣∣ · ∥∥e>j H∗∥∥2
+
∣∣∣[ωĥ1(j)]−1 − [h1(j)]−1∣∣∣ · ∥∥e>j (Ĥ∗Ω∗ −H∗)∥∥2.
(C.5)
Since
∣∣x−1− 1∣∣ ≤ 2|x− 1| for x ≥ 12 , if we take n ≥ C#τ∗p 32 (log2(r)∨ 1) log2(n) for some large
enough C# > 0, then
∣∣ωĥ1(j)− h1(j)∣∣ ≤ 12h1(j),∣∣∣[ωĥ1(j)]−1 − [h1(j)]−1∣∣∣ = [h1(j)]−1∣∣∣∣[ωĥ1(j)h1(j)
]−1
− 1
∣∣∣∣
≤2[h1(j)]−1∣∣∣∣ωĥ1(j)h1(j) − 1
∣∣∣∣ = 2[h1(j)]−2∣∣ωĥ1(j)− h1(j)∣∣.
27
Using the fact in Lemma A.2 and A.4 that h1(j) ≥ c#√pij for some c# > 0 and
∥∥e>j H∗∥∥2 ≤∥∥e>j H∥∥2 ≤ C1c− 322 √pijr, we reduce (C.5) into∥∥Ωd̂j − dj∥∥2 ≤ C˜(n−1/2√τ∗pr(log2(r) ∨ 1) log2(n)
+ n−1τ∗p
3
2 r
1
2
(
log2(r) ∨ 1) log2(n)),
where C˜ > 0 is a constant.
C.2 Vertex Hunting
The estimated vertices
{
b̂1, b̂2, . . . , b̂r
}
solves the following optimization problem:
minimize{
b̂1,...,b̂r
}
⊆
{
d̂1,...,d̂p
} max
1≤j≤p
∥∥∥d̂j − PS d̂j∥∥∥
2
,
where S is the convex hull of b̂1, b̂2, . . . , b̂r and P is the projection operator induced by Euclidean
norm. One can refer to [22] for further details of vertex hunting algorithms.
Theorem C.2 (Vertex hunting). Suppose that for each meta-state, there exists at least one anchor
state. Then there exist constants α, α′ > 0 such that if Err ≤ α′√r,
max
1≤k≤r
∥∥Ωb̂k − bk∥∥2 ≤ α · Err,
where Ω is the orthogonal matrix that achieves the minimum in the definition of Err.
Proof. Inspired by the proof of Lemma 3.1 in [22], we define a mappingR that maps a weight vector
in the standard simplex Sr−1 ⊆ Rr to a vector in the simplex S
(
b1,b2, . . . ,br
)
:
w
R7−→ [b1,b2, . . . ,br]w.
To begin with, we prove that the mappingR has the following properties:
1. Rwj = dj for j = 1, 2, . . . , p.
2. There exist constants C? > 0, c? > 0 such that for any two weight vectors w,w′ ∈ Sr−1,
c?
√
r
∥∥w −w′∥∥
2
≤ ∥∥Rw −Rw′∥∥
2
≤ C?√r∥∥w −w′∥∥
2
. (C.6)
3. R is a bijection.
1. & 3. are obvious, we only need to show 2. Note that(
0
Rw˜
)
−
(
0
Rw˜′
)
=
(
1 . . . 1
b1 . . . br
)(
w −w′).
According to Lemma A.3, there exist constants c? > 0 and C? > 0 such that B =(
1 . . . 1
b1 . . . br
)
= L>[diag(l1)]−1 satisfies
σ1(B) ≤ ‖L‖2
(
min
1≤k≤r
l1(k)
)−1 ≤ C?√r,
σr(B) ≥
∥∥L−1∥∥−1
2
(
max
1≤k≤r
l1(k)
)−1 ≥ c?√r.
Hence,
c?
√
r
∥∥w −w′∥∥
2
≤ ∥∥Rw −Rw′∥∥
2
≤ C?√r∥∥w −w′∥∥
2
.
It what follows, we first show that
max
1≤j≤p
dist
(
d̂j ,S
(
b̂1, b̂2, . . . , b̂r
)) ≤ 2Err. (C.7)
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Here, dist denotes the distance function yielded by the Euclidean norm. Let ak ∈ [p] denote an
anchor state associated with meta-state k. For j = 1, 2, . . . , p,
dj =
r∑
k=1
wj(k)bk =
r∑
k=1
wj(k)dak .
Let Ω be the orthogonal matrix that achieves the minimum in the definition of Err. Then∥∥∥d̂j − r∑
k=1
wj(k)d̂ak
∥∥∥
2
≤ ∥∥Ωd̂j − dj∥∥2 + r∑
k=1
wj(k)
∥∥Ωd̂ak − dak∥∥2 ≤ 2Err.
In other words,
max
1≤j≤p
dist
(
d̂j ,S
(
d̂a1 , d̂a2 , . . . , d̂ar
)) ≤ 2Err.
Our algorithm guarantees that
max
1≤j≤p
dist
(
d̂j ,S
(
b̂1, b̂2, . . . , b̂r
)) ≤ max
1≤j≤p
dist
(
d̂j ,S
(
d̂a1 , d̂a2 , . . . , d̂ar
))
,
therefore, we have (C.7).
Let jk ∈ [p] be the index such that b̂k = d̂jk . We next consider
1− max
1≤l≤r
wjl(k)
for k = 1, 2, . . . , r. For any η ∈ Sr−1,
1− max
1≤l≤r
wjl(k) ≤ 1−
r∑
l=1
ηlwjl(k) ≤
∥∥∥ek − r∑
l=1
ηlwjl
∥∥∥
2
,
According to property 1,Rwjl = djl ,Rek = bk = dak ,∥∥∥ek − r∑
l=1
ηlwjl
∥∥∥
2
=
∥∥∥wak − r∑
l=1
ηlwjl
∥∥∥
2
(C.6)
≤ (c?)−1r− 12
∥∥∥Rwak − r∑
l=1
ηlRwjl
∥∥∥
2
= (c?)−1r−
1
2
∥∥∥dak − r∑
l=1
ηldjl
∥∥∥
2
≤(c?)−1r− 12
(∥∥∥d̂ak − r∑
l=1
ηld̂jl
∥∥∥
2
+ 2Err
)
=(c?)−1r−
1
2
(∥∥∥d̂ak − r∑
l=1
ηlb̂l
∥∥∥
2
+ 2Err
)
.
we have
1− max
1≤l≤r
wjl(k) ≤ (c?)−1r−
1
2 dist
(
d̂ak ,S
(
b̂1, b̂2, . . . , b̂k
))
+ 2(c?)−1r−
1
2Err.
It follows from (C.7) that
1− max
1≤l≤r
wjl(k) ≤ 4(c?)−1r−
1
2Err. (C.8)
When Err < 8−1c?
√
r, for each k, there is only one l that attains the maximum in (C.8). Based on
(C.8), for k = 1, 2, . . . , r
min
1≤l≤r
∥∥Ωb̂l − bk∥∥2 = min1≤l≤r∥∥Ωd̂jl − bk∥∥2 ≤ min1≤l≤r∥∥djl − bk∥∥2 + Err
= min
1≤l≤r
∥∥Rwjl −Rek∥∥2 + Err (C.6)≤ C?√r min1≤l≤r∥∥wjl − ek∥∥2 + Err
≤C?√r min
1≤l≤r
∥∥wjl − ek∥∥1 + Err ≤ C?√r min1≤l≤r 2(1−wjl(k))+ Err
≤2C?√r(1− max
1≤l≤r
wjl(k)
)
+ Err ≤ (8C?(c?)−1 + 1)Err.
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C.3 Error Decomposition
Theorem C.3. Under assumptions (A.1) - (A.5), there exist constants c∗ > 0 and C∗ > 0 such that
if Err < c∗,
max
1≤j≤p
∥∥ŵj −wj∥∥1 ≤ C∗ · Err. (C.9)
If we further have
∥∥n−1m− pi∥∥∞ ≤ c1p−1, then
1
r
p∑
k=1
∥∥(V̂ −V)ek∥∥1 ≤ C∗(Err +√p · err + p∥∥n−1m− pi∥∥∞). (C.10)
Proof. Suppose that ω ∈ {±1} and Ω ∈ O(r−1)×(r−1) achieve the minima in definitions (C.1) and
(C.2).
We first focus on the differences between ŵ∗j and wj for j = 1, 2, . . . , p. Note that
ŵ∗j = B̂
−1
(
1
Ωd̂j
)
, wj = B
−1
(
1
dj
)
,
where
B̂ =
(
1 . . . 1
Ωb̂1 . . . Ωb̂r
)
,
B =
(
1 . . . 1
b1 . . . br
)
= L>[diag(l1)]−1,(
1
dj
)
= [h1(j)]
−1H>ej .
We have∥∥ŵ∗j −wj∥∥2 ≤∥∥B̂−1∥∥2∥∥∥∥( 1Ωd̂j
)
−
(
1
dj
)∥∥∥∥
2
+
∥∥∥∥B̂−1( 1dj
)
−wj
∥∥∥∥
2
=
∥∥B̂−1∥∥
2
∥∥Ωd̂j − dj∥∥2 + ∥∥B̂−1Bwj −wj∥∥2
≤∥∥B̂−1∥∥
2
∥∥Ωd̂j − dj∥∥2 + ∥∥B̂−1∥∥2∥∥(B− B̂)wj∥∥2,
(C.11)
where ∥∥Ωd̂j − dj∥∥2 ≤ Err,
and ∥∥(B̂−B)wj∥∥2 =∥∥∥∥ r∑
k=1
wj(k)
(
Ωb̂k − bk
)∥∥∥∥
2
≤
r∑
k=1
wj(k)
∥∥Ωb̂k − bk∥∥2 ≤ max1≤k≤r∥∥Ωb̂k − bk∥∥2.
(C.12)
Here we used wj ≥ 0 and
∑r
k=1 wj(k) = 1.
We now derive an upper bound for
∥∥B̂−1∥∥
1
. According to Lemma A.3,∥∥B−1∥∥
2
=
∥∥[diag(l1)]L−>∥∥2 ≤ ‖l1‖∞‖L−1‖2 ≤ C˜r− 12
for some constant C˜ > 0. In addition,∥∥B̂−1 −B−1∥∥
2
=
∥∥B̂−1(B̂−B)B−1∥∥
2
≤ ∥∥B̂−1∥∥
2
∥∥B−1∥∥
2
∥∥B̂−B∥∥
2
≤
(∥∥B−1∥∥
2
+
∥∥B̂−1 −B−1∥∥
2
)∥∥B−1∥∥
2
∥∥B̂−B∥∥
2
.
(C.13)
Lemma C.2 shows that if Err ≤ α′√r,
max
1≤k≤r
∥∥Ωb̂k − bk∥∥2 ≤ α · Err,
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therefore, ∥∥B̂−B∥∥
2
≤ √r max
1≤k≤r
∥∥Ωb̂k − bk∥∥2 ≤ α√r · Err.
The inequality (C.13) can be reduced to∥∥B̂−1 −B−1∥∥
2
≤ (αC˜ · Err)∥∥B̂−1 −B−1∥∥
2
+ αC˜2r−
1
2 · Err.
Under condition Err ≤ 12α−1C˜−1, we further have∥∥B̂−1 −B−1∥∥
2
≤ 2αC˜2r− 12 · Err,∥∥B̂−1∥∥
2
≤ ∥∥B−1∥∥
2
+
∥∥B̂−1 −B−1∥∥
2
≤ 2C˜r− 12 .
(C.14)
Plugging (C.14) into (C.11) gives ∥∥ŵ∗j −wj∥∥2 ≤ C˜ ′r− 12 · Err (C.15)
for some constant C˜ ′ > 0.
Recall that
Ŵ = [ŵ1, . . . , ŵp]
>
with
ŵj =
∥∥[ŵ∗j ]+∥∥−11 [ŵ∗j ]+.
We have ∥∥ŵj −wj∥∥1 ≤∥∥ŵj − [ŵ∗j ]+∥∥1 + ∥∥[ŵ∗j ]+ −wj∥∥1
≤
∣∣∣∥∥[ŵ∗j ]+∥∥1 − 1∣∣∣+ ∥∥[ŵ∗j ]+ −wj∥∥1
≤2∥∥[ŵ∗j ]+ −wj∥∥1 ≤ 2∥∥ŵ∗j −wj∥∥1
≤2√r∥∥ŵ∗j −wj∥∥2 ≤ 2C˜ ′ · Err.
(C.16)
Define
V̂◦ = [diag(ωĥ1)][diag(n−1m)]
1
2 Ŵ,
and
V◦ = [diag(h1)][diag(pi)]
1
2 W = V[diag(l1)].
We calculate the row-wise `1-distance between V̂◦ and V◦,∥∥e>j (V̂◦ −V◦)∥∥1 =∥∥∥ωĥ1(j)√n−1mj · ŵj − h1(j)√pij ·wj∥∥∥1
≤∣∣ωĥ1(j)− h1(j)∣∣ ·√n−1mj · ∥∥ŵj∥∥1
+
∣∣h1(j)∣∣ · ∣∣∣√n−1mj −√pij∣∣∣ · ∥∥ŵj∥∥1
+
∣∣h1(j)∣∣ · √pij · ∥∥ŵj −wj∥∥1.
(C.17)
Because |√x− 1| ≤ |x− 1| for x ≥ 0,∣∣∣√n−1mj −√pij∣∣∣ = √pij∣∣∣√n−1mj/pij − 1∣∣∣
≤√pij
∣∣(n−1mj/pij)− 1∣∣ = pi− 12j ∣∣n−1mj − pij∣∣.
Under the condition
∥∥n−1m− pi∥∥∞ ≤ c1p−1,√
n−1mj ≤ √pij +
∣∣∣√n−1mj −√pij∣∣∣ ≤ 2√pij .
We apply
∥∥ŵj∥∥1 = 1, ∣∣ωĥ1(j)− h1(j)∣∣ ≤ err, (A.10) and (C.16) to (C.17), and obtain∥∥e>j (V̂◦ −V◦)∥∥1 ≤2√pij · err + C#∥∥n−1m− pi∥∥∞ + 2C˜ ′C#pij · Err. (C.18)
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Here, C# > 0 is the constant in Lemma A.4.
In the last step, we normalize each column of V̂◦ to get V̂. We find that for k = 1, 2, . . . , r,∥∥(V̂ −V)ek∥∥1 = ∥∥∥∥∥V̂◦ek∥∥−11 V̂◦ek − ∥∥V◦ek∥∥−11 V◦ek∥∥∥1
≤
∣∣∣∥∥V̂◦ek∥∥−11 − ∥∥V◦ek∥∥−11 ∣∣∣ · ∥∥V̂◦ek∥∥1 + ∥∥V◦ek∥∥−11 · ∥∥(V̂◦ −V◦)ek∥∥1
=
∣∣∣∥∥V̂◦ek∥∥1 − ∥∥V◦ek∥∥1∣∣∣ · ∥∥V◦ek∥∥−11 + ∥∥V◦ek∥∥−11 · ∥∥(V̂◦ −V◦)ek∥∥1
≤∥∥V̂◦ek −V◦ek∥∥1 · ∥∥V◦ek∥∥−11 + ∥∥V◦ek∥∥−11 · ∥∥(V̂◦ −V◦)ek∥∥1
=2
∥∥V◦ek∥∥−11 · ∥∥(V̂◦ −V◦)ek∥∥1.
Since by Lemma A.3,
∥∥V◦ek∥∥1 = l1(k) ≥ c#r−1 for some constant c# > 0,∥∥(V̂ −V)ek∥∥1 ≤ 2(c#)−1r · ∥∥(V̂◦ −V◦)ek∥∥1.
We further derive from (C.18) that
1
r
r∑
k=1
∥∥(V̂ −V)ek∥∥1 ≤ 2(c#)−1 r∑
k=1
∥∥(V̂◦ −V◦)ek∥∥1
=2(c#)−1
p∑
j=1
∥∥e>j (V̂◦ −V◦)∥∥1 ≤ C˜ ′′(√p · err + p∥∥n−1m− pi∥∥∞ + Err)
for some constant C˜ ′′ > 0.
C.4 Main Results
Theorem C.4 (Statistical error bounds for V, Theorem 3 in paper). Under assumptions (A.1) - (A.5),
for any c0 > 0, there exists a constant C > 0 such that if n ≥ Cτ∗p 32 r
(
log2(r) ∨ 1) log2(n), then
P
(
1
r
r∑
k=1
∥∥(V̂ −V)ek∥∥1 ≥ C(n−1/2√τ∗pr(log2(r) ∨ 1) log2(n)
+ n−1τ∗p
3
2 r
1
2
(
log2(r) ∨ 1) log2(n))) ≤ n−c0 .
Proof. According to Lemma B.3, B.2 and C.1, for a fixed c0 > 0, there exists a constant C0 > 0,
ω ∈ {±1} and Ω ∈ O(r−1)×(r−1) such that, when n ≥ C0τ∗p 32
(
log2(r) ∨ 1) log2(n), with
probability at least 1− 3n−c0 ,
Err ≤ max
1≤j≤p
∥∥Ωd̂j − dj∥∥2
≤C0
(
n−1/2
√
τ∗pr
(
log2(r) ∨ 1) log2(n) + n−1τ∗p 32 r 12 (log2(r) ∨ 1) log2(n)), (C.19)
err ≤ max
1≤j≤p
∣∣ωĥ1(j)− h1(j)∣∣
≤C0
(
n−1/2
√
τ∗
(
log2(r) ∨ 1) log2(n) + n−1τ∗p(log2(r) ∨ 1) log2(n)), (C.20)
‖n−1m− pi‖∞ ≤ C0n−1/2
√
τ∗p−1 log2(n). (C.21)
We can take C˜0 ≥ C0 such that when n ≥ C˜0τ∗p 32 r
(
log2(r) ∨ 1) log2(n),
Err ≤ c∗, ∥∥n−1m− pi∥∥∞ ≤ c∗p−1.
Here, c∗ is the constant in Theorem C.3. Then plugging (C.19), (C.20) and (C.21) into (C.10), we
complete the proof.
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Theorem C.5 (Statistical error bounds for U, Theorem 4 in paper). Under assumptions (A.1) - (A.5),
for any c0 > 0, there exists a constant C > 0 such that if n ≥ Cτ∗p 32 r
(
log2(r) ∨ 1) log2(n), then
P
(
1
p
p∑
j=1
∥∥e>j (Û−U)∥∥1 ≥ Cr 32(n−1/2√τ∗pr(log2(r) ∨ 1) log2(n)
+ n−1τ∗p
3
2 r
1
2
(
log2(r) ∨ 1) log2(n))) ≤ n−c0 . (C.22)
Remark 1. Write for short
e˜rrn = C
(
n−1/2
√
τ∗pr
(
log2(r) ∨ 1) log2(n) + n−1τ∗p 32 r 12 (log2(r) ∨ 1) log2(n)).
Below are a few alternative expressions for (C.22):
With probability at least 1− n−c0 ,
• p− 12 ∥∥Û−U∥∥
2
≤ √r · errn,
•
√
p−1
∑p
j=1
∥∥ûj − uj∥∥22 ≤ r · errn,
• p−1∑pj=1∥∥ûj − uj∥∥1 ≤ r 32 · errn.
Proof. By definition,
Û = [diag(n−1m)]−1(n−1N̂)V̂(V̂>V̂)−1,
U = [diag(pi)]−1FV(V>V)−1.
We need some preparations. First, consider the diagonal matrix [diag(n−1m)]−1. The assumption
(A.1) guarantees pij ≥ c1p−1. By (B.21), with probability 1− n−c0 , ‖n−1m− pi‖∞ ≤ Cp−1r− 12 ·
e˜rrn. It follows that n−1mj ≥ pij − ‖n−1m− pi‖∞ ≥ c1p−1/2. Therefore,∥∥[diag(pi)]−1∥∥
2
≤ Cp, ∥∥[diag(n−1N̂)]−1∥∥
2
≤ Cp, (C.23)
and ∥∥[diag(n−1N̂)]−1 − [diag(pi)]−1∥∥
2
≤∥∥[diag( 1nN̂)]−1∥∥2∥∥diag( 1nN̂)− diag(pi)∥∥2∥∥[diag(pi)]−1∥∥
≤Cpr− 12 · e˜rrn. (C.24)
Second, consider the matrix n−1N̂. By (B.21), with probability 1− n−c0 ,
‖n−1N̂− F‖2 ≤ Cp−1r− 12 · e˜rrn. (C.25)
Additionally, by (E.3), ‖F‖2 ≤ Cp−1. Combining it with (C.25) gives
‖F‖2 ≤ Cp−1, ‖n−1N̂‖2 ≤ Cp−1. (C.26)
Next, consider the matrix V̂. By (E.9) and the assumption (A.1), ‖e>j V‖1 ≤ Cp−1r for all 1 ≤ j ≤
p. It follows that ‖V‖1 = max1≤k≤r ‖Vek‖1 = 1, and ‖V‖∞ = max1≤j≤p ‖e>j V‖1 ≤ Cp−1r.
As a result,
‖V‖2 ≤
√
‖V‖1‖V‖∞ ≤ Cp− 12 r 12 . (C.27)
By Theorem C.4, with probability 1 − n−c0 , ∑rk=1 ‖(V̂ −V)ek‖1 ≤ Cr · e˜rrn. It immediately
gives
‖V̂ −V‖1 = max
1≤k≤r
‖(V̂ −V)ek‖1 ≤ Cr · e˜rrn. (C.28)
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We then bound ‖V̂ −V‖∞. Let V◦ and V̂◦ be the same as in (C.18). We have seen in (C.18) that,
with probability 1− n−c0 , ‖e>j (V̂◦ −V◦)‖1 ≤ Cp−1e˜rrn. It follows that
r∑
k=1
∥∥V̂◦ek −V◦ek∥∥1 = p∑
j=1
‖e>j (V̂◦ −V◦)‖1 ≤ Ce˜rrn. (C.29)
Additionally, by Lemma A.3, ‖V◦ek‖1 = l1(k) ≥ C−1r−1; as a result, ‖V̂◦ek‖1 ≥ ‖V◦ek‖1 −
Ce˜rrn ≥ C−1r−1. It is seen that, for each 1 ≤ j ≤ p,∣∣e>j (V̂ −V)ek∣∣ = ∣∣∣∥∥V̂◦ek∥∥−11 e>j V̂◦ek − ∥∥V◦ek∥∥−11 e>j V◦ek∣∣∣
≤
∣∣∣∥∥V̂◦ek∥∥−11 − ∥∥V◦ek∥∥−11 ∣∣∣ · ∣∣e>j V̂◦ek∣∣+ ∥∥V◦ek∥∥−11 · ∣∣e>j (V̂◦ −V◦)ek∣∣
=
∥∥V◦ek∥∥−11 ∣∣∣∥∥V̂◦ek∥∥1 − ∥∥V◦ek∥∥1∣∣∣ · ∥∥V̂◦ek∥∥−11 ∣∣e>j V̂◦ek∣∣,
+
∥∥V◦ek∥∥−11 · ∣∣e>j (V̂◦ −V◦)ek∣∣
≤Cr · ∥∥V̂◦ek −V◦ek∥∥1 · Cr · ∥∥e>j V̂◦∥∥1 + Cr · ∣∣e>j (V̂◦ −V◦)ek∣∣.
Summing over k on both sides gives∥∥e>j (V̂ −V)∥∥1 ≤Cr2∥∥e>j V̂◦∥∥1 · r∑
k=1
∥∥V̂◦ek −V◦ek∥∥1 + Cr · ∥∥e>j (V̂◦ −V◦)∥∥1
≤Cr2 · ∥∥e>j V̂◦∥∥1 · Ce˜rrn + Cr · p−1e˜rrn,
where the last inequality is from (C.18) and (C.29). Since V◦ = V[diag(l1)], we have ‖e>j V◦‖1 ≤
‖e>j V‖1‖l1‖∞. By Lemma A.3, ‖l‖∞ ≤ Cr−1; by (E.9) and the assumption (A.1), ‖e>j V‖1 ≤
Cp−1r . Hence, ‖e>j V◦‖1 ≤ Cp−1. Plugging it into the above inequality gives∥∥e>j (V̂ −V)∥∥1 ≤ Cp−1r2 · e˜rrn.
It follows that
‖V̂ −V‖∞ ≤ Cp−1r2 · e˜rrn. (C.30)
Combing (C.28) and (C.30) gives
‖V̂ −V‖2 ≤
√
‖V̂ −V‖1‖V̂ −V‖∞ ≤ Cp− 12 r 32 · e˜rrn. (C.31)
Last, we study the matrix (V̂>V̂)−1. Since (V̂>V̂ −V>V) is a symmetric matrix,
‖V̂>V̂ −V>V‖2 ≤ ‖V̂>V̂ −V>V‖1
≤‖V>(V̂ −V)‖1 + ‖(V̂ −V)>V‖1 + ‖(V̂ −V)>(V̂ −V)‖1
≤‖V‖∞‖V̂ −V‖1 + ‖V̂ −V‖∞‖V‖1 + ‖V̂ −V‖∞‖V̂ −V‖1
≤(Cp−1r)(Cr · e˜rrn) + (Cp−1r2 · e˜rrn) · 1 + (Cr · e˜rrn)(Cp−1r2 · e˜rrn)
≤Cp−1r2 · e˜rrn.
By the assumption (A.6), λmin(V>V) ≥ C−1p−1r. It further implies that λmin(V̂>V̂) ≥
λmin(V
>V)− ‖V̂>V̂ −V>V‖2 ≥ C−1p−1r. In other words,∥∥(V>V)−1∥∥
2
≤ Cpr−1, ∥∥(V̂>V̂)−1∥∥
2
≤ Cpr−1. (C.32)
Furthermore, ∥∥(V>V)−1 − (V̂>V̂)−1∥∥
2
≤∥∥(V̂>V̂)−1∥∥
2
‖V̂>V̂ −V>V‖2
∥∥(V>V)−1∥∥
2
≤Cp · e˜rrn. (C.33)
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We now proceed to proving the claim. Using the triangular inequality,
‖Û−U‖2
≤∥∥[diag(n−1N̂)]−1 − [diag(pi)]−1∥∥
2
‖n−1N̂‖2‖V̂‖2
∥∥(V̂>V̂)−1∥∥
2
+
∥∥[diag(pi)]−1∥∥
2
‖n−1N̂− F‖2‖V̂‖2
∥∥(V̂>V̂)−1∥∥
2
+
∥∥[diag(pi)]−1∥∥
2
‖F‖2‖V̂ −V‖2
∥∥(V̂>V̂)−1∥∥
2
+
∥∥[diag(pi)]−1∥∥
2
‖F‖2‖V‖2
∥∥(V̂>V̂)−1 − (V>V)−1∥∥
2
≤C(pr− 12 e˜rrn) · p−1 · p− 12 r 12 · pr−1
+ Cp · (p−1r− 12 e˜rrn) · p− 12 r 12 · pr−1
+ Cp · p−1 · (p− 12 r 32 e˜rrn) · pr−1
+ Cp · p−1 · p− 12 r 12 · (p e˜rrn)
≤C√pr · e˜rrn.
It follows that
p−1
p∑
j=1
‖e>j (Û−U)‖22 = p−1‖Û−U‖2F ≤ p−1 · (2r) · ‖Û−U‖22 ≤ Cr2 · e˜rrn.
Theorem C.6 (Recovery of anchor states, Theorem 5 in paper). Let N be the set of non-anchor
states. Denote
φ = max
j∈N
max
1≤k≤r
PX0∼pi
(
Zt = k | Xt+1 = j
)
.
Under conditions (A.1) - (A.5), for a fixed c0 > 0, there exist constants c > 0 and C > 0 such that
when δ0 ≤ c(1− φ) and
n ≥ Cδ−20 τ∗p
3
2 r
(
log2(r) ∨ 1) log2(n),
we can successfully identify the anchor states with probability at least 1− n−c0 .
Proof. Define
ζj = pi
−1
j
[
diag(U>pi)
]
V>ej , j = 1, 2, . . . , p.
Then for k = 1, 2, . . . , r,
ζj(k) = PX0∼pi
(
Zt = k | Xt+1 = j
)
.
We first present a useful fact that, for any two vectors x,x′ in the r-dimensional standard simplex
Sr−1, by triangle inequality,∥∥x′ − x∥∥
1
=
∣∣x′(k)− x(k)∣∣+∑
l 6=k
∣∣x′(l)− x(l)∣∣
≥∣∣x′(k)− x(k)∣∣+ ∣∣∣∑
l 6=k
(
x′(l)− x(l))∣∣∣ = 2∣∣x′(k)− x(k)∣∣, k = 1, 2, . . . , r. (C.34)
If x = ek then the equality holds. According to (C.34), the parameter φ in the theorem can be
equivalently defined as
1− φ = min
j∈N
min
1≤k≤r
(
1− ζj(k)
)
=
1
2
min
j∈N
min
1≤k≤r
∥∥ζj − ek∥∥1.
Denote
A =
[
diag(U>pi)
]
[diag(l1)]
−1.
Since
wj = pi
− 12
j [h1(j)]
−1[diag(l1)]V>ej ,
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we have ζj =
∥∥Awj∥∥−11 Awj for j = 1, 2, . . . , p. By (E.8), Lemma A.3 and assumption (A.2),
there exist constants c˜ > 0 and C˜ > 0 such that the diagonal entries of A satisfies
c˜ ≤ (U>pi)
k
[
l1(k)
]−1 ≤ C˜, for k = 1, 2, . . . , r.
We first derive a lower bound for
∥∥wj − ek∥∥1, j ∈ N , using φ. For any w,w′ ∈ Sr−1, let
ζ =
∥∥Aw∥∥−1
1
Aw, ζ′ =
∥∥Aw′∥∥−1
1
Aw′. Because w,w′ ∈ Sr−1,∥∥Aw∥∥
1
≥ c˜, ∥∥Aw′∥∥
1
≥ c˜, ∥∥A(w −w′)∥∥
1
≤ C˜∥∥w −w′∥∥
1
.
We find that∥∥ζ − ζ′∥∥
1
=
∥∥∥∥∥Aw∥∥−1
1
Aw − ∥∥Aw′∥∥−1
1
Aw′
∥∥∥
1
≤∥∥Aw∥∥−1
1
∥∥A(w −w′)∥∥
1
+
∣∣∣∥∥Aw∥∥−1
1
− ∥∥Aw′∥∥−1
1
∣∣∣ · ∥∥Aw′∥∥
1
Here, the second term∣∣∣∥∥Aw∥∥−1
1
− ∥∥Aw′∥∥−1
1
∣∣∣ · ∥∥Aw′∥∥
1
≤
∣∣∣∥∥Aw∥∥
1
− ∥∥Aw∥∥
1
∣∣∣ · ∥∥Aw∥∥−1
1
≤∥∥Aw∥∥−1
1
∥∥A(w −w′)∥∥
1
.
Therefore, ∥∥ζ − ζ′∥∥
1
≤ 2∥∥Aw∥∥−1
1
∥∥A(w −w′)∥∥
1
≤ 2C˜c˜−1∥∥w −w′∥∥
1
, (C.35)
and
min
j∈N
min
1≤k≤r
∥∥wj − ek∥∥1 ≥ 12 C˜−1c˜minj∈N min1≤k≤r∥∥ζj − ek∥∥1 = C˜−1c˜(1− φ). (C.36)
We now consider the perturbation bound for ŵj . According to Lemma C.1, for a fixed c0 > 0, there
exists a constant C0 > 0 such that if n ≥ C0τ∗p 32
(
log2(r) ∨ 1) log2(n), with probability at least
1− n−c0 ,
Err ≤ C0
(
n−1/2
√
τ∗pr
(
log2(r) ∨ 1) log2(n)
+ n−1τ∗p
3
2 r
1
2
(
log2(r) ∨ 1) log2(n)).
We further take n > (c∗)−2(C
1
2
0 + 1)
−1C0τ∗p
3
2 r
(
log2(r) ∨ 1) log2(n), then Err < c∗, where c∗ is
the constant in Theorem C.3. Theorem C.3 then implies that
max
1≤j≤p
∥∥ŵj −wj∥∥1 ≤ C∗ · Err.
There exists a constant C˜0 ≥ (c∗)−2(C
1
2
0 + 1)
−1C0 such that when
n ≥ C˜0δ−20 τ∗p
3
2 r
(
log2(r) ∨ 1) log2(n),
we have
max
1≤j≤p
∥∥ŵj −wj∥∥1 ≤ 2δ0. (C.37)
Suppose that j is an anchor state for meta-state k. Then wj = ek. Under (C.37), we use (C.34) and
obtain
ŵj(k) = 1−
(
1− ŵj(k)
)
= 1− 1
2
∥∥ŵj −wj∥∥1 ≥ 1− δ0.
Consider the case where j ∈ N . Suppose that δ0 ≤ 4−1C˜−1c˜(1 − φ). Then by (C.36), for
k = 1, 2, . . . , r,
1−wj(k) = 1
2
∥∥wj − ek∥∥1 ≥ 12 C˜−1c˜(1− φ) ≥ 2δ0.
It follows from (C.37) that
ŵj(k) ≤1−
(
1−wj(k)
)
+
∣∣ŵj(k)−wj(k)∣∣
≤1− 2δ0 + 1
2
∥∥ŵj −wj∥∥1 ≤ 1− δ0.
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D Explanation of Main Algorithm
In this section, we explain the rationale of Algorithm 1, especially for:
• Why the SCORE normalization [20] produces a simplex geometry.
• How the simplex geometry is used for estimating V.
Without loss of genrality, we assume that all entires of the stationary distribution pi ∈ Rp are positive.
The normalized data matrix
N˜ ≈ n 12 diag(pi)P[diag(pi)]−1/2 ≡ n 12 Q. (D.1)
The matrix Q can be viewed as the “signal” part of N˜. Let h1, . . . ,hr be the right singular vectors
of diag(pi)P[diag(pi)]−1/2. They can be viewed as the population counterpart of ĥ1, . . . , ĥr. We
define a population counterpart of the matrix D̂ produced by SCORE:
D = [diag(h1)]
−1[h2, . . . ,hr] =
[
d1,d2, . . . ,dp
]>
. (D.2)
From now on, we pretend that the matrix Q is directly given and study the geometric structures
associated with the singular vectors and the SCORE matrix D.
D.1 The Simplex Geometry and Explanation of Steps of Algorithm 1
When P = UV>, the matrix Q, defined in (D.1), also admits a low-rank decomposition:
Q = U∗(V∗)>,
where
U∗ = [diag(pi)]U, V∗ = [diag(pi)]−1/2V.
The span of the right singular vectors h1, . . . ,hr is the same as the column space of V∗. It implies
there exists a linear transformation L ∈ Rr×r such that
H ≡ [h1, . . . ,hr] = V∗L. (D.3)
Since V∗ is a nonnegative matrix, each row of H is an affine combination of rows of L. Furthermore,
if j is an anchor state, then the j-th row of V∗ has exactly one nonzero entry, and so the j-th row of
H is proportional to one row of L. This gives rise to the following simplicial-cone geometry:
Proposition 1 (Simplicial cone geometry). Suppose P = UV>, each meta-state has an an-
chor state, and rank(U) = r. Let H = [h1, . . . ,hr] contain the right singular vectors of
Q = diag(pi)P[diag(pi)]−1/2. There exists a simplicial cone in Rr, which has r extreme rays,
such that all rows of H are contained in this simplicial cone. Furthermore, for all anchor states j of
a meta-state, the j-th row of H lies exactly on one extreme ray of this simplicial cone.
Remark. Similar simplicial-cone geometry has been discovered in the literature of nonnegative
matrix factorization [13]. The simplicial cone there is associated with rows of the matrix that admits
a nonnegative factorization, but the simplicial cone here is associated with singular vectors of the
matrix. Since SVD is a linear projection, it is not surprising that the simplicial cone structure is
retained in singular vectors.
However, in the real case, we have to apply SVD to the noisy matrix, then the simplicial cone is
corrupted by noise and hardly visible. We hope to find a proper normalization of H, so that the
normalized rows are all contained in a simplex, where all points on the extreme ray of the previous
simplicial cone (these points do not overlap) fall onto one vertex of the current simplex (these points
now overlap). Such a simplex geometry is much more robust to noise corruption and is easier to
estimate.
How to normalize H to obtain a simplex geometry is tricky. If all entries of H are nonnegative,
we can normalize each row of H by the `1-norm of that row, and rows of the resulting matrix are
contained in a simplex. However, H consists of singular vectors and often has negative entries, so
such a normalization doesn’t work.
By Perron-Frobenius theorem in linear algebra, the leading right singular vector h1 have all positive
coordinates. It turns out that normalizing each row of H by the corresponding coordinate of h1 is a
proper normalizaiton that will produce a simplex geometry. This is the idea of SCORE [20, 21, 22].
See Figure 2 in the paper for illustration.
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Proposition 2 (Post-SCORE simplex geometry). In the setting of Proposition 1, additionally, we
assume h1 have all positive coordinates (e.g., Q>Q is an irreducible matrix). Consider the p×(r−1)
matrix D = [diag(h1)]−1[h2, . . . ,hr]. Then, there exists a simplex S∗0 ⊂ Rr−1, which has r vertices
b1, . . . ,br, such that all rows of D are contained in this simplex. Furthermore, for all anchor states
j of a same meta-state, the j-th row of D falls exactly onto one vertex of this simplex.
Proposition 2 explains the rationale of the vertex hunting step. The vertex hunting step we used was
borrowed from [21, 22]; see explanations therein.
Let b1, . . . ,br be the vertices of the simplex S∗0 . By vertex hunting, we obtain estimates of these
vertices. The next question is: How can we recover V from the simplex vertices b1, . . . ,br?
Let d>j be the j-th row of D, for j ∈ [p]. By the nature of a simplex, each point in it can be uniquely
expressed as a convex combination of the vertices. This means, for each j ∈ [p], there exists a weight
vector wj from the standard simplex such that
dj =
r∑
k=1
wj(k)bk.
The next proposition shows that we can recover V from w1, . . . ,wp.
Proposition 3 (Relation of simplex and matrix V). In the setting of Proposition 2, each row of D
is a convex combination of the vertices of S∗0 , i.e., for each j ∈ [p], there exists wj in the standard
simplex such that dj =
∑r
k=1 wj(k)bk. Furthermore, consider the matrix W ∈ Rp×r, whose j-th
row equals to w>j . Then, W and V are connected by
[diag(h1)][diag(pi)]
1/2W = V[diag(l1)],
where l1 is the first column of L as defined in (D.3).
By Proposition 3, each column of the matrix
[diag(h1)][diag(pi)]
1/2W
is proportional to the corresponding column of V. Since each column of V has a unit `1-norm, if we
normalize each column of the above matrix by its `1-norm, we can exactly recover V.
Once we have obtained V, we can immediately recover U from (P,V) by the relation:
U = U(V>V)(V>V)−1 = PV(V>V)−1.
The above gives the following theorem:
Proposition 4 (Exact recovery of U and V). In the setting of Proposition 2, if we apply Algorithm 1
to the matrix [diag(pi)]P[diag(pi)]−1/2, it exactly outputs U and V.
D.2 Proof of propositions
Proposition 1 follows from (D.3) and definition of simplicial cone. Proposition 4 is proved in Section
1.1. We now prove Propositions 2-3. Recall that by (D.3), for k ∈ [r],
hk = V
∗lk,
where lk is the k-th column of L. When all the coordinates of h1 are strictly positive, the matrix D
is well-defined. Additionally, for an anchor state j of the k-th meta state, h1(j) = V ∗jkl1(k), where
V ∗jk > 0. Therefore, l1(k) > 0 for k ∈ [r]. We define a matrix
B = [diag(l1)]
−1[l2, . . . , lr].
By definition,
[1,D] = [diag(h1)]
−1H, (D.4)
and
[1,B] = [diag(l1)]
−1L. (D.5)
Combining them with (D.3) gives
[1,D] = [diag(h1)]
−1V∗[diag(l1)][1,B]. (D.6)
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Let
W = [diag(h1)]
−1V∗[diag(l1)].
The (D.6) implies
1 = W1, D = WB.
Since W is a nonnegative matrix, the first equation implies that each row of W is from the standard
simplex, and the second equation implies that each row of D is a linear combination of the r rows of
B, where the combination coefficients come from the corresponding row of W. This has proved the
simplex geometry stated in Proposition 2.
Note that the j-th row of D is located on one vertex of the simplex if and only if the j-th row of W
is located on one vertex of the standard simplex. From the way we define W, its j-th row equal to
w>j =
1
h1(j)
√
pij
[Vj1l1(1), Vj2l1(2), . . . , Vjrl1(r)].
Since h1, l1 and pi are all positive vectors, wj is located on one vertex of the standard simplex if and
only if exactly one of Vj1, . . . , Vjr is nonzero, where the latter is true if and only if j is an anchor
state. This has proved Proposition 2.
Furthermore, from the way W is defined above, using the fact that V∗ = [diag(pi)]−1/2V, we
immediately find that
W = [diag(h1)]
−1[diag(pi)]−1/2V[diag(l1)],
which is equivalent to
[diag(h1)][diag(pi)]
1/2W = V[diag(l1)].
This has proved Proposition 3.
E Technical Proofs
Proof of Lemma A.1. Since pi is a stationary distribution, the frequency matrix F satisfies
p∑
i=1
Fij =
p∑
i=1
piiPij = pij (E.1)
for j = 1, 2, . . . , p. Because
∑p
j=1 Pij = 1 for i = 1, 2, . . . , p,
p∑
j=1
Fij =
p∑
i=1
piiPij = pii. (E.2)
It follows that
‖F‖1 = max
1≤j≤p
p∑
i=1
Fij = max
1≤j≤p
pij = pimax, ‖F‖∞ = max
1≤i≤p
p∑
j=1
Fij = max
1≤i≤p
pii = pimax,
which further implies
‖F‖2 ≤
√
‖F‖∞‖F‖1 = pimax ≤ C1p−1. (E.3)
Therefore,
σ1 = ‖Q‖2 =
∥∥F[diag(pi)]− 12 ∥∥
2
≤ pi− 12min‖F‖2 ≤ C1c
− 12
1 p
− 12 .
As for the smallest singular value σr, by definition,
σr = min
x∈Sp−1
∥∥Q>x∥∥
2
= min
x∈Sp−1
∥∥[diag(pi)]− 12 VU>[diag(pi)]x∥∥
2
.
Since ∥∥[diag(pi)]− 12 VU>[diag(pi)]x∥∥
2
≥ σmin
(
[diag(pi)]−
1
2 V
)∥∥U>[diag(pi)]x∥∥
2
and ∥∥U>[diag(pi)]x∥∥
2
≥ σmin
(
U>[diag(pi)]
)‖x‖2,
we have
σr ≥σmin
(
[diag(pi)]−
1
2 V
)
σmin
(
U>[diag(pi)]
)
=λ
1
2
min
(
V>[diag(pi)]−1V
)
λ
1
2
min
(
U>[diag(pi)]2U
) ≥ c2p− 12 ,
where the last inequality holds due to (A.6)
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Proof of Lemma A.2. We first consider the rows of right singular matrix H. The columns of
[diag(pi)]−
1
2 V and H span the same linear space. Hence, there exists a nonsingular matrix L ∈ Rr×r
such that
H = [diag(pi)]−
1
2 VL. (E.4)
We plug (E.4) into H>H = Ir and obtain L>V>[diag(pi)]−1VL = Ir. Multiplying L on the left
and L> on the right gives LL>V>[diag(pi)]−1VLL> = LL>. Because LL> is non-singular,
LL> =
(
V>[diag(pi)]−1V
)−1
.
As a result,
‖L‖2 = λ−1/2min
(
V>[diag(pi)]−1V
) ≤ c− 122 r− 12 , (E.5)
which implies that for any j = 1, 2, . . . , p,∥∥e>j H∥∥2 = ∥∥e>j [diag(pi)]− 12 VL∥∥2 ≤ pi− 12j ∥∥e>j V∥∥2‖L‖2
≤pi− 12j
∥∥e>j V∥∥1‖L‖2 ≤ c− 122 pi− 12j r− 12 · ∥∥e>j V∥∥1. (E.6)
It only remains to estimate
∥∥e>j V∥∥1.
Note that the invariant distribution pi satisfies pi>P = pi>. For j = 1, 2, . . . , p,
pij =
(
pi>P
)
ej = pi
>UV>ej =
r∑
k=1
(U>pi)k(V>ej)k ≥
∥∥e>j V∥∥1 · min1≤k≤r (U>pi)k. (E.7)
Under assumption (A.6),
p∑
i=1
pi2iU
2
ik = e
>
k
(
U>[diag(pi)]2U
)
ek ≥ c2p−1r−1, for k = 1, 2, . . . , r.
It follows that (
U>pi
)
k
=
p∑
i=1
piiUik ≥ pi−1max
p∑
i=1
pi2iU
2
ik ≥ C−11 c2r−1. (E.8)
Plugging (E.8) into (E.7) yields ∥∥e>j V∥∥1 ≤ C1c−12 pijr. (E.9)
We can further derive from (E.6) an upper bound for
∥∥e>j H∥∥2.
As for the left singular matrix G, we can estimate
∥∥e>j G∥∥2 in a similar way. Analogous to the
definition of L, there exists a nonsingular matrix R ∈ Rr×r such that G = [diag(pi)]UR and
‖R‖2 = λ−1/2min
(
U>[diag(pi)]2U
) ≤ c− 122 √pr. It follows that∥∥e>j G∥∥2 = ∥∥e>j [diag(pi)]UR∥∥2 = pij∥∥e>j UR∥∥2
≤pij
∥∥e>j U∥∥2‖R‖2 ≤ pij∥∥e>j U∥∥1‖R‖2 = c− 122 pij√pr,
where we used
∥∥e>j U∥∥1 = 1.
Proof of Lemma A.3. We first show that l1 is the leading eigen vector of matrix
Θ =
(
U>[diag(pi)]2U
)(
V>[diag(pi)]−1V
)
.
Note that by definition, Q = [diag(pi)]UV>[diag(pi)]−
1
2 , thus Q>Q and Θ share the same eigen
values. Recall that h1 is the leading right singular vector of Q,
σ21h1 = Q
>Qh1 = [diag(pi)]−
1
2 VU>[diag(pi)]2UV>[diag(pi)]−
1
2 h1. (E.10)
Plugging h1 = [diag(pi)]−
1
2 Vl1 into (E.10) and multiplying V>[diag(pi)]−
1
2 on the left, we have
σ21V
>[diag(pi)]−1Vl1 = V>[diag(pi)]−1V
(
U>[diag(pi)]2U
)
V>[diag(pi)]−1Vl1.
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It can be reduced to
Θl1 =
(
U>[diag(pi)]2U
)(
V>[diag(pi)]−1V
)
l1 = σ
2
1l1.
The entries of Θ are lower bounded by
pi2minpi
−1
max min
k,l
[
(U>U)(V>V)
]
kl
= pi2minpi
−1
max min
k,l
(
U>PV
)
kl
,
and upper bounded by
pi2maxpi
−1
min max
k,l
[
(U>U)(V>V)
]
kl
= pi2maxpi
−1
min max
k,l
(
U>PV
)
kl
.
Condition (A.5) ensures that U>PV is a positive matrix, hence Θ is also positive. According to
Perron-Frobenius Theorem, all components of l1 are non-zero and have the same sign. Without loss
of generality, we assume that the entries of l1 are all positive. Accoring to Theorem 3.1 in [29],
max1≤k≤r l1(k)
min1≤k≤r l1(k)
≤ max
s,t,k
{
Θsk
Θtk
}
≤ maxk,l Θkl
mink,l Θkl
≤ pi
2
maxpi
−1
min maxk,l
(
U>PV
)
kl
pi2minpi
−1
max mink,l
(
U>PV
)
kl
≤ C31c−31 C4,
(E.11)
where we used assumptions (A.1) and (A.5). Recall that in (E.5), ‖l1‖2 ≤ ‖L‖2 ≤ c−
1
2
2 r
− 12 ,
therefore, min1≤k≤r l1(k) ≤ r− 12 ‖l1‖2 ≤ c−
1
2
2 r
−1. (E.11) then implies
max
1≤k≤r
l1(k) ≤ C31c−31 C4 min
1≤k≤r
l1(k) ≤ C˜r−1
for some constant C˜ > 0.
Consider
∥∥L−1∥∥
2
. Since [diag(pi)]−
1
2 V = HL−1 and H is orthonormal,∥∥L−1∥∥
2
= max
x∈Sr−1
∥∥L−1x∥∥
2
= max
x∈Sr−1
∥∥HL−1x∥∥
2
= max
x∈Sr−1
∥∥[diag(pi)]− 12 Vx∥∥
2
=
∥∥[diag(pi)]− 12 V∥∥
2
.
By (E.9), 0 ≤ [diag(pi)]−1V1r ≤ C1c−12 r, thus∥∥V>[diag(pi)]−1V∥∥
1
=
∥∥V>[diag(pi)]−1V1r∥∥∞
≤C1c−12 r
∥∥V>1p∥∥∞ = C1c−12 r‖1r‖∞ = C1c−12 r.
We have ∥∥L−1∥∥
2
=
∥∥[diag(pi)]− 12 V∥∥
2
≤ ∥∥V>[diag(pi)]−1V∥∥ 12
1
≤ C 121 c−
1
2
2
√
r.
Therefore, ‖l1‖2 ≥
∥∥L−1∥∥−1
2
≥ C− 121 c
1
2
2 r
− 12 and
max
1≤k≤r
l1(k) ≥ r− 12 ‖l1‖2 ≥ C−
1
2
1 c
1
2
2 r
−1.
We can conclude from (E.11) that
min
1≤k≤r
l1(k) ≥ C−31 c31C−14 max
1≤k≤r
l1(k) ≥ c˜r−1
for some c˜ > 0.
Proof of Lemma A.4. Recall that by definition
h1 = [diag(pi)]
− 12 Vl1,
and Lemma A.3 provides an estimate of the entries in l1. Therefore,
cr−1 · pi− 12j
∥∥e>j V∥∥1 ≤ h1(j) ≤ Cr−1 · pi− 12j ∥∥e>j V∥∥1,
where c, C > 0 are the constants in Lemma A.3.
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Note that in (E.9), there is an upper bound for
∥∥e>j V∥∥1. Hence,
h1(j) ≤ Cpi−
1
2
j r
−1 · C1c−12 pijr = CC1c−12
√
pij . (E.12)
We now derive a lower bound for
∥∥e>j V∥∥1 using assumption (A.2). Because the stationary distribu-
tion pi satisfies pi>P = pi>, for each j = 1, 2, . . . , p we have
pij = pi
>Pej = pi>UV>ej =
r∑
k=1
(
U>pi
)
k
(
e>j V
)
k
≤C¯1r−1
r∑
k=1
(
e>j V
)
k
= C¯1r
−1∥∥e>j V∥∥1.
It follows that
h1(j) ≥ cpi−
1
2
j r
−1∥∥e>j V∥∥1 ≥ cpi− 12j r−1 · C¯−11 pijr = C¯−11 c√pij . (E.13)
As for g1, by the definition of singular value decomposition,
g1 = σ
−1
1 Qh1,
thus g1 is nonnegative. For any j = 1, 2, . . . , p,
g1(j) = σ
−1
1 e
>
j Qh1 = σ
−1
1 e
>
j F[diag(pi)]
− 12 h1.
By (E.12), [diag(pi)]−
1
2 h1 ≤ CC1c−12 1p, thus
g1(j) ≤ CC1c−12 σ−11 e>j F1p = CC1c−12 σ−11 pij . (E.14)
Here, we used F1p = pi. Since
∥∥[diag(pi)] 12 1∥∥
2
=
√∑p
i=1 pii = 1,
σ1 = max
x∈Rp
∥∥Qx∥∥
2
≥ ∥∥Q[diag(pi)] 12 1p∥∥2,= ∥∥F1p∥∥2 = ‖pi‖2 ≥ p− 12 ‖pi‖1 = p− 12 . (E.15)
Plugging (E.15) into (E.14), we obtain an upper bound for g1(j).
F Numerical Experiments
F.1 Explanation of Simulation Settings
We test our new approach on simulated sample transitions. For a p-state Markov chain with r meta-
states, we first randomly create two matrices U,V ∈ Rp×r+ such that each meta-state has the same
number of anchor states. After assembling a transition matrix P = UV>, we generate random walk
data {X0, X1, . . . , Xn}. For each data point in the figures, we conduct 5 independent experiements
and plot their mean and standard deviation.
In Figure 3 (a), we run experiments with p = 1000, r = 6 and the number of anchor states equal
to 25, 50, 75, 100 for each meta-state. When p is fixed and n varies, the log-total-variation error in
V̂ scales linearly with log(n), with a fitted slope ≈ −0.5. This is consistent with conclusion of
Theorem 3 in paper which indicates that the error bound decreases with n at the speed of n−1/2. In
Figure 3 (b), we carry out experiments with n/p = 1000, r = 6 and the number of anchor states
equal to b0.025pc, b0.050pc, b0.075pc, b0.100pc for each meta-state. When both (n, p) vary while
n/p is fixed, the the log-total-variation error in V̂ remains almost constant, with a fitted slope ≈ 0.
This validates the scaling of
√
p/n in the error bound of V̂. In both figures, we observe that having
multiple anchor states per each metastate makes the estimation error slightly smaller.
In Figure 3 (c), we consider estimating the transition matrix P by ÛV̂>, and compare it with the the
spectral estimator in [39]. Our method has a slightly better performance. Note that our method not
only estimates P but also estimates (U,V), while the spectral method cannot estimate (U,V).
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F.2 More Results on Manhattan Taxi-trip Data
Distributions of Pick-up and Drop-off Locations.
Figure F.1: Distributions of pick-up (L) and drop-off (R) location, illustrated as heatmaps.
Columns of Singular Vectors.
We conduct SVD to matrix N˜ = N
[
diag(N>1p)
]− 12 . Denote the right singular vectors as
ĥ1, ĥ2, . . . , ĥr and singular values σ̂1, σ̂2, . . . , σ̂r. In the following, we illustrate ĥ1, ĥ2, . . . , ĥr
with heat maps. It turns out that the figures do not have clear patterns.
σ̂1 = 2.3787 σ̂2 = 1.1028 σ̂3 = 0.9148
σ̂4 = 0.8154 σ̂5 = 0.6880 σ̂6 = 0.5076
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σ̂7 = 0.4557 σ̂8 = 0.4352. σ̂9 = 0.4076
σ̂10 = 0.3818
Figure F.2: Singular vectors of N˜ illustrated as heat maps.
Aggregation and Disaggregation Distributions.
We apply state aggregation learning to N with the number of meta-states equal to r = 10. The
columns of estimated Û and V̂ are illustrated as heat maps. We can tell from the figures that
aggregation likelihoods and disaggregation distributions have practical meanings in real life. For
example, the heat map of V̂ has two red points which correspond to New York Penn. Station & New
York Ferry Waterway. It reveals the behavior of a certain group of passengers.
Û1 V̂1(
p̂i>Û
)
1
= 0.0770
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Û2 V̂2(
p̂i>Û
)
2
= 0.1133
Û3 V̂3(
p̂i>Û
)
3
= 0.0503
Û4 V̂4(
p̂i>Û
)
4
= 0.1022
Right: The two red points correspond to New York Penn. Station & New York Ferry Waterway.
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Û5 V̂5(
p̂i>Û
)
5
= 0.1135
Û6 V̂6(
p̂i>Û
)
6
= 0.0757
Û7 V̂7(
p̂i>Û
)
7
= 0.1288
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Û8 V̂8(
p̂i>Û
)
8
= 0.0899
Û9 V̂9(
p̂i>Û
)
9
= 0.1385
Û10 V̂10(
p̂i>Û
)
10
= 0.1106
Figure F.3: Columns of Û and V̂ illustrated as heat maps.
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Anchor Regions and Partitions for Different r.
r = 4 r = 6
r = 8 r = 10
Figure F.4: Partition of New York City by rounding the estimated disaggregation distributions to the
closest vertices in the low-dimensional simplex.
48
