Introduction
Let V = C n be a nite dimensional complex vector space with Hermitian inner product h ; i. We denote the real and imaginary parts of h ; i by ( ; ) and !( ; ) so that h ; i = ( ; ) + i!( ; ):
(1.1) The bilinear forms ( ; ) and !( ; ) are a positive de nite inner product and a symplectic structure respectively on the underlying real vector space V R = R 2n of V . The associated Heisenberg group H V = H n is H V := V R with product (z; t)(z 0 ; t 0 ) := (z + z 0 ; t + t 0 ? 1 2 !(z; z 0 )): (1.2) This is a real 2-step nilpotent Lie group of dimension 2n + 1 with center f0g R. Let K be a compact Lie subgroup of Aut(H V ). We say that (K; H V ) is a Gelfand pair when the subalgebra L 1 K (H V ) of K-invariant elements in L 1 (H V ) is commutative under convolution. Equivalently, the K-bi-invariant L 1 -functions on G := K n H V (1.3) form a commutative algebra. We will prove below in Section 2.1 that (K; H V ) is a Gelfand pair if and only if (K ; H V ) is a Gelfand pair where K is the identity component in K. Moreover, if (K; H V ) is a Gelfand pair then so is (K 0 ; H V ) for any conjugate K 0 of K inside Aut(H V ) 2]. The unitary group U(V ) = U(n) of automorphisms of V preserving h ; i embeds in Aut(H V ) via k (z; t) := (kz; t) (1.4) and yields a maximal compact connected subgroup of Aut(H V ). These observations allow us to restrict attention to closed connected subgroups of U(V ).
The following result summarizes some conditions that are known to be equivalent to (K; H V ) being a Gelfand pair. A unitary representation is said to be multiplicity free if its isotypic components are irreducible. The action of K on V is said to be a multiplicity free action when the representation of K on C V ] given by (k p)(z) (1) and (2) is a special case of a standard result due to I. M. Gelfand 9] . Conditions (2) and (3) (5) and (6) can be found, for example, in 16] , and (6) , (7) is proved in 15]. Remark 1.1. Conditions (2) , (3) and (4) are equivalent to (K; H V ) being a Gelfand pair for any compact subgroup K Aut(H V ). Also, (5) and (1) are equivalent even when K fails to be connected. We use these facts later in the proof of Proposition 2.2.
We wish to develop criteria for Gelfand pairs which involve the geometry of coadjoint orbits. Representations of some classes of Lie groups may be obtained via the orbit method (also called geometric quantization), a process which begins with (integral) coadjoint orbits. For example, this method describes the unitary dual of compact groups 10, 12] , nilpotent groups (where it reduces to the usual Kirillov correspondence 17]) and of semidirect products of nilpotent groups by compact groups 24]. In particular, there is a correspondence between irreducible unitary representations of G = K n H V and integral coadjoint orbits in the dual g of the Lie algebra g of G.
Known geometric multiplicity formulae take the following general form: 25, 26] . It is also known to hold \asymptotically" for representations of compact groups 10, 12] and to some extent for Riemannian symmetric spaces 25].
Consider the group G = K n H V with Lie algebra g = k n h V and restriction map p : g ! k . The coadjoint orbit corresponding to 1 K (1) and (2) in Theorem 1.1, the preceding discussion suggests the following theorem, which is our main result. Our proof of Theorem 1.2, given in Section 5, involves di erent methods from those in 11], since G := K n H V is not compact.
We say that 2 g is integral when O G is an integral coadjoint orbit and write for the corresponding representation of G. Integrality means that the map G ! T de ned by exp(X) 7 ! e i (X) is a unitary character on the stabilizer G of under the coadjoint action. The set of irreducible representations weakly contained in a given unitary representation is called its spectrum. Another natural conjecture is the following: (SC) The spectrum of Ind G K (1 K ) is n j is an integral point in k ? o : Indeed, the orbit method folklore discussed above motivates this \guess". We will show that n j is an integral point in k ? o always contains the spectrum of Ind G K (1 K The condition concerning fraction elds certainly holds whenever is surjective. We say that the action of K on V is a Capelli action in this case. In Section 6 we show that an action is Capelli if and only if the \abstract Capelli problem" for its complexi cation (introduced in 15]) has an a rmative answer. Capelli actions provide a special class of multiplicity free actions. The algebraic conditions established in Section 5 show that a general multiplicity free action is \almost" a Capelli action. We examine several examples of Capelli actions more closely in Section 7, considering Condition (SC) in each case.
Variants of the main results in this paper were announced in 1]. Theorems 1.2 and 1.3 appear in 1] as conjectures. In fact, Theorem 1.3 can be obtained from the somewhat weaker result in 1] by appealing to a result, due to Lerman, Montgomery and Sjamaar, concerning connectivity of the bers of the moment map for a compact linear action. This is explained below in Section 5. We are indebted to Yael Karshon for drawing our attention to the paper 21].
1.1. Notation. Throughout this paper, H V will denote the Heisenberg group given by a Hermitian vector space (V; h ; i) of complex dimension n. K will denote a compact Lie subgroup of Aut(H V ). After Section 2.1, K will always be a connected subgroup of U(V ) unless stated otherwise. G denotes the semidirect product G = K n H V . The Lie algebras of H V , K and G are h V , k and g. k c = k C is the Lie algebra of the complexi cation K c of K. For for some J f1;:::;`g and hence P is equivalent to P i2J k i as a K -module.
Since there are at most`factors in Equation 2.4, at least N2`distinct P 's must contain copies of . As there are only 2`possibilities for J, at least N of these P 's must be equivalent as K -modules.
We have shown that for each N, one can nd N distinct irreducible K-modules that are equivalent as K -modules. This is impossible since K=K is a nite group.
As explained in Section 1, Proposition 2.2 allows us to restrict our attention to connected subgroups of U(V ). Henceforth, unless otherwise stated, K will always denote a compact connected subgroup of U(V 2.4. Spectrum of the quasi-regular representation. We supply here a result which we believe must be known but which we could not locate in the literature. 
. Let U G be compact and assume (without loss of generality) that KUK = U. Averaging the h j over K does not disturb an approximation to the matrix coe cient on U. Hence, the approximation can be made using K-invariant functions.
Since is irreducible, this implies that is weakly contained in Ind G K (1 K ).
In light of Corollary 2.6, the spectrum of Ind G K (1 K ) is exactly the set
Alternatively, there is no ambiguity in referring to the members of the set b G K as the irreducibles which \occur in" Ind G K (1 K ). Points in g = k n h V will be written as triples (A; z; t) where A 2 k and (z; t) 2 h V .
Coadjoint orbits in G
Using the Baker-Campbell-Hausdor formula, one sees that Exp G (sA 1 It is easy to verify that for k 2 K, A 2 k and z; z 0 2 V one has kz := z k ?1 = (kz) (2.16) z A = ?(Az) (2.17) z z 0 = z 0 z (2.18) k (z z 0 ) = (kz) (kz 0 ): (2.19)
We will identify g = (k n h V ) = h ? V k ? = k h V with k h V . Speci cally, we will write ( ;z; ) to denote the element in g given by ( ;z; ) (A; z 0 ; t) := (A) + z (z 0 ) + t: ( 
Replacing (k; z; t) above by (k; z; t) ? (kz) = k (z) for k 2 K:
We will also consider the induced algebra map,
In view of Equation 3.2, is K-equivariant and yields an algebra map
by restriction to the Ad (K)-invariant polynomials.
If we identify V with C n by using some orthonormal basis for V , then K can be regarded as a subgroup of the n by n unitary matrices U(n), and k as a subalgebra of the skew Hermitian matrices u(n). An easy computation shows that is given by the formula (z)(A) = i X j;`a j;`z`zj = itr(Azz ); z 2 V; A 2 k:
Here we regard z as a column vector z = 2 6 6 4 z 1 . . . z n 3 7 7 5 and z := z t . So izz is the n by n skew Hermitian matrix whose entries are given by (izz )`; j = iz`z j .
The algebra map : C k ] ! C V R ] is determined by its behavior on homogeneous polynomials of degree 1. For A 2 k, let A 2 k C k ] be given by A ( ) = (A). Such identi cations are useful when working with examples. In particular, for the action of U(n) on C n one has (z) = izz 2 u(n) when one uses the pairing 2.6 to identify u(n) with u(n).
Our rst goal is to reformulate Condition (OC Proof. Suppose that B = fe 1 ; : : :; e n g is an h ; i-orthonormal basis for V and let (z 1 ; : : :; z n ) denote coordinates with respect to B. We use this to identify V with C n and K with a subgroup of the n by n unitary matrices U(n). k becomes a subalgebra of the skew Hermitian matrices u(n). For A = a j;`] 2 k, one computes given by ( v ) = @ v on the generators. This is also K-equivariant. Indeed, Kv )). Since the level sets of are the K-orbits in V (by Proposition 2.3), we conclude that ?1 ( (Kv )) is nite union of K-orbits. One the other hand, Theorem 4.6 in 21] asserts that ?1 ( (Kv )) is always a connected subset of V . Hence ?1 ( (Kv )) = Kv , so is one-to-one on K-orbits.
Conversely, suppose that is one-to-one on K-orbits. Let q 1 ; q 2 ; : : : ; q r be R-valued algebra generators for (I k ]) and let L v;j := fw 2 V j q`(w) = q`(v) for`= 1; : : :; jg (5.19) for v 2 V and j = 1; : : : ; r. Note that L v;r = ?1 ( (Kv)) = Kv since is one-to-one on K-orbits.
Suppose that q j+1 depends algebraically on q 1 ; : : : ; q j . That is, suppose that X c`(q 1 ; : : : ; q j )qj +1 = 0 (5.20)
for some polynomials c`(q 1 ; : : :; q j ) in q 1 ; : : :; q j . Evaluating at w 2 L v;j , shows that q j+1 (w) is a root of P c`(q 1 (v); : : :; q j (v))X`. Thus, q j+1 assumes only a nite number of values on L v;j . Hence q j+1 is constant on the connected components of L v;j . After perhaps rearranging the q j 's we see that one can nd some index m r for which q 1 ; : : :; q m are algebraically independent (over R) and q m+1 ; : : :; q r are constant on the (6) is nite-to-one on K-orbits. This list, together with Condition (OC) and injectivity of on K-orbits, supplements the list given in Theorem 1.1. Conditions (2) and (3) are equivalent because the rings involved are nitely generated. The equivalence of (4) and (5) is given in Lemma 5.2. (4) implies (2) by standard results in algebra but it is not obvious that (2) implies (4) since it is not a priori clear that C V R ] K is integral over (I k ]).
However, (2) implies that the action of K on V is multiplicity free and hence (5) (6) is equivalent to being one-to-one on K-orbits. Conditions (6) and (7) U(n) acting on C n U(n) acting on S 2 (C n ) for n 2 U(n) acting on 2 (C n ) for n 2 T SO(n; R) acting on C n for n 3 U(n) U(m) acting on C n C m T Sp(n) acting on C 2n U(2) Sp(n) acting on C 2 C 2n U(n) Sp(4) acting on C n C 8 for n 4 T Spin(7) acting on C 8 T Spin(10) acting on C 16 T G 2 acting on C 7
The algebraic conditions in Section 5 place constraints on the extent to which a multiplicity free action can fail to be Capelli. Thus, although can fail to be surjective for a multiplicity free action, we must always have that Frac(C V R ] K ) is a nite extension of Frac( (I k ])), C V R ] K is nitely generated as a module over (I k ]) and PD(V ) K is nitely generated as a module over d (ZU(k c )).
In 15], the problem of describing the elements of ZU(k c ) which map to certain canonical generators for PD(V ) Kc is referred to as the concrete Capelli problem for a 7. Examples In this section, we will discuss three important Capelli actions. These are K = U(n) U(m) acting on V = C n C m , and K = U(n) acting on V = S 2 (C n ) and V = 2 (C n ). We will see that Condition (SC) holds for C n C m and 2 (C n ) but not for S 2 (C n ).
As in Example 3.1, we will always identify u(n) with u(n) by using the Killing form hAjBi = tr(AB) on u(n). The functional corresponding to an element A in the Lie algebra t n for the standard maximal torus (see In fact, it su ces to check the identities for elements T of the above form since the polynomials involved are K-invariant and every K orbit in V contains such a point. We outline a proof of this fact.
Let T 2 V be given and assume for simplicity that T has rank m. 3 The moment map for the left action of U(n) on V is u(n) (T) = iTT . The spectral theorem shows that for some k 1 2 U(n) one has u(n) (k 1 T) = k 1 u(n) (T)k 1 = i 2 6 6 6 6 4 a 1 a 2 . . . a n 3 7 7 7 7 5 (7.12) diagonal. Since T has rank m we can choose k 1 so that a 1 ; : : :a m are positive real numbers and a m+1 = = a n = 0. Thus, k 1 T has the form k 1 T = " A 0 # (7.13) where A is an m m matrix with pair wise orthogonal rows and whose j'th row has norm d j = p a j . Multiplying each row of A by the reciprocal of its norm yields a matrix k 2 Example 7.2. The space S 2 (C n ) of symmetric 2-tensors on C n can be realized as the n by n symmetric matrices, V := fT 2 M n;n j T t = Tg with Hermitian inner product hT 1 ; T 2 i = tr(T 1 T 2 ) for T 1 ; T 2 2 V : (7.18) K = U(n) acts unitarily on (V; h ; i) via k T := kTk t : (7.19) Using Equations 7.19 and 7.18, one computes the moment map for this action as : V ! u(n); (T) = 2iTT : (7.20) Since the action of U(n) on V is Capelli, we know that Condition (OC) holds. The main issue here is to demonstrate that Condition (SC) is violated for this example. It is of course standard that one can diagonalize a symmetric bilinear form. Here we require the stronger fact that this can be done unitarily. Proposition 7.2. For any n n symmetric matrix T with entries in C , there is a unitary matrix k with kTk t diagonal. Equivalently, if B is a symmetric bilinear form on a complex Hermitian vector space then there is an orthonormal basis with respect to which B is diagonal.
We believe that this result must be known but were unable to locate a reference. In any case, the proof involves a straightforward modi cation of the standard proof for diagonalization of symmetric bilinear forms and will be omitted. The fundamental invariants in C V R ] U(n) are 1 ; : : :; n given by Equation 7.8 where the notation is as in Example 7.1. By computing (c`)(T) and `( T) for a diagonal matrix T 2 V , one shows that : I u(n)] ! C V ] U(n) is given by (c`) = 2` `: (7.25) It is more di cult to describe in the skew-symmetric case which follows.
Example 7.3. The space 2 (C n ) of skew-symmetric 2-tensors on C n can be realized as the n by n skew-symmetric matrices, V := fT 2 M n;n j T t = ?Tg with Hermitian inner product hT 1 ; T 2 i = tr(T 1 T 2 ) for T 1 ; T 2 2 V : (7.26) K = U(n) acts unitarily on (V; h ; i) via k T := kTk t : (7.27) As in Example 7.2 the moment map for this action is : V ! u(n); (T) = 2iTT : (7.28) Condition (OC) holds since the action of U(n) on V is multiplicity free. We will show that Condition (SC) holds for this example. In view of the similarity between In order to nd a cross section for the U(n)-orbits in V , we require a skewsymmetric analog of Proposition 7.2. Again, the result below is standard if one replaces the word \unitary" by \invertible" and removes the word \orthonormal". The proof will be omitted. For our purposes here it makes no di erence whether n is even or odd. Suppose n = 2m to simplify notation. Proposition 7.3 shows that each U(n)-orbit in V 
