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Summary
Video compression is necessary for effective coding of video data so that the data can be stored or 
transm itted more efficiently. In video com pression, the more redundant data are discarded, the 
higher com pression ratios will be achievable. This causes the contents of a com pressed bitstream 
to be highly dependent on each other.
In video com munications, the compressed bitstream is subject to losses and errors due to the 
nature of the transmission medium. Since the contents of the compressed bitstream  are highly 
dependent on each other, when a loss or an error occurs this leads to propagation of the error, 
which causes deterioration of the decoded video quality. Error resilience plays an im portant role 
in decreasing the quality degradation caused by losses and errors. Error resilience methods can 
either take place in the encoder side as a coding technique which decreases the effects of errors on 
the coded bitstream or in the decoder side as a technique which conceals the detected errors or 
losses. Error concealm ent which takes place in decoder side and redundant slice coding which 
takes place in encoder side are investigated throughout the thesis.
The first part of the thesis investigates efficient error concealm ent techniques for Scalable Video 
Coding (SVC). These include the utilisation of higher Tem poral Level picture m otion information 
and the utilisation of "Bridge Pictures" which will be described in later chapters, for error 
concealment.
The second part o f the thesis investigates redundant slice coding for SVC. Single B lock per 
M acroblock and Zero Residual redundant slice coding schemes are proposed and tested in this 
part of the thesis. In addition to these, an adaptive redundant slice allocation scheme is also 
proposed and tested.
The last part of the thesis investigates error resilient coding techniques for multi-view 3D video. 
M ulti-view  3D video compression is achieved using the SVC CoDec by coding one of the views 
as the Base Layer and the other views as the Enhancem ent Layers utilising the adaptive inter-layer 
prediction m echanism  of the SVC.
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Chapter 1. Introduction
Chapter 1
1 Introduction
1.1 Motivation and Research Objective
Rapid im provements in com m unication technology and consequently the developm ent of video 
applications over Internet and wireless medium have let the research on video communications to 
draw  more attention of the researchers all over the world. In order to have an efficient video 
com m unication, com pression of video is essential. V ideo com pression is basically the removal of 
redundant data by using the highly correlated structure of video.
The heterogeneous structure of the networks and the terminals that have various resolutions and 
processing capabilities have let many researchers to work on a com pression scheme that allows 
transm ission of a scalable bitstream. A scalable bitstream allows extraction of parts of this 
bitstream  to yield lower resolution videos. The coding scheme that produces such a bitstream is 
called Scalable Video Coding (SVC). Layered coding schemes are used in MPEG-2, H.263 and 
M PEG-4 respectively to produce scalable bitstreams. The latest video coding standard
H.264/A VC, which is much more effective then the relatively older standards, let the researchers 
study a new scalable video coding technique based on this codec. Besides providing a very 
flexible structure, the Scalable V ideo Coding Extension of H .264/AVC also provides very 
effective com pression efficiency.
Providing video com m unications over wired or wireless networks creates many challenges due to 
fluctuations in the channel characteristics. In packet based networks, packet losses occur due to 
congestion, faulty network elements, and signal degradation. In addition, bit errors caused by 
noisy channels and m ultipath propagation are the sources of channel errors in wireless 
transmission environm ents. These errors may cause the term ination of the decoding process or 
create artefacts in the reconstructed video pictures that propagate in spatial and temporal domain 
due to the predictive structure of the video coding schemes. Therefore it is essential to take the 
necessary precautions to mitigate these adverse effects.
The erroneous and lossy nature of transmission media directed many researchers to work on the 
error resilience part of the video com m unication research. Error resilience is either investigated at 
the encoder side or the decoder side. There are also techniques where the encoder and the decoder
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work interactively to cope with errors and losses. The bitstream  is strengthened at the encoder 
side by using various source and/or channel coding techniques. These techniques introduce 
redundant data to the bitstream and decrease the com pression efficiency in order to enhance the 
robustness of the bitstream to errors. Since most of the transm ission networks provide limited 
bandwidths, the provided bandwidth has to be shared between the main bitstream and the 
redundant data. For this reason, the error resilient coding techniques have to balance the trade off 
between the amount of redundant data to be added for the robustness of the bitstream to errors and 
the quality of the reconstructed video. On the other hand, the erroneously received or lost video 
data is concealed at the decoder side by using error concealm ent techniques. These techniques 
utilize the correlated neighbouring data in the correctly received bitstream  in order to mask the 
erroneous regions. The correlated information may reside in the same picture (spatial), or in the 
neighbouring pictures (temporal).
The main objective of this research is to investigate the error resilience in Scalable Video Coding. 
Firstly, a number of error concealm ent techniques for SVC that effectively combat errors and 
losses are proposed. The error concealment techniques in the literature generally use the lower 
layer information for recovering the losses/errors in the enhancem ent layers. Because, the SVC 
encoder uses the lower layers for the coding of the higher layers. Although the higher layers can 
not be reconstructed without the information in the lower layers, the correctly received 
information in the higher layers can be used for the recovery of the lost/erroneous lower layer 
pictures. In our algorithm s, we targeted the utilization of the higher temporal layer pictures for the 
recovery of the lossy/erroneous pictures in the lower temporal layers. The reason for using the 
higher temporal level pictures for error concealm ent is that they have higher correlation with any 
picture in the sequence because of the prediction structure used in SVC. In addition to the error 
concealm ent techniques, several error resilient coding techniques that strengthen the scalable 
bitstream are introduced. The state of the art standard H.264/AVC comes with a new error 
resilient coding tool called Redundant Slice Coding. This tool can be used for the repetition of a 
video picture information with a different representation. The representation technique for the 
Redundant Slices is not indicated in the standard. The proposed error resilient coding techniques 
target introducing novel representation techniques for R edundant Slice Coding that balances the 
trade off between the amount of redundant data to be added for the robustness of the bitstream to 
errors and the quality of the reconstructed video in error prone channels. In addition to these, the 
Redundant Slice coding techniques that are introduced for SVC are modified and applied to m ulti­
view video coding by utilizing the SVC infrastructure, in order to provide an error resilient coding 
structure for multi-view video coding.
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1.2 Overall Project Description
This thesis focuses on investigating efficient error resilient ways of transm itting and receiving a 
m ulti-sliced scalable bitstream  using the Scalable Extension of H .264/A VC in packet oriented 
networks. More specifically, a number of error concealm ent techniques and redundant slice 
coding schemes are developed to cope with errors and losses in Internet environm ent for SVC.
The research work is investigated in three main parts:
1. Error Concealm ent for SVC: The first part of the thesis focuses on error resilience at the 
decoder part. Some error concealment techniques that effectively cope with errors and losses for 
SVC are aimed to be developed. The objective of this part of the research is to reconstruct the lost 
parts of the scalable bitstream with a quality which is close to that of the transmitted video. The 
target is intended to be achieved utilising the motion inform ation of the higher temporal level 
pictures.
2. Redundant Slice Coding for SVC: The second part of the thesis investigates error resilient 
coding of SVC. This is aimed to be realised by introducing some redundant slice coding 
techniques for SVC. In fixed bandwidth channels, the redundant data added to a bitstream causes 
the quality of the prim ary pictures to drop. The target in this part of the thesis is to balance the 
trade-off between the amount of redundant data which will be added to the bitstream for 
protection and the quality degradation in the prim ary pictures.
3. Redundant Slice Coding for M ulti-view 3D Video: The third part of the thesis focuses on the 
error resilient coding of m ulti-view  3D video. SVC CoDec is aimed to be utilised for the m ulti­
view video coding and decoding because of the similar structures between the scalable video and 
the multi-view video. Error resilient coding of 3D video is targeted to be achieved by using 
Redundant Slice Coding.
1.3 Structure of Thesis
This thesis consists of 6 chapters. The first chapter provides the background behind the research 
work. The last chapter. Chapter 6, summarises the research work carried out and the achievements 
with giving the concluding remarks. The work presented in the other chapters is shown below.
1.3.1 Chapter 2
A detailed review of literature for this thesis is presented in this chapter. After a general 
introduction, a historical background of conventional video coding is presented, following some 
important aspects o f video coding. An overview of video coding standards is followed by a
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summary of the state of art standard H.264/A VC, and an overview of scalable video coding and 
the Scalable Video Coding Extension of H.264/AVC. A fter that, a review of 3D video coding is 
presented and finally in this chapter an overview of error resilience is given.
1.3.2 Chapter 3
In this chapter, the combat with losses at the decoder side is addressed for SVC. After an 
introduction to error propagation and error concealment for SVC, the non-normative error 
concealm ent techniques that are adopted for SVC software are summarised. The proposed error 
concealm ent schemes that utilise the higher temporal level picture motion information are 
explained in the following sections. The experimental results are presented as separate sections 
following each section where the proposed scheme is explained. The last part is the conclusion 
which summarises the achievements explained and concludes the chapter.
1.3.3 Chapter 4
This chapter addresses one of the error resilience tools of H .264/A VC and SVC that is called 
R edundant Slice Coding. After an introduction to error resilient coding, the redundant slice coding 
techniques that are proposed for SVC are explained. The experimental results are presented as 
separate sections following each section where the proposed scheme is explained. The last part is 
the conclusion which summarises and concludes the chapter.
1.3.4 Chapter 5
This chapter addresses the error resilient coding of m ulti-view  3D video. After an introduction, 
the prediction methods for multi-view video are described. Following that, the proposed error 
resilient system design for multi-view 3D video which uses redundant slices is explained. 
Afterwards, the proposed adaptive redundant slice allocation scheme for multi-view video coding 
is given. The experimental results are presented as separate sections following each section where 
the proposed scheme is explained. The last part summarises and concludes the chapter.
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2 Literature Review
A detailed review of literature for this thesis is presented in this chapter. After a general 
introduction, a historical background of conventional video coding is presented, following some 
im portant aspects of video coding. An overview of video coding standards follows an overview of 
the state o f art standard H.264/AVC, and an overview of scalable video coding and the Scalable 
Video Coding Extension of H .264/A VC. After that, an overview of 3D video coding is presented 
and finally in this chapter an overview of Error resilience is given.
2.1 Introduction
W ith the em ergence of digital video and the developm ents in technology, video is in a num ber of 
mediums including Ultra High Definition televisions, computers, mobile handheld devices and 
mobile cell phones with several applications. Because the raw digital video requires very large 
storage m edium and very high bandwidth for transm ission, video coding is essential in order to 
enable all these applications.
Video coding is a com plicated balance between the video quality, bitrate, the complexity of the 
encoder and decoder algorithms, and the robustness of the coded bitstream  to errors and losses. 
The main goal o f video coding is to compress the video to decrease the bitrate necessary to 
represent it w ithout decreasing the quality that is perceived by the Human Visual System. W hile 
this goal is being achieved, it should be kept in mind that there are several types of devices and 
application areas where the video can be coded/decoded and displayed. Some devices have very 
powerful processors while some small devices have limited processing powers; some applications 
are not delay sensitive but some are very sensitive to delay. So, these variety and limitations 
should also be kept in mind while the complexities of coding and decoding algorithms are 
arranged. It should also be noted that, as the compression ratio increases, the sensitivity of the 
com pressed bitstreams to errors increases as well. This is because the dependence of the coded 
pixel groups increase as the compression ratio increases and this causes the probability of 
propagation of error to increase as well. Therefore, the video coding algorithms should also 
consider the error robustness of the com pressed bitstream.
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In order to assure that encoders and decoders produced by different manufacturers work 
com patible with each other, video coding algorithms are standardised. Only bitstream  syntax and 
the reference decoder is standardised to allow technical competition between manufacturers. The 
standardisation activities for video coding started in the early 1980s by the CCITT (International 
Telegraph and Telephone Consultative Committee) which is currently known as the ITU-T 
(International Telecom m unications Union- Telecom m unication standardisation sector). These 
standardisation bodies were followed by the ISO (International Organization for Standardisation) 
and lEC (International Electrotechnical Commission). These bodies have coordinated the main 
standardisation activities that still continue. Further inform ation on history of standardisation 
activities will be given in section 2.2.
The input to video coding algorithms is typically represented in YUV colour space because it is 
m ore suitable for compression according to Human Visual System (HVS). The HVS is more 
sensitive to the lum inance (Y) values than it is to the chrom inance (U and V) values. So, the 
com pression starts with decreasing the resolution of chrom inance com ponents depending on the 
application to be used. YUV 4:4:4 format uses equal number of luminance and each of the 
chrom inance com ponents to represent a pixel; YUV 4:2:2 format uses each of the chrom inance 
com ponents at half the resolution of luma components to represent pixels; YUV 4:2:0 format uses 
each of the chrom inance com ponents at a quarter of the resolution of luma com ponents to 
represent pixels. The commonly used format is 4:2:0 because it is sufficient to satisfy the HVS.
M ost of the video coding standards are based on a set o f principles that reduce the redundancies in 
digital video. Hybrid video coding is used in most of the recognised standards. Hybrid video 
coding is a combination of M otion Com pensated Prediction (MCP) and Transform  Coding. M CP 
is the prediction o f the current frame on basis o f the previously coded frames. Transform  coding is 
the transform ation of spatial domain pixel groups to frequency domain to remove small high 
frequency components using quantisation. V ariable Length Coding (VLC) follows to further 
compress the quantised transform coefficients and the prediction parameters. Ligure 2 - la  and 
Figure 2 - lb  shows the general video coding and decoding algorithms respectively. Further 
information about video coding will be given in section 2.3.
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Figure 2-la: General video coding diagram
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Figure 2-lb: General video decoding diagram (VLD: Variable Length Decoder)
Together with the improvements in technology, various types of m ultimedia devices which 
support different resolutions, and have varying processing powers and battery lives emerged. In 
parallel to this, different types of networks with various transmission bandwidths formed a 
heterogeneous network structure. Each network demands a different video resolution depending 
on the capacity o f the network and the terminals being used. The heterogeneous network structure 
and the variety o f terminals are depicted in Figure 2-2. W hen a video sequence is desired to be 
transmitted to different types of devices through different networks, conventional method is to 
code different resolutions (spatial, temporal or quality) of the same video. Scalable video coding 
(SVC) is a solution for this time consuming and costly process. The main goal of SVC is to code a 
scalable bitstream from which sub-bitstreams can be extracted to achieve different resolutions 
(spatial, temporal and/or quality) o f the same video when decoded. Conventional solution and 
SVC are depicted in Figure 2-3a and Figure 2-3b respectively. Further information on SVC will 
be given in section 2.5.
C ontent Provider
NETWORK
Figure 2-2: Heterogeneous network and heterogeneous terminals
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Figure 2-3b: Scalable video coding (SVC)
Because of its immersive nature and the capability to let the users have the feeling of "being 
there", three dimensional (3D) video has always been a subject of interest. In addition to the 
conventional two dimensions of video, the feeling of depth is the third dimension which lets the 
users navigate through the scene. 3D depth perception is produced by the human brain when an 
image is seen because the projections of the image onto the retinas of the two eyes are slightly 
different from  each other. The different projections are caused by different positions of the two 
eyes on the head and the difference of the projections on the two retinas is called binocular 
disparity. 3D video representation techniques basically use the principle of binocular disparity and 
present two offset images separately to the left and right eye of the viewer for depth perception. 
Recent improvements on capturing, display and compression technologies have been an 
opportunity to bring 3D video to homes of users.
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2.2 Historical Background
Until the ends of 20lh century, video sequences were provided to the end users as analogue 
signals created to be displayed only on televisions through Video Home System (VHS) video 
tapes, terrestrial broadcast, satellite broadcast or cable. Together with the emergence of digital 
video, rapid improvements in video com pression and developments in technology brought video 
to the end users through various devices ranging from QCIF resolution handheld devices to very 
large displays capable of showing Ultra High Definition (HD) resolution videos.
The first digital video coding recom m endation was standardised in 1984 by the ITU with the
H.120. H .120 targeted video conferencing applications at the bitrates of 2.048 M bits/s and
I.544M bits/s for 625 lines/ 50 Hz and 525 lines/ 60 Hz TV systems respectively [1]. H.120 used 
temporal Differential Pulse Code M odulation (DPCM ), scalar quantisation and variable length 
coding techniques to transmit video signal over dedicated point to point data communication 
lines.
In 1988, the ITU standardised the recom m endation H.261 with the target o f transm itting QCIF 
and CIF resolution video over Integrated Services Digital Network (ISDN) lines with data rates of 
64Kbits/s and multiples [2]. The standard used a hybrid video coding scheme that is the basis for 
today's video coding standards. The hybrid video coding scheme consists of motion compensated 
prediction; quantisation of the residual signal after transform ation to frequency domain; and 
coding the outputs of the prediction and quantisation by an entropy encoding scheme. H.261 used 
16 by 16 pixel macroblocks, single motion vector per m acroblock for m otion com pensation with 
integer pel accuracy, an 8 by 8 pixel Discrete Cosine Transform  (DCT), scalar quantisation, zig 
zag scanning and Huffman based variable length entropy coding.
In 1992, the M oving Picture Experts Group (M PEG) standardised the recom m endation MPFG-1 
with the aim of achieving acceptable video quality for 352x288/240 pixel resolution at 1.5Mbits/s 
to make video CDs and digital TV broadcasting possible [3]. Technical features like bidirectional 
prediction, half pixel motion, slice structured coding, DC only pictures and quantisation weighting 
matrices were introduced in M PFG-1. The main drawback of M PFG-1 appeared not to support 
interlaced video which was the form at that analogue broadcast TV systems used. Generally a 
video frame consists of two interleaved fields: a top field and a bottom  field. If the two fields of a 
frame are captured at different time instants the frame is called an interlaced scan frame; 
otherwise it is called a progressive scan frame.
The growing interest in digital video applications has let the researchers work together to 
standardise compression techniques in order to meet the requirem ent of various applications. 
M PFG -2/ H.262 was jointly  developed by ISO and ITU and standardised in 1994 with the aim of 
extending MPFG-1 technology to support Standard Definition (SD) (720x576/480 pixels) and HD
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(1920x1080) resolutions at high bitrates and support for interlaced video [4], As a result of 
supporting multiple resolutions, a need for scalable video coding appeared to create a coded HD 
resolution video bitstream from which an SD resolution video signal can be effectively extracted. 
M PEG-2 is the first standard to include layered coding where differential encoding is performed 
in the enhancem ent layers with reference to the base layer. Spatial, temporal, quality and data 
partitioning scalability techniques were supported and became parts of the M PEG-2/ H.262 
standard. However, no significant com m ercial applications have emerged with scalable M PEG-2/ 
H.262, because a tremendous additional rate cost had to be paid except for temporal scalability.
In 1996, the ITU standardised the recom m endation H.263 [5] with the aim of providing a standard 
for video conferencing at low bitrates. The main technical features of H.263 can be listed as: half 
pel accuracy, improved 3D variable length coding, reduced overhead, increased motion vector 
range, variable sized overlapped block motion compensation, bidirectional prediction (PB 
pictures) and arithmetic entropy coding. H .263+ has improved error resilience, 15 - 25% better 
com pression efficiency, scalability for resilience and multipoint, and Supplemental Enhancem ent 
Inform ation (SEI) [6]. The scalability feature added to H .263-1- supports temporal, spatial and 
quality scalability. Temporal scalability is achieved via bi-directionally predicted pictures, 
inserted between anchor picture pairs and possibly being discarded without affecting the 
rem aining pictures. Spatial scalability and quality scalability are achieved with similar algorithms 
as the preceding SVC algorithms. Quality scalability is achieved by using a finer quantiser to 
encode the difference picture in an enhancem ent layer. Spatial scalability is achieved by 
recovering the coding loss between an upsam pled version of the reconstructed reference layer 
picture and a higher resolution version of the original picture. H.263+-f im proved the performance 
further by m acroblock and block level reference picture selection, packet loss and error resilience 
using data partitioning with reversible VLCs, additional SEI messages, error resilience with 
picture header repetition and spare reference pictures for error concealm ent, and interlaced field 
indications.
In 1999, M PEG-4 was standardised as the recom m endation for coding different forms of audio­
visual and m ultim edia data called Audio Visual Objects (AVOs) that can be of natural or 
synthetic origins. M PEG-4 part 2 or M PEG-4 visual is a part o f this standard that is the 
recom m endation for video coding [7]. Although M PEG-4 visual initially aimed at low bitrate 
video com m unications, its scope was expanded to a wide range of applications ranging from a 
few Kilobits per second to tens of M egabits per second. One of the most im portant features of 
M PEG-4 visual is describing a video scene by a number of video objects. Together with this 
feature, shape information can be coded which allows interactivity and manipulation of objects in 
the com pressed domain without the need for further segmentation at the receiver. M PEG-4 visual 
has some features which improve the coding efficiency like adaptive selection of 16x16 or 8x8
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block sizes and overlapped m otion compensation; shape and sprite coding; wavelet based texture 
coding; and error resilience features. M PEG-4 visual also provides the ability to achieve 
scalability. Spatial and temporal scalability are similar to that of M PEG-2/ H.262 that is extended 
to be content based. In addition to spatial and temporal scalability, M PEG-4 introduced two new 
scalability types which are Fine Granularity Scalability (FGS) for quality scalability and object 
based scalability. In FGS, base layer is coded in a similar manner with the base layer of quality 
scalable coding in M PEG-2/ H.262 and H.263. Then the differences between the original DCT 
coefficients and the quantised coefficients in the base layer are represented in bitplanes instead of 
being quantised with a finer quantisation step size. Each bitplane is successively coded using run 
length coding on a block by block basis starting from the highest bitplane that contains nonzero 
bits. So, instead of having a lim ited layered structure, quality scalability is achieved by 
successively coding bitplanes in an order of decreasing importance and eliminating the least 
significant bitplanes starting from  any point. In object based scalability, the scalability operation 
is applied to the individual objects instead of applying it to the entire frame.
In 1998, the Video Coding Experts Group (VCEG) was formed for the standardisation activity of 
a video coding project called H.26L in order to double the coding efficiency obtained in the 
existing video coding standards and have an im proved "network friendliness". In 2001, two 
groups, ITU-T VCEG and ISO/IEC M PEG  came together and formed the Joint Video Team 
(JVT) to finalise the draft coding standard H.26L. The recom m endation was standardised in 2003 
as the ITU-T name H.264 and ISO/IEC name M PEG -4/Part 10 Advanced Video Coding (AVC) 
[8J. H .264/AVC is the latest video coding standard and is a recom m endation for a wide range of 
video coding applications such as multimedia broadcast over various media, m ultim edia storage, 
conversational services, video on demand, m ultim edia streaming services, m ultim edia messaging 
services over various wired or wireless networks. In order to cope with this heterogeneity the 
"network friendliness" feature is introduced to H.264/AVC. The "network friendliness" feature is 
achieved by the layered structure of H.264/AVC which is composed of the Video Coding Layer 
(VCL) and the N etw ork Abstraction Layer (NAL). VCL is designed to efficiently represent the 
video content. The NAL formats the VCL representation of the video and provides the appropriate 
header inform ation for conveyance by a variety of transport layers or storage media. In addition to 
the "network friendly" structure, H .264/AVC has some features that enhance the perform ance of 
prediction. These include directional spatial prediction for intra coding, variable block-size 
motion com pensation with small block-size, quarter-pel accurate motion compensation, motion 
vectors over picture boundaries, multiple reference picture motion compensation, decoupling of 
referencing order from display order, decoupling of picture representation methods from picture 
referencing capability, weighted prediction, improved "skipped" and "direct" motion coding, and 
in-the-loop deblocking filtering. Some features which improved coding efficiency are small block
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size transform, exact-match inverse transform, short word-length transform, hierarchical block 
transform  and enhanced entropy coding methods: Context Adaptive Binary Arithmetic Coding 
and Context Adaptive Variable I.ength Coding. In addition to these features, some features that 
enhanced robustness include the param eter set structure, NAL unit syntax structure, flexible slice 
size. Flexible M acroblock Ordering (FMO), Arbitrary Slice Ordering (ASO), redundant slices, 
data partitioning and SP/SI switching pictures. The features listed above will be explained in 
detail in Section 2.4. The Scalable Video Coding Extension of H .264/A VC (Scalable Video 
Coding: SVC) which provides spatial, temporal and quality (SNR) scalability was com pleted in 
July 2007. There is a significant degradation in the com pression efficiencies and a significant 
increase in the complexities of the scalable profiles of the former standards (M PEG-2/H.262, 
H.263 and M PEG-4 visual) which caused rare usage. SVC has a coding efficiency which is very 
close to that of H.264/AVC which has a significant improvem ent over the former standards. This 
brings SVC to one step ahead of the past attempts for scalable coding of video. SVC bitstream  is 
com posed of a layered structure where the enhancem ent layers provide enhancem ents to the 
quality and the resolution of the base layer which is com patible with the non-scalable H .264/AVC 
bitstream s. The temporal scalability was already supported in the H.264/A VC by the so called 
Hierarchical Coding Structure. The new tools are developed to enable spatial and quality 
scalability. Further details of SVC will be explained in Section 2.5.
Besides conventional 2D video, 3D video has also been a subject of interest since the invention of 
the first motion picture. 3D video was first brought to screen by Sir Charles W heatstone in 1838 
by using a mirror device to deliver stereoscopic 3D images [9]. Stereoscopic cinema appeared in 
the early 1900's and stereoscopic TV was proposed in 1920's. 3D movies and the 3D movie 
theatres became popular after the 1950's all over the world. Although 3D TV broadcasting 
attempts started from 1953, the first commercial 3D TV broadcast took place in 1980 in the USA 
[10]. A part from the stereoscopic vision, 3D video representation techniques include holographic 
video that appeared for the first time in 1989 and integral images that is known since 1908. Both 
holographic video and integral images use the principle of duplicating the physical light 
distribution in the viewing space in the absence of the original objects, unlike stereoscopic vision 
that uses principles based on the human perception [11]. 3D TV system solutions are based on 
stereoscopy with today's technology, but since they provide the true full parallax, holographic 
video and integral images are seen as the next strongest candidate for the leading 3D TV 
technology.
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2.3 The Concept of Video Coding
Storage and transm ission of raw video signal requires very large storage capacities and very high 
bandwidths which are very costly and even impossible to realise for some scenarios. Video coding 
is necessary for the compression of video data to enable efficient storage and transmission. M ost 
o f the video coding schemes are lossy. This means that some of the video data which are 
perceptually insignificant are discarded during compression. Lossless com pression of video is 
also possible but the application areas are lim ited because lossy com pression is more efficient.
In block based video coding schemes, frames are investigated and processed in independent 
rectangular groups of pixels in order to reduce com plexity and the num ber of bits to represent 
pixels. The spatial correlation of pixel groups within a frame and the temporal correlations of 
pixel groups in frames of different time instants are used for com pressing a video sequence. The 
coding o f the pixel groups that use the spatial correlations within a frame is referred to as Intra 
Fram e Coding. The coding of pixel groups that use temporal correlations in frames of different 
tim e instants of a video sequence is referred to as Inter Fram e Coding.
In hybrid video coding systems, the com pression is carried out by following a few steps. Firstly, 
the most correlated pixel group is found in the previously coded pixel groups. The pixel group to 
be coded is predicted by using the m ost correlated pre-coded pixel group as reference. Then, the 
difference between the original and the predicted pixel groups are calculated to find the residual 
signal. The residual signal is transform ed into frequency domain and com pressed by quantisation 
in the transform  domain. Finally, the quantised transform coefficients and the prediction 
param eters are com pressed further by entropy encoding.
In Inter Frame Coding, Block M atching Algorithm s (BM As) are used in order to discover the 
m ost correlated pixel group in a pre-coded reference picture. BM As start searching for the most 
correlated pixel group from the neighbouring pixels in the reference picture since they usually 
yield the best perform ance. The search process continues with searching the further pixels if a 
match cannot be found. A motion vector is the spatial displacem ent between the original pixel 
group and the m ost correlated pixel group. The process of finding the most correlated pixel group 
by BM A and calculating the motion vector is called motion estimation. All of the calculated 
motion vectors form  the motion vector map. The prediction of a picture by using the reference 
picture and the m otion vector map is called M otion Com pensated Prediction (MCP).
The error signal that is the difference of the predicted pixel group and the original pixel group 
constitute the residual signal. The residual signal and/or the signal to be intra-coded are mapped 
into transform  coefficients by Transform  Coding. The energy of a video frame is unevenly 
distributed and usually concentrated in the low frequency band. Quantisation maps the
13
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coefficients into different quantisation levels and discards the insignificant high frequency 
coefficients.
Entropy Encoding further com presses the quantised transform  coefficients and the prediction 
parameters. Entropy Encoding can be investigated in two parts as m odelling and coding. 
M odelling assigns probabilities to the symbols and coding produces a bit sequence from these 
probabilities.
2.4 The Overview of H.264/MPEG4 PartlO Advanced Video Coding
H.264/AVC is the latest video coding standard that provides enhanced com pression perform ance 
and "network-friendly" video representation, addressing a very wide range of applications. 
H .264/AVC deals with these objectives in two separate layers: Video Coding Layer (VCL) to 
provide enhanced compression perform ance and N etwork Abstraction Layer (NAL) to provide the 
"network friendly" structure by formatting the VCL representation of the video and providing 
header inform ation in a manner appropriate for conveyance by a variety of transport layers or 
storage media. The layered structure of H .264/AVC encoder is shown in Figure 2-4.
Coded Macroblock
Coded Slice/Partition
NAL
VCL
Data Partitioning
H.320 MP4FF H.323/IP MPEG-2 etc.
Figure 2-4: Layered Structure of H.264/AVC Video Encoder [12].
2.4.1 Video Coding Layer
H .264/AVC has the same functional elements as the former video coding standards like motion 
com pensated prediction for reduction of temporal redundancies, transform coding and 
quantisation of the prediction error (residual), and entropy encoding for further compression. The 
im portant features of H.264/A VC that enhance its perform ance are in the details of these 
functional elem ents. The typical structure of H .264/AVC encoder is shown in Figure 2-5.
A coded video sequence in H.264/AVC consists of coded pictures where each picture may 
represent an interlaced scan frame or a progressive scan frame. A picture is split into 16x16 pixel 
blocks called macroblocks. The macroblocks are grouped as slices which represent regions of a
14
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picture that can be decoded independent of each other. A picture may contain single or multiple 
slices. H .264/A VC supports five types of slices which are Intra (I), Predictive (P), Bi-predictive 
(B), Switching I (SI) and Switching P (SP) slices. All the macroblocks in I-slices are encoded by 
intra-prediction; the macroblocks in P-slices are encoded either by intra prediction or inter 
prediction which uses a single list composed of the preceding coded pictures for prediction; the 
macroblocks in B-slices can be encoded by intra prediction, inter prediction using a single list or 
bidirectional inter prediction which uses two lists that are composed of the preceding and/or the 
succeeding coded pictures for prediction. The rem aining two slice types that are SI and SP slices 
are introduced in H.264/AVC and they are utilised for efficient switching between bitstreams at 
different bitrates. The main feature of SP slices is that they can be reconstructed identically using 
different reference pictures. SI slices are used in conjunction with SP slices. Further details o f SP 
and SI slices can be found in [13].
Control Data
Encoded
bitstream
R esidual
Q uantized Transform
Coefficientsli —
D ecoder Motion
Data
Intra/ Inter
Outpu^
video
signal
Memory
Coder Control
Entropy
Coding
Deblocking
Filter
Motion-
C om pensated-
Prediction
Motion-
Estimation
Intra-Frame
Prediction
Scaling/
Inverse
Transform
Transform/
Scaling/
Quantization
Figure 2-5: Structure of H.264/A VC Video Encoder [14].
Intra coding exploits only the spatial redundancies in a frame for compression. The aim of intra 
coding is to provide error resilience and temporal random  access points in a video sequence where 
decoding can begin and continue correctly, more than providing coding efficiency. H .264/AVC 
provides an intra prediction method in spatial domain which is different from the form er coding 
standards. H .264/AVC Intra prediction supports modes that are applied on 4x4 sub-blocks, 8x8
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blocks or 16x16 macroblocks. The intra prediction m ethod uses the already encoded neighbouring 
blocks within the same picture for prediction. A representation for an intra predicted 4x4 sub­
block is shown on the left hand side of Figure 2-6. The 16 samples of the 4x4 sub-block are 
represented with letters a io  p  and the neighbouring samples are shown with capital letters A to g  
in the figure. One of the eight directional prediction modes shown on the right hand side of Figure 
2-6 or the DC mode is selected for the prediction of each 4x4 sub-block. One of the nine modes 
are applied in the prediction of each 8x8 block, similar to the 4x4 sub-block intra prediction. Four 
Intra prediction modes are supported in the prediction of a 16x16 m acroblock that are mode 0 
(vertical prediction), mode 1 (horizontal prediction), mode 2 (DC prediction) and mode 4 (plane 
prediction). Similarly in the prediction of a 16x16 macroblock, 16 neighbouring samples on each 
side are used instead of the 4 neighbouring samples used on each side in the prediction of a 4x4 
sub-block. Chroma samples of each m acroblock are predicted with one of the 4 modes used for 
the prediction o f the luma components of the 16x16 macroblocks. The encoder selects the 
prediction mode for each block which minimises the error signal between the block to be encoded 
and its prediction.
Q A B C D
1 a b c d
J e f g h
K i j k 1
L m n 0 P
E F G  H
4x4 subblock and 
neighboring pixels
Intra prediction m odes
Figure 2-6: The H.264/AVC Intra prediction modes [14].
Inter coding exploits the temporal correlation of pictures in a video sequence to remove 
redundancies by using Motion Com pensated Prediction (MCP). In H .264/A VC the picture to be 
inter coded is partitioned into 16x16 macroblocks; a m acroblock can be partitioned into smaller 
blocks of sizes 16x8, 8x16 or 8x8; an 8x8 block can be further partitioned into smaller subblocks 
of sizes 8x4, 4x8 or 4x4. Large block size (16x16) motion compensation results in low num ber of 
bits to represent the coding param eters (single motion vector) but large number of bits to represent 
the residual. On the other hand, small block size motion com pensation reduces the residual signal 
but increases the num ber of bits to represent the motion compensation parameters that can involve 
as much as 16 motion vectors for a macroblock. H .264/AVC uses a variable block size motion
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compensation algorithm using all of the block sizes mentioned above where the choice of 
partition size depends on the input video characteristics. Larger block sizes would be more 
beneficial for coding hom ogeneous areas of a picture, and sm aller block sizes are appropriate for 
detailed areas. In addition to the m acroblock coding modes described above, a m acroblock in a P- 
slice can be coded with the so called skip mode. No residual or motion inform ation is transmitted 
for a m acroblock coded with skip mode. The motion vector for reconstructing a skipped 
m acroblock is inferred from the motion parameters of the neighbouring macroblocks. Similarly, 
macroblocks in B-slices can be transmitted with no residual or motion information using direct 
mode. For every macroblock, the encoder decides the type of coding (intra or inter) and the size of 
blocks for inter coding based on a Lagrangian rate-distortion optimisation process.
Another tool in H.264/AVC which improves inter prediction quality is quarter pixel motion vector 
accuracy. To generate the values of half pixel positions a 6 tap Finite Impulse Response (FIR) 
filter is applied to integer position samples. The quarter pixel samples are then generated using 
simple interpolation between neighbouring samples [15].
Being able to use multiple reference pictures for M CP is another feature of H .264/AVC inter 
prediction that improves coding efficiency. The decoded reference pictures are stored in a m ulti­
picture buffer and the macroblocks to be encoded can use one of the pictures in the buffers as 
reference picture for MCP. Using the multiple decoded picture buffers also enables the coding 
order of pictures to be decoupled from the display order in H.264/AVC.
The B-picture concept is generalised in many ways in H.264/AVC. First of all, the picture 
representation methods are decoupled from picture referencing capability which enables B- 
pictures to be used as references for MCP. Another feature of generalised B-pictures is that the 
prediction does not have to be carried out using the classical forward-backward prediction 
scheme. Instead, the prediction can be a weighted average of forward-backward, backward- 
backward or forward-forward prediction values.
An in-loop adaptive deblocking filter is defined in H .264/A VC to remove the blocking artefacts 
due to the block based transform coding and small block size motion com pensation. Besides 
improving the subjective quality, the deblocking filter reduces the bitrate by typically 5 to 10 
percent while producing the same objective quality as the non-filtered video. Further details o f the 
adaptive deblocking filter can be found in [16].
After the prediction process, the differences between the original macroblocks and the predicted 
m acroblocks constitute the residual signal. A transform ation and a quantisation is applied to the 
residual signal in H .264/AVC similai' to the form er standards. However, unlike the 8x8 Discrete 
Cosine Transform  (DCT) applied in the form er standards, an adaptive integer transform is 
preferred in H .264/AVC. The size of the transform  is reduced mainly to be 4x4 except in the High
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Profiles where an 8x8 Integer Transform is applied. The 4x4 and 8x8 Integer Transform  matrices 
are shown in Figure 2-7 a and 2-7 b respectively. Since the integer transform  has an exact inverse 
operation, the m ism atch between the encoders and the decoders has been avoided. This was a 
general problem  of all the DCT based standards. Smaller block size transform ation significantly 
reduced the ringing artefacts and removed the need for m ultiplications which significantly 
reduced the complexity. H .264/AVC employs a hierarchical transform  structure to improve 
coding efficiency. In case of the luma components of a m acroblock that are coded using the 
16x16 intra coding, DC coefficients of the neighbouring 4x4 transforms are grouped into 4x4 
blocks and transformed again by the 4x4 Hadamard Transform  where the transform  matrix is 
shown in Figure 2-7 c. Similarly, for the chroma com ponents, the DC coefficients of the 
neighbouring 4x4 transforms are grouped into 2x2 blocks and transform ed again by the 2x2 
H aar/Hadam ard Transform s where the transform matrix is shown in Figure 2-7 d.
1 1 1 1
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1 -1 -1 1
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8 8 8 8 8 8 8 8
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Figure 2-7: The H.264/AVC Integer Transform matrices.
After the transform ation, the transform coefficients are quantised by one of 52 quantisation step 
sizes determ ined by a given quantisation parameter. The quantisation step size gets doubled for 
every increment of 6 in the quantisation param eter value. The values of the quantisation step sizes 
are defined such that the scaling and quantising stages are mixed to be perform ed by simple 
integer operations in both encoder and decoder. This significantly reduced the com putational 
com plexities of the encoder and the decoder.
The outputs of the intra predictions and the inter predictions together with the quantised transform 
coefficients o f the residual signal are entropy coded before transm ission as in the previous 
standards. H .264/A VC supports two types of entropy coding methods that are the Context
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A daptive Variable Length Coding (CAVLC) and the Context Adaptive Binary Arithm etic Coding 
(CABAC). Both methods dynam ically update the codebook used for representing the contents of 
the video during encoding and provide a significant increase in com pression perform ance with 
respect to the entropy coding methods of the former standards. A lthough CABAC generally 
provides more com pression efficiency, CAVLC is com putationally less intensive and simple. 
M ore details of the entropy coding methods of H.264/A VC can be found in [17].
2.4.2 Network Abstraction Layer
The Network Abstraction Layer (NAL) is designed to enable simple and effective customisation 
of the use of the Video Coding Layer (VCL) for a broad variety of systems. The coded video data 
is organised into NAL units. Each NAL unit can be considered as a packet which contains integer 
num ber of bytes including a header and a payload. The NAL unit structure supports both packet 
oriented and byte-stream  oriented systems. A NAL unit can either be classified as a VCL NAL 
unit or a Non-VCL NAL unit. The VCL NAL units contain coded video data while the Non-VCL 
N A L units contain additional information such as parameter setting or supplem ental enhancement 
inform ation. Each VCL NAL unit encapsulates an independently coded slice. Header information 
about slice, picture or sequence was coded at the start o f each elem ent in the form er standards. 
The information that is not changing frequently is transm itted synchronously in a real time 
m ultim edia environment as self contained Param eter Set NAL units. There are two types of 
Param eter Sets that are the Picture Param eter Sets and the Sequence Param eter Sets. Picture 
Param eter Sets apply to one or more individual pictures within a coded video sequence. Sequence 
Param eter Sets apply to a series of consecutive coded video pictures called a coded video 
sequence. Each VCL NAL unit contains an identifier that refers to the relevant Picture Param eter 
Set and each Picture Param eter Set contains an identifier that refers to the relevant Sequence 
Param eter Set. D epending on the application. Param eter Sets can be transm itted within the 
channel that carries the VCL NAL units (in-band transmission) or in a more reliable transport 
m echanism  than the video channel (out-of-band). A set of NAL units constitute an Access unit 
which results in a decoded picture when decoded. The set of NAL units in an Access unit include 
VCL NAL units which together com pose a Primary Coded Picture; some NAL units for 
Supplem ental Enhancem ent Information (SEI) which contain data such as picture timing 
inform ation; and some other VCL NAL units which contain redundant representation of the same 
picture (partly or the entire picture) that is called a Redundant Coded Picture. A series of access 
units that use only one Sequence Param eter Set constitute a coded video sequence. An 
Instantaneous Decoding Refresh (IDR) Access unit is present at the start of a coded video 
sequence which contains an I-picture. The presence of an IDR Access unit indicates that no
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subsequent picture in the stream will refer to pictures prior to the IDR picture for decoding. A 
NAL unit stream may contain one or more coded video sequences [12].
2.5 Overview of the Scalable Video Coding Extension of H.264/AVC
Scalable Video Coding Extension of H.264/AVC which is shortly known as Scalable Video 
Coding (SVC) enables transmission and decoding of a scalable bitstream  which provides video 
services with lower spatial and/or temporal resolutions and/or lower quality when decoded partly 
[18], [19], [20]. Besides providing the mentioned scalability aspects separately, SVC also 
supports a combined scalability which provides a number of spatio-temporal layers and quality 
levels in a single bitstream. In the SVC, most o f the com ponents o f the H .264/AVC are inherited 
as specified in the standard while only a few components are added or modified to provide the 
scalability aspects. The Base Layer of an SVC bitstream provides the basic spatio-temporal 
resolution and basic quality for a video sequence which can also be decoded by a non-scalable 
H.264/AVC decoder. In addition to its flexible structure, SVC has achieved significant 
im provements in coding efficiency when compared to the scalable profiles of the prior video 
coding standards. The basic design concepts that extend H.264/AVC to SVC will be presented in 
the following subsections.
2.5.1 Temporal Scalability
A temporal scalable bitstream  provides different frame rates for a video sequence when decoded 
partly. The base layer of a temporal scalable bitstream constitutes the lowest frame rate sequence 
w hile the enhancem ent layers provide the intermediate pictures in addition to the lower layer 
pictures to form a higher frame rate video sequence. Temporal scalability is enabled by restricting 
the reference pictures for motion com pensated prediction (M CP) of a picture to be in a lower or 
the same temporal layer. A lthough the temporal scalability is supported by most o f the prior video 
coding standards up to a degree, H .264/AVC provides a very flexible temporal scalability 
structure that is limited only by the Decoded Picture Buffer (DPB) size. For this reason, SVC 
requires no m odifications to the H .264/AVC coding structure to support temporal scalability.
Temporal Scalability in H .264/A VC is achieved by the Hierarchical Prediction Structure (HPS) 
[21], [22]. The pictures are grouped into Group of Pictures (GOP) prior to coding and the last 
picture of each G OP is called a Key Picture. The Key pictures of GOPs constitute the temporal 
base layer in a temporal scalable bitstream according to the HPS. The Key pictures can either be 
coded as I- pictures or P-pictures using the prior coded Key pictures as reference for MCP. The 
temporal enhancem ent layers are coded as B- pictures using lower temporal layer pictures as
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reference for M CP. The HPS for the dyadic and non-dyadic cases of the GOP size are depicted in 
Figure 2-8a and Figure 2-8b respectively.
Frame Frame Layer 0
Frame
Layer 1
Frame Frame
Layer 2
Frame Frame
Layer 3
GOP
Figure 2-8a: The Hierarchical Prediction Structure with dyadic GOP size 8.
Figure 2-8b: The Hierarchical Prediction Structure with non-dyadic GOP size 9.
The coding efficiency of HPS increases as the GOP size is increased with the penalty of a large 
Decoded Picture Buffer size and increased encoding/decoding delay. The maximum coding 
efficiency is achieved when the GOP sizes are between 8 and 32 [19]. The coding efficiency of 
HPS also depends on the Quantisation Parameters (QP) chosen for each temporal layer. The most 
important tem poral layer is the base layer because the Key pictures are used directly or indirectly 
in the prediction of all o f the higher temporal layer pictures in a GOP. Hence, the QP value for the 
lowest temporal layer should be chosen as the smallest QP value. The fidelity of the higher 
temporal layer pictures may decrease since they are used for the prediction of less number of 
pictures. Following this rule, the QP value of a temporal enhancem ent layer T is calculated based 
on the QP value of the base layer QPo as QPo-i-3+T [23].
2.5.2 Spatial Scalability
Spatial scalability in SVC is achieved using a pyramidal layered coding scheme that was also used 
in the scalable profiles of the prior video coding standards [24]. Each layer corresponds to a 
spatial resolution. W hile the lowest resolution pictures constitute the Base Layer, each 
enhancem ent layer enhances the spatial resolution of the lower layer pictures. M otion 
com pensated prediction and Intra prediction are employed in each spatial layer separately. In 
order to improve coding efficiency, SVC integrates Inter Layer Prediction (ILP) mechanisms
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which predict the enhancem ent layer data from previously coded data of a lower resolution layer. 
Three types of ILP mechanisms that are used in SVC are Inter-Layer M otion Prediction, Inter- 
Layer Residual Prediction and Inter-Layer Intra Prediction that are shown in the simplified SVC 
encoder block diagram  in Figure 2-9. The diagram is depicted for a two spatial layer case for 
simplicity, but the SVC design supports multiple spatial layers that can be combined with other 
supported scalability types. All ILP mechanisms are switchable and the SVC encoder freely 
chooses between intra and inter layer prediction based on the signal characteristics of a picture.
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Figure 2-9: The simplified SVC encoder block diagram with 2 spatial layers.
In a SVC spatial scalable bitstream, lower layer pictures and higher layer pictures do not 
necessarily represent the same regions of a video scene. M ore specifically, the pictures in a lower 
layer may be the down sampled versions of a cropped area of the higher layer pictures. This is 
known as the Extended Spatial Scalability where further reading may be found in [25].
Another im portant feature of spatial scalable coding in SVC is the Single Loop Decoding, which 
is also called the Constrained Inter-Layer Prediction [26]. According to this feature, motion 
com pensation is perform ed only at the target spatial layer in SVC. This is achieved by 
constraining the usage of inter layer intra prediction by only the enhancem ent layer macroblocks 
whose co-located reference layer signal is intra coded. It is further required that the macroblocks 
of all of the spatial layers that are used for inter layer prediction of higher layers are coded using 
constrained intra prediction. So, the intra coded macroblocks of the reference layers can be 
constructed without reconstructing any inter coded m acroblock [24]. In the M ulti Loop Decoding, 
each low resolution picture must be decoded and the decoded pictures must be kept in a buffer to 
be used in the decoding o f the target resolution picture. Single Loop Decoding significantly 
reduces the complexity of SVC when compared to the prior scalable coding standards that use 
Multi Loop Decoding.
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2.5.3 Quality Scalability
Quality scalability in SVC can be considered as a special case of spatial scalability with identical 
picture sizes for base and enhancem ent layers. Two modes of quality scalability are supported in 
SVC namely the Coarse Grain Scalability (COS) and the M edium Grain Scalability (M GS) which 
is a variation of the CGS approach.
In the CGS approach, quality scalability is achieved by residual re-quantisation. The same ILP 
mechanism s as for spatial scalable coding are em ployed without using the upsampling operations 
since the two consecutive layers are of the same spatial resolution. In a CGS quality enhancem ent 
layer, the transform  coefficients are quantised with a lower QP value when compared to that of a 
lower quality layer. Then, the difference between the two layers is coded for the enhancem ent 
layer. The number of supported bitrates that can be achieved with CGS is equal to the num ber of 
CGS layers. The efficiency of CGS decreases as the difference between the supported bitrates gets 
smaller.
In order to increase the flexibility of bitstream adaptation and error robustness, and to improve the 
coding efficiency of bitstreams that have to provide a variety of bitrates, MGS is included in the 
SVC design. M GS is a variation of the CGS approach having a modified high-level signalling 
w hich allows a switching between different layers in any access unit. The finer granularity level 
o f quality scalability is provided by partitioning a given enhancem ent layer into several MGS 
layers. Individual M GS layers can be discarded from a quality scalable bitstream which provides a 
packet based quality scalable coding. MGS adjusts the trade-off between the drift and the 
enhancem ent layer coding efficiency for Hierarchical Prediction Structure using the Key pictures. 
No drift is introduced in the motion compensation loop of the Key pictures since the base quality 
reconstruction is inserted in the Decoded Picture Buffer for these pictures only. All temporal 
enhancem ent layer pictures use the reference with highest available quality for M CP which 
provides a high coding efficiency for these pictures. By using this method, drift propagation is 
lim ited to the higher temporal layer pictures, and the Key pictures provide re-synchronisation 
points between the encoder and decoder. Thus, the trade-off between enhancem ent layer coding 
efficiency and drift can be adjusted by the choice of the GOP size [19].
Fine Grain Scalability is another quality scalability coding method which was introduced to the 
SVC during the early standardisation activities. However, it was removed from the standard due 
to the complexity it introduced to both the encoder and the decoder.
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Figure 2-10: Scalable encoder block diagram with 3 spatial layers [23].
The general block diagram for com bining spatial, temporal and quality scalabilities for an SVC 
encoder with three spatial layers is illustrated in Figure 2-10. The SVC coding structure is 
organised in dependency layers where each dependency layer usually represents a specific spatial 
resolution. Each o f the shaded regions in Figure 2-10 represents a dependency layer where the 
lowest shaded region in the figure represents the Base Layer. In ease of two spatial layers having 
the same resolution, the dependency layers represent the CGS quality layers. All of the NAL units 
of a time instant which include all the scalable layers constitute an access unit. Since inter-layer 
prediction can only take place from a lower to a higher layer in an access unit, spatial and quality 
scalability can be easily combined with temporal scalability [19]. In addition to the main 
scalability types m entioned above, SVC also supports Region of Interest (ROI) Scalability that is 
realised via and restricted to the concepts of slice groups.
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2.6 Overview of 3D Video Representation and Coding Methods
The distinctive feature of a 3D video is that it provides the third dimension which is the depth 
perception of a video scene. The depth perception is provided by 3D display systems which 
ensure that the user sees a different view with each eye [27]. Usually, the display systems use 
specific glasses (anaglyph, polarised or shutter glasses) to make sure that each eye sees a different 
view. W hen the conditions are provided, the depth perception of video is created at the human 
brain by com bining the different views on each eye, where the process is called the Binocular 
Stereopsis [28], [29]. 3D video representation methods need to provide different views of a video 
scenery for each eye, to let the observers perceive the depth of the shown video scenery. To have 
a more realistic representation of a natural scene, head motion parallax should also be provided. 
Head motion parallax enables the user to see a 3D video scene from different viewpoints.
There is a great variety of 3D display systems designed for user applications where each 
application may require different representation of 3D video [30]. The 3D video coding 
approaches may vary depending on the representation method.
The simplest form of 3D video representation is the Stereo (left and right) Video. Stereo Video 
requires twice the storage capacity and transmission bandwidth required for 2D video when the 
left and right views are simply encoded as two separate video signals. Since the two views contain 
the same scene captured from different angles, there is a huge correlation between them. Coding 
the two views as two independent sequences means coding a huge amount of data twice. The 
coding efficiency can be improved by adding inter-view prediction to the conventional 2D video 
coding m echanism  as shown in Figure 2-11.
Left view
Right view
Figure 2-11: 3D Stereo video coding with combined temporal and inter view prediction.
Asymmetric and mixed resolution coding techniques which are based on the human binocular 
suppression theorem  are also available. These techniques involve coding of different spatio- 
temporal resolutions or qualities for each of the two views of the Stereo Video [28], [29].
The more generalised form of Stereo Video which involves more than two views is called M ulti­
view Video (M W ). By extending two views to multiple views, depth perception can be adjusted 
to different display types; the num ber of output views can be varied; head motion parallax that
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enables seeing a different perspective when the viewpoint is changed can be supported. As the 
number of views increase, the transition between the views becom e smoother and the 3D video 
becomes more realistic. These efficiencies of M W  coding come with a penalty of high bitrate 
because the num ber of views to be coded is increased.
The M ulti-view Video Coding (MVC) Extension of H .264/AVC was released in 2008 which is a 
recom m endation for coding 3D video with two or m ultiple views. M VC is currently the most 
efficient way of stereo and multi-view video coding. M VC efficiently uses the inter-view 
prediction m echanism  together with the other im portant features of H.264/AVC. An exam ple of 
the multi-view video coding with four views is depicted in Figure 2-12.
V iew  3
/
/
1 '
/  p
. J!'
_ '
y  P y / "
Figure 2-12: Multi-view video coding with combined temporal and inter view prediction.
The illustrations of Stereo Video Representation and M ulti-V iew  Video Representation are shown 
in Figure 2-13 and Figure 2-14 respectively. As it can be observed from the figures. Stereo Video 
provides single viewpoint with depth perception; and the M ulti-view Video provides multiple 
viewpoints with depth perceptions which provides head motion parallax.
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Figure 2-13: Illustration of Stereo video representation.
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Figure 2-14: Illustration of Multi-view video representation and head motion parallax.
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A more complex 3D video coding format (when compared to stereo coding) is the Video Plus 
Depth representation. In this representation method, a 3D video is represented by a 2D video 
together with a depth map image for each picture of the video. A depth map is a luminance only 
video signal where each pixel represents the distance of the corresponding 3D point from the 
camera. The representation of the distance from the camera is restricted between a minimum and a 
m aximum point. Typically, the depth map is in the form of eight bit grey level image where the 
closest point is represented by the value 255 (white) and the most distant point is represented by 
the value 0 (black). Two or more views can be generated from the Video Plus Depth 
representation by using a Depth Image Based Rendering (DIBR) method for view synthesis. More 
information about DIBR and view synthesis can be found in [31]. Although it is limited when 
compared to Multi View representation. Video Plus Depth representation provides head motion 
parallax as well. The depth map images can be encoded with any available codec around 10%- 
20% of the bitrate of the colour texture video [32]. Due to the nature of depth map images. Video 
Plus Depth representation provides an improved coding efficiency when compared to Stereo 
Video coding. On the other hand, in order to generate the second view of the stereo pair, view 
synthesis has to be performed after decoding which increases the complexity. The generation of 
depth map images before encoding is another source of complexity at the encoder side. Video 
Plus Depth representation and illustration of view synthesis from video and depth map are shown 
in Figure 2-15.
Figure 2-15: Illustration of Video Plus Depth representation and view synthesis.
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Another representation method for 3D video is the M ulti-view Plus Depth [33]. It is a 
combination of the Video Plus Depth representation and M ulti-View Video. Although the Multi- 
View Video can provide tlie necessary scene navigation range, when the inter camera distances 
are not sufficiently small it can not provide the necessary smoothness in view transitions. So, it is 
necessary to transmit a large number of views. The Video Plus Depth representation can provide 
the necessary stereo video pairs for a narrow scene navigation range. In order to have less number 
of views and to have the necessary scene navigation range, the depth maps are added to each view 
in multi-view plus depth representation. So, the scene navigation range is extended and the 
smoothness while changing viewpoint is provided without transmitting a large number of views 
[34]. The illustration of the system based on M ulti-view Plus Depth is shown in Figure 2-16.
Depth 30 Video 30 Video View
Provision Encoder
Trans­
mission
Decoder Synthesis
Camera
Sender side Receiver side A/-View Video 
DisplayInput
Figure 2-16: Illustration of the system based on Multi-view Video Plus Depth [35].
2.7 Profiles and Levels for H.264/AVC
A profile defines a set o f coding tools that can be used in generating a bitstream. These tools must 
be supported by all the decoders conforming to this specific profile. For any given profile, levels 
specify constraints on certain key parameters of the bitstream. Each level may support a different 
picture size and set the limits for bitrate, picture buffer size, etc.
There are three profiles in the first version of H.264/AVC standard namely the Baseline, Main and 
Extended Profiles. The Baseline Profile was designed for real-time conversational applications 
such as video conferencing and mobile applications. The complexity was minimised and a high 
robustness and flexibility was provided for use over a variety of network environments and 
conditions. The M ain profile was designed for digital media storage and television broadcasting. 
The coding efficiency was emphasised for this profile. The Extended Profile was designed for 
multimedia services over Internet. The robustness and flexibility of the Baseline profile was 
combined with an increased coding efficiency for this profile [12], [19].
In the Fidelity Range Extensions (FRExt) Amendment, four new profiles were added that were 
collectively named as the High Profiles. These profiles are the High, High 10, High 4:2:2, and the 
High 4:4:4 Profiles. These profiles support all features of the Main Profile and additionally an 
adaptive transform block size and perceptual quantisation scaling matrices are supported.
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The High Profile addresses high resolution video applications without a need for extended sample 
accuracy. 4:2:0 sampling and 8-bit representation accuracy per sample are supported in this 
profile. The HighlO Profile supports 4:2:0 sampling with up to 10-bit representation accuracy per 
sample. The High 4:2:2 Profile supports up to 4:2:2 sampling with up to 10-bit representation 
accuracy per sample. The High 4:4:4 Profile supports up to 4:4:4 sam pling with up to 12-bit 
representation accuracy per sample. The High 4:4:4 Profile also supports integer residual colour 
transform  for RGB signal coding [14].
The standard contains four additional "all-intra" profiles that are mostly for professional 
applications. These are HighlO Intra, High 4:2:2 Intra, the High 4:4:4 Intra and CAVLC 4:4:4 
Intra Profiles. These are the constrained versions of the High Profiles to all Intra usage.
Together with the introduction of the Scalable Extension of H .264/AVC, three additional profiles 
were added: Scalable Baseline, Scalable High and Scalable High Intra Profiles. The Scalable 
Baseline Profile was designed mainly for conversational and surveillance applications that require 
low decoding complexity. This profile was built on top of a constrained version of the 
H .264/AVC Baseline Profile to which the base layer must conform. A ratio of 1.5 to 2 in both 
horizontal and vertical directions is supported for the consecutive spatial scalable layers in this 
profile. Also, the interlace coding tools were not included in this profile. The Scalable High 
Profile was designed for broadcast, streaming and storage applications. This profile was built on 
top of the H .264/AVC High Profile to which the base layer must conform. In this profile, arbitrary 
spatial resolutions are supported which allows the usage of Extended Spatial Scalability cropping 
tools. Quality and temporal scalability are both supported in the Scalable Baseline and the 
Scalable High Profiles with no restrictions. The Scalable High Intra Profile was designed mainly 
for professional applications. This profile supports only IDR pictures for all layers. The same 
coding tools as the Scalable High Profile are supported in this profile [19].
W hen the M ulti-view Video Coding (M VC) extension of H .264/AVC was introduced, two m ulti­
view profiles were added: Stereo High and M ulti-view High Profiles. The profiles were built on 
top of the High Profile of H.264/A VC to which the base view must conform. Both of the profiles 
support the inter-view prediction tools. The Stereo High Profile supports two views and interlace 
coding tools are also supported. The M ulti-view High Profile supports m ultiple views but does not 
support the interlace coding tools.
An additional profile was introduced in 2009 which was called the Constrained Baseline Profile. 
This profile was designed for low cost applications like video conferencing and mobile 
applications. It supports a subset of the tools that are commonly supported in the Baseline, Main 
and High Profiles described above.
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Figure 2-17 shows the specific tools supported for the H .264/AVC Constrained Baseline, 
Baseline, Main, High and Extended Profiles.
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Q uantization scaling m atricesExtended Profile
Main Profi e
CABACB sliceData partition 
SI slice 
SP slice
W eighted prediction
slice 
P slice 
CAVLC 
8 bits per sample 
4:2:0 sam pling 
4x4 transform
Constrained Baseline 
Profile
Arbitrary slice order 
Flexible m acroblock orde 
Redundant slice
Baseline Profile
Figure 2-17: Profiles of H.264/AVC.
The Levels in a standard specify a set of constraints which indicate a degree of the required 
decoder perform ance for a specific profile. A decoder which conforms to a given level is required 
to be capable of decoding all o f the bitstreams that are encoded for that level and for all lower 
levels. Table 2-1 shows the 16 levels o f H .264/AVC which provide constraints on some 
param eters in order to constrain the processing pow er and memory size needed for 
im plem entation. Since the picture size and frame rate are the main factors influencing the 
processing pow er and memory size, the levels provide constraints on these factors as can be 
observed from  the table.
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Table 2-1: The Levels of H.264/AVC [8].
Level
Number
Max MB
Processing 
Rate (MB/s)
Max
Frame
Size
(MBs)
Max Decoded 
Picture Buffer 
Size (1024 
Bytes for
Max 
Video Bit 
Rate 
(Kbits/s)
Max
CPB
Size
Verticai MV 
Component 
Range (luma 
frame samples)
Min
Compression
Ratio
Max Number 
of MVs per two 
consecutive 
MBs
1 1485 99 148.5 64 175 [-64,+63.75] 2 -
1b 1485 99 148.5 128 350 [-64,+63.75] 2 -
1.1 3000 396 337.5 192 500 [-128,+127.75] 2 -
1.2 6000 396 891.0 384 1000 [-128,+127.75] 2 -
1.3 11880 396 891.0 768 2000 [-128,+127.75] 2 -
2 11880 396 891.0 2000 2000 [-128,+127.75] 2 -
2.1 19800 792 1782.0 4000 4000 [-256,+255.75] 2 -
2.2 20250 1620 3037.5 4000 4000 [-256,+255.75] 2 -
3 40500 1620 3037.5 10000 10000 [-256,+255.75] 2 32
3.1 108000 3600 6750.0 14000 14000 [-512,+511.75] 4 16
3.2 216000 5120 7680.0 20000 20000 [-512,+511.75] 4 16
4 245760 8192 12288.0 20000 25000 [-512,+511.75] 4 16
4.1 245760 8192 12288.0 50000 62500 [-512,+511.75] 2 16
4.2 522240 8704 13056.0 50000 62500 [-512,+511.75] 2 16
5 589824 22080 41400.0 135000 135000 [-512,+511.75] 2 16
5.1 983040 36864 69120.0 240000 240000 [-512,+511.75] 2 16
2.8 Error Resilience Overview
In packet based networks, the main reason for the errors in the coded bitstream  can be considered 
as the loss of packets. The packet losses occur when packets which are travelling through 
networks fail to reach their destinations. Packet losses may be caused by a num ber of factors 
including signal degradation over the network medium, packet drops because of delays caused by 
network congestions or physical problems of network hardware. Some of the network transport 
protocols like Transm ission Control Protocol (TCP) provide reliable delivery of packets by 
allowing re-transm ission. But these types of protocols are not suitable for real-tim e multimedia 
delivery systems because of the Quality of Service (QoS) issues. The network protocols such as 
the U ser Datagram  Protocol (UDP) are used in many packet based real-tim e m ultim edia 
com m unication systems. These protocols deliberately discard any packet with bit errors, where 
the discarded packet is treated as a lost packet in the receiver. The applications using protocols 
like UDP are expected to define their own mechanisms to handle packet losses.
In video com m unications, losses/errors may result in unacceptable visual distortions at the 
decoder side or may even not allow the video signal to be decoded. This is because of the use of
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Predictive Coding and the Variable Length Coding by the video coders. Predictive coding uses the 
spatial and temporal redundancies in a video sequence for com pression and consequently 
produces dependencies among the video pictures. Although the loss of a packet may correspond 
to a picture or a part of a picture, the error propagates if this part of the picture is used as reference 
for the prediction of the following pictures. Similarly, because of the use of Variable Length 
Coding, a single bit error may cause the decoder to loose synchronisation, so that the correctly 
received following bits become useless.
Error resilience means in video communications that the video should be transmitted as safe as 
possible; the decoder must be able to detect errors and continue to decode the received bitstream 
despite errors; and finally correct the errors and display the decoded video with a quality as close 
as the quality of the transm itted video. Error resilience can be classified as encoder side error 
control coding, decoder side error concealm ent and interactive error resilience [36], [37], [38].
2.8.1 Encoder Side Error Control Coding
In the encoder side, the aim of error control coding is to encode an error robust bitstream. This is 
achieved by taking precautions to decrease the effects of error propagation, adding redundancies 
to the bitstream  for protection of selected information and providing some coding tools that help 
error recovery or concealm ent at the decoder. So, the effects of transm ission errors are aimed to 
be reduced to a minim um  level.
Error control coding at the encoder side can be investigated as channel coding, source coding and 
jo in t source-channel coding. The classical Shannon Theorem  states that one can separately design 
the source and channel coders to achieve error free transm ission of a com pressed bitstream, as 
long as the source is represented by a rate below the channel capacity [39]. Therefore, the source 
coder should compress the source as much as possible (to a rate below the channel capacity), so 
that the channel coder can add redundancies to the com pressed bitstream  to enable the correction 
of transmission errors. However, such a transmission system will only be possible if there is no 
com plexity and delay constraints for the implementation of the channel codes. Since both the 
source signals and the transmission channels can vary rapidly, and the complexity and delay for 
source and channel coding m ust be in an acceptable level, the Joint design of source and channel 
coder may achieve better perform ance [40]. Forward Error Correction (EEC) codes and 
A utom atic Repeat Request (ARQ) are the two basic techniques for channel coding. EEC is 
preferred for real time applications due to strict delay requirem ents, and ARQ can be used when 
there is a two-way channel so that the receiver can ask for a retransm ission of a part of the sent 
bitstream  in case of errors.
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The source-level error resilient coding techniques encode the bitstream in such a way that the 
effect of transm ission errors on the coded bitstream  are minimised. Error resilient coders are less 
efficient than the coders that are optimised for coding efficiency in that they use more bits to 
obtain the same video quality in error free environments. The extra bits in the bitstreams coded 
with error resilient coders are used for enhancing the video quality at the decoder when the 
bitstream  is corrupted by transmission errors. W hile some of the techniques aim at preventing 
error propagation, the others enable the decoder to perform better error concealment. The design 
goal in error resilient coders is to achieve the maximum gain in error resilience with the minimum 
amount of added extra bits.
One o f the reasons for the vulnerability of com pressed bitstreams to transmission errors is the 
usage of Variable Length Codes (VLC). Any bit errors or lost bits in a codeword not only makes 
the current codeword undecodable, but causes the following codewords to be undecodable too, 
even if they are correctly received. The following two techniques are used as source level 
precautions for bit errors.
Inserting Resynchronisation M arkers [38]: In order to prevent the error propagation caused by 
VLC, unique codewords called Resynchronisation M arkers are inserted periodically in the 
bitstream. Usually, some header information is added after the M arkers, so that the decoder can 
resume proper decoding after the detection of an error.
Reversible Variable Length Coding (RVLC) [38]: The codewords in an erroneous bitstream  can 
be decoded until the erroneous codeword, and the remaining codewords are discarded until the 
following Resynchronisation Marker, when non-reversible VLC is used. The RVLC allows not 
only the decoding of the codewords until the erroneous codeword, but also the decoding of the 
codewords after the erroneous codeword from backward direction starting from the next 
Resynchronisation M arker. So, the correctly received codewords will not be discarded, and the 
areas affected by the transmission errors will be reduced by using RVLC.
Another reason for the vulnerability of com pressed bitstreams to transmission errors is the usage 
of Predictive Coding. In m ost of the standards, the error propagation due to Predictive Coding is 
limited by using groups of pictures. Some of the techniques that are used to reduce the error 
propagation caused by Predictive Coding are explained below.
Intra M acroblock/Picture Insertion  [38] : Intra coded pictures and macroblocks are inserted 
periodically in the bitstream in order to limit the propagation of errors caused by Predictive 
Coding. A lthough the usage of Intra coded macroblocks and pictures is not as efficient as 
Predictive Coding in compression, they break the prediction chain since they are independent of 
the other pictures.
34
Chapter 2. Literature Review
Reference Picture Selection  [38]: allows the usage of more than one reference picture for 
Predictive Coding. Reference Picture Selection can be used on whole pictures, picture segments, 
or macroblocks. W hen it is used on whole pictures or picture segments, the reference picture 
information is transm itted once for the picture or the picture segment. W hen it is used on 
macroblocks, every coded m acroblock has to contain the reference picture time information. So, 
in case of a reference picture loss, fewer num ber of macroblocks will be affected.
H eader Extension and H eader Repetition  [38]: A redundant representation of either the current or 
the previous picture header is added to the extended header information. So, if the original header 
information is damaged, the redundant representation is used for decoding the picture.
Scalable Video Coding: is an error resilient video coding technique. Since a lower layer contains a 
lower resolution of the same content, the lower layer pictures can be used at the decoder for the 
recovery of the lost higher layer pictures. In addition to this, SVC can be com bined with Unequal 
Error Protection. Since SVC provides a base layer and one or more enhancem ent layers, priorities 
are autom atically assigned to different parts of the coded bitstream. Since the enhancem ent layers 
are built on top of the base layer, the base layer is "assigned" to be the m ost im portant part of the 
coded bitstream. Also, the higher enhancement layers use inform ation from the lower 
enhancem ent layers, which make the lower layers more im portant than the higher layers. As a 
result of this, different layers can be protected unequally by using different techniques. For 
example, a more reliable sub-channel can be assigned to the base layer or stronger EEC codes can 
be used for more im portant layers.
M ultiple Description Coding (MDC): is another error resilient coding technique which codes a 
source signal into several sub-streams called descriptions. The source signal is decomposed into 
descriptions such that each description can be decoded independently and provides a basic level 
of quality. M ore descriptions together provide an enhanced quality. D ifferent sub-channels can be 
assigned to different descriptions.
Apart from the tools presented above, some tools are provided in H .264/AVC for error resilient 
and flexible video coding. These tools are explained below.
Param eter Sets: is one of these tools that provide robust and efficient conveyance of header 
inform ation. Since the loss of sequence or picture headers may result in severe negative effects on 
the decoding process, this information is separated to handle in a more flexible manner.
Data Partitioning  [41]: is another efficient tool to make a bitstream more robust to errors and 
losses. W hen Data Partitioning is enabled in H.264, every slice is divided into up to three 
partitions with different importance levels and every partition is placed in a separate NAL unit. 
One of the partitions is for header and motion information, and the other two partitions are for the 
transform  coefficients of intra and inter information respectively. Partitioning the data into
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different NAL units allows applying unequal error protection to various important parts of video 
data.
Flexible M acroblock Ordering (FMO) [42], [43]: is a tool which provides error resilience by 
coding the macroblocks of a picture into different number of slice groups. The macroblocks in a 
slice are coded independent of the other slices. So, each slice can be decoded independent of any 
other slice in the same picture. Each slice is enclosed in a separate NAL unit in the encoder. So, 
the loss probability of each slice is reduced by decreasing the sizes of NAL units. Additionally, 
the loss of a NAL unit corresponds to the loss of a part of the picture instead of the whole picture. 
This allows the utilisation of the existing inform ation within the picture by an error concealm ent 
method.
There are seven types of FM O where the first six types are shown in Figure 2-19. The seventh 
type which is the Type 6 is the most random one and provides full flexibility by allowing the user 
to define a m acroblock allocation map.
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Figure 2-19: Different types of FMO [42].
Arbitrary Slice Ordering (ASO): Since the slices of a picture can be decoded independent of each 
other, H .264/AVC's ASO feature allows transmission of slices of a picture to be in any order. This 
feature can improve end-to-end delay in networks having out-of-order delivery behaviour.
Redundant Slice Coding: H .264/AVC allows encoder to transm it Redundant Slices in addition to 
the Primary slices. Redundant Slices contain coded representations of the Primary Slices. They 
can represent the whole slice, or they can be coded for the selected parts o f a Primary Slice.
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Redundant Slices are not used in the decoding process and simply discarded if the Primary Slices 
are correctly decoded. They are used in place of the Primary Slices when they can not be correctly 
decoded. Each Primary Slice may be associated with one or more Redundant Slices, which a 
decoder can reconstruct in case a Primary Slice is missing. According to the standard, up to 127 
Redundant Slices can be associated with a Primary Slice.
2.8.2 Decoder Side Error Concealment
At the decoder side, the losses due to transmission errors may be detected as some missing blocks 
of a picture or missing whole pictures. Error concealm ent is a processing technique at the decoder 
side that aims at estimating the lost blocks by using the available correlated blocks in the same 
picture and/or the neighbouring pictures. The most im portant advantage of error concealm ent 
techniques is that it is not required to transmit any extra inform ation in addition to the bitstream to 
be transmitted. Since the human visual system can tolerate distortion in video signals up to a 
degree, acceptable results can be obtained by using error concealm ent techniques.
Error concealm ent techniques can be classified as spatial, temporal and spatio-temporal 
approaches. Spatial approaches are used in the concealm ent of partly missing pictures using the 
existing blocks in the same picture. Generally, the smoothness property of video signals is used in 
spatial approaches, where a lost block in a picture is likely to have coding param eters and pixel 
values close to those of the surrounding blocks. One of the techniques that spatial approaches use 
is the interpolation of the pixels of the lost m acroblock by utilising the existing blocks that 
surround the lost macroblock. A nother technique is the utilisation of the motion information of the 
existing surrounding blocks to estimate the motion inform ation of the lost block. The temporal 
approaches use the preceding or the following pictures for concealm ent of the lost blocks. In 
temporal error concealm ent techniques, a lost block in a picture is replaced by a block in the 
reference picture specified by the estim ated motion vector of the lost block. There are several 
simple operations to estimate the lost motion vectors. One of the simple methods is assuming that 
the lost motion vectors are zeros, which works well for video sequences with low motion levels. 
Copying the motion vectors of the co-located macroblocks on the preceding picture is another 
simple m ethod which assumes translational motion. Spatio-temporal approaches use a 
com bination of the two approaches [44].
The structure of various error resilience techniques in a video transm ission system is shown in 
Figure 2-18.
37
Chapter 2. Literature Review
S e n d e r R e c e iv e r
V ideo  Input V id eo  O u tp u t
V ideo V ideoError R es ilien t 
S o u rc e  C od ingE n c o d e r D e c o d e rC o n c e a lm e n t
A pplication A p plica tion
EEC, A R Q
T ra n sp o r t T ra n sp o r t
N etw ork  L ay er N etw ork  L ay er
Link L ay e r Link L ay erA R Q , EEC
EE C , p o w e rP h y s ica l L ay e r p h y s ic a l  L ay e r
m o d u la tio n
N E T W O R K  J
Q o S  s u p p o rt  (D iffServ,
In tS erv , O v erlay  N etw ork)
Figure 2-18: Illustration of error resilience techniques in a video transmission system [44].
2.8.3 Interactive Error Resilience
The error control coding and error concealm ent techniques presented above operate independently 
at the encoder and decoder respectively in order to combat with the errors. If a two way channel is 
available between the encoder and the decoder, a better perform ance can be achieved if the 
encoder and decoder cooperate in the process of error resilience. The realisation of the 
cooperation is possible in both source coding and channel coding. At the source coding level, the 
coding parameters can be adjusted depending on the feedback inform ation from the decoder. At 
the channel coding level, the feedback information from the decoder may be used to adjust the 
power of FEC codes or retransm ission of the lost packets may be requested from the encoder [45].
2.8.4 Literature Review for Error Concealment and Redundant Slice Coding
This research focuses on error resilience of bitstreams coded with the Scalable Extension of 
H .264/A VC. Error concealm ent at the decoder side and Redundant Slice Coding which is an 
efficient error resilient coding tool o f H .264/A VC are the subjects o f research. An overview of the 
past works in these research areas is presented below.
There are several error concealm ent techniques that are proposed for H .264/AVC and SVC in the 
literature. A review of the selected works is given in the following two paragraphs for 
H .264/A VC and SVC respectively.
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In [46], a Boundary M atching Algorithm  (BMA) was proposed for the H.26L test model. Firstly, 
the candidate motion vectors (MV) are calculated by taking the averages of the M Vs of the blocks 
of the existing spatially neighbouring macroblocks. Out o f the candidate MVs, the M V that 
minimises the sum of absolute boundary differences between the reconstructed m acroblock and 
its neighbouring macroblocks is used as the MV of the lost macroblock. In [47], the M Vs of the 
lost macroblocks are recovered by using the Lagrange Interpolation Formula. The Lagrange 
Interpolation Form ula was used to constitute a polynomial that describes the motion tendency of 
M Vs of the neighbouring blocks. This polynom ial is then used to recover the lost MVs. In [48], a 
sim ilar approach is used, where a second order polynomial is constituted by using the M Vs of the 
neighbouring blocks to recover the MVs of the lost macroblock. In [49] and [50], the lost M Vs are 
recovered by using a Boundary M atching Algorithm. An adaptive Kalman filtering algorithm  is 
used as a post-processing technique for the side smoothness of the recovered macroblocks. In 
[51], a priority driven region matching algorithm  is proposed which exploits the spatial and 
temporal information. The lost area is partitioned into regions where a priority term is defined for 
every region to determ ine the restoration order. The defined regions of the lost area are recovered 
progressively by using a region matching algorithm. In [52], a two stage algorithm is proposed. In 
the first stage, a spatio-temporal Block M atching Algorithm  is used to recover the lost MVs. In 
the second stage, instead of directly copying the reference m acroblock as the final recovered pixel 
values, a partial differential equation based algorithm  is used to refine the reconstruction. In [53], 
a Gaussian mixture m odelling is obtained offline and is utilised online to recover the lost blocks 
from spatial and temporal sunounding information. In [54], a hybridized error concealm ent 
technique is proposed. This technique uses the spatially and temporally correlated information 
with the coding tools o f H.264/AVC which are the directional spatial prediction for intra coding 
and the variable block size motion compensation.
In [55], an error concealm ent m ethod for the recovery of the lost Key Pictures of an SVC coded 
bitstream  is proposed. The method uses auxiliary m otion vectors for the Key Pictures that are 
interleaved into the bitstream  of the preceding Key Picture at the encoder. In case of the loss of a 
Key Picture the auxiliary motion vectors are extracted from the preceding Key Picture and are 
used for the concealm ent of the lost Key Pictures. In [56], an error concealm ent m ethod for whole 
picture losses in Hierarchical B-Pictures for Scalable Video Coding is proposed. The method uses 
a technique which is based on the Temporal D irect mode of the H .264/A VC in order to recover 
the lost MVs. In [57], two error concealment methods are proposed for the temporal scalable 
coded bitstreams using SVC. The first method uses adaptive weighting of the MVs of the forward 
and backward reference pictures for the recovery of the MVs. The second method employs a 
polynom ial function to describe the MV correlation between the inter-layer and the neighbouring 
blocks. Then, this polynom ial is used to estimate the lost M Vs. In [58], an adaptive error
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concealm ent method is proposed for the spatial enhancem ent layer picture losses in SVC. The lost 
macroblocks are adaptively concealed by using the BLSkip method of SVC and a Boundary 
M atching Algorithm. The local motion similarity degree and the blocking artefact information are 
calculated based on the base layer macroblock mode, and are utilized for the adaptively switching 
of the aforem entioned methods. In [59], an error concealm ent method for the spatial enhancement 
layer picture losses in SVC is proposed. The m ethod conceals a lost picture by using the so called 
hallucination of the base layer picture where a database trained from previously decoded pictures 
nearby the lost one is used.
There are several redundant slice coding techniques that are proposed for H.264/AVC and SVC in 
the literature. A quick review of some of them is given in the following paragraph.
In [60], an exact-copy redundant picture representation for the protection of Key pictures is 
proposed. Since the Key pictures are the most im portant pictures of each GOP, an unequal error 
protection is applied. In [61], a scheme called Systematic Lossy Error Protection (SLEP) is 
proposed. In this scheme, an additional W yner-Ziv bitstream  is also transmitted which allows 
decoding of a coarsely quantised description of the original video signal. The bitstream  is 
generated by using the redundant slice coding in conjunction with Reed-Solom on Coding. In [62] 
and [63], different reference pictures are used for the prediction of the primary and redundant 
pictures. So, in case of an error, a prim ary picture using an erroneous picture as reference will not 
be used, and the redundant picture will be used instead which uses another reference picture to 
prevent error propagation to the following pictures. In [64] and [65], M ultiple Description Coding 
(M DC) is combined with Redundant Picture Coding. In [64], the even and odd pictures are coded 
in separate descriptions and the redundant pictures of each description are coded in the alternate 
description. In [65], the primary and redundant pictures are coded as a single bitstream and then 
reorganised in the form of two descriptions by interlacing prim ary and redundant slices. In [66], 
the redundant slices are formed from selected macroblocks where the selection depends on the 
variation of motion of the macroblocks. The macroblocks with a high motion in reference to a 
threshold are used to construct a new slice using the FM O feature and this slice will be coded as 
the redundant slice for that picture. It is assumed that the macroblocks which have a motion below 
the threshold are easier to conceal. A similar approach is followed in [67], where the "error 
sensitive" macroblocks are coded in a separate primary slice and the redundant slices are coded 
for these "sensitive macroblocks" with coarsely quantised coefficients. In [68], one of the three 
"slice maps" is determ ined adaptively for each picture to find out which portion of the primary 
picture will be coded as the redundant slice; and the redundant slice will be coded with a coarser 
quantisation paiam eter. In [69] and [70], a downsam pling m ethod called Polyphase 
Downsam pling is utilised in the construction of redundant pictures for H.264/A VC and SVC 
respectively. Redundant picture coding for SVC was firstly presented in [71], where the redundant
40
Chapter 2. Literature Review
pictures were coded as exact copies of the primary pictures both in the base layer and the 
enhancem ent layers. This algorithm was adopted to the SVC software (JSVM  Software) as the 
non-norm ative tool for redundant picture coding.
There have been a number of researches on error resilience for stereoscopic and multi-view video 
in the literature. The research subjects mainly focus on error concealment techniques. In [72] and 
[73], error bursts that correspond to a region on one of the views in Stereoscopic images are 
aimed to be concealed using the other view which is not erroneous. This method identifies the 
corresponding region in the reference view through feature points by the help of surrounding 
pixels. In [74], the concealment of block losses in Stereoscopic video is studied. The erroneous 
blocks are concealed by using the side match criterion to find a block from either the temporal 
reference picture or the corresponding picture of the other view of the stereo pair. In [75], a 
concealm ent m ethod for entire picture losses of Stereo video is proposed. The error concealm ent 
method uses motion vector extrapolation or disparity vector copying for the estimation of the lost 
motion vectors of a picture. In [76], an error concealm ent algorithm for Stereoscopic video is 
proposed which selects the best replacing block among the motion compensated blocks, disparity 
com pensated blocks or their overlapped block by using a Boundary M atching Algorithm. In [77], 
two error concealm ent methods are proposed to cope with losses in Stereoscopic video, where one 
is the simplified form of the other. The methods utilise both temporal motion vectors and inter­
view disparity vectors of the reference pictures to estim ate the motion vectors or disparity vectors 
of a lost block. Some additional steps are also added to the algorithms to refine the estim ated lost 
blocks. In [78], a frequency selective extrapolation process is used for error concealm ent in M ulti­
view Video. The error concealm ent method exploits the surrounding information within the same 
picture, inform ation from temporal and viewpoint neighbouring pictures to estim ate missing 
samples in the corrupted area. In [79], an error concealm ent method for picture losses in M ulti­
view video is proposed. A global disparity vector is calculated at the encoder side and this is 
transm itted with every anchor picture. W hen a picture is lost, the corresponding macroblocks in 
the dependent view is found according to the global disparity vector and the mode and motion 
vectors of the corresponding macroblocks are copied for the lost macroblocks. The authors of [80] 
proposed an error concealment method for losses in video plus depth based stereoscopic video. In 
the encoder side, shared motion vectors of the colour and depth images are coded. The shared 
motion vectors are transmitted with both colour and depth images. In case of a loss of a colour 
image the motion vectors of the corresponding depth image are used for error concealm ent. In 
case of a loss of a depth image, the m otion vectors of the corresponding colour image are used for 
error concealment. In [81], three error concealm ent methods are developed for multi-view 
sequences, which are called the Temporal Bilateral Error Concealm ent (TBEC), the Inter-view 
Bilateral Error Concealm ent (IBEC) and the M ulti-Hypothesis Error Concealm ent (MHEC).
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TBEC uses the spatio-temporal correlations within a view; IB EC uses inter-view correlations 
based on geometry of multiple views; and M HEC uses the block m atching principle to recover the 
motion or disparity vectors. Additionally, an algorithm  is proposed which selects TBEC, IB EC or 
M HEC adaptively for the concealm ent of multi-view sequences. The authors o f [82] proposed a 
simple error concealm ent scheme for multi-view sequences, which uses direct macroblock 
replacem ent from the first forward reference, and studied the effect of FM O on error resilience. In 
[83], the correlation between the colour and depth images is used to propose a temporal error 
concealm ent technique for video plus depth sequences. In [84], the outer boundary distortion 
m easurem ent is used to find a replacing m acroblock on the temporal or inter-view reference 
pictures for the concealm ent of errors in multi-view sequences.
In [85] and [86], UEP is applied to the multi-view and stereoscopic sequences respectively by 
using FEC codes. In [85], macroblocks are classified into slice groups by examining their relative 
significance to the video and more im portant macroblocks are transm itted with better protection 
by using the explicit type of FM O. In [86], UEP is applied by protecting different types of 
pictures with different protection levels. The Intra-coded pictures are the most protected pictures, 
followed by temporal predicted pictures, and the least protected pictures are the inter-view 
predicted pictures.
In [87] and [88], the authors proposed error resilient coding of M ulti-V iew Video by using 
redundant slices. In [87], while the primary slices are coded utilising both temporal and inter-view 
prediction, the redundant slices are formed of the disparity vectors only. So, the redundant slices 
can be used instead of a lost slice, and additionally they can be used to prevent temporal error 
propagation. In [88], the proposed algorithm codes only visually im portant macroblocks in a 
picture as a redundant slice. The visually im portant macroblocks are selected by determ ining a 
region of interest (ROI) by using the depth map of the picture whose redundant slice will be 
coded.
2.9 Conclusion
A detailed review of the related background and the literature was presented in this chapter. An 
introduction to hybrid video coding, scalable video coding and 3D video coding were presented in 
the first section. In the second section, the historical background which provides information 
about the video coding standards at chronological order is presented. A brief summary of the 
video coding basics were presented in the next section. In the fourth section, the structure and 
some key features of the state of art video coding standard H.264/AVC were outlined. Afterwards, 
the SVC extension of the H.264/A VC was sum m arised by describing the im portant tools which
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provide the scalability aspects. Thereafter, a quick overlook at 3D video representation and coding 
methods were provided which followed an overview of the error resilience techniques.
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Chapter 3
3 Error Concealment Techniques for SVC
In this chapter, the combat with losses at the decoder side is addressed for SVC. After an 
introduction to error propagation and error concealment for SVC, the non-normative error 
concealment techniques that are adopted for SVC software are summarised. The proposed error 
concealment schemes that utilise the higher temporal level picture motion information are 
explained in the following sections. The experimental results are presented as a separate section 
following each section where the proposed method is explained. The last part summarises the 
achievements explained and concludes the chapter.
3.1 Introduction
W hen an error occurs in a bitstream of a conventional coded video sequence, it does not affect 
only the picture it corresponds to, but it also affects the temporally neighbouring pictures which 
use the corresponding picture as reference for motion compensated prediction. This situation is 
called error propagation. As the compression efficiency increases, the dependency of pictures to 
each other increases as well. This causes the error propagation to be more destructive in the 
temporal domain.
Figure 3-1: Illustration of error propagation in H.264/AVC single layer coding.
In Figure 3-1, a sequence of consecutive pictures of the same bitstream is shown. The pictures 
belong to the well known Foreman sequence that is coded with H.264/AVC. The regions in green 
show the parts o f the picture that can not be reconstructed properly due to a slice loss. In this 
scenario, a slice of the picture (c) is lost, and because the pictures (b) and (d) use the picture (c) as 
a reference for MCP, they are also affected from the slice loss.
Scalable Video Coding produces bitstreams which can be decoded at different bitrates with 
varying resolutions. This structure of a scalable bitstream is achieved with a layered coding 
scheme, as explained in detail in the previous chapter. In this layered scheme, the lowest layer
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which is also called the base layer always plays the most important role by being the basis in the 
coding of the higher layers. In order to save bits required for coding the enhancement layers, they 
are coded on top of the base layer. Also, the higher layers utihse not only the base layer but also 
the lower enhancement layers in coding. So, the dependency chain in a scalable bitstream  is not 
limited with the temporal neighbours as in the conventional coded bitstreams, but additionally 
there is a very strong inter-layer dependency.
Figure 3-2: Illustration of error propagation in H.264/AVC scalable video coding.
In Figure 3-2, the error propagation in a scalable coded bitstream is shown. The consecutive 
pictures of the Foreman  sequence which are coded with two spatial layers using the SVC are 
shown. A slice of a base layer picture (c) is lost and the affected regions are shown in green. As 
can be seen in the figure, in addition to the base layer pictures (b) and (d), the enhancement layer 
picture of (c), and those of the pictures (b) and (d) are also affected.
Generally, when a picture is lost in a scalable bitstream, the corresponding pictures in any higher 
enhancement layers will be treated as lost as well. If a base layer picture is lost, since all the layers 
are built on top of it, the decoder will not be able to decode any of the corresponding enhancement 
layer information and the desired enhancement layer picture will also be treated as a lost picture 
by the decoder.
At the decoder side, error concealment methods are used to cope with errors and losses in a 
bitstream. Frror concealment methods target to reduce the effects of errors by masking the 
erroneous picture to obtain a quality which is close to that of the coded picture. The conventional 
ways for error concealm ent include the utilisation of the existing correlated neighbouring 
macroblocks within the picture and/or in the neighbouring pictures. For the base layer losses in a 
scalable bitstream, the conventional ways are still acceptable with some restrictions. The most 
important restriction is that the reconstruction takes place only at the highest layer in SVC 
because of single loop decoding. This prevents the concealment of the lost base layer pictures by 
using the reconstructed neighbours in the same layer. On the other hand, for the enhancement 
layer picture losses, we have another choice for concealing the lost picture in addition to the 
conventional methods. This choice is the utilisation of the lower layer (spatial or quality) picture
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information. The lower layer pictures enclose the same contents as the lost enhancem ent layer 
pictures with sm aller resolutions or lower qualities. This provides an advantage when com pared to 
the conventional methods. This advantage cannot be used when the base layer is also lost and in 
this case the conventional methods have to be used.
All the error resilience tools supported in H .264/A VC are inherited to SVC [89]. In addition to 
the tools presented in the sub-section 2.8.1, the error resilient tools in H.264/AVC can be listed as 
follows;
Reference Picture Identification: An incremental frame number is given to the reference pictures 
which enable the decoder to detect loss of reference pictures.
Gradual Decoding Refresh(GDR): GDR is enabled by the so called Isolated Region Technique 
which is based on the slice group concept of H .264/AVC and is used to stop error propagation in 
case of losses [90].
Reference Picture M arking Repetition (RPMR): RPM R can be used to repeat the decoded 
reference picture marking syntax structures in the earlier decoded pictures, using the reference 
picture marking repetition SEI message. So, the decoder can still maintain correct status of the 
reference picture buffer and reference picture list even if earlier reference pictures were lost.
Spare Picture Signalling: The spare picture signalling SEI m essage signals the similarity between 
a reference picture and other pictures. This may help the decoder in error concealm ent in case of a 
reference picture loss [91].
Scene Information Signalling: The scene information SEI m essage provides a m echanism  to select 
a proper error concealm ent method for intra pictures, scene-cut pictures, and gradual scene 
transition pictures at the decoder.
Constrained Intra Prediction: In this mode, intra prediction does not use samples from inter coded 
blocks. This prevents temporal error propagation.
Intra M B/Picture Refresh: Insertion of intra pictures into the bitstream  prevents error propagation
into the following pictures. Intra MB insertion also improves the strength.
Besides the error resilient tools inherited from H.264/A VC that are listed above, there are three
new tools in SVC that can be listed as:
Quality Layer Integrity Check Signalling: The quality layer integrity check SEI message includes 
a cyclic redundancy check code that is calculated from all the quality enhancem ent NAL units of 
a spatial layer. This information is used to detect any quality enhancem ent layer NAL unit loss in 
the decoder, so that the base quality layer can be used as reference for the reconstruction of
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following pictures in case of a loss. This will prevent any drift effect caused by the usage of 
erroneous highest quality layer pictures as reference [92].
Redundant Picture Property Signalling: The redundant picture property SEI message indicates the 
correlations between a redundant layer representation and the corresponding primary layer 
representation. W hen a primary picture is lost, this gives the inform ation whether the redundant 
representation can com pletely replace the primary representation for:
- inter prediction or inter-layer prediction,
- inter layer mode prediction (part of inter layer motion prediction)
- inter-layer motion prediction,
- inter-layer residual prediction,
- inter-layer intra prediction.
M ore details about Redundant Picture Property Signalling can be found in [93].
Temporal Level Zero Index Signalling: The temporal level zero dependency representation index 
SEI message provides a mechanism to detect whether a dependency representation at the lowest 
temporal level which is needed for decoding the current access unit is available when NAL unit 
losses are expected during transport [94].
W hile some of the error resilient tools of SVC m entioned above (i.e. GDR, Constrained Intra 
Prediction and Intra M B/Picture Refresh) improve the robustness of the bitstream to errors, most 
of them are designed to help for detecting and concealing the lost data at the decoder.
In case of the loss of a key picture, it is treated and concealed as a P picture although it m ight be 
intra encoded. In this case, the Reference Picture List Reordering (RPLR) and M emory 
M anagem ent Control Operation (M M CO) commands are set accordingly during the concealment 
process. RPLR commands are used to allow the previous key picture to be used as reference for 
reconstruction and M M CO commands are used to mark the decoded non-key pictures of the 
previous GOP as unnecessary for minimizing the Decoded Picture Buffer. If the lost picture is not 
a key picture, the RPLR commands can be constructed using those of the corresponding previous 
GOP picture or those of the lower layer pictures if it is at an enhancem ent layer.
3.2 SVC Non-Normative Error Concealment Tools
Error concealm ent algorithms for SVC are investigated as Intra-Layer Error Concealment 
methods and Inter-Layer Error Concealm ent methods. Intra-layer concealm ent methods exploit 
the correlation between the blocks within a picture or the correlation between blocks of the 
neighbouring pictures within a layer as shown in Eigure 3-3. On the other hand, inter-layer
47
Chapter 3. Error Concealment Techniques fo r  SVC
concealm ent methods utilise the correlation between pictures in separate layers as shown in 
Figure 3-4. The dashed arrows show where the concealm ent is im plem ented in both figures.
Enhancem ent
Layer
Base Layer
Figure 3-3: Illustration of intra-layer error concealment.
Enhancem ent
Layer
Base Layer
Figure 3-4: Illustration of inter-layer frame concealment.
Two intra-layer and two inter-layer picture loss concealm ent methods are proposed in [95] and 
these methods are accepted as non-normative error concealm ent tools for the SVC software 
namely the Joint Scalable Video M odel (JSVM ) software. The intra-layer methods are the 
"Picture Copy" and the "Temporal Direct" methods, and the inter-layer methods are the "Base 
Layer Skip" and the "Reconstruction base layer and possibly upsampling" methods. Another intra­
layer error concealm ent m ethod for key picture losses, named as the "M otion Copy" method, is 
proposed in [96]. In addition, an inter-layer error concealm ent method which is called "The 
Improved Error Concealm ent M ethod" is proposed in [89]. These methods are summarised below.
Picture Copy (PC): In this method, the error concealm ent process is realised by copying each 
pixel value of the lost picture from the corresponding pixel o f the first picture in the reference 
picture list 0. Since the reconstruction is only perform ed at the highest layer in single loop 
decoding, only the highest layer in the current access unit can be used for error concealment. If 
m ultiple-loop decoding is supported for an error concealm ent m ethod, then this method can also 
be used for the base layer and other enhancem ent layer losses.
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Temporal D irect (TO) fo r  B-pictures\ In the TD motion vector generation algorithm, the motion 
vectors and the reference indices of each m acroblock of the lost picture are calculated as if they 
were coded using the "temporal direct mode" of H.264/A VC. The illustration of Temporal Direct 
Mode is shown in Figure 3-5. In the figure, and v, are the motion vectors of the Direct-m ode
block. Vq and v, are derived from the motion vector  ^ of the co-located block in the first 
picture of the reference picture list 1 according to the formulas in Equation 3.1. P O C {x )  in the 
equations represents the Picture Order Count of the corresponding picture % . The m ethod utilises 
the fact that the current B-picture shares the same list 0 reference picture with its list 1 reference 
picture.
Although the temporal direct mode of H.264/AVC cannot be used for spatial or quality 
enhancem ent layers, the TD error concealm ent method can be used both for the base layer and 
enhancem ent layers.
ListO Reference Current B-picture List1 Reference
c,o
Direct-mode block
Co-located block
.►Time
Figure 3-5: Illustration of Temporal Direct Mode.
_ ^  P O C { F , ) - P O C { F J  _
(3.1)
P O C { F ,) -P O C { F ,,)
C ,0
M otion Copy (MC) fo r  Key Pictures: The MC error concealm ent method is applicable to the lost 
Key Pictures. As m entioned earlier, the lost Key Pictures are concealed as P pictures no matter 
how they were originally coded (as I or P pictures). So, the TD method is not applicable to Key 
pictures since it is only applicable to B pictures. The PC method is applicable, but it will have a
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poor perform ance since the gap between two Key Pictures may be large depending on the GOP 
size. In order to have an improved Key Picture concealment, the MC method is proposed in [96]. 
In the MC method, the motion vectors and the partitioning modes of each block in a lost Key 
Picture are regenerated by copying those of the co-located block in the last Key Picture, if it is 
inter coded. If the co-located block is intra coded, then the partitioning mode of the corresponding 
m acroblock will be set to 16x16 and the motion vector is set to be zero, which will achieve the 
same results as the PC method.
Base Layer Skip (BLSkip): BLSkip is one of the inter-layer error concealment methods. In this 
method, the macroblock modes of all of the lost enhancem ent layer blocks are set to BLSkip 
mode of the SVC. In this mode, if the corresponding block in the base layer is intra coded, then 
the enhancem ent layer block is predicted using the inter-layer texture prediction. If it is inter 
coded, then the enhancem ent layer block is predicted using the inter-layer motion prediction and 
the inter-layer residual prediction. If a base layer picture is lost, the enhancem ent layer picture is 
also treated as lost, and the TD method is used at the enhancem ent layer w ithout recovering the 
base layer loss. If the base layer is the target layer, the losses are recovered using the TD method.
Reconstruction Base Layer and Possibly Upsampling (RU): RU is another inter-layer error 
concealm ent method where the base layer picture is reconstructed and possibly upsampled 
depending on the ratio of spatial base layer and enhancem ent layer resolutions. Since this method 
requires full decoding of the base layer, it is necessary to use m ultiple loop decoding. If a base 
layer picture is lost, the PC method is used for the concealm ent of the enhancement layer, rather 
than using a possibly upsam pled concealed base layer picture. The losses at the base layer are also 
recovered using the PC method when the target is the base layer.
The Im proved Error Concealment Method: This method improves the performance of the BLSkip 
method by some modifications. The BLSkip method originally uses the TD m ethod for the base 
layer losses where the lost Key pictures are concealed by the PC method. The Improved Error 
Concealm ent M ethod uses the MC method instead of the PC m ethod for the concealm ent of the 
base layer Key Pictures. Additionally, the enhancem ent layer Key Pictures whose base layers are 
lost are also concealed by using the MC method. The rem aining functionalities of the method are 
same as the original BLSkip method.
The applicability of the methods described above is shown in Table 3-1.
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Table 3-1: The applicability of the concealment methods [96].
Base layer Enhancement layer Key picture Non-key picture
PC V V V V
TD V V X V
MC V V V X
BlSkip V V V V
RU X V V V
Improved
EC
V V V <
3.3 Proposed Error Concealment Methods
In Hierarchical Prediction Structure, all of the pictures within a Group of Pictures (GOP) except 
the last picture are bi-directionally (B) predicted. The last picture is the Key Picture which is 
either Intra (1) or Predictive (P) coded. W hile a predictive coded Key picture uses the previous 
Key Picture as reference for M CP, the B coded pictures use the lower temporal level pictures as 
references, as it can be observed in Figure 3-6. The boxes represent the pictures of a video 
sequence which constitute a GOP of size 8 in the figure. The arrows point from the reference 
pictures to the predicted pictures, t represents time and T  represents the temporal level o f each
picture F J  .
TLO
TL 1
TL2
TL3
GOP
Figure 3-6: Representation of Hierarchical B-Pictures with GOP size 8.
In the encoder, the prediction signal P { x )  of a bidirectional predicted block at a spatial location 
X in the B-picture F J  can be represented as in Equation 3.2.
51
Chapter 3. Error Concealment Techniques fo r  SVC
f  (x )  =  ( x + v,')
Wq and w, are the prediction weighting coefficients and each are set to be 0.5 for simplicity.
and F,[ represent the pictures at time instants ?G and t\  respectively which are in lower temporal 
levels. They are the first pictures of the reference picture list 0 (RPLO) and the reference picture 
list 1 (R P L l) of the picture . The multiple reference pictures feature is not used for simplicity.
Vq and v ' are the motion vectors of the predicted block in that represent the displacem ent of
the similar blocks in the pictures F^q and F^  ^ respectively.
In the decoder, assume that a slice of the picture F,^ is detected to be lost. The concealm ent
signal of the lost block whose prediction signal is represented in Equation 3.2 can be represented 
as in Equation 3.3.
p ( i )  =  i ( ^ „ ( i + ? „ ) + f ; , ( i + ? , ) )  (3.3)
F jq and FJ, represent the reconstructed reference pictures of the picture F,^ at the decoder. Vq 
and Vj are the estim ated motion vectors at the decoder, which are the approxim ations of the 
motion vectors Vq and vj’ at the encoder.
Similarly, if F ^  is a Key picture, it is concealed as a P- picture with the concealm ent signal 
P (x )  which can be represented as
P(x)  = t ( x  + 7„) ( 3  4 )
Only the List 0 motion vector Vq needs to be recovered for a Key picture as shown in Equation 
3.4. Fjq represents the reconstructed preceding Key picture at the decoder.
W hen a slice is detected to be lost, the prediction inform ation and the residual signal o f the coded 
blocks are not received by the decoder. The concealm ent signal P (x )  of a lost block 
approxim ates the encoded prediction signal P { x )  of the block. It is regarded as no residual is 
coded for the block and the aim is to estimate the motion vectors Vq and v, with an 
approxim ation which is close to the motion vectors Vq and vj’ at the encoder.
Three tem poral error concealm ent methods are proposed. They have a common property of 
utilising the motion information of the higher temporal level pictures for the concealm ent of the
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lost slices. These methods can be applied both to the spatial/quality base layer pictures and the 
spatial/quality enhancem ent layer pictures for error concealment. The methods can also be applied 
to single layer coding with H.264/AVC. The details of the algorithms will be explained in the 
following sections.
It should be noted that the utilisation of higher temporal level picture information introduces an 
extra delay for decoding a GOP. This delay is due to the fact that the encoding and decoding order 
of pictures start with the lowest temporal level picture and continue with an increasing temporal 
level order in a GOP. So, the higher temporal level pictures are received later than the lower 
temporal level pictures by the decoder. This can be solved by using a receiver-side buffer which is 
a common requirem ent in today's video streaming systems like M icrosoft W indows M edia Player 
which has a default buffer setting to five seconds [97]. The buffer is required for the picture 
information of one GOP in the proposed methods. W hen a video sequence with a frame rate of 30 
frames per second is coded with a GOP size of 16, this causes a delay of 0.53 seconds.
3.3.1 Utilisation of Highest Temporal Level Picture Motion Information for 
Slice Loss Concealment
In Hierarchical Coding Structure, the pictures of the highest temporal level constitute the half of 
the pictures within a GOP. All the pictures of the other temporal levels within a GOP are preceded 
and followed by the pictures of the highest temporal level, as it can be seen in Figure 3-6. So, any 
picture which does not belong to the highest temporal level in a GOP has the maximum amount of 
correlations with the neighbouring highest temporal level pictures. Our first proposed error 
concealm ent m ethod utilises the motion information of the neighbouring highest temporal level 
pictures for the concealm ent of any other temporal level slice losses. It is assumed that the 
m otions of objects in two consecutive pictures are inconsiderable. Therefore, the motion vectors 
and the coding modes of a m acroblock in a lost slice are recovered by copying those of the co­
located m acroblock in the neighbouring highest temporal level picture. Because the two pictures 
have different distances to their reference pictures, it is required that the copied motion vectors are 
scaled.
As it is known, the number of similar regions decrease and/or the similar regions change their 
positions as the temporal distance between two pictures increases in video sequences. It is 
assumed that the motion of objects in a GOP is translational. In Figure 3-7, the translational 
motion of a black circle is depicted in three pictures of a video sequence.
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M V
TD,££.
TD,CA
Figure 3-7: Representation of translational motion.
In the figure, the black circle moves from its first location in the picture A to its last location in 
the picture C following a linear route. The white circles represent the projections of the black 
circle on the following pictures. represents the motion vector of the current block in the
picture B referring to the similar block in the picture A. Similarly, and represent the
motion vectors of the current block in the picture C that refer to the similar blocks in pictures A 
and B respectively. The black circle in picture C can be predicted using either the motion vector 
MVc^ referring to picture A or the motion vector referring to picture B. As it can be
observed, predicting the circle from a closer reference picture result in a smaller motion vector 
and predicting it from  a distant reference picture results in a larger motion vector. Since the 
motion of the black circle is translational and the motion vectors represent the offset of the 
coordinates of similar regions in the reference pictures, it can be concluded that the motion vector 
is a scaled version of the motion vector with the scaling coefficient to be the ratio of
TD .
the temporal distances TD.CB
For the ease of explanation, "the temporal distance between a picture and its reference pictures 
which are used for motion com pensated prediction" will be abbreviated as TD from  now on. In 
the Hierarchical Coding Structure, the TDs vary for pictures of different temporal levels. The TDs 
for the pictures of each temporal level o f a GOP which is composed of 16 pictures are shown in 
Table 3-2. As it can be observed from the table, while the temporal levels o f the pictures decrease, 
their TDs increase.
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Table 3-2: The temporal distances between pictures and their references, for a GOP size of 16
Temporal Level of picture.
TLO 16
TLl 8
TL2 4
TL3 2
TL4 1
As we stated earlier, there is a temporal level difference between the picture to be concealed and 
the neighbouring highest temporal level picture, which means that they have different TDs. So, 
the m otion vectors that are copied from the highest temporal level picture should be scaled based 
on the TD ratio of the two pictures.
For the picture to be concealed, the preceding highest temporal level picture is chosen to be 
utilised for error concealment. However, if it does not exist, the following picture can also be 
utilised since they are of the same temporal distance to the picture to be concealed.
Highest Temporal 
Level B-picture Current B-picture List1 referenceListO reference
Lost blockCo-located block
■TD1TOO
T im e
Figure 3-8: Representation of error concealment which uses the highest temporal level picture motion
information.
In Figure 3-8, represents the picture which a lost slice belongs to and represents the
preceding picture which is at the highest temporal level. T  m ax  stands for the highest temporal 
level, t represents the current time and t-l represents the time of appearance of the preceding
picture. The temporal distances between the picture and its RPLO and R PL l reference
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pictures are represented as TDO and T D l respectively. The temporal distances between the picture 
and its reference pictures is 1, which means that the highest temporal level pictures use the 
preceding and the following pictures as reference for MCP. The estim ated RPLO and R PLl 
motion vectors of a lost block in are specified by Vq and Vj respectively that conform 
Equation 3.3 to get the prediction signal. The RPLO and R PL l motion vectors of the co-located 
block in are represented by and respectively.
The motion vectors Vq and v, of the lost block are derived from those of the co-located block in 
the preceding picture which are represented as and by using Equation 3.5. Since the TD 
of the highest temporal level pictures is 1, the scaling coefficients for and reduce to be 
the TD of the current picture.
Vn =  TDOXV^q
v , = r D i x v „
TDO and T D l are equal for dyadic Hierarchical Prediction Structure and can be derived as in 
Equation 3.6 by using the temporal level T  o f the picture and the temporal decomposition 
num ber M  of the GOP.
TDO = TDl = 2^'^ 
(3.6)
In dyadic Hierarchical B-picture coding, the temporal decom position num ber M  can be calculated 
as in Equation 3.7 where represents the num ber of pictures in a GOP.
^  ~  l0§2 ^GOP Q
Similarly in Key pictures, the RPLO motion vector Vq of a lost block that conforms Equation 3.4 
to get the prediction signal is derived by Equation 3.8. Here, the RPLO motion vector of the 
co-located block is utilised only and the R PL l motion vector is disregarded.
v „ = r o o x ? „  =  2 " x v , „
Since the temporal level of a Key pictures is 0, the temporal distance with its reference picture is 
given as 2 ^  which is the GOP size.
W hen a slice which belongs to a picture of the highest temporal level is lost, this algorithm  can 
not be applied since there is no higher temporal level picture to be utilised. Eor the concealm ent of 
a lost slice which belongs to a picture of the highest temporal level, the motion information of its
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RPLO reference picture is utilised. The motion vectors and the coding modes for macroblocks of a 
lost slice are copied from the co-located macroblocks in the RPLO reference picture. Since the TD 
of a highest temporal level picture is not the same as the TD of its reference picture, the motion 
vectors which will be utilised for concealm ent need to be scaled. If the TD of the highest temporal 
level picture is denoted as TD  _ H  which is 1, and the TD of the reference picture at temporal 
level T  is denoted as T D _ R  , the scaling coefficient is calculated as
T D _ H  _  I
jY) 2.^ (^ ’9)
So, the motion vectors Vq and Vj of a lost block for a picture belonging to the highest temporal 
level are recovered by using the motion vectors and of the co-located block in its 
reference picture at temporal level T  as
1
(3.10)
-  -  1 XX-
3.3.2 Source Material and Experimental Methodology
The experim ents for this research are sim ulated on a 64-bit Operating System com puter which has 
a 2 .80GHz dual core processor and 4GB memory. The Joint Scalable Video M odel (JSVM) 
version 8.4 [98] which is the draft software for SVC is utilised for the simulations in this thesis. 
The JSVM  software is implemented in C-I-+ program m ing language. The proposed error 
concealm ent methods are implemented by modifying the decoder part of the JSVM  software.
The four sequences Soccer, Foreman, Coastguard  and H arbour which are widely used in video 
com m unication experiments are considered for the tests because of having different motion levels 
and scene complexities. The Foreman  sequence includes a close up of a talking man in view of a 
building at the background. The sequence includes both low motion and high motion scenes. The 
Soccer sequence includes a number of players on a field playing Soccer. This sequence can be 
classified as a high motion level sequence. The H arbour sequence includes a number of sailing 
boats moving slowly behind the sails of others and also some birds flying that give details to the 
sequence. The sequence can be accepted as a low motion level sequence. The Coastguard  
sequence includes a small boat and a coastguard boat that move slowly while the cam era follows 
their motion. This sequence is also a low motion level sequence. The sequences are of QCIF 
resolution (176x144) and each have a frame rate of 30 frames per second. All of the test video 
sequences are in YUV 4:2:0 format.
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The methods and algorithms developed throughout the research are tested, and their perform ances 
are com pared against the perform ances of the non-norm ative methods adopted to the SVC 
Software. The com parison is based on the packet-loss-rate -  average picture reconstruction 
quality perform ances of the methods under concern. Average Peak Signal to Noise Ratio of the 
luminance values (Y-PSNR) is used as the picture reconstruction distortion measurem ent 
technique throughout the research, as widely used in video coding area. The reason for using Y- 
PSNR as the quality m easurem ent is that the Human Visual System is more sensitive to brightness 
(luminance). Equation 3.11 shows how the PSNR is calculated.
PSNR = 2 5 5 ' (3.11)
N  is the total num ber of pixels in the picture, and are the pixel luminance
values of the uncom pressed reference picture and the reconstructed picture respectively. Overall 
video quality is obtained by averaging the Y-PSNR values of the pictures in a video sequence.
FMO can provide a more robust transmission by ordering the macroblocks in a way that no 
m acroblock is surrounded by any other m acroblock from the same slice group [42]. So, it will be 
much easier to reconstruct the missing blocks by using the existing highly correlated neighbouring 
macroblocks. Type 1 of FM O codes the pictures like a chessboard with the two colours of the 
chessboard representing the two slice groups. For this reason, each picture of a video sequence is 
coded as two slice groups using the Type 1 of FM O in all of the experim ents carried out in this 
thesis. Since the existing non-norm ative error concealm ent methods were implemented for whole 
picture losses, they had been modified to be applied to slice losses, for com parison purposes.
The proposed error concealm ent methods are intra-layer methods which do not use information 
from the other spatial layers. For this reason, the perform ances of the methods are tested on the 
spatial base layer and com pared with the Temporal Direct M ethod which is a non-normative intra­
layer error concealm ent method.
3.3.3 Experimental Results
The simulations are run with 300 pictures per sequence and each run was repeated 35 times for 
each test to take an average of a total of 10500 pictures in order to have reliable results. The 
sequences are coded with a GOP size of 16 and every second Key picture is coded as an Intra 
picture for error robustness. The sequences Soccer, Foreman, Coastguard and Harbour are
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encoded at bitrates o f 210 Kbps, 169 Kbps, 196 Kbps and 262 Kbps respectively to obtain error- 
free Y-PSNRs in an interval of 35dB to 38dB. The encoding qualities of the sequences are chosen 
to be in this interval in order not to have any visible encoding artefacts so that the artefacts caused 
by the recovered losses can be distinguished easily.
The four packet loss patterns which are designed for typical Internet environment for 
conversational video applications are employed to simulate packet losses. The packet loss patterns 
which have Packet Loss Rates of 3%, 5%, 10% and 20% are included in [99]. The packet losses 
are simulated using the loss simulator which is explained in detail in [100]. Since each NAL unit 
is encapsulated into a packet, a packet loss corresponds to a slice loss.
To make a fair comparison, the same lossy bitstream is fed into the decoder which uses the 
Temporal Direct M ethod and the decoder which uses the proposed error concealment method.
The Temporal Direct Method is represented as EC3 and the proposed method is represented as 
EC7 in the performance graphs which are shown in Figures 3-9 to 3-12 below. W hile the Y-axis 
of each graph demonstrates the average Y-PSNR of each sequence, the X-axis shows different 
packet loss rates.
Soccer
EC3
EC7
28
24
20
20
PLR {%)
Figure 3-9: Performance comparison of the Temporal Direct Method (EC3) and the proposed error 
concealment method (EC7) for Soccer sequence at 210 Kbps.
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Figure 3-10: Performances of the error concealment methods for Foreman at 169 Kbps.
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Figure 3-11: Performances of the error concealment methods for Coastguard at 196 Kbps.
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Figure 3-12: Performances of the error concealment methods for Harbour at 262 Kbps.
The proposed method (EC7) shows a comparable performance with the Temporal Direct Method 
(EC3). As it can be observed from the figures, the Temporal Direct M ethod shows a better 
performance for the Coastguard  and H arbour sequences which contain low motion levels. The
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proposed method shows slightly worse but closer perform ance in the Foreman  sequence which 
includes a mixed motion level, and a better perform ance in the Soccer sequence which has a 
higher motion level.
Both of the methods show better perform ances in low motion sequences when com pared to the 
high motion ones, as expected. This is because of the nature of the Hierarchical Prediction 
Structure. As explained before, the pictures use lower temporal level pictures as reference for 
prediction and the temporal distance to references increase as the temporal level of the picture to 
be predicted decreases. W hen the motion level is low, the pictures within a GOP are similar to 
each other, and it is easier to estimate the motion vectors. W hen the pictures change faster, the 
differences between the pictures with high temporal distances become more evident. The motion 
vectors that are used for prediction of the pictures at lower temporal levels are more randomised. 
So, the estim ation of the motion vectors becomes more difficult for the error concealment 
methods.
In the concealm ent of a lost slice, while the Temporal D irect M ethod uses the motion vectors of a 
lower temporal level picture, the proposed method uses the motion vectors of the closest 
neighbouring picture. Since the further pictures contain less similarity, the perform ance of the 
Tem poral Direct M ethod degrades faster than that of the proposed method for sequences 
containing high motion levels.
3.3.4 Utilisation of a Higher Temporal Level Picture Motion Information for 
Slice Loss Concealment
A picture in Hierarchical Coding Structure shares the same RPLO reference picture with the 
preceding higher temporal level picture. Additionally, the preceding higher temporal level picture 
is the closest picture to the current picture which uses the same RPLO reference picture. The same 
conditions are also valid for the following higher temporal level picture which shares the same 
R PL l reference picture with the current picture. Assuming translational motion within a GOP, a 
similar logic with the previous error concealm ent method is used in this method. Instead of using 
the motion inform ation of the neighbouring highest temporal level picture, the motion information 
of a higher temporal level picture is used for error concealm ent. For the concealm ent of a 
m acroblock on a lost slice, the motion information of the co-located m acroblock on a higher 
temporal level picture is copied and scaled by the TD ratio. This scheme is depicted in Figure 3- 
13.
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List1 referenceListO reference Current B-picture
PT
Co-located block Lost block
-TD CO -TD C1
TDO -TD1
Time
Figure 3-13: Representation of error concealment that uses a higher temporal level picture motion
information.
In Figure 3-13, F J  is the picture that contains a lost slice, and a lost block is depicted on this
picture. is the preceding higher tem poral level picture and the co-located block on this
picture is also depicted. If the preceding higher temporal level picture is also missing, the 
following higher temporal level picture may also be used for the same purpose. The temporal
distances between F^"^' and its RPLO and R PL l reference pictures are specified by T D _ C 0  and 
T D _ C \  respectively. The temporal distances between the current picture F J  and its RPLO and 
R PL l reference pictures are specified by FDO and F D l respectively. The motion vectors Vq and 
V, of a lost block in F J  are derived from the motion vectors and of the co-located block 
on F^^^ by copying and scaling the motion vectors by the TD ratio as shown in Equation 3.12.
FDO _
° FD_CO 
FDl _
V, = -------------X v„,1 Cl
(3.12)
Since we know that the two pictures F J  and F^"^' belong to two consecutive temporal levels, we
can rearrange the ratio of the temporal distances for dyadic Hierarchical Prediction Structure by 
using Equation 3.6 as
FDO FDl s M - T
TD CO TD Cl
= 1 (3 . 13)
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This is an expected ratio since a higher temporal level picture resides in a GOP with the same 
temporal distance to both the shared reference picture and the picture to be concealed. So, the 
derivation of the motion vectors in Equation 3.12 can be rewritten as in Equation 3.14.
(3.14)
Similarly in Key pictures, the RPLO motion vector Vq of a lost block is derived from the RPLO 
motion vector of the co-located block in as in Equation 3.15, and the R PL l motion 
vector of the co-located block in is disregarded.
(3.15)
W hen a slice which belongs to a highest temporal level picture is lost, the algorithm described at 
the end o f the previous section is used.
3.3.5 Experimental Results
The four sequences Soccer, Foreman, Coastguard  and H arbour are considered for testing because 
of different motion levels, as in the tests of the previous method. The sequences are of QCIF 
resolution (176x144) and each have a frame rate of 30 frames per second. Each of the sequences 
contain 300 pictures and each run was repeated 35 times for each test to take an average of a total 
of 10500 pictures in order to have reliable results. The sequences are coded with a GOP size of 16 
and every second Key picture is coded as an Intra picture for error robustness. Each picture of a 
video sequences is coded as two slice groups using the Type 1 of EMC. Each slice is coded as a 
separate NAL unit and each NAL unit is transmitted as a separate packet.
The four packet loss patterns with Packet Loss Rates o f 3%, 5%, 10% and 20% are employed to 
simulate packet losses using the loss simulator which is explained in detail in [100].
To make a fair comparison, the same lossy bitstream is fed into the decoder with the Temporal 
Direct M ethod and to the decoder with the proposed error concealm ent methods.
The Tem poral Direct M ethod is represented as EC3, the earlier proposed method (Utilisation of 
Highest Temporal Level Picture M otion Information) is represented as EC? and the Utilisation of 
a H igher Temporal Level Picture M otion Information is represented as EC 8 in the perform ance 
graphs which are shown in Figures 3-14 to 3-17. The perform ance comparisons of the methods 
are carried out for different packet loss rates. W hile the Y-axis of each graph demonstrates the 
average Y-PSNR of each sequence, the X-axis shows different packet loss rates.
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Figure 3-14: Performance comparison of the TD and the proposed methods for the Soccer sequence
at 210 Kbps.
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Figure 3-15: Performance comparison of the TD and the proposed methods for the Foreman
sequence at 169 Kbps.
Coastguard
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Figure 3-16: Performance comparison of the TD and the proposed methods for the Coastguard
sequence at 196 Kbps.
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Figure 3-17: Performance comparison of the TD and the proposed methods for the Harbour sequence
at 262 Kbps.
As it can be observed from the figures, EC8 has a performance which is almost the same with that 
of EC7. W hile EC7 is slightly better in the high motion level sequences, a little improvement is 
obtained in the low motion level sequences with EC8.
3.3.6 Slice Loss Concealment Using Bridge Pictures
Basically, the process of Motion Compensated Prediction can be explained as the prediction of an 
inter coded block in a picture by using the similar blocks in the reference pictures. The 
displacements between the block to be predicted and the similar blocks in the reference pictures 
are represented by motion vectors. In the Elierarchical Coding Structure, a B-picture in a GOP is 
predicted bi-directionally using two lower temporal level pictures as RPLO and R PLl references. 
For ease of explanation, the predicted B-picture is called the "current picture" in this paragraph. A 
higher temporal level picture which is of the same distance to the current picture and one of its 
references is predicted bi-directionally again using the two pictures as the RPLO and RPLl 
references. Since these pictures are within the same GOP, they are highly correlated pictures. 
Many of the blocks in the mentioned pictures are probably the same/similar blocks at the same or 
shifted positions. So, the similar regions in the current picture and in the higher temporal level 
picture are probably predicted using the same region in the common reference picture with 
different motion vectors. Using this basic property of Hierarchical Coding Structure, a novel error 
concealm ent method for SVC which is also applicable to H.264/A VC using the Hierarchical 
Prediction Structure is proposed.
The scenario which is explained in the previous paragraph is depicted in Figure 3-18. As it can be 
observed from the figure, the illustration for the predictions of three pictures in the Hierarchical 
Prediction Structure is shown. One of the predicted pictures belongs to temporal level T  and the 
other two pictures belong to a higher temporal level T  +  1.
65
Chapter 3. Error Concealment Techniques fo r  SVC
Temporal 
Level T-1
Temporal 
Level T
C,0
C,0 Temporal
Level
T+1
Figure 3-18: Representation of the proposed error concealment method for Hierarchical B-Pictures.
The picture is bi-directionally predicted by using the pictures and as RPLO and 
R PLl references respectively. Subsequently, a higher temporal level picture which precedes 
F^^ in display order is predicted by using as RPLO reference and F^^ as R PL l reference for 
prediction. Similarly, the picture of the higher temporal level which follows F^^ in display 
order, uses F^^ and as the reference pictures for RPLO and R PL l respectively. The
locations of the blocks which are predicted or being used as references are denoted as x , x^ , x^, 
and at the pictures F,^ , , F J " ‘ , F ,[^‘ , and F,J^‘ respectively. The motion vectors for
the prediction of the block x  are Vq and v, ; for the prediction of block are q and , ; and 
for the prediction of block are q and .
W e assume that the block in F,J“' that is used as RPLO reference for the prediction of the
block X in is also used as RPLO reference for the prediction of the block in . Also,T+\
the block x, in F [  ' that is used as R PL l reference for the prediction of the block x  in F /  is
also used as R PL l reference for the prediction of the block in F ,^^ '. W e also assume that the 
block X in F,^ is used as R PL l reference for the prediction of the block x^ in and RPLO 
reference for the prediction of x^ in F ,^^ '. '
All the m entioned pictures are within the same GOP, and the usage of these pictures as references 
for M CP as explained above is in the nature of Hierarchical Prediction Structure. Shortly, our 
assumption is that "similar blocks" in different pictures use the same "similar block" in the 
common reference picture for motion com pensated prediction.
W e define the prediction signals for the blocks x , and x^ in Figure 3-18 as
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P(x)=^ { X  + v„)+ 1  ( i  + V, ) (3.16)
= ^  F , y  (A, + +  )
=  +  ^  F '  ( 5 ,  + Pc*, )
So, our assumptions can be rewritten according to the prediction signals formulated above as in 
Equation 3.17.
f,7'(^ o) » ^ 7'(a+v;„) = +p^-.o) ^ 3 , 7,
7r'(^ .)“ ,^r'(p+pi)“ ,^r'(A«+v?,,)
Assum ing that the blocks which use the same reference blocks for prediction are similar enough 
that can replace each other in case of losses, the location of the block x  according to the blocks
in and x^ in can be rewritten as in Equation 3.18.
X = X^+ V^Q
Also, the RPLO and R PL l motion vectors of the block x  in can be derived from the motion
vectors of the bidirectional predicted blocks of the picture and of the picture P] 
respectively as
7+1
tR
(3H9)
1 ~  ' 'CJ  "C.OV, =  v ' l  -  v ' "
As a result of carrying out the simple addition and subtraction operations in Equation 3.18 and 
Equation 3.19, the location of the lost block x  in F,^ together with its motion vectors Vq and v, 
are calculated using the location and motion inform ation of the bi-directional predicted blocks
and of a higher temporal level pictures P^^^‘ and . Here, the higher temporal level
pictures act as bridges that provide the connection between the picture including the lost slice and 
its reference pictures. This is why we called this method as Slice Loss Concealment Using Bridge 
Pictures [101].
W hen a loss of slice is detected, the algorithm starts the concealm ent process by utilising the 
preceding bridge picture (higher temporal level picture) F,^^’ . By using Equation 3.18, each
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block in is utilised to find the location of each lost block x  in . W hen the location is 
found, Equation 3.19 is used to derive the RPLO motion vector Vq of a lost block x  in F,^ . The 
algorithm  continues with the same process in the following bridge picture . Again, by using 
Equation 3.18, each block in is utilised to find the location of a lost block x  in , and 
Equation 3.19 is used to derive the R PLl motion vector Vj o f the lost block. After the motion
vectors of a lost block are obtained, the decoding process continues as "normal decoding process" 
with zero residual signal. '
If a lost block x  in is found in both of the bridge pictures, then we will get a block that is
concealed as a B-coded block. If the lost block is found utilising one of the bridge pictures, then it 
will be concealed as a P-coded block. Otherwise, an intra-concealm ent method will be used for 
the masking of the non-concealed blocks by copying the closest block's motion vectors within the 
picture. ,
Temporal 
Level 0
C,0
Temporal 
Level 1
Figure 3-19: Representation of Key picture error concealment.
This m ethod is also applicable to Key picture slice losses. As m entioned earlier, a lost slice of a 
Key picture is concealed as if it was predictive coded although it could also be intra coded. So, for 
a lost slice in a Key picture, only the preceding bridge picture can be utilised to recover the lost 
RPLO motion vectors which refer to the previous Key picture.
As can be observed in Figure 3-19, if a block x  in the Key picture E)° is lost and it uses the 
block in the previous Key picture Ejg as reference, then the m otion information of the block 
Xj^  in the bridge picture F^[ can be used for the concealm ent of the lost block if it also uses the 
block JCq as reference. The location of x  according to can be calculated as
(3 .20)
The RPLO motion vector Vq of the lost block is derived as
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(3.21)
3.3.7 Experimental Results
The four sequences Soccer, Foreman, Coastguard  and H arbour which are considered for testing 
the other methods are also considered to test the Slice Loss Concealment using Bridge Pictures 
method. The sequences are of QCIF resolution (176x144) and each have a frame rate of 30 frames 
per second. Each of the sequences contains 300 pictures and each run was repeated 35 times for 
each test to take an average of a total of 10500 pictures in order to have reliable results. The GOP 
size is 16 and the Intra picture period is 32 where every second Key picture is coded as an Intra 
picture for error robustness. Two slice groups are coded for each picture using the Type 1 of 
FMO. Each slice is coded as a separate NAL unit and each NAL unit is transmitted as a separate 
packet.
The four packet loss patterns with Packet Loss Rates of 3%, 5%, 10% and 20% are employed to 
simulate packet losses using the loss simulator which is explained in detail in [100].
To make a fair comparison, the same lossy bitstream is fed into the decoder with the Temporal 
Direct M ethod and to the decoder with the proposed error concealment methods.
The Temporal Direct M ethod is represented as EC3, the Utilisation of Highest Temporal Level 
Picture Motion Information is represented as EC7, the Utilisation of a Higher Temporal Level 
Picture Motion Information is represented as EC8 and the Slice Loss Concealment Using Bridge 
Pictures is represented as EC9 in the perform ance graphs that are shown in Figures 3-20 to 3-28. 
W hile the Y-axis of each graph shows the average Y-PSNR performance, the X-axis shows 
different packet loss rates.
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Figure 3-20: Performance of proposed error concealment methods for Soccer at 210 Kbps.
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Figure 3-21: Performance of proposed error concealment methods for Foreman at 169 Kbps.
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Figure 3-22: Performance of proposed error concealment methods for Coastguard at 196 Kbps.
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Figure 3-23: Performance of proposed error concealment methods for Harbour at 262 Kbps.
As it can be observed from Figures 3-20 to 3-23, the proposed method outperforms the other 
methods in all of the tested sequences which have different motion levels. Up to 2.3dB 
performance improvement is obtained by the proposed method when compared with the Temporal
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Direct Method. The minimum performance improvements over the Temporal Direct M ethod are 
obtained in the sequences H arbour and Soccer with IdB and 1.2dB respectively. The Harbour 
sequence contains a low motion level and the Temporal Direct method also performs well in the 
low motion sequences. On the other hand, the Soccer sequence contains a high motion level. As 
explained earlier, the number of correlated blocks reduces for the high motion level sequences and 
it becomes harder for the error concealment methods to estimate the motion parameters of the lost 
blocks.
The Bridge Pictures Method (EC9) is further investigated by comparing its performance with the 
Temporal D irect M ethod (EC3) for specific temporal level picture losses to observe the impact of 
losses on different temporal levels. The comparison of the methods is presented for the Foreman  
sequence which is encoded at 169 Kbps bitrate. Figures 3-24 to 3-27 show the performances of 
the methods for Temporal Level 0 (TLO), Temporal Levels 1 and 2 (TL1&2), Temporal Level 3 
(TL3) and Temporal Level 4 (TL4) picture losses respectively, for different packet loss rates.
Foreman TLO Loss
38 -
36 -
EC3
EC9
3 0 -------
28
PLR (%)
Figure 3-24: TL 0 performances of the error concealment methods.
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Figure 3-25: TL1&2 performances of the error concealment methods.
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Figure 3-26: TL3 performances of the error concealment methods.
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Figure 3-27: TL4 performances of the error concealment methods.
As it can be observed from Figures 3-24 to 3-27, the Bridge Pictures M ethod shows superior 
performances when compared to the Temporal Direct M ethod at all o f the specific temporal level 
picture losses. It can also be observed in the figures that, as the temporal levels of the lost pictures 
decrease, the improvements obtained over the Temporal Direct M ethod increase. This is because, 
the Temporal Direct Method performs well when the temporal distance between a lost picture and 
its references is low (the lost picture has a high temporal level). W hen the lost picture is at lower 
temporal levels, the temporal distance to its references increases and the Temporal Direct Method 
shows a poor performance when compared to the Bridge Pictures Method. Also, the loss of lower 
Temporal Level pictures affects more pictures, and causes the average Y-PSNR to drop fast. This 
allows us to see the performance differences between the two methods more significantly.
Although the Bridge Pictures M ethod achieves better improvements for lower temporal levels, it 
has some disadvantages for low temporal levels when compared to the high temporal levels. A 
lost lowest temporal level picture uses only the preceding Bridge Picture (Temporal level 1 
picture) for concealment since it is concealed as a P-picture. Also, the temporal level 1 pictures
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use Intra coded macroblocks more often than the higher temporal level pictures. W hen a block of 
a Bridge Picture is not bi-directionally coded it can not be used for the regeneration of the motion 
vectors of a lower temporal level picture in the proposed method. This causes the number of 
blocks which are utilised for motion vector regeneration of the lowest temporal level pictures to 
decrease. As a result of this, the blocks that can not be regenerated using the Bridge Pictures 
M ethod are regenerated using the intra concealm ent method which uses the surrounding blocks' 
motion vectors. Since this method is not as efficient as the Bridge Pictures M ethod, the 
perform ance improvement o f the lowest temporal level diminishes.
3.3.8 Complexity Analysis
The proposed techniques are applied on the decoder only; therefore encoder complexity is not 
increased. The first two of the proposed methods which are the U tilisation of Highest Temporal 
Level Picture M otion Information (EC7) and the Utilisation of a H igher Temporal Level Picture 
M otion Information (EC8) introduce the scaling of the copied motion vectors for each lost block 
which is carried out by using a shift operation. This operation introduces negligible complexity to 
the decoder. In Slice Loss Concealm ent Using Bridge Pictures (EC9) method, the addition of the 
motion vectors for determ ining the location and the motion vectors o f the lost blocks are the 
sources of slight rise in complexity in this method. Consequently, we can say that the 
com plexities introduced by the proposed methods do not cause significant delays.
3.4 Conclusion
In this chapter, novel error concealm ent techniques were proposed for bitstreams that are coded 
with SVC or H .264/A VC using Hierarchical Prediction Structure. All o f the proposed methods 
utilise the motion inform ation of the higher temporal level pictures for reconstructing a lost slice.
The proposed error concealm ent methods are specifically designed for bitstreams whose pictures 
are coded as multiple slices, but can be applied to bitstreams which are coded as single sliced 
pictures as well. The non-norm ative error concealm ent methods adopted to SVC were originally 
im plem ented for single slice coding. These methods were also modified to be used for multiple 
slice coding for com parison purposes.
The proposed methods are intra-layer methods, which means that they do not use information 
from other spatial layers. For this reason, they were im plem ented for spatial base layer and they 
were com pared with the non-norm ative intra-layer error concealm ent m ethod of SVC which is the 
Tem poral Direct M ethod.
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The simulation results show that the first two methods provide a com parable perform ance with 
the Temporal Direct M ethod. It is shown that they achieve better perform ances for high motion 
level sequences. The proposed third method achieves a superior perform ance when compared to 
other methods for all the sequences tested which have different motion levels.
The proposed Bridge Picture Error Concealment M ethod [101] is published in the IEEE 
Electronics Letters.
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Chapter 4
4 Redundant Slice Coding for SVC
This chapter addresses one of the error resilience tools of H .264/A VC and SVC that is called 
Redundant Slice Coding. After an introduction to error resilient coding, the redundant slice coding 
techniques that are proposed for SVC are explained. The experimental results are presented in 
separate sections following each section where the proposed scheme is explained. The last part is 
the conclusion which summarises and concludes the chapter.
4.1 Introduction
Predictive coding aims to get the maximum com pression efficiency by using the correlations 
among the pictures of a video sequence. However, the coded bitstream  will be vulnerable to 
transm ission errors if only the com pression efficiency is targeted. This is because of the 
dependencies of the predictive coded pictures to each other which result in error propagation in 
case of an error. W hen error propagation occurs, an error on a part of a picture may result in 
affecting all the pictures after the erroneous position in the prediction chain. For this reason, the 
prediction chain is aimed to be weakened by some methods at the encoder with a minimum 
influence to the com pression efficiency. The Instantaneous Decoder Refresh (IDR) concept. 
M ultiple Reference Pictures, Hierarchical Prediction Structure and Group of Pictures (GOP) 
concept, Intra Picture insertion. Slice structure, FM O, ASO, Intra M acroblock insertion and 
Constrained Intra Prediction are some of the methods used to weaken the prediction chain in 
H .264/AVC and SVC [17]. Although these methods successfully improve the perform ance by 
limiting the propagation of errors, the losses still affect "limited regions" on a "limited number" of 
pictures. For this reason, alternative error resilient coding techniques need to be introduced to 
reduce the effects of errors and losses in the transmission channel.
Redundant Slice Coding [93] is an error resilient coding tool o f H.264/AVC which is also 
inherited to SVC. H .264/AVC and SVC allows the encoder to code redundant slices in addition to 
the prim ary slices to enhance the robustness of the coded bitstream to packet losses. A primary 
slice is the slice which is decoded at the decoder if received correctly. A redundant slice is a 
coded representation of the primary slice or part of the prim ary slice. The redundant slices are not 
used in the decoding process and simply discarded if the prim ary slices are correctly received and
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decoded. However, when a primary slice is lost or cannot be correctly decoded, the corresponding 
redundant slice can be utilised to improve the decoded video quality. A redundant slice can be 
coded with different coding parameters or as an exact copy of the primary slice. They do not have 
to cover the entire region represented by the primary slices but can cover selected regions in the 
prim ary slices. The more redundant slices are coded, the better robustness to losses is achieved. 
The H.264/A VC standard allows the coding of 127 redundant slices for each primary slice [62]. 
However, as the num ber of redundant slices increase, this results in a reduction in the coding 
efficiency. So, the aim of redundant slice coding is to provide the redundant slices which can 
replace the prim ary slices in case of losses, with a quality which is close to that of the primary 
slices and with the minimum possible increase in the overall bitrate.
4.2 Proposed Redundant Slice Coding Techniques for SVC
A redundant slice coding method for Key pictures and two redundant slice coding methods for the 
B-pictures within a GOP are proposed in this part of the thesis. The allocation of redundant slices 
for different temporal levels is investigated in order to apply Unequal Error Protection (UEP). 
Consequently, an adaptive redundant slice allocation scheme which decides the allocation of the 
redundant slices depending on the channel packet loss rate (PLR) that is estimated with the 
inform ation obtained by a feedback channel is also proposed.
4.2.1 Redundant Slice Coding for Key Pictures
A Key picture is the lowest temporal level picture of a GOP as m entioned earlier. If a Key picture 
is correctly decoded, the temporal error propagation to the following GOPs will be completely 
prevented. But, if a Key picture is decoded erroneously it will affect many pictures. This is 
because all the pictures in a GOP are coded depending on the preceding and the following Key 
pictures in Hierarchical Coding Structure. So, all the pictures within the current GOP and the 
following GOP will be affected from an error in a Key picture. In addition to this, a Key picture 
can be either intra coded or inter coded by using the previous Key picture. W hen it is coded as an 
inter picture, even if the coded information for this picture is correctly received, the potential error 
in the previous Key picture may propagate to the current Key picture while decoding. W hen a 
Key picture is intra coded it is more likely to break the prediction chain since it will be 
independent of any other pictures. The impact of an error on the inter coded Key pictures is 
depicted in Figure 4 - la  while the impact of an error on the intra coded Key pictures is depicted in 
Figures 4 -lb . Three GOPs with a GOP size of 4 are depicted in both of the figures.
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Figure 4-la: The impact of a loss to Predictive Coded Key pictures.
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Figure 4-lb: The impact of a loss to Intra Coded Key pictures.
In Figure 4 - la , every second Key picture is Intra coded, while the rest of the Key pictures are 
inter coded. In Figure 4 - lb , all the Key pictures are intra coded. The second Key picture is 
erroneous in both figures. As it can be observed from the figures, while the error propagates to the 
pictures of three GOPs in the first figure, it propagates to two GOPs in the second figure. As the 
intra coded pictures are used less frequently, the error will propagate to more pictures. On the 
other hand, inter coding of a picture is more efficient in the context of com pression than intra 
coding. Consequently, whether it is intra or predictive coded, we can say that the Key pictures are 
obviously more im portant than the other pictures of a GOP and requires better protection than the 
others in order to prevent large amounts of error propagation.
In [60], a UEP m ethod that protects only the Key pictures within a GOP by using an exact-copy 
redundant picture representation is proposed. Since the redundant Key pictures have the same 
quality with the prim ary pictures, no perform ance reduction will result from a primary Key 
picture loss. If the primary Key pictures are coded as intra pictures because of the above 
m entioned reasons, coding two intra representations for a picture will be a costly method. In order 
to overcome this problem , we have proposed a similar UEP method for protection of the Key 
pictures. In the proposed method, the redundant slices for each Key picture are the inter coded 
representations of the primary slices which are either intra coded or inter coded. So, we have 
utilised the com pression efficiency o f predictive coding for the redundant slices of the Key 
pictures besides having the prim ary slices Intra coded. Also, the reconstruction qualities o f the 
Key pictures are protected when using the redundant slices instead of the lost primary slices 
because the proposed redundant slice coding method does not use lower quality representations of
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the prim ary Key pictures. The representations for the Exact Copy M ethod and the Inter Coded 
Redundant Slices M ethod for Key pictures are depicted in Figures 4-2a and 4-2b respectively. 
Only the Key pictures of each GOP are depicted in the figures. As it can be observed from the 
figures, both methods prevent the propagation of errors to the other pictures by using the provided 
redundant picture. In case of the loss of a redundant slice in addition to the primary slice, the 
provided error concealm ent method will be used to mask the errors at the decoder. The usage of 
intra pictures as the primary slices will limit the propagation of the masked errors to the following 
Key pictures.
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Figure 4-2a: Representation of combating with a loss using Exact Copy Redundant Slice Coding
Method for Key pictures.
I I
PRIMARY KEY 
PICTURES
REPLACE
REDUNDANT KEY
PICTURES 'Z  r
P
Figure 4-2b: Representation of combating with a loss using Inter coded Redundant Slices Method for
Key pictures. ,
4.2.2 Experimental Results
The proposed redundant slice coding methods are im plem ented by m odifying the encoder part of 
the JSVM  8.4. The four sequences Soccer, Foreman, Coastguard  and H arbour that are considered 
for testing the proposed error concealm ent methods are also considered for testing the proposed 
redundant slice coding methods. The sequences are of QCIF resolution (176x144) and each has a 
frame rate of 30 frames per second. Each of the sequences contains 300 pictures and the tests are 
repeated 35 times for each sequence to average the perform ances of 10500 pictures. The 
sequences are coded with a GOP size of 16 and the prim ary Key pictures are coded as Intra 
pictures. Type 1 of FM O is used for coding the pictures of a video sequence as two slice groups.
The Tem poral D irect M ethod is used as the error concealm ent method in case of losses where 
redundant slices do not exist. For each sequence, the com parison is made between the bitstreams 
which are coded with No Redundant Slice, Exact Copy Redundant Slices for Key pictures and 
Inter coded Redundant Slices for Key pictures. The No Redundant Slice m ethod is represented as
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NoRS; the Exact Copy Redundant Slices for Key pictures is represented as RSO; and the Inter 
coded Redundant Slices for Key pictures is represented as R SI in the tables and graphs presented 
for comparing the performances of the methods.
Table 4-1 shows the bitrates and the bit penalties of the redundant slice coding methods for the 
indicated sequences at an average Y-PSNR of 36dB at error free environments. The bit penalties 
are calculated based on Equation 4.1.
Bit penalty = ^ B its  sp en t on red u n d a n t s lices  ^ 
B its  sp en t on p r im a ry  slices
xlOO% (4.1)
As it can be observed from the table, the existing redundant slice coding method (RSO) spends up 
to 44% of the bits which are spent for the primary slices, to encode redundant slices for the Key 
pictures. The proposed redundant slice coding method (R S I) reduces the amount of bits spent for 
the redundant slices at an average of 13% when compared to RSO. The achieved reduction in bits 
varies depending on the characteristics of each sequence. The m axim um  reduction in bits is 
achieved for the Foreman sequence with 19%; 11% reductions are achieved for the sequences 
Soccer and Harbour; and a 10% reduction is achieved for the Coastguard sequence.
Table 4-1: The bitrates and the bit penalties of the redundant slice coding methods
S occer Foreman Coastguard Harbour
Bitrate
(Kbps)
Bit penalty
(%)
Bitrate
(Kbps)
Bit penalty
(%)
Bitrate
(Kbps)
Bit penalty
(%)
Bitrate
(Kbps)
Bit penalty
(%)
NoRS 2 4 0 198 234 32 6
RSO 3 2 9 37% 2 8 5 44% 3 3 4 43% 46 0 41%
RS1 301 26% 2 4 8 25% 3 1 2 33% 4 2 5 30%
To make a fair com parison, the bitrates of the bitstreams that are coded using different redundant 
slice coding schemes are equated by adjusting the main Q uantisation Param eter for each 
sequence. The bitrates for the sequences Soccer, Foreman, Coastguard and Harbour are fixed to 
280Kbps, 260Kbps, 300Kbps and 400Kbps respectively. These bitrates are chosen to achieve 
error free Y-PSNRs over 35dB in order not to have any visible encoding artefacts so that the 
artefacts caused by the recovered losses can be distinguished easily.
The graphs below show the Y-PSNR perform ances of the coding methods for the indicated 
sequences at different PLRs. The four packet loss patterns with Packet Loss Rates of 3%, 5%,
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10% and 20% were employed to simulate packet losses using the loss simulator which is 
explained in detail in [100].
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Figure 4-3: Performances of the redundant slice coding methods for Soccer at 280Kbps.
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Figure 4-4: Performances of the redundant slice coding methods for Foreman at 260Kbps.
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Figure 4-5: Performances of the redundant slice coding methods for Coastguard at 300Kbps.
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Figure 4-6: Performances of the redundant slice coding methods for Harbour at 400Kbps.
As it can be observed from Figures 4-3 to 4-6, both of the redundant slice coding methods 
significantly improve the performance when compared to the NoRS case especially when the loss 
rate is high. The proposed method, that is represented as R S I, improves the performance of RSO 
up to 0.75dB at 3% loss rate and the performance curves get closer at higher loss rates. This is due 
to the fact that the predictive coded picture has a slightly lower PSNR than the intra coded picture. 
Although the proposed method has the best performance gain over the NoRS case in the fast 
motion sequence Soccer, it has the minimum perform ance gain over RSO at the same sequence, as 
can be observed from Figure 4-3. This is because there are excessive differences between the 
predicted picture and its reference due to the high motion in the sequence. W hen this is the case, 
the error concealment method shows a poor performance and the compression efficiency of the 
inter coded picture decreases.
4.2.3 Single Block Per Macroblock Redundant Slice Coding Method
In H.264/AVC and SVC, a picture which is composed of 16x16 pixel macroblocks, is coded as 
slices. The inter prediction coding of macroblocks are carried out by partitioning the macroblocks 
into blocks with sizes up to 8x8 pixels. An 8x8 block can further be partitioned into sub-blocks 
with sizes up to 4x4 pixels. The modes of partitioning of a macroblock into blocks is depicted in 
Figure 4-7a and the modes of partitioning of an 8x8 block into sub-blocks is depicted in Figure 4- 
7b.
16
16x16 16x8 8x16 8x8
Figure 4-7a: Partitioning modes of a macroblock in inter prediction.
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8x8 8x4 4x8 4x4
Figure 4-7b: Partitioning modes of an 8x8 block in inter prediction.
D ifferent partitioning modes for macroblocks allow the encoder to code a region on a picture 
more efficiently according to its characteristics. Larger block sizes can be used for coding smooth 
regions and small block sizes can be used for coding detailed regions. Each of the block and sub­
block partitions requires separate prediction param eters for encoding. The prediction parameters 
include the partitioning modes and the reference indices in addition to the motion vectors. Several 
flags are also included in the prediction parameters. Large block size motion com pensation results 
in a low number of coding parameters, but a large am ount of bits may be required to represent the 
residual. On the other hand, small block size motion com pensation reduces the residual signal but 
increases the amount of bits to represent the prediction parameters. For example, a predictive 
coded macroblock, which has a partitioning size of 16x16, requires a motion vector and a 
reference index together with the macroblock mode. On the other hand, if a m acroblock is coded 
as 4x4 sub-blocks, in addition to the m acroblock mode, it requires a block mode and a reference 
index for each of the four 8x8 blocks together with a motion vector for each 4x4 block which 
make a total of 16 motion vectors. If the m acroblock is bidirectional coded, the num ber of 
required param eters for the other Reference Picture will also be added to the coded param eters of 
the macroblock.
The reference encoders for A VC and SVC determ ine the partitioning size appropriate for a 
m acroblock by selecting the partition size which results in the minimum amount of prediction 
param eters and the residual (minimum rate) that maximises the PSNR of the reconstructed 
macroblock. The proposed Single Block per M acroblock (SBpM B) Redundant Slice Coding 
M ethod forces the encoder to choose single block coding with a 16x16 block size for each 
m acroblock disregarding the resulting quality of the reconstructed macroblock. By using this 
method, the detailed regions are also forced to be coded with large blocks instead of using small 
block sizes. So, each m acroblock is coded with the m inim um  amount of prediction parameters. 
Although this causes degradation of the quality of reconstructed macroblocks of the redundant 
slices, a significant reduction in the bitrate is achieved.
4.2.4 Experimental Results
The sequences Soccer, Foreman, Coastguard  and H arbour are considered for testing the 
proposed method. The sequences are of QCIF resolution (176x144) and each have a frame rate of
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30 frames per second. Each of the sequences contains 300 pictures and the tests are repeated 35 
times for each sequence to average the perform ances of 10500 pictures.
The GOP size for each sequence is 16 and the primary Key picture for each GOP is coded as an 
Intra picture. The redundant slices for the Key pictures are coded as the inter representations of 
the primary slices. The pictures of the video sequences are coded as two slice groups using the 
Type 1 of FMO. Each slice is coded as a separate NAL unit and each NAL unit is transmitted as a 
separate packet.
The Temporal D irect M ethod is used as the error concealm ent method in cases where redundant 
slices do not exist. For each sequence, the com parison is made between the bitstreams coded with 
No Redundant Slice, the Exact Copy Redundant Slices [71] and the proposed Single Block per 
M acroblock Redundant Slice Coding M ethod. The Exact Copy method was adopted as the non- 
norm ative redundant picture coding method to the SVC as m entioned before. The method was 
im plem ented in the JSVM  Software to produce exact copy redundant pictures for each primary 
picture. W e have modified the algorithm to produce exact copy redundant slices for each prim ary 
slice to fairly com pare its perform ance with the proposed methods. The No Redundant Slice 
method is represented as NoRS; the Exact Copy Redundant Slices method is represented as EC; 
and the Single Block per M acroblock Redundant Slices method is represented as SBpMB in the 
tables and graphs presented for comparing the perform ances of the methods.
Table 4-2 shows the bitrates and the bit penalties of both the proposed and the existing redundant 
slice coding methods for the indicated sequences at an average Y-PSNR of 36dB. According to 
the table, it is evident that the Exact Copy redundant slice coding method (EC) has a bit penalty of 
100% independent of the characteristics of the encoded video sequence. On the other hand, the 
bit penalty of the proposed SBpM B method is dependent on the scene complexity and the motion 
in the sequence. Consequently, by using the proposed method, the bits spent on redundant slices 
are reduced up to 12% when com pared to the EC method.
Table 4-2: The bitrates and the bit penalties of the redundant slice coding methods
S occer Foreman C oastguard Harbour
Bitrate
(Kbps)
Bit penalty
(%)
Bitrate
(Kbps)
Bit penalty
(%),
Bitrate
(Kbps)
Bit penalty
(%)
Bitrate
(Kbps)
Bit penalty
(%)
NoRS 240 198 23 4 32 6
EC 4 7 9 100% 3 9 7 100% 4 6 7 100% 651 100%
SBpMB 4 7 5 98% 373 88% 4 5 4 94% 626 92%
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To make a fair comparison, the bitrates of the bitstreams that are coded using different redundant 
slice coding schemes are equated by adjusting the main Quantisation Parameter for each 
sequence. The bitrates for the sequences Soccer, Foreman, Coastguard and Harbour are fixed to 
280Kbps, 260Kbps, 300Kbps and 400Kbps respectively. These bitrates are chosen to achieve 
error free Y-PSNRs over 33dB in order not to have any visible encoding artefacts so that the 
artefacts caused by the recovered losses can be distinguished easily.
The graphs below show the performance comparisons of the methods at different packet loss rates 
for the indicated sequences. The four packet loss patterns with Packet Loss Rates of 3%, 5%, 10% 
and 20% were employed to simulate packet losses using the loss simulator which is explained in 
detail in [100]. W hile the Y-axis of each graph shows the average Y-PSNR of each sequence, the 
X-axis shows different packet loss rates.
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Figure 4-8: Performance comparison of redundant slice coding methods for Soccer at 280Kbps.
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Figure 4-9: Performance comparison of redundant slice coding methods for Foreman at 260Kbps.
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Figure 4-10: Performance comparison of redundant slice coding methods for Coastguard at 300Kbps.
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Figure 4-11: Performance comparison of redundant slice coding methods for Harbour at 400Kbps.
As it can be observed from Figures 4-8 to 4-11, the proposed method outperforms the Exact Copy 
method for all of the sequences except the Soccer sequence where the Single Block per 
M acroblock method shows almost the same performance as the Exact Copy method. Up to 0.5dB 
improvement is obtained especially at low PLRs. The efficiency of the SBpMB method decreases 
when compared to the EC method as the PLR increases. This is due to the fact that the qualities of 
the reconstructed redundant slices of the EC method are better than those of the SBpMB method. 
On the other hand, the qualities of the reconstm cted primary slices of the proposed method are 
better than those of the EC method. As the PLR increases, the number of reconstructed primary 
slices decreases and the number of reconstructed redundant slices increases. This causes the 
performance gain of the SBpMB method over the EC method to decrease as the PLR increases.
As it can be seen from the figures, the NoRS method outperforms the redundant slice coding 
methods when the loss rate is up to 3% for most of the sequences and up to 5% for the low motion 
level sequence Harbour. This is because, most of the redundant slices are not utilised and
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"uselessly" occupy the bandwidth when the loss rate is low. Also, as m entioned earlier, the 
Temporal Direct error concealm ent method performs better in the low motion sequences like the 
H arbour sequence.
4.2.5 Zero Residual Redundant Slice Coding Method
In hybrid video coding. M otion Com pensated Temporal Prediction starts with M otion Estimation. 
M otion Estimation is carried out by searching for blocks in the surrounding pictures that have the 
minimum difference with the block to be predicted. W hen such a block is found, the offset 
between the coordinates of this block and the coordinates of the block to be predicted is called a 
motion vector. The picture containing the "similar block" is known as the reference picture. If 
similar blocks are found in two reference pictures, where the block can be obtained from a 
com bination of them, the block will be bi-directionally predicted with two m otion vectors. When 
a block is reconstructed by using the similar block(s) in the reference picture(s), there may be 
some differences with the original block. The difference that is the prediction error is called the 
residual signal. The residual signal is also coded at the encoder and added to the reconstructed 
block at the decoder in order to enhance the quality.
By using this basic knowledge of M otion Com pensated Temporal Prediction described above, it 
can be seen that the m otion vectors play a more im portant role than the residual signal in 
reconstructing a picture. In H .264/AVC and SVC, the usage of variable block size motion 
com pensation and sub-pixel accuracy of motion vectors results in a higher probability of finding 
"similar blocks" in the search process. This makes the motion vectors' role even more im portant in 
the reconstruction process.
W e have proposed the Zero Residual (ZR) Redundant Slice Coding M ethod which codes only the 
motion inform ation for inter predicted blocks of redundant slices. The motion inform ation of the 
inter coded blocks of the prim ary slices are copied but no residual is coded for them in the 
redundant slices. Since neither motion estim ation nor residual coding takes place for redundant 
slices, and the estimated motion vectors for the primary slices are used, no com plexity or delay is 
introduced for redundant slice coding at the encoder. This makes the proposed m ethod suitable 
also for low delay applications such as video conferencing.
W hen a loss of a primary slice is detected at the decoder, the corresponding redundant slice is 
used to recover the motion inform ation of the lost slice. Since no residual is contained in the 
redundant slice, the reconstructed slice quality will not be as enhanced as the primary slice 
quality. But, since the proposed method reduces the bits required for the coding of the redundant 
slices when compared to the Exact Copy m ethod that is used as the non-norm ative redundant slice
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coding m ethod for SVC, the saved bits can be used for enhancing the quality of the prim ary slices 
at the encoder.
4.2.6 Experimental Results
The same sequences used for testing the other methods are considered for testing the proposed 
method: Soccer, Foreman, Coastguard  and Harbour. The sequences are of QCIF resolution 
(176x144) and each have a frame rate of 30 frames per second. Each of the sequences contains 
300 pictures and the tests are repeated 35 times for each sequence to average the perform ances of 
10500 pictures. Each GOP is composed of 16 pictures and the primary Key picture of each GOP 
is coded as an Intra picture. The redundant slices for the Key pictures are the inter coded 
representations of the primary slices. The pictures for each video sequence are coded as two slice 
groups using the Type 1 of FMO.
The Tem poral D irect M ethod is used as the error concealm ent method in cases where redundant 
slices do not exist. For each sequence, the com parison is made between the bitstreams coded with 
No Redundant Slice, the Exact Copy Redundant Slices [71], the Single Block per M acroblock 
Redundant Slice Coding and the proposed Zero Residual Redundant Slice Coding method. The 
No Redundant Slice method is represented as NoRS; the Exact Copy Redundant Slices method is 
represented as EC; the Single Block per M acroblock Redundant Slice Coding m ethod is 
represented as SBpM B; and the Zero Residual Redundant Slice Coding method is represented by 
ZR in the tables and graphs presented for comparing the perform ances of the methods.
Table 4-3 shows the bitrates and the bit penalties of the EC, SBpM B, and ZR redundant slice 
coding methods for the indicated sequences at an average Y-PSNR of 36dB. According to the 
table, it is evident that the proposed Zero Residual redundant slice coding method (ZR) has 
significantly lower bit penalties for all o f the sequences when com pared to the other methods. The 
bit penalty of the proposed ZR method is dependent on the scene com plexity and the motion in 
the sequence. As the scene com plexity and motion in the sequence increases, the amount of used 
residual signal also increases. Consequently, since the ZR method discards the residual signal for 
the redundant slices, the bits spent for the redundant slices reduce more for the sequences 
containing high motion and more complex scenes.
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Table 4-3: The bitrates and the bit penalties of the redundant slice coding methods
Soccer Foreman Coastguard Harbour
Bitrate
(Kbps)
Bit penalty
(%)
Bitrate
(Kbps)
Bit penalty
(%)
Bitrate
(Kbps)
Bit penalty
(%)
Bitrate
(Kbps)
Bit penalty
(%)
NoRS 240 198 234 326
EC 479 100% 397 100% 467 100% 651 100%
SBpMB 475 98% 373 88% 454 94% 626 92%
ZR 394 64% 327 65% 380 63% 507 56%
To make a fair comparison, the bitrates o f the bitstreams that are coded using different redundant 
slice coding schemes are equated by adjusting the main Quantisation Parameter for each 
sequence. The bitrates for the sequences Soccer, Foreman, Coastguard and Harbour are fixed to 
280Kbps, 260Kbps, 300Kbps and 400Kbps respectively. These bitrates are chosen to achieve 
error free Y-PSNRs over 33dB in order not to have any visible encoding artefacts so that the 
artefacts caused by the recovered losses can be distinguished easily.
The graphs below show the performance comparisons of the redundant slice coding methods at 
different packet loss rates for each sequence. The four packet loss patterns with Packet Loss Rates 
of 3%, 5%, 10% and 20% were employed to simulate packet losses using the loss simulator which 
is explained in detail in [100]. W hile the Y-axis of each graph shows the average Y-PSNR, the X- 
axis shows different packet loss rates.
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Figure 4-12: Performance comparison of redundant slice coding methods for Soccer a t 280Khps.
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Figure 4-13: Performance comparison of redundant slice coding methods for Foreman at 260Kbps.
Coastguanj RS
1
2
 1„.
28
5 10 2030
NoRS
SBpMB
PLR (%)
Figure 4-14: Performance comparison of redundant slice coding methods for Coastguard at 300Kbps.
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Figure 4-15: Performance comparison of redundant slice coding methods ior Harbour at 400Kbps.
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As it can be observed from Figures 4-12 to 4-15, the proposed m ethod ZR obtains significant 
improvements over the other methods. Up to 1.1 dB perform ance im provem ent is obtained over 
the EC method especially at lower loss rates. As expected, the perform ance differences decrease 
as the PLR increases. This is due to the fact that the reconstructed redundant slices used in the 
proposed method have lower qualities than those of the Exact Copy redundant slices. As the loss 
rate increases and more redundant slices are utilised, the perform ance difference between the two 
methods decrease.
Since the Soccer sequence is a high motion level sequence, the pictures to be predicted and their 
references have significant differences. This causes the com pression efficiency of inter prediction 
to be lower when compared to the low motion level sequences. Either intra macroblocks or 
residual coding for smaller regions are utilised in order to code the non-sim ilar regions in the 
pictures. As indicated before, no residual is coded in the proposed method for the redundant 
slices. As the amount of residual signal used in the primary slices increase, the size of the 
redundant slices decrease. W hen the removed residual signal results in high distortions, this 
causes the perform ance of the proposed method to diminish. Therefore, although the proposed 
method outperforms the EC method at low PLRs, its perform ance drops below the perform ance of 
the EC method when the PLR increases over 10%.
W hen the ZR method is compared with the NoRS coding, it can be seen that the proposed method 
shows a superior perform ance for all the tested sequences at high loss rates. The proposed method 
obtains up to 6dB perform ance im provem ent over the NoRS coding at 20% loss rate. At low loss 
rates, although they show similar perform ances for the high motion sequences, the NoRS coding 
shows a better perform ance for the low motion level sequences like the H arbour  sequence.
4.2.7 Adaptive Redundant Slice Allocation Scheme for SVC
The transmission channels do not have a constant Packet Loss Rate during the transmission of a 
video sequence. The amount of lost packets vary in time depending on the channel conditions. 
W hen using a redundant slice coding method which is designed for high loss rates, most of the 
bandwidth which is allocated for the redundant slices is consumed at low loss rate periods. Since 
the num ber of lost packets is low, the num ber o f redundant slices which are used instead of the 
lost prim ary slices is also low. The rem aining redundant slices which are not used are discarded at 
the decoder side. On the other hand, if the redundant slice coding method is designed for low loss 
rates, the primary slices will not be protected enough at high loss rate periods. So, we can say that 
the varying channel conditions reveal different levels of protection requirem ents for a coded 
bitstream  at different periods of time. Eor this reason, a channel adaptive redundant slice 
allocation scheme is proposed in this part o f the thesis.
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Hierarchical Prediction Structure divides a video sequence into GOPs and provides a prediction 
chain for each GOP. The structure also provides prediction sub-chains within each GOP by using 
the Temporal Levels. As the Temporal Level (TL) of a picture increases within a GOP, the 
number of pictures in the prediction sub-chains which depend on this picture decrease.
B B B B B B
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Figure 4-16: Hierarchical Prediction Structure for a GOP size of 16.
In Figure 4-16, the first GOP of a video sequence which is coded using the Hierarchical 
Prediction Structure with a GOP size of 16 is shown. Each box represents a picture, where the 
num ber inside each box represents the picture order count, and the letter above each box is the 
prediction type of the picture. The arrows dem onstrate the usage of references for motion 
com pensated prediction in the Hierarchical Prediction Structure. As it can be observed from this 
figure, the highest temporal level (TL4) pictures are not used for the prediction of any other 
picture. So, the loss of a slice of a highest temporal level picture does not affect any picture except 
itself. Since they constitute the half of the pictures of a GOP and so the half of the pictures in the 
whole video sequence, this is an important property of Hierarchical Prediction Structure. Because, 
with this structure, the probability of loss of a slice which belongs to the highest temporal level is 
50%, which means that the loss of a slice won't affect any other picture with a 50% probability. 
The num ber of pictures which will be affected due to the loss of a slice varies depending on the 
temporal level o f the lost slice. For a GOP size of 16, a picture in TL3 is used as reference by two 
pictures; a picture in TL2 is used as reference by four pictures which are the references of two 
other pictures; the picture in T L l is used as reference by six pictures which are the references of 
eight other pictures; finally the Key picture is used as reference by four pictures in the current 
GOP, which are the references of eleven other pictures, and four pictures in the following GOP, 
which are the references of eleven other pictures. The Key picture is also used as reference by the 
following Key picture if it is coded as an inter picture. The number of pictures which will be 
affected due to the loss of a slice in a specific temporal level, together with the probability of loss 
of a slice in the current temporal level is given in Table 4-4 (for a GOP size of 16).
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Table 4-4: The number of pictures that will be affected from the loss of a slice in a specific temporal
level, for a GOP size of 16
Temporal Number of pictures Probability of loss of a Number of affected
Level of the in the current slice belonging to the pictures (including itself)
lost picture temporal level current temporal level 
at a channel PLR=P
TLO 1
I p
16
31 +  ( the  fo llo w in g  G O P s 
until an  in tra  K ey  p ic tu re)
T L l 1
T p
16
15
T L 2 2
16
7
TL3 4
T p
16
3
T L 4 8
A p
16
1
By assigning temporal levels, the Hierarchical Prediction Structure automatically assigns different 
im portance levels to the pictures within a GOP and provides the necessary infrastructure for 
Unequal Error Protection (UEP). UEP is the general name of the techniques which protect a part 
better than the other parts of a bitstream. The Hierarchical Prediction Structure itself provides an 
unequal error protection to different temporal level pictures by assigning lower num ber of pictures 
to lower temporal levels as can be observed in Table 4-4. So, the probability of loss of a lower 
temporal level picture which affects more pictures in case of a loss is lower than the probability of 
loss of a higher temporal level picture.
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Figure 4-17: The effect of a slice loss at different temporal levels for a GOP size of 8.
The effects of different temporal level slice losses on the neighbouring pictures in a GOP are 
shown in Figure 4-17, for a GOP size of 8. From the 32"^ to the 40* pictures of the well known 
sequence Foreman are shown from top to bottom with a different slice loss in each column. The 
green areas on the pictures represent the blocks which can not be reconstructed properly due to a 
slice loss. A slice of picture 40 which is a Key picture is lost in the first column. As it can be 
observed, the error propagates to all of the pictures in the GOP. There is error propagation to the 
following GOP pictures as well which are not shown in the figure. In the second column, a slice 
of picture 36 which is a temporal level 1 picture is lost. As it can be seen, all but the last picture
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(Key picture) are affected in the GOP. A slice of the picture 34 which is a temporal level 2 picture 
is lost in the third column. Two pictures are affected in addition to the picture which the lost slice 
belongs to. Finally, a slice of picture 33 which is a picture of the highest temporal level is lost in 
the last column. It can be seen that no picture except itself is affected from this loss.
The proposed adaptive redundant slice allocation method provides an adjustable UEP to the coded 
bitstream  based on the channel conditions. Eor a specific channel condition, the method 
determines the allocation of the redundant slices of a picture based on its temporal level. So, the 
pictures of different temporal levels in a GOP are unequally protected for specific channel 
conditions. Eor "good" channel conditions, redundant slices are allocated only for the "important" 
slices which are at lower temporal levels. As the channel conditions get worse, the redundant 
slices for higher temporal level pictures are also allocated.
In order to provide protection for a bitstream  depending on the channel conditions adaptively, the 
encoder must be informed of the channel conditions frequently through a feedback channel. Since 
the redundant slices of a GOP are coded depending on the channel conditions, we have 
determ ined the channel condition inform ing frequency to be for every GOP. Assum ing that the 
scheme is applied on a packet based network, the condition of the channel is informed to the 
encoder as the Packet Loss Rate (PLR) of the channel for a GOP. W e further assume that the 
channel conditions vary slowly, so the PLR inform ed by the decoder for the previous GOP is 
valid also for the GOP to be encoded.
A Key picture is the most im portant picture within a GOP and the loss of a slice of this picture 
affects at least the pictures of two GOPs, as m entioned earlier. Eor this reason, in any channel 
condition, the Key pictures are protected by redundant slices. W e used the redundant slice coding 
method that was proposed earlier in this section for protecting Key pictures, where the inter coded 
versions of the slices of a Key picture are used as the redundant slices. Eor the remaining pictures 
within a GOP, the Zero Residual m ethod is utilised for the coding of redundant slices.
W e have decided to determine the conditions for adaptation based on PLR intervals. Four packet 
loss patterns with PLRs of 3%, 5%, 10% and 20% included in the ITU-T VCEG were employed 
to simulate packet losses using the loss sim ulator which is explained in detail in [100]. Taking the 
mean of the two PLRs of the packet loss patterns as thresholds, we have determ ined the 
adaptation conditions as in Table 4-5 based on the experiments carried out.
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Table 4-5: The adaptation conditions for the PLR obtained from the feedback
Adaptation condition Temporal levels 
of the 
redundant slices 
to he allocated
PLR < 4% 0, 1
4% < PLR < 7.5% (X 1, 2
7.5% < PLR <15% (), 1, 2 ,3
15% < PLR 0, 1,2, 3,4
As shown in the table, as the PLR increases, the num ber of temporal levels under protection 
increase as well. W hen the PLR is below 4%, the temporal level 1 pictures together with the Key 
pictures will be protected. W hen the PLR is between 4% and 7.5%, redundant slices of the 
temporal level 2 pictures will also be added to the bitstream. W hen the PLR resides in the interval 
7.5% to 15%, the temporal level 3 pictures will also be protected in addition to the lower temporal 
level pictures. Finally, when the PLR is higher than 15%, the redundant slices will be coded for 
all o f the pictures of a GOP.
The Temporal Direct Error Concealm ent method is utilised in case of a prim ary slice loss when 
there are no redundant slices. The allocation of the redundant slices at a specific PLR is decided 
by comparing the perform ances of the redundant slices coded for different temporal levels and the 
Temporal D irect error concealm ent method. The decision of allocation of redundant slices for 
different temporal levels may vary if a different error concealm ent m ethod is utilised. The number 
of temporal levels requiring redundant slices will probably drop for a specific PLR if a more 
successful error concealm ent m ethod is utilised.
W hen the PLR of the channel which is valid for the transm itted GOP is received by the encoder 
side through the feedback channel, the allocation of the redundant slices for the following GOP 
will be decided depending on the interval where the PLR resides. As the num ber of redundant 
slices increases, the qualities of the prim ary pictures decrease to satisfy the allocated bitrate. The 
encoder has to wait for the PLR inform ation to be received for coding the following GOP with the 
allocated redundant slices and the corresponding quality of the prim ary pictures. Since the PLR is 
a small amount of inform ation, the transmission of this information to the encoder end will not 
introduce a long delay, depending on the round trip time of the network. The problem caused by 
the introduced delay can be solved by using a receiver-side buffer which is a common 
requirem ent in today's video streaming systems.
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4.2.8 Experimental Results
The sequences Soccer, Foreman, Coastguard  and H arbour that are considered for testing the 
other methods are also considered for testing the proposed method. The sequences are of QCIF 
resolution (176x144) and each have a frame rate of 30 frames per second. Each of the sequences 
contains 300 pictures and the tests are repeated 35 times for each sequence to average the 
perform ances of 10500 pictures. Each GOP is com posed of 16 pictures and the prim ary Key 
picture of each GOP is coded as an Intra picture. The redundant slices for the Key pictures are 
coded as the inter representations of the prim ary slices. The pictures for each video sequence are 
coded as two slice groups using the Type 1 of FMO.
For each sequence, the comparison is made between the bitstreams coded with No Redundant 
Slice (NoRS), the Exact Copy Redundant Slices (EC), the Single Block per M acroblock 
Redundant Slices (SBpM B), the Zero Residual Redundant Slices (ZR) and the proposed 
redundant slice allocation method. The proposed method is referred to as the Adaptive Zero 
Residual (AZR) method since it uses the ZR redundant slices as the base m ethod along the 
experiments.
Table 4-6 shows the bitrates and the bit penalties of the EC and the ZR redundant slice coding 
methods, and the different modes of the proposed AZR redundant slice allocation m ethod for the 
indicated sequences, at an average Y-PSNR of 36dB.
Table 4-6: Tbe bitrates and tbe bit penalties of the redundant slice coding methods
S occer Foreman Coastguard Harbour
Bitrate
(Kbps)
Bit penalty
(%)
Bitrate
(Kbps)
Bit penalty
(%)
Bitrate
(Kbps)
Bit penalty
(%)
Bitrate
(Kbps)
Bit penalty
(%)
NoRS 2 4 0 198 2 3 4 3 2 6
EC 4 7 9 100% 3 9 7 100% 4 6 7 100% 651 100%
ZR 3 9 4 64% 327 65% 380 63% 5 0 7 56%
AZR TLO-1-2-3 3 5 7 49% 299 51% 360 54% 4 8 0 47%
AZR TLO-1-2 3 2 9 37% 275 39% 3 4 0 45% 4 5 4 39%
AZR TLO-1 3 1 2 30% 261 32% 3 2 6 39% 4 3 7 34%
AZR TLO-1 represents the protection mode of AZR for the loss rates below 4% , where the 
pictures in tem poral levels 0 and 1 are protected by the redundant slices; AZR TLO-1-2 represents 
the protection mode when the loss rate is between 4% and 7.5%; and AZR TLO-1-2-3 represents 
the protection mode when the loss rate is between 7.5% and 15%. The ZR method, where all of
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the prim ary pictures are protected by redundant slices, is also used as the protection mode of the 
AZR when the loss rate is higher than 15%. As it can be observed from the table, the modes 
which are used for low PLRs have low bit penalties and the modes which are used for high PLRs 
have higher bit penalties. In limited bandwidth channels, the bit overheads caused by the 
redundant slices are reduced for low PLRs, allowing the primary slices to have higher qualities; 
and higher bit overheads are introduced to enhance robustness as the PLR increases. Since the ZR 
method is used as the base method for the proposed redundant slice allocation method, the bit 
penalty is dependent on the motion and scene complexity of the sequences. For example, results 
for the Soccer sequence show that the AZR method has a bit penalty which is 36% less than the 
EC redundant slices for the "PLR higher than 15%" mode; 51% less than the EC redundant slices 
for the "PLR between 7.5% and 15%" mode; 63% less than the EC redundant slices for the "PLR 
between 4% and 7.5%" mode; and 70% less than the EC redundant slices for the "PLR less than 
4%" mode.
To make a fair com parison, the bitrates of the bitstreams that are coded using different redundant 
slice coding schemes are equated by adjusting the main Q uantisation Param eter for each 
sequence. The bitrates for the sequences Soccer, Foreman, Coastguard and Harbour are fixed to 
280Kbps, 260Kbps, 300Kbps and 400Kbps respectively. These bitrates are chosen to achieve 
error free Y-PSNRs over 33dB in order not to have any visible encoding artefacts so that the 
artefacts caused by the recovered losses can be distinguished easily.
The four packet loss patterns with Packet Loss Rates of 3%, 5%, 10% and 20% were em ployed to 
simulate packet losses using the loss sim ulator which is explained in detail in [100]. The 
perform ances of the redundant slice coding methods are com pared at the different packet loss 
rates m entioned above for each sequence. W hile the Y-axis of each graph shows the average Y- 
PSNR, the X-axis shows different packet loss rates.
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Figure 4-18: Performance comparison of redundant slice coding methods for Soccer at 280Kbps.
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Figure 4-19: Performance comparison of redundant slice coding methods for Foreman at 260Kbps.
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Figure 4-20: Performance comparison of redundant slice coding methods for Coastguard at 300Kbps.
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Figure 4-21: Performance comparison of redundant slice coding methods for Harbour at 400Kbps.
It can be observed from Figures 4-18 to 4-21 that the proposed method significantly outperforms 
the other redundant slice coding methods especially at lower loss rates. Up to 1.8dB performance 
improvement is obtained over the EC method when the PLR is 3%. As expected, the performance 
curve for the AZR method tends to converge to the performance curve of the ZR method as the 
PLR increases. This is because the number of coded redundant slices increases as the PLR 
increases. This results in the fact that the AZR method becomes the ZR method which includes 
the redundant slices for all the primary slices at 20% PLR.
Although an improvement is obtained in the high motion level sequence Soccer at low PLRs, the 
performance of the AZR method drops slightly below the performances of the other redundant 
slice coding methods when the PLR increases. This is due to the performance of the ZR method 
which is caused by the reasons explained in the sub-section 4.2.6.
On the other hand, when the proposed method and the NoRS method are compared, it can be seen 
that the AZR method shows a superior performance for all PLRs. Although they show similar 
performances for the low motion level sequences, the AZR method outperforms the NoRS coding 
for the higher motion level sequences at 3% PLR. As the loss rate increases, the performance gain 
increases as well. As a result, the proposed method improves the performance up to 0.6dB at 3% 
loss rate and up to ô .ldB  at 20% loss rate over the NoRS coding.
4.2.9 Complexity Analysis
The proposed techniques are applied on the encoder only; therefore decoder complexity is not 
increased. The proposed Single Block per M acroblock coding method uses the 1 6 x 1 6  block 
mode, where the motion estimation process for this mode already takes place while determining 
the optimized block mode for the primary slices. So, the prediction information for this mode is 
copied while the block mode optimisation of the primary slices and no complexity is introduced
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for this method. The Zero Residual Redundant Slice Coding M ethod uses the motion information 
of the primary slices and it only omits the residual signal for each macroblock. So, no complexity 
is introduced for this method as well. The Adaptive Redundant Slice A llocation M ethod uses the 
Zero Residual Redundant Slices. There is only a decision step in this method, where the temporal 
levels which will be protected by the redundant slices are determ ined depending on the channel 
conditions. So, no significant complexity is introduced for this method too.
4.3 Conclusion
In this chapter, novel redundant slice coding techniques and an adaptive redundant slice allocation 
scheme are proposed for the error resilient coding of bitstreams with H .264/AVC and SVC.
The proposed redundant slice coding methods are specifically designed for multiple sliced 
pictures, but can be easily applied to single sliced pictures as well. The non-norm ative redundant 
slice coding method which was adopted to the JSYM  Software was originally im plem ented for 
single slice coding. This method was also modified to be used for multiple slice coding for 
com parison purposes.
The simulation results show that the proposed redundant slice coding methods show superior 
perform ances at high loss rates when com pared to coding with no redundant slices. W hen the 
adaptive redundant slice allocation method is used, the perform ance for the low loss rates is also 
improved. The proposed methods also improved the perform ance of the non-norm ative redundant 
slice coding method especially at low loss rates.
1 0 0
Chapter 5. Redundant Slice Coding fo r  3D Video
Chapter 5
5 Redundant Slice Coding for 3D Video
This chapter addresses the error resilient coding of multi-view 3D video. After an introduction, 
which includes the prediction methods for multi-view video, the explanation of the proposed error 
resilient system design for multi-view 3D video, and the proposed adaptive redundant slice 
allocation scheme for multi-view video coding is introduced. The experim ental results are 
presented as separate sections following each section where the proposed scheme is explained. 
The last section summarises and concludes the chapter.
5.1 Introduction
Channel errors and packet losses constitute a general problem  in com munications. As in 
conventional 2D video communications, the quality of the transmitted video degrades due to 
errors and losses in 3D video communications. For this reason, error resilient 3D video coding 
systems are required to be designed. A lthough there are many error resilience techniques 
proposed for the conventional 2D video coding, the research on error resilient 3D video coding is 
not as mature as its 2D predecessor. Since the coding of 2D video includes temporal prediction 
(intra and inter prediction) and the coding of 3D video includes inter-view prediction in addition 
to the temporal prediction, the two coding methods show statistical differences as explained in the 
following section. The dependency of views to each other due to inter-view prediction leads to the 
propagation of errors in a view to the other views as well. So, appropriate error resilience 
techniques especially designed for 3D video coding are necessary to cope with channel errors and 
losses.
Because of the sim ilar structures between Scalable Video Coding and M ulti-View Video Coding, 
the SVC structure is used for the coding of M ulti-View Video in this part o f the research. In order 
to provide error resiliency, the Zero Residual redundant slice coding method which was proposed 
for SVC in the previous chapter is modified to protect different views of the M ulti-View Video 
sequences. The addition of redundant slices to every picture of each view causes a high overhead. 
For this reason, in order to reduce the overhead caused by the redundant slices, the channel 
adaptive redundant slice allocation method which was also proposed for SVC is modified and 
applied to M ulti-V iew Video coding.
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5.1.1 Multi-view Video Prediction Methods
The effective coding of multiple views of the same scenery can be carried out by exploiting the 
high inter-view correlation in addition to the temporal correlation within the same view. A picture 
in a multi view video sequence can be predicted using tem poral prediction, inter-view prediction 
(disparity prediction) or mixed inter-view/temporal prediction as shown in Figure 5-1.
J  Tn-1 T11 T n + l
11-1
11
T i+ 1
I
Figure 5-1: Prediction of picture P utilising the first order spatial and temporal neighbour images
[102].
In the figure, S indicates the cam era views and T indicates the subsequent time points; I j ,  / ^ , 
, and represent the possible reference pictures and P  represents the picture to be predicted 
in a multi-view sequence. The prediction of the picture P using Ij. is called temporal prediction; 
the prediction of P using 7^ is called inter-view prediction; and the prediction of P using 1^ or 
7/j is called mixed prediction. According to [102] and [103], inter-view prediction is more
efficient than mixed prediction modes. The mixed prediction modes do not provide the 
im provements that are worth introducing the complexities they require. Inter-view prediction is an 
estim ation of the displacem ent of the object because of the displacem ent o f the cameras capturing 
each view. So, if  the cameras are not in motion, this results in a time independent global 
displacem ent. It should be noted that inter-view prediction is statistically different from temporal 
prediction which is an estim ation of the displacement of object in time. In order to get the most 
efficient coding, both temporal and inter-view prediction modes are used together.
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5.2 Proposed Error Resilient System Design for MVC
The JSVM  software of the SVC is used for the im plem entation of the proposed error resilient 
system design. D ifferent views of a multi-view sequence are encoded as the spatial layers of a 
scalable coded sequence. The base layer (view) is encoded using only the information within this 
view and no inter-view prediction is used to get a bitstream com patible with the H.264/AVC. The 
other views are encoded as enhancem ent layers which are coded using the adaptive inter-layer 
prediction mechanism of the SVC. So, both temporal and inter-view prediction modes are used 
for the encoding of the views other than the base view.
The encoder structure for two views is shown in Figure 5-2. As it can be observed from  the figure, 
the inter-layer prediction modes of the SVC (i.e. Inter-Layer Intra Prediction, Inter-Layer 
Residual Prediction and Inter-Layer M otion Prediction) are utilised in the encoding of multi-view 
sequences. Since the single loop decoding feature of SVC is utilised in the encoding structure, a 
selected view can be easily extracted and decoded without decoding the other views. For each 
view, the temporal redundancies are reduced by utilising the Hierarchical Prediction Structure. 
The output of the encoder is a bitstream  containing all the views of a multi-view sequence which 
provides both temporal scalability and view scalability.
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Figure 5-2: The encoder block diagram for multi-view sequences using SVC structure.
The multi-view video prediction structure, which uses Hierarchical Prediction Structure for 
tem poral prediction and the inter-layer prediction mechanism of SVC for inter-view prediction, is 
shown in Figure 5-3, with four views and a GOP size of 4.
103
Chapter 5. Redundant Slice Coding fo r  3D Video
View  0
V iew  1
V iew  2
V iew  3
Figure 5-3: Multi-view video prediction structure with a GOP size of 4,
The pictures of each view are coded as two slice groups using the dispersed type of FM O in order 
to provide enhanced resilience. Redundant slices are coded in addition to the primary slices of all 
the views to further enhance the resilience o f the bitstream to errors. The redundant slices are 
coded with the same structure as the primary slices but no residual signal is coded in order to 
reduce the overhead caused by the redundant slice coding. The prediction param eters (disparity 
vectors, motion vectors, prediction modes, etc.) are sufficient to build an estimate of the original 
picture. The residual signal is the error between the prediction and the original picture, and is 
coded for the refinem ent of the predicted blocks. The prediction param eters are obviously more 
im portant when compared to the residual signal. For this reason, the redundant slices are coded 
using zero residual. Further explanation about Zero Residual redundant slice coding is given in 
Chapter 4. Since the primary slices of the base view are coded utilising the temporal prediction 
structure, only the motion vectors of the inter coded macroblocks and the intra coded macroblocks 
are coded for the base view redundant slices. On the other hand, the primary slices of the views 
encoded as the enhancem ent layers are predicted using both the temporal prediction and the inter­
view prediction modes. In addition to the intra coded macroblocks, the motion vectors of the 
macroblocks predicted using temporal prediction and the disparity vectors of the macroblocks 
predicted using inter-view prediction are coded for the redundant slices of the views that are 
encoded as the enhancem ent layers. No extra motion estim ation process is necessary for the 
coding of the redundant slices. The temporal motion vectors and the inter-view disparity vectors 
which are estim ated for the primary slices are also used for the coding of the redundant slices.
The proposed error resilient coding structure with redundant slices must be supported by a 
suitable error concealm ent technique at the decoder. The error concealm ent technique is used in 
case of the loss of both the primary and the redundant slices of a picture. The non-norm ative error
104
Chapter 5. Redundant Slice Coding fo r  3D Video
concealm ent method of JSVM  which is the Tem poral D irect Error Concealm ent M ethod is used 
for this purpose in the simulations.
5.3 Experimental Results
W ithout loss of generality, the proposed error resilient system is tested for stereo video coding. 
The third and the fourth camera views of the multi-view test sequences Breakdancer, Akko and  
Kayo, and Newspaper  are considered for the tests. The reason for choosing these test sequences is 
that they have different motion levels and scene complexities. The Akko and Kayo sequence is of 
VGA (640x480) resolution and has a frame rate of 30 fps. The spatial resolutions of the other 
sequences are 512x384. The Breakdancer sequence has a frame rate of 15 fps, and the Newspaper 
sequence has a frame rate of 30 fps. The Breakdancer sequence comprises a break-dancer dancing 
at high motion level and the audience moving at low motion level. The Akko and Kayo sequence 
includes two women who are carrying objects with a low motion level in front of a fairly complex 
background. The Newspaper sequence includes two people sitting and reading newspapers in a 
cafe with slight motion, and another guy who comes later and starts a conversation with them with 
m oderate motion. Each of the sequences contains 300 pictures and the tests are repeated 35 times 
for each sequence to average the perform ances of 10500 pictures for each view.
The encoder is set to encode each view of a stereo sequence with a GOP size of 16. The Key 
picture of each GOP is coded as an Intra picture in order to localise possible error propagations 
within a single GOP. The left view of each sequence is encoded as the base view, while the right 
view is encoded using the left view pictures as reference for inter-view prediction.
The Tem poral Direct Error Concealment M ethod is used in case of prim ary slice losses where 
redundant slices do not exist. For each sequence, the bitstream  coded with the Zero Residual 
Redundant Slice Coding (ZR) method is com pared with the bitstream coded with No Redundant 
Slice (NoRS) method.
Table 5-1 shows the bitrates and the bit penalties of the ZR redundant slice coding method for the 
indicated sequences, at an average Y-PSNR of 36dB.
Table 5-1: The bitrates and the bit penalties of the redundant slice coding method
Akko and Kayo Breakdancer Newspaper
Bitrate Bit penalty Bitrate Bit penalty Bitrate Bit penalty
NoRS 1013 985 605
ZR 1998 97% 1855 88% 1202 99%
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As it can be observed from the table, the ZR redundant slice coding method introduces high bit 
penalties which range from 88% to 99% of the bits required for coding the primary slices. This 
shows that not much residual signal is used in the encoding of the sequences. The reason for this 
can be explained by the low scene complexities and low motion levels of the sequences. Since the 
Breakdancer sequence has a higher motion level compared to the Akko and Kayo and the 
Newspaper sequences, it has a relatively lower bit penalty.
To make a fair comparison, the bitrates of the bitstreams that are coded using different coding 
methods are equated by adjusting the main Quantisation Parameter for each view of the 
sequences. The bitrates for the sequences Akko and Kayo, Breakdancer and Newspaper are fixed 
to 1600Kbps, 365Kbps and 465Kbps respectively. These bitrates are chosen to achieve error free 
Y-PSNRs over 32dB in order not to have any visible encoding artefacts so that the artefacts 
caused by the recovered losses can be distinguished easily.
The performance of the system is tested under error prone IP packet networks. The four packet 
loss patterns with Packet Loss Rates of 3%, 5%, 10% and 20% were employed to simulate packet 
losses using the loss simulator which is explained in detail in [100]. The performances of the 
NoRS and ZR coding methods are compared at error free environment and at different packet loss 
rates mentioned above for each sequence. W hile the Y-axis of each graph shows the average Y- 
PSNR, the X-axis shows different packet loss rates.
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Figure 5-4: System performance for the base (left) view oXAkko and Kayo sequence.
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Figure 5-5: System performance for the right view (enhancement layer) of Akko and Kayo sequence.
Figures 5-4 and 5-5 show the performances of the two coding methods for the left and right views 
of the Akko and Kayo sequence respectively. As it can be observed from the figures, the NoRS 
coding method outperforms the ZR coding method significantly for the error free case. This is an 
expected result, because the NoRS method achieved an advantage at error free case, due to the 
fact that only the primary slices are coded with this method while both the primary and the 
redundant slices are coded with the proposed method at the same bitrate. Since only the Temporal 
Direct error concealment method is used to cope with the losses, the performance of the NoRS 
method drops drastically for both of the views as the PLR increases. The advantage of the NoRS 
method continues up to 5% loss rate for the left view and up to 3%  loss rate for the right view. 
The reason for the advantage of the left view to last longer is that the right view is affected more 
from the losses. The left view is only affected from the losses of the packets which belong to the 
base view. On the other hand, the right view is affected from all o f the packet losses in the 
bitstream  because it is coded using both temporal prediction and inter-view prediction. As a 
result, the performance of the right view drops faster than the performance of the left view as the 
PLR increases.
The performance of the ZR method in both of the views remains almost constant for the PLRs up 
to 5%. Since the probability of the loss of both the primary and the redundant slices increase as 
the PLR increases, the error concealment method is used more often for high loss rates. This 
causes the performance of the ZR method to drop for PLRs higher than 5%. Similar to the NoRS 
method, the performance of the right view drops faster than that of the left view. Consequently, 
the performance of the NoRS method drops 12.5dB for the left view and 15dB for the right view 
as the PLR changes from 0 to 20%. For the same conditions, the performance of the ZR method 
drops 2.6dB for the left view and 3.8dB for the right view. The ZR method improves the 
performance up to 5dB for the left view and up to 5.9dB for the right view at 20% PLR.
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Figure 5-6: System performance for the base (left) view of Breakdancer sequence.
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Figure 5-7: System performance for the right view (enhancement layer) of Breakdancer sequence.
Figures 5-6 and 5-7 show the left and right view performances of the coding methods respectively 
for the Breakdancer sequence. The NoRS method maintains its advantage up to 7.5% PLR for the 
left view and up to 4% PLR for the right view. Although the break-dancer in the video has high 
motion, the background is simpler when compared to the Akko and Kayo sequence. Also, there is 
slight motion of the audience watching the break-dancer. Since the error concealment method has 
a "good" performance when the scene complexity and the motion level are low, the NoRS method 
maintains its advantage a little further when compared to the Akko and Kayo sequence.
The performance of the NoRS method drops 8.2dB for the left view and 9.8dB for the right view 
as the PLR changes from 0 to 20%. For the same conditions, the performance of the ZR method 
drops 1.75dB for the left view and 2.55dB for the right view. As a result, the ZR method improves 
the performances up to 2.3dB for the left view and up to 3.6dB for the right view at 20% PLR.
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Figure 5-8: System performance for the base (left) view of Newspaper sequence.
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Figure 5-9: System performance for the right view (enhancement layer) of Newspaper sequence.
The performances of the coding methods for the left and right views of the Newspaper sequence 
are shown in Figures 5-8 and 5-9 respectively. The Newspaper sequence contains a lower motion 
level when compared to the other sequences. So, we see from the figures that the advantage of the 
NoRS coding method lasts longer for this sequence. The NoRS method maintains its advantage up 
to 8.5% PLR for the left view and up to 5% PLR for the right view.
The performance of the NoRS method drops 9.6dB for the left view and 12.5dB for the right view 
as the PLR changes from 0 to 20%. For the same conditions, the performance of the ZR method 
drops 1.8dB for the left view and 2.8dB for the right view. As a result, the ZR method 
outperforms the NoRS method up to 2.8dB for the left view and up to 4dB for the right view at 
20% PLR.
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5.4 Adaptive Redundant Slice Allocation Scheme for MVC
Each view of a multi-view video sequence is coded as a separate layer by the SVC structure. The 
tem poral redundancies are removed by using the Hierarchical Prediction Structure for each layer, 
while the inter-layer prediction mechanism is used to remove the inter-view redundancies. The 
Hierarchical Prediction Structure assigns different Temporal Levels to the pictures in a GOP. The 
pictures having different Temporal Levels will autom atically have different im portance levels in 
this structure. Because, the pictures in different Tem poral Levels are used (directly/indirectly) as 
references by different number of higher Temporal Level pictures. In addition to this, a picture in 
the next view will use the corresponding picture in the base view for inter-view prediction. The 
prediction structure of the proposed system is depicted in Figure 5-10 for two views having a 
GOP size of 16.
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Figure 5-10: Prediction structure in the proposed system.
W hen transm itting a bitstream through an error prone channel, some of the packets might get lost. 
Figure 5-11 shows a scenario where a packet corresponding to the picture 4 of the GOP in the 
base view is lost. Picture 4 is at Temporal Level 2 and there are 6 pictures in the higher temporal 
levels of the GOP that will be affected due to this loss. In addition to this, as it can be seen from 
the figure, the pictures having the same picture numbers in the corresponding GOP of the next 
view will also be affected. So, a total of 14 pictures in two views will be affected due to a loss of a 
packet corresponding to a picture in the base view. As m entioned before, the number of affected 
pictures varies depending on the temporal level o f the picture that the loss corresponds to. Table 
5-2 shows the num ber of pictures which will be affected due to the loss of a picture of a temporal 
level in different views. The table is designed for a two view (stereo) sequence with a GOP size of 
16.
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Figure 5-11: Error propagation in the multi-view prediction structure.
Table 5-2: The number of pictures that will be affected from the loss of a picture in a specific 
temporal level in the Base View and in the second view, for a GOP size of 16
Temporal 
Level of the 
lost picture
Number of pictures 
in the current 
temporal level
Total number of affected 
pictures if the loss is at 
the base view
Total number of affected 
pictures if the loss is at 
the second view
TLO 1 62 + (the following GOPs 
until an intra Key picture)
31 + (the following GOPs 
until an intra Key picture)
TLl 1 30 15
TL2 2 14 7
TL3 4 6 3
TL4 8 2 1
In conventional redundant slice coding algorithms, every prim ary slice of a view is protected by a 
redundant slice. W hen the channel PLR is high, the intense losses of primary slices are recovered 
by the redundant slices. On the other hand, when the PLR is low, most of the redundant slices 
occupy the bandwidth w ithout serving any purpose. In order to optim ise the amount o f redundant 
slices, an adaptive redundant slice allocation scheme is proposed in this section which allocates 
redundant slices depending on the channel conditions. A low num ber of redundant slices are 
coded for "good" channel conditions, while the number of redundant slices is increased as the 
channel conditions get worse.
As shown in Table 5-2, the loss of different temporal level pictures in a GOP causes different 
num ber of pictures to be affected in Hierarchical Prediction Structure. So, each temporal level 
provides a different im portance level to the pictures in a GOP in each view. Although the base 
view pictures appear to be more im portant then the second view pictures, the views are evaluated
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separately since the effect of inter-view prediction is less when com pared to the temporal 
prediction. The proposed method allocates redundant slices for the most important pictures of a 
view at low loss rate channels. W hen the loss rate increases, the redundant slices for less 
important pictures are also introduced to the bitstream.
The allocation of redundant slices is updated for every GOP in this method. The num ber of 
redundant slices which will be allocated for a GOP is decided based on the PLR of the channel for 
the preceding GOP. W e assumed that the channel conditions do not change so rapidly that 
consecutive GOPs are subject to the same channel conditions. The encoder is informed of the 
PLR of the channel for each GOP prior to encoding the following GOP. So, this is an interactive 
error resilience scheme which requires cooperation of the encoder and the decoder.
The adaptation conditions of the scheme are based on Table 4-2. The table is designed for 
bitstreams which are coded with a GOP size of 16 (Five temporal levels). The adaptation 
conditions for the allocation of redundant slices are decided based on PLR intervals. The interval 
limits are calculated as the averages of the PLRs of the loss patterns used for the simulations. As 
shown in the table, when the PLR is below 4% only the Tem poral Level 0 and Temporal Level 1 
pictures of each view will have redundant slices; when the PLR is between 4% and 7.5%, the 
redundant slices for Temporal Level 2 pictures will also be introduced to the bitstream; when the 
PLR is between 7.5% and 15%, the redundant slices for Tem poral Level 3 pictures will also be 
introduced to the bitstream; when the PLR is higher than 15%, redundant slices will be coded for 
all of the pictures. The Tem poral D irect Error Concealment M ethod is utilised in case of primary 
slice losses when there exists no redundant slices.
5.5 Experimental Results
W ithout loss of generalisation, the proposed adaptive redundant slice allocation scheme is tested 
for stereo video coding where each sequence contains two views. The third and the fouth views of 
the multi-view test sequences Breakdancer, Akko and Kayo, and New spaper are considered for 
testing the proposed scheme. The Akko and Kayo sequence is of VGA (640x480) resolution and 
has a frame rate of 30 fps. The spatial resolutions of the other sequences are 512x384. The 
Breakdancer sequence has a frame rate of 15 fps, and the Newspaper sequence has a frame rate of 
30 fps. Each of the sequences contains 300 pictures and the tests are repeated 35 times for each 
sequence to average the perform ances of 10500 pictures for each view.
The encoder is set to encode each stereo sequence with a GOP size of 16 pictures for both of the 
views. The Key picture o f each GOP is coded as an Intra picture in order to localise possible error 
propagations within a single GOP. The left view of each sequence is encoded as the base view, 
while the right view is encoded utilising the left view for inter-view prediction.
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For each sequence, the proposed Adaptive Redundant Slice A llocation method (AZR) is 
com pared with the Zero Residual (ZR) Redundant Slice coding method and the No Redundant 
Slice (NoRS) coding method.
Table 5-3 shows the bitrates and the bit penalties of the ZR method and the different modes of the 
AZR method for the indicated sequences, at an average Y-PSNR of 36dB. AZR TLO-1 represents 
the mode of AZR which is applied at channel PLRs lower than 4%; AZR TLO-1-2 represents the 
mode that is applied at channel PLRs between 4% and 7.5%; AZR TLO-1-2-3 represents the mode 
applied at channel PLRs between 7.5% and 15%.
Table 5-3: The bitrates and the bit penalties of the redundant sliee coding methods
A kko an d  K ayo B rea k d a n cer N e w sp a p e r
B itrate Bit p e n a lty B itrate Bit p en a lty B itrate Bit p e n a lty
N oR S 1013 985 6 0 5
ZR 1998 97% 1855 88% 1202 99%
AZR TLO-1-2-3 1854 83% 1669 69% 1161 92%
AZR TLO-1-2 1744 72% 1526 55% 1128 86%
AZR TLO-1 1666 64% 1431 45% 1103 82%
As it can be observed from the table, the ZR redundant slice coding method introduces high bit 
penalties which range from 88% to 99% of the bits required for coding the prim ary slices. 
According to the data presented in the table, it is evident that the modes of the AZR method 
significantly reduce the introduced bit penalties. Considering the Breakdancer sequence, we see 
that the bit penalty for the ZR method is 88% and it is reduced 19% for the AZR TLO-1-2-3 mode; 
33% for the AZR TLO-1-2 mode; and 43% for the AZR TLO-1 mode. So, the bit overhead 
imposed by the redundant slices is low when the loss rate is low, and it is increased gradually as 
the loss rate increases.
To make a fair comparison, the bitrates of the bitstreams that are coded using different coding 
methods are equated by adjusting the main Quantisation Param eter for each view of the 
sequences. The bitrates for the sequences Akko and Kayo, Breakdancer and Newspaper are fixed 
to 1600Kbps, 365Kbps and 465Kbps respectively. These bitrates are chosen to achieve error free 
Y-PSNRs over 32dB in order not to have any visible encoding artefacts so that the artefacts 
caused by the recovered losses can be distinguished easily.
The perform ance of the system is tested under error prone IP packet networks. The four packet 
loss patterns with Packet Loss Rates of 3%, 5%, 10% and 20% were employed to simulate packet
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losses using the loss simulator which is explained in detail in [100]. The performances of the 
NoRS, ZR and AZR coding methods are compared at error free environment and at the different 
packet loss rates mentioned above for each sequence. W hile the Y-axis o f each graph shows the 
average Y-PSNR, the X-axis shows different packet loss rates.
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Figure 5-12: Performances of the proposed techniques for the base (left) view of Akko and Kayo
sequence.
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Figure 5-13: Performances of the proposed techniques for the right view (enhancement layer) of
Akko and Kayo sequence.
Figures 5-12 and 5-13 show the performance comparison of the proposed methods and the NoRS 
coding method, for the left and the right views of the Akko and Kayo sequence respectively. As it 
can be observed from the figures, the proposed AZR method slightly improves the performance of 
the ZR method in both of the views. The improvem ent is not better because the high temporal 
level pictures which are coded with no redundant slices at low loss rates are recovered only by 
using the error concealment method and the error concealment method has a poor performance
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with this sequence. This causes degradation of the quality for those pictures in both of the views. 
W hen the performance of the AZR method is compared at the two views, it can be seen that the 
left view shows a better improvement. The performance of the right view is affected slightly more 
than that of the left view, since the concealed base view pictures are used by the right view for 
inter view prediction.
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Figure 5-14: Performances of the proposed techniques for the base (left) view of Breakdancer
sequence.
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Figure 5-15: Performances of the proposed techniques for the right view (enhancement layer) of
Breakdancer sequence.
Figures 5-14 and 5-15 show the performances of the proposed redundant slice coding schemes 
and the NoRS coding method for the left and right views of the Breakdancer sequence 
respectively. The improvements of the AZR method in this sequence are better than the 
improvements in the Akko and Kayo sequence in both of the views. This is because the error 
concealment method shows a better performance for the pictures which do not have redundant
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slices in this sequence. As mentioned before, the Temporal Direct Error Concealment method 
works better for sequences which have low level motion and/or low complexity texture.
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Figure 5-16: Performances of the proposed techniques for the base (left) view of Newspaper sequence.
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Figure 5-17: Performances of the proposed techniques for the right view (enhancement layer) of
Newspaper sequence.
Figures 5-16 and 5-17 show the performances of the proposed methods for the left and right views 
of the Newspaper sequence respectively. Since there is a low motion level in this sequence, and 
also the textures in the pictures have low complexities, the error concealment method (so the 
NoRS method) shows good performances in both of the views up to 5%  PLR. W hen the PLR 
exceeds 5%, the error concealment method starts using the concealed pictures more often for 
concealing the lost slices. This causes the propagation of errors, which results in a fast decay in 
the performance of the NoRS method. On the other hand, the ZR method uses redundant slices 
that have slightly reduced qualities, instead of the lost primary slices. For this reason, the 
performance degrades slightly for this method until 10% PLR. W hen the loss rate exceeds 10%,
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the losses of the prim ary slices in addition to their redundant slices increase. In this case, the error 
concealm ent method is used to reconstruct the lost slices, which is not as efficient as the 
redundant slices. Since the AZR method uses less number of redundant slices for low loss rates, 
this allows us to increase the quality of the primary slices. The losses of slices that belong to the 
pictures having high importance level are recovered by the redundant slices. On the other hand, 
the rem aining slices are recovered by using the error concealm ent method. Because the error 
concealm ent method works well for low loss rates for this sequence, the perform ance curve of the 
AZR method is alm ost parallel to the performance curve of the ZR method.
5.6 Complexity Analysis
The decoder complexity is not increased by the proposed methods since the methods are 
im plemented in the encoder part. The Zero Residual Redundant Slice Coding M ethod copies the 
motion information of the prim ary pictures and sets the residual signal to zero for each predicted 
block. Since no extra calculation is carried out, com plexity of the encoder is not increased. The 
adaptive redundant slice allocation m ethod uses the Zero Residual redundant slices, and only a 
decision process is introduced for determ ining the slices which will be protected by the redundant 
slices, depending on the channel conditions. Since the ZR redundant slice coding method 
introduces no com plexity to the encoder, the AZR method introduces no significant complexity as 
well.
5.7 Conclusion
An error resilient system is proposed to code multi-view sequences in this chapter, where 
redundant slice coding is used for the protection of the pictures. The proposed method which is 
called the Zero Residual Redundant Slice Coding M ethod (ZR) builds the redundant slices by 
copying all of the encoding com ponents o f a primary slice except the residual signal part. So, it 
introduces no significant com plexities to the encoder. A lthough significant improvements are 
obtained at high PLRs, the proposed method could not be so successful at low PLRs. This is 
because large amounts of redundancies are added to the bitstream  without taking the channel 
conditions into account. Adding a large amount of redundancies to a bitstream  causes a reduction 
in quality of the prim ary pictures to get the target bitrate. As a result, the quality of the pictures of 
the protected bitstream is lower than the quality of the pictures of the unprotected bitstream at 
error free environments. W hen the loss rate is low, the average quality of the unprotected pictures 
is still over the average quality of the protected pictures because of the advantage mentioned 
above. But, as the loss rate increases, the advantage is lost and a significant improvement is 
obtained by the proposed method at high PLRs.
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The amount of redundancies that are added to a bitstream needed to be decreased in order to 
improve the perform ance of the proposed redundant slice coding method at low PLRs. This could 
be carried out by decreasing the number of protected slices and using redundant slices only for 
pictures having high importance. But in this case, the perform ance of the method would drop for 
high PLRs. For this reason, an adaptive redundant slice allocation scheme (AZR) is proposed 
which adjusts the number of redundant slices depending on the channel conditions. W hile only the 
pictures having "high" importance level are protected at low PLRs, the redundant slices for the 
other pictures are added to the bitstream depending on their importance levels and the channel 
conditions. By using this scheme, significant im provements are also achieved in low PLR 
environments.
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6 Conclusion and Future Work
6.1 Overview
Together with the rapid im provements in com m unication technology, the diversity of the network 
types has increased where the combination of different networks together formed a heterogeneous 
structure. In parallel to the im provements in com m unication technology, various types of devices 
are developed that are used for m ultim edia com munications. W hile each network structure 
provides a different bandwidth, the devices that are connected to those networks have different 
features and limitations. As the computers with huge screens and very powerful processors are 
connected to the network through very high bandwidth ADSL connections, some handheld 
devices like mobile phones which have limited processing powers and battery lives, and small 
screen resolutions are connected to the network through low bandwidth UM TS connections. Lots 
of video applications like video streaming and video conferencing applications are developed for 
Internet and m obile networks. The commercial institutions aim to reach as much customers as 
possible where the customers may use different connection speeds and various devices. In order to 
provide service to all of the customers, different versions of a video sequence must be provided. 
The Scalable Video Coding is the state of the art video coding technique which efficiently 
encodes a scalable bitstream. The encoded scalable bitstream  contains sub-bitstreams at different 
spatial and temporal resolutions with varying qualities. The desired sub-bitstreams for lower 
resolution or lower quality video sequences can be extracted from a scalable bitstream. So, re­
encoding multiple resolutions of the same video sequence is no longer needed.
In addition to the 2D video applications, a number of 3D video applications have also been 
developed together with the improvements in 3D video coding and display technologies in the last 
decade. Because of the large demand, the research and developm ents on 3D video coding and 
display technologies has resulted in 3D video to be carried to the homes and even the mobile 
handheld devices of the customers. The variety of the devices with different features and the 
necessity for backward com patibility with 2D video has let the multi-view video to be one of the 
popular 3D video representation techniques. W hile multiple views of a video sequence can be 
displayed on supporting 3D TVs, two views can be used for stereo displays, or a single view can 
be displayed on a conventional TV. So, a multi view video sequence must be coded in a way that 
view scalability is supported.
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One of the main drawbacks of any type of video com m unications is the error prone structure of 
the com m unication channel. The channel errors cause corruption of transmission packets, which 
result in packet losses at the receiver-end. Because of the predictive structure of a coded video 
sequence, a packet loss may cause many pictures to be affected at the decoder. This causes 
degradation of quality of the reconstructed video sequences. For this reason, error resilience 
techniques play an important role for custom er satisfaction in video communications.
The scalable video coding exploits the high correlation between different resolutions of a video 
sequence, where the process is called the Inter-Layer Prediction. Similarly, the multi-view video 
coding exploits the high correlation between different views of a sequence. This process in m ulti­
view video coding is called the Inter-View Prediction. The two similar processes significantly 
improve the coding efficiencies of the two coding schemes. On the other hand, they increase the 
dependence of two or more sequences to each other. Thus, the loss of a packet in the coded 
bitstream  may cause corruption of many pictures in the current sequence and in the sequence(s) 
which use inter layer (view) prediction. For this reason, the two coding systems require error 
resilience schemes which are different from those applied to the conventional video coding 
systems.
The scope of this thesis is to propose error resilience m echanisms, which minimise the losses due 
to the channel errors; and error concealm ent methods, which reduces the effect o f losses at the 
decoder, for scalable video coding and multi-view video coding. A num ber of error concealment 
techniques for scalable video coding are proposed in this thesis which successfully reduce the 
effects of losses at the decoder side. In addition to these, some redundant slice coding techniques 
are proposed for scalable video coding and multi-view video coding which effectively protects the 
transm ission packets on error prone environments. Because the motion com pensated prediction 
scheme plays a more im portant role in the reconstruction of pictures, the proposed error resilience 
techniques are mainly based on motion vector regeneration and motion vector protection. The 
redundant slice coding techniques introduce additional data to the coded bitstream at the encoder 
for the protection of the prim ary slices. As the amount of data which is added to the bitstream 
increases, this causes the quality of the reconstructed prim ary slices to decrease. For this reason, 
the main aim in redundant slice coding is to obtain the optim um  trade-off between the utilisation 
of the bandwidth and providing a good protection to the prim ary slices while keeping the 
com plexity at the encoder at a moderate level.
6.2 Research Achievements
This thesis investigates the error resilience techniques for the scalable video coding and the m ulti­
view video coding schemes, where the coded bitstreams are transm itted through error prone
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environments. The error resilience techniques provide improved qualities for the reconstructed 
video sequences at the decoder when the transm ission medium is error prone.
The main achievements of the research are listed below:
6.2.1 Utilisation of Highest Temporal Level Picture Motion Information for 
Slice Loss Concealment
The Hierarchical Prediction Structure encodes pictures of a video sequence as groups of pictures 
(GOP) where the pictures in each GOP are classified into Tem poral Levels prior to encoding. 
Because of the encoding order, the highest Temporal Level pictures are the closest neighbours of 
all the other Tem poral Level Pictures. A fast error concealm ent m echanism  is proposed in this 
section, where the motion vectors of a lost slice is recovered by copying the motion vectors and 
partitioning modes of the corresponding macroblocks of the preceding neighbouring picture. 
Since the temporal distances of the two pictures with their reference pictures are not the same, the 
copied m otion vectors are scaled by coefficients which are related to the temporal distances. The 
perform ance o f the proposed technique is tested over IP packet networks with varying packet loss 
rates and compared with the non-norm ative error concealm ent m ethod which is im plem ented in 
the JSVM  software. The test results show that the proposed technique shows a better performance 
at high m otion level video sequences. The non-norm ative error concealm ent method shows a 
slightly better perform ance than the proposed m ethod when compared at low motion level video 
sequences.
6.2.2 Utilisation of a Higher Temporal Level Picture Motion Information for 
Slice Loss Concealment
An error concealm ent method which is similar to the previous method is proposed in this section. 
The difference between the two methods is the utilised reference pictures. Instead of using the 
neighbouring picture, the closest picture in encoding order is chosen as a reference. In order to 
recover the motion vectors of a lost slice, the motion vectors and the m acroblock partitioning 
modes are copied from the corresponding macroblocks of a higher Tem poral Level picture. The 
perform ance of the proposed method is com pared with both the non-norm ative error concealment 
m ethod of the JSVM  and the previously proposed method. As a result of the tests, it is seen that 
the proposed method shows similar perform ance with the previously proposed method. The 
perform ance is slightly improved at low m otion level video sequences.
1 2 1
Chapter 6. Conclusion and Future Work
6.2.3 Slice Loss Concealment Using Bridge Pictures
The proposed error concealm ent method utilises the motion inform ation of higher Temporal Level 
pictures for recovering the motion vectors of a lost slice. Since the pictures of a GOP are the 
pictures which are captured typically within less than a second, there are high correlations 
between them. A B-picture uses two pictures as references. On the other hand, one of the 
reference pictures uses the other one as a reference picture as well. So, in the picture trio, the two 
pictures use the same picture as reference for probably predicting the same pixel blocks. Using 
this feature of the Hierarchical Prediction Structure, we proposed to calculate the missing motion 
vectors of a lost block by using the motion information of the higher Temporal Level pictures. 
The perform ance of the proposed method is compared with the non-norm ative error concealment 
method and the other proposed methods as well. Consequently, it is seen from  the test results that 
the proposed method significantly outperforms the other error concealm ent methods under any 
circumstances.
6.2.4 Redundant Slice Coding for Key Pictures
The Temporal Level 0 pictures in Hierarchical Prediction Structure are also called the Key 
pictures. A Key picture is the most important picture in a GOP, which is directly or indirectly 
used in the prediction of the other pictures in the GOP. A Key picture can either be coded as an I- 
picture or a P-picture. W hen coded as a P-picture, the quality of the Key picture depends on the 
preceding Key picture which is used as the reference picture for prediction. So, if the preceding 
Key picture is erroneous, the error will also propagate to the current Key picture. On the other 
hand, the com pression efficiency of Intra coding is lower than predictive coding, although it 
removes the dependency to the other pictures. One of the error resilient coding techniques to 
protect the Key pictures is redundant slice coding. The non-norm ative redundant slice coding 
method which is adopted to the JSVM  software is the Exact Copy method which repeats a coded 
prim ary slice as a redundant slice. In our scenario, the primary Key pictures are preferred to be 
coded as Intra slices in order to reduce the probability of error propagation between the GOPs. 
The exact repetition of an Intra slice introduces a large overhead. For this reason, we proposed to 
use predictive coded versions of the Intra coded primary slices as the redundant slices. The 
perform ance of the proposed method is compared with the Exact Copy method and the 
conventional coding method which does not utilise the redundant slices. The test results show that 
the proposed method outperforms the other methods significantly under any circumstances.
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6.2.5 Single Block per Macroblock Redundant Slice Coding Method
A picture in H .264/AVC coding is coded as macroblocks. A m acroblock can be partitioned into as 
small as 4x4 blocks. This means that a m acroblock can be coded with up to 16 motion vectors and 
the related parameters. Although this feature allows efficient predictive coding of detailed regions 
on a picture and reduces the additive residual signal, it increases the number of bits to represent 
the coding parameters for small partitions. In the proposed redundant slice coding method, the 
block size for detailed regions is also forced to be coded with a single block instead of using small 
block sizes. A lthough this causes reduction in the quality of the reconstructed macroblock, a 
significant reduction in the bitrate is achieved for the coding of redundant slices. The perform ance 
of the proposed method is compared both with the Exact Copy Redundant Slice Coding method 
and the conventional coding method which does not utilise the redundant slices. In the low loss 
rates, the conventional method performs better than the redundant slice coding methods because 
the redundant slices are not needed for most o f the slices and the unused redundant slices occupy 
the bandwidth for nothing. W hen the loss rate increases, the redundant slice coding methods 
outperform the conventional method. The proposed m ethod improves the perform ance when 
com pared to the Exact Copy method especially at moderate and low motion level sequences. The 
improvem ent in high motion level sequences is lower when com pared to the other sequences.
6.2.6 Zero Residual Redundant Slice Coding Method
The aim in redundant slice coding is to balance the trade-off between the added redundancy and 
the quality of the output pictures at the decoder. W hile the addition of redundancies increases the 
quality of the reconstructed erroneous pictures, this causes the quality of the primary pictures to 
drop since they share the same bandwidth. In order to reduce the amount of redundancy added to 
a bitstream, one of the methods is to remove less im portant parts in the bitstream  which affects the 
quality of the resulting pictures at a minimum level. The m otion com pensated prediction scheme 
reconstructs a picture by using the motion vectors; and the residual signal is added to the 
reconstructed picture (in block level) to refine the quality. Since the motion information plays a 
more im portant role in predictive coding, the proposed method codes only the motion information 
for the redundant slices. The addition of the residual signal is omitted to reduce the amount of 
added redundancies. The performance of the proposed method is compared with the Single Block 
per M acroblock Redundant Slice Coding method. Exact Copy Redundant Slice Coding method 
and the conventional coding method which does not utilise the redundant slices. The proposed 
m ethod shows significant performance gains over the other methods in all the tested sequences. 
The perform ance improvem ent increases as the motion level of the sequences decrease.
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6.2.7 Adaptive Redundant Slice Allocation Scheme for SVC
As the amount of data which is added to the redundant slices increases, the quality of the 
recovered lost slices increases as well. But, in limited bandwidth channels, every bit that is used 
for the redundant slices is removed from the primary slices. So, addition of data to the redundant 
slices causes the quality of the primary slices to drop. M oreover, the redundant slices are 
benefited only when the primary slices are missing at the receiver, and otherwise they are not used 
and discarded. So, in low loss rate channels, there is a large amount o f consum ption of the 
bandwidth because of the non-benefited redundant slices. A channel adaptive redundant slice 
allocation scheme is proposed to solve this problem. This is an interactive error resilience scheme, 
where the encoder is informed of the channel loss rate prior to encoding each GOP. The number 
of redundant slices to be coded is determined depending on the channel conditions. The redundant 
slices are allocated only for lower temporal level pictures, which are more im portant then the 
others, at low loss rates. As the channel loss rate increases, the redundant slices are also allocated 
for the other temporal level pictures gradually. The perform ance of the proposed scheme is 
com pared with the other redundant slice coding methods and the conventional coding method 
which does not utilise the redundant slices. The proposed method shows significant performance 
gains over the other methods in all the tested sequences. The perform ance is significantly 
improved at lower loss rates as targeted.
6.2.8 Error Resilient System Design for MVC
M ulti-view video is one of the most popular representation methods for 3D video. Since the 
m ultiple views of a video sequence are highly correlated, inter-view prediction provides a 
significant im provem ent in coding efficiency. An error resilient system, which uses the SVC 
structure and the redundant slice coding, is proposed for multi-view video coding. The adaptive 
inter-layer prediction mechanism of SVC is utilised for inter-view prediction. The pictures in each 
view are protected by redundant slices. The Zero Residual Redundant Slice Coding method which 
omits the residual signal while coding the redundant slices is used for protection of the primary 
slices. The non-norm ative error concealm ent m ethod of the SVC which is the Temporal Direct 
Error Concealm ent M ethod is used in case of the loss of both the prim ary and the redundant 
slices. The perform ance of the proposed method is compared to that of the same coding system 
with no redundant slice coding. The perform ance results show that the proposed method 
outperform s the coding method with no redundant slices at high packet loss rates. Since the 
amount of added redundant data is high, the method without redundant slices shows an average 
perform ance that is over the average perform ance of the proposed method at low packet loss rates. 
As the motion level of the coded sequence decreases, the error concealm ent method shows a
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better perform ance, resulting in the perform ance curves of the two methods to meet at a higher 
packet loss rate on the perform ance graphs.
6.2.9 Adaptive Redundant Slice Allocation Scheme for MVC
The introduction of redundant slices to each view in multi-view video coding increases the 
robustness of the bitstream to errors. On the other hand, in fixed bandwidth channels, as the 
amount of redundant slices increases, the qualities of the prim ary pictures decrease. This 
reduction in the quality of the primary pictures causes the perform ance curve of the redundant 
slice coding m ethod to reside below the perform ance curve of the conventional method which 
does not use redundant slice coding in low loss rate channels. Since the amount of losses is low, 
most of the redundant slices are discarded at the receiver w ithout being used at low loss rates. 
This means that they occupy the bandwidth unnecessarily. Since it is not possible to predict which 
picture will get lost in the channel beforehand, we proposed to allocate redundant slices only for 
"important pictures" at low loss rates. In addition to this, redundant slices will also be allocated 
for the other pictures depending on their "importance levels" as the loss rate increases. The 
importance levels of the pictures are decided depending on their tem poral levels. The allocation 
scheme is updated prior to coding each GOP, depending on the channel PLR which is informed 
by the decoder. The perform ance of the proposed scheme is compared with the Zero Residual 
Redundant Slice Coding method and the conventional method which does not use redundant 
slices. Significant perform ance improvements are obtained by the proposed scheme especially at 
low loss rates, as targeted. The perform ance of the base view is improved more than the 
perform ance of the second view. This is because the lost slices, which are not under the protection 
of the redundant slices, are recovered only by using the error concealm ent method in both views. 
In addition to the concealed lost slices of the second view, the concealed lost slices of the base 
view also affect the perform ance of the second view due to the inter-view prediction. Therefore, 
the collaborative error concealm ent method also plays an im portant role in the proposed scheme.
6.3 Future Work
This section describes some of the potential research areas which rem ain to be tackled in the field 
of error resilience, based on the experience and vision achieved through this research. The 
following topics are identified as the potential areas for future research:
6.3.1 Adaptive Error Concealment Utilizing SEI Messages
As observed in the experimental results, the performances of the error concealm ent methods vary 
depending on the motion levels o f the sequences. The scene com plexity and the details are also
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im portant in the error concealm ent process. An adaptive error concealm ent method where the SEI 
messages are utilised can be beneficial. The SEI messages can carry inform ation about the picture 
characteristics such as the motion level, the complexity of the picture, or the correlation levels 
with the reference pictures. So, the adaptive error concealm ent algorithm may choose the 
appropriate concealm ent technique at slice level or m acroblock level based on the SEI messages.
6.3.2 Combined Channel Adaptive Error Resilient Coding and Error 
Concealment
Because of the unpredictable behaviour of the transmission channels, channel adaptive unequal 
protection of the bitstreams must be developed further. Instead of protecting pictures or slices, 
selected smaller partitions of the pictures should be protected for efficient error resilient coding. 
Error resilience should start from the encoder and continue at the decoder as a whole m echanism  
to get the optimum perform ance. The efficiency of the error concealm ent method must be taken 
into account at the encoder prior to coding protected areas of a picture. Parts of the picture that 
can be effectively concealed in case of a loss do not need protection. Instead, the areas that can 
not be concealed effectively should be identified at the encoder, and protection should be added to 
the bitstream  only for these areas. The amount of the protected regions of a picture may vary 
gradually depending on the channel conditions.
6.3.3 Combined Channel Adaptive Error Resilient Coding and Error 
Concealment for SVC
In Scalable V ideo Coding, the above mentioned com bined error resilience technique can also be 
applied to the base layer pictures. Since the base layer pictures contain a smaller resolution of the 
contents of the enhancem ent layer pictures, effective inter-layer error concealm ent methods can 
be developed for the recovery of lost enhancem ent layer pictures. In the encoder side, the parts of 
the enhancem ent layer pictures which can not be effectively recovered using the inter-layer error 
concealm ent method can be identified and protection can be added to these areas.
6.3.4 Adaptive Error Resilient Coding and Error Concealment for Multi- 
View 3D Video Coding
For error resilient multi-view 3D video coding, the base view can be protected in a similar way to 
the base layer of SVC. For the other views, the SEI messages can be utilized to indicate 
inform ative param eters about inter-view prediction like the global disparity vectors and the parts 
of the pictures that are coded using inter-view prediction. The inform ation in the SEI messages 
can be used in the error concealm ent methods to improve efficiency.
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