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ABSTRACT
The fact that Swift detected a low luminosity event GRB(XRF) 060218 at z = 0.033 within ∼ 1.5
year of operation, together with the previous discovery of GRB 980425 at z = 0.0085 by BeppoSAX,
suggest that event rate of these low luminosity GRBs (LL-GRBs) should be much higher than that of
the conventional high luminosity GRBs (HL-GRBs). Using the 1D- and 2D- redshift and luminosity
distributions of a moderate sample of observed GRBs and the relative detectability of HL and LL GRBs,
we constrain the luminosity functions (LF) and event rates of both the HL and LL populations. The
results suggest that LL-GRBs should form a distinct new component. The LF of LL-GRBs is shallow
with a power law index about −0.6 in the range below ∼ 3+7
−2 × 10
46 erg s−1, but cuts sharply beyond
this value. The true local event rate of the LL-GRB population is ∼ 550+700
−430 Gpc
−3 yr−1, which is much
higher than that of HL-GRBs (∼ 1.1+1.9
−0.8 Gpc
−3 yr−1). This rate is ∼ 1% of the local Type Ib/c SNe.
Combining with the finding that less than 10% of Type Ib/c SNe are associated with off-beam GRBs,
our results suggest that LL-GRBs have a beaming factor typically less than 10, or a jet angle typically
wider than 37o.
Subject headings: gamma-rays: bursts—gamma-ray: observations—methods: statistical
1. INTRODUCTION
Gamma-ray bursts (GRBs) and supernovae (SNe) are
two types of the most violent explosions in the Universe.
The connection between the two was predicted theoreti-
cally (Colgate 1974; Woosley 1993), and has been verified
observationally through detecting spectroscopic features of
the underlying SNe in GRB 980425/SN 1998bw (Galama
et al. 1998; Kulkarni et al. 1998), GRB 030329/SN
2003dh (Stanek et al. 2003; Hjorth et al. 2003), and
GRB 060218/SN 2006aj (Modjaz et al. 2006; Pian et al.
2006; Sollerman et al. 2006; Mirabal et al. 2006; Cobb
et al. 2006). In some other cases, red SNe bumps were
claimed in the late optical afterglow light curves (Bloom
et al. 1999, 2002; Della Valle et al. 2003; Fynbo 2004;
see a comprehensive sample and references in Zeh et al.
2004). It is now widely accepted that perhaps most, if not
all, long GRBs are associated with deaths of massive stars,
and hence, SNe (for recent reviews, see Zhang & Me´sza´ros
2004; Piran 2005; Me´sza´ros 2006; Woosley & Bloom 2006).
Some authors have attempted to determine the lumi-
nosity function (LF) and the local rate (ρ0) of long GRBs
through fitting the logN − logP distribution or V/Vmax
distribution observed by the CGRO/BATSE (Schmidt
2001; Stern et al. 2002; Lloyd-Ronning et al. 2002; Norris
2002; Guetta et al. 2005) or through simulations (Lloyd-
Ronning et al. 2004; Dai & Zhang 2005). They consider
only high luminosity GRBs (HL-GRBs) with L > 1050 erg
s −1, and generally get a broken power law LF. The lo-
cal event rate of these conventional GRBs is found to be
∼ 1 Gpc−3 yr−1 (e.g. Schmidt 2001; Guetta et al. 2004,
2005). Guetta et al. (2004) assumed that both the HL-
GRBs and GRB 980425-like low luminosity (LL) GRBs
are originated from the same population, and take the lu-
minosity of the LL-GRBs as the minimum luminosity of
this population. They argued that a broken power law
LF yields a probability of observing the GRBs 980425,
031203, and 030329 within z < 0.17. However, the GRB
060218-like GRBs could not trigger the CRGO/BATSE.
The logN − logP distribution observed by BATSE can-
not constrain the LF of these bursts.
The volume within z ∼ 0.17 is much larger than the
volume within z ∼ 0.033, which already encloses two very
nearby GRBs, i.e. GRB 060218 (z = 0.0331, Mirabal et al
2006) and GRB 980425 (z = 0.0085, Tinney et al. 1998).






where Vz<0.033 ∼ 1.2 × 10
−2 Gpc3 is the volume at
z < 0.033, ΩBepp = 0.123 and ΩSw = 1.33 are the solid
angles of the GRBM on board BeppoSAX and the BAT
on board Swift, respectively, and TBepp ∼ 6 years and
T Sw ∼ 1.5 years (at the time when this paper is written)
are the operation periods of the BeppoSAX and Swift, re-
spectively. The number 2 on the right hand side accounts
for the detections of GRB 060218 and GRB 980425. This
gives a rough estimate ρLL0 ∼ 800 Gpc
−3 yr−1, which is
much larger than the conventional value for HL-GRBs,
i.e. ρHL0 ∼ 1Gpc
−3 yr−1. If one assumes that the two LL-
GRBs within z ≤ 0.033 belongs to the same population as
HL-GRBs, i.e. let ρLL0 = ρ
HL
0 (e.g. Guetta et al. 2004),
the expected detection number of GRBs within z < 0.033
1
2in the BeppoSAX and Swift eras1 is about 0.0026. The
Poisson probability of detecting one event in this volume
is 2.6×10−3, while that of detecting two events drops dra-
matically to 3.4 × 10−6. Therefore the detection of GRB
060218 strongly suggests that there might exist a distinct
LL-GRB component with a much higher event rate. The
similar suggestion has been also made recently by several
other groups based on rough estimates (e.g. Cobb et al.
2006; Pian et al. 2006; Soderberg et al. 2006b). In this
paper we attempt to verify this ansat through more sophis-
ticated statistical analyses. We investigate the event rates
of LL- and HL-GRBs in more detail, and try to constrain
the LFs of both LL- and HL-GRBs using the data of GRBs
with known redshifts. Throughout the paper H0 = 71 km
s−1 Mpc−1, Ωm = 0.3, and ΩΛ = 0.7 are adopted.
2. ANALYSIS METHOD
The number of GRBs per unit time at redshift z ∼ z+dz









where RGRB(z) is the event rate (in units of Gpc
−3yr−1)
as a function of z, Φ(L) is the LF, (1 + z)−1 accounts for







(1 + z)2[ΩM (1 + z)3 +ΩΛ]1/2
(3)
is the comoving volume element at redshift z in a flat
ΛCDM universe. We assume that RGRB follows the star
formation rate as a function of redshift, and the parame-
terized star formation model SF2 presented by Porciani &





where ρ0 is the underlying local GRB rate per unit volume
at z ∼ 0, i.e., ρ0 = RGRB|z∼0. We conjecture that the LL-
and HL-GRBs form two distinct populations, and charac-













where Lb is the break luminosity and Φ0 is a normaliza-
tion constant to assure the integral over the luminosity
function being equal to unity. Considering an instrument
having a flux threshold Fth and an average solid angle Ω
for the aperture flux, the number of the detected GRBs














where Lmax and Lmin are taken as 10
54 and 1045 erg s−1,
respectively, and zmax for a given burst with luminosity
L is determined by the instrumental flux threshold Fth
through Fth = L/4piD
2
L(zmax).
We derive the parameters of the LFs (Fig.1) and the
local rates for both LL-GRBs and HL-GRBs using the
following three criteria: (1) the 1-dimension luminosity
and redshift distributions predicted with the model are
both consistent with the observations, i.e. the accumu-
lated probability distributions of the two observables are
consistent with each other between model predictions and
data (1-D Criteria); (2) the 2-dimensional GRB num-
ber distributions of both LL-GRBs and HL-GRBs in the
[logL, log(z)]-plane, as derived from Eq. (2), accommo-
date the current GRBs with redshift measurements at the
3σ significance level (2-D Criterion); and (3) the abso-
lute numbers of LL-GRBs and HL-GRBs in 1.5 years de-
rived from Eq. (6) is consistent with the Swift data, i.e.,
NLL−GRB ∼ 1 and NHL−GRB ∼ 150 (Number Criterion).
Please note that although the criteria (1) and (2) look
similar, they play different roles in constraining the pa-
rameters. The criterion (1) constrains the LF with the
typical bursts in the sample. The criterion (2), instead,
constrains the LF with the scattered data points. The
Criterion (3) is used to calibrate ρ0 for both populations.
By taking the absolute number 150 for HL-GRBs we also
take into account those Swift GRBs whose redshifts are
not measured, but whose properties are consistent with
being a conventional HL-GRB.
3. OBSERVATIONAL CONSTRAINTS
The current sample contains ∼ 76 bursts with known
redshifts, 39 of which are Swift bursts. We collect the
peak flux and spectral parameters of these GRBs from the
literature. For a few bursts without peak fluxes we use the
averaged fluxes. These peak fluxes are observed in differ-
ent energy bands. We correct them to the energy band of
1 − 104 keV in the burst rest frame with the k-correction
presented by Bloom et al. (2001). For those bursts with-
out spectral parameters we use a standard GRB spectrum,
with an observed peak energy Ep = 200 keV, a low energy
photon index −1, and a high energy photon index −2. We
convert the flux in units of photons cm−2 s−1 to erg cm−2
s−1 by adopting the spectrum mentioned above. We then
derive the peak (or averaged) luminosities of these GRBs
using the redshift information. The model predictions are
made using the detection threshold of the Swift BAT. The
sensitivity curve of BAT in the 50-150 keV band (Band
2003) is adopted. In order to calibrate ρ0 for both popu-
lations, we make use of Eq.(6) by adopting Ω = 1.33 and
T = 1.5 for Swift/BAT observations.
3.1. HL-GRBs
The current HL-GRB sample has a moderate size, with
both a broad luminosity distribution (Liso = 10
50 ∼
5 × 1054 erg s−1) and a broad redshift distribution z =
0.125 ∼ 6.29). One can get quite reliable constraints on
the LF of HL-GRBs with the three criteria mentioned
above. Our procedure is as follows.
(1) Constrain LHLb with the 1-D criteria, i.e., the 1-D
distributions of both luminosity and redshift are consis-
tent with the data. The break luminosity LHBb should
1The HETE-2 era was not taken into account since these faint LL-GRBs may not have triggered HETE-2.
2We have considered the other two star formation models, SF1 and SF3. Our results are not sensitive to the selection of these star formation
models since these models are almost the same at low redshifts.
3be around the typical (average) luminosity of the sample,
which is log < LHL/1050erg s−1 >= 2± 1. We thus allow
Lb to be flexible within the range Lb = 10
51 ∼ 1053 erg
s−1.
(2) Constrain αHL1 , α
HL
2 for a given L
HL
b with the 1-D
and 2-D criteria. For a given LHLb , the model over-predicts
the observed bursts with L < LHLb , if α
HL
1 is too steep; and
it over-predicts the observed bursts with L > LHLb at high
redshift, if αHL2 is too shallow. We search for the best
values of αHL1 and α
HL
2 . We derive the 1-D distributions
of z and L from the model, and measure their differences
with the data using a K-S test (Fig.2). We simply take the
maximum of the difference of the accumulative probability
between the model predictions and the data to measure the
goodness of consistency. The discrepancy is mainly in the
region near the instrumental threshold where our model
predicts a higher GRB rate than observed. This discrep-
ancy is likely caused by the low detection efficiency and
biases against redshift measurements for weak GRBs (e.g.
Bloom 2003). The current GRB sample is inadequate to
model these observational biases. We do not take these bi-
ases into account in our analysis. We take the best values
of αHL1 and α
HL
2 from the 1-D Criteria, and further adjust
them to comply with the 2-D Criterion. While the 1-D
Criteria mainly concern with the clustering of the data,
the 2-D Criterion would make additional fine tune to the
scattered data points so that the contour of the detection
probability in 3σ level encloses all the data points (Fig.2).
(3)Adjust ρHL0 to make consistency of the Number Cri-
terion, i.e. NHL−GRB ∼ 150.













s−1, and ρHL0 ∼ 1.1
1.9
−0.8 Gpc
−3 yr−1 (Fig.1). The quoted
errors are derived from LHLb = 6
+4
−5 × 10
52 erg s−1. The
LF is shown in Figure 1 with a slight grey band. The
comparisons of the 1-D and 2-D distributions with the ob-
servations are shown in Figure 2. The LF and ρHL0 are
consistent with that derived from the BATSE data (e.g.
Schmidt 2001; Stern et al. 2002; Guetta et al. 2005).
We also investigate the possibility that the LL-GRBs
are only a low luminosity extension of the HL-GRBs. To
get the detections of GRBs 980425 and 061218 within
z < 0.0331, we obtain ρHL0 ∼ 100 Gpc
−3 yr−1. In this
case, the HL-GRBs are much over-predicted, especially the
HL-GRBs at z < 0.1. In order to satisfy the constrain of
the bulk of HL-GRBs, GRBs 980425 and 060218 both fall
outside the 3-σ contour of the HL-population. All these
rule out this probability at the 3σ significance level.
3.2. LL-GRBs
The current observed LL-GRB sample only contains
GRBs 980425 and 060218. Although GRB 031203
marginally belongs to the group, its detection could well
enclosed in the 3-σ contour of the HL-population.
As we mention in section 1, ρLL0 should be much higher
than ρHL0 . The observed LL-GRBs are however rare events
comparable to the observed HL-GRBs (because of their
faintness - so that they are only detectable in a small vol-
ume of the local universe and a large amount of the popu-
lation are below the sensitivity threshold of the detector).
It is unlikely to establish a large sample to investigate their
LF through fitting its logN − logP distribution. Our 1-
D Criteria also fail to apply. The constraints on the LF
are mainly from the scatter of the data points and the
detection probability of these events in the L − z plane.
Since both GRB 980425 and GRB 060218 have a luminos-
ity ∼ (1046 − 1047) erg s−1, we assume that the typical
luminosity of the LL-GRBs is LLLb = (10
46 ∼ 1047) erg
s−1 and constrain αLL1 , α
LL
2 , and ρ
LL
0 for a given L
LL
b in
this range. We find that if αLL1 is comparable to α
HL
1 ,
the model greatly over-predicts the detection probability
of GRBs with L ∼ 1046 erg s−1 at z < 0.01. Similarly
the model greatly over-predicts the detection probability
of GRBs with L ∼ 1047 − 1048 erg s−1 at z < 0.5, should
αLL2 be taken a value similar to α
HL
2 . As a result, α
LL
1
should be shallower than αHL1 , and α
LL
2 steeper than α
HL
2 .
We also require that the 3σ contour of the 2-D distribu-
tion should enclose the two GRBs. With these observa-
tional constraints we search for αLL1 , α
LL
2 , and ρ
LL
0 for
a given LLLb . These parameters are poorly constrained
and convolved. Different combinations of these parame-
ters could however reflect these requirements. The com-
bination of αLL1 ∼ 0.6, α
LL
a ∼ 4.5, L
LL
b ∼ 3 × 10
46 erg
s−1, and ρLL0 ∼ 550 Gpc
−3 yr−1 is one of the best em-
bodiments of these constraints. We note that ρLL0 strongly
depends on the values of αLL1 , α
LL
2 , and L
LL
b . If one fixes
αLL1 = 0.6 and α
LL
2 = 4.5, one obtains ρ
LL
0 ∼ 120 Gpc
−3
yr−1 and ρLL0 ∼ 1250 Gpc
−3 yr−1 for LLLb ∼ 10
46 erg
s−1 and LLLb ∼ 10
47 erg s−1, respectively. Owing to the
large uncertainties of these parameters, we use an indica-
tive dark grey band to reflect the LF of the LL-GRBs in
Figure 1.
3.3. Observed local GRB event rates
So far we have been constraining the intrinsic underly-
ing LF and local GRB event rates. In practice, the ob-
served LF and the local event rate, have been also dis-
cussed in the literature. The so-called observed “local”
GRB event rate ρobs0 crucially depends on the volume en-
closed by a certain redshift, since for a large enough red-
shift, the observed events could be significantly smaller
than the intrinsic one because of the threshold effect. Fig-
ure 3 shows ρobs0 for both LL- and HL-GRBs as a func-
tion of redshift (i.e. the volume enclosed by this redshift).
The uncertainties of these rates are also marked by grey
bands. For example, ρHL,obs0 ∼ (0.1 − 3) Gpc
−3 yr−1 for
LHLb ∼ (10
51−1053 erg s−1, and ρLL,obs0 varies by more than
two orders of magnitude, from ∼ 120 to ∼ 1250 Gpc−3
yr−1 when LLLb varies from 10
46 to 1047 erg s−1.
It is seen from Fig.3 that although ρLL,obs0 is close to
ρLL0 (a large number) if the “enclosing redshift” is se-
lected to be small enough (say, zenc ≤ 0.03), it drops
dramatically if one defines “local” as a much larger vol-
ume, say zenc ∼ 0.17 (Guetta et al. 2004). For a small
enough zenc (say, zenc < 0.2), the detected nearby GRBs
should be dominated by the LL-population. Guetta et al.
(2004) al. (2004) suggested a local observed GRB rate
ρ0 ∼ 10 Gpc
−3 yr−1 by considering zenc = 0.17. We get
ρLL,obs ∼ 3 Gpc−3 yr−1 for zenc = 0.17, roughly con-
sistent with their result. However, ρobs increases rapidly
at very low redshifts. In order to account for the detec-
tions of GRBs 980425 and 060218 as well as not to over-
predict moderate nearby (z ∼ 0.05) and moderate lumi-
4nosity (L ∼ (1047−1048) erg s−1 GRBs, two distinct pop-
ulations are needed. The fact that the two LL-GRBs form
a distinct “island” from the main “continental” popula-
tion in Fig.2 manifests this fact. We have also performed
detailed Monte Carlo simulations to constrain the event
rates and LFs of both HL- and LL-GRBs. The results
are generally consistent with the conclusion drawn here,
and will be reported elsewhere (F. Virgili et al. 2006, in
preparation).
3.4. Beaming factor of LL-GRBs
Understanding GRB rates has profound implications for
understanding the relation between GRBs and Type Ib/c
SNe (e.g. Lamb et al. 2005). Compared with the local
Ib/c SN rate (4.8 × 104Gpc−3yr−1; Marzke et al. 1998;
Cappellaro, Evans & Turatto 1999; Folkes et al. 1999),
the rate of LL-GRBs (on-beam only, not including those
beamed away from the Earth) is about ∼ 1% of the Type
Ib/c SN rate. Most recently, Soderberg et al. (2006a)
argued that at most ∼ 10% of Type Ib/c SNe are asso-
ciated with off-beam LL-GRBs based on their late-time
radio observations of 68 local Type Ib/c SNe. This result,
combined with our result, suggest that the beaming factor
of these LL-GRBs is at most a factor of 10, as contrast
to a higher factor (∼ 100, Frail et al. 2001; Zhang et al.
2004; Guetta et al. 2004) for HL-GRBs. This suggests
that LL-GRBs are less collimated, with an opening angle
typically larger than ∼ 37◦. This is consistent with the
observational data of GRB 060218 (Campana et al. 2006;
Soderberg et al. 2006b).
4. CONCLUSIONS AND DISCUSSION
Prompted by the detection of GRB 060218 within ∼ 1.5
yr operation of Swift, we explore whether these LL-GRBs
form a distinct new population of long GRBs. Using
the 1D- and 2D- redshift and luminosity distributions of
a moderate sample of observed GRBs with known red-
shifts and the relative detectability of HL and LL GRBs,
we constrain the LFs and event rates of both the HL
and LL populations. The results suggest that LL-GRBs
should form a distinct new component. We characterize
the LF of each component by a smoothed broken power law
(eq.[5]), and obtained the following constraints. For HL-














These are consistent with those derived from the best fit to
the logN−logP distribution observed by BATSE. For LL-
GRBs, in order to account for the detection of GRB 060218
in about 1.5-year operation of Swift and the previous de-
tection of GRB 980425 by Beppo-SAX, we get αLL1 ∼ 0.6,





46erg s−1, and ρLL0 ∼ 550
+700
−430
Gpc−3 yr−1. This suggests that LL-GRBs form a distinct
new population of long GRBs with a much higher event
rate. With the Swift sensitivity, the observed nearby GRB
sample is dominated by the LL-GRBs. The observed (on-
beam) LL-GRB rate is ∼ 1% of the local Type Ib/c super-
novae (SNe). Combining with the argument that less than
10% of Type Ib/c SNe are associated with off-beam GRBs,
our results suggest that the LL-GRBs have a beaming fac-
tor typically less than 10, or a jet angle typically wider
than 37o.
Ideally, identifying a LF with our method requires a
large, unbiased sample. The current GRB sample, how-
ever, suffers great observational biases. First, the bursts
were detected by instruments with different sensitivities.
The different instrument threshold truncations make the
sample inhomogeneous. Second, the trigger probability of
a burst depends on its peak flux. A weaker burst has a
lower trigger probability. This effect significantly affects
the completeness of the sample at a given instrumental
threshold. Third, redshift measurements suffer great se-
lection effects, such as the brightness of the optical af-
terglow and the willingness/capability of using large tele-
scopes to detect line features from the afterglows. These
biases inevitably affect our statistical method/result. In
any case, as shown in this paper, although the inability
of modelling these selection effects greatly hinders a ro-
bust determination of the LF and local event rate of the
both population of bursts, the current sample nonetheless
poses interesting constraints to the LF parameters. A best
way to constrain the LF of HL-GRBs would be to incor-
porate our method with the logN − logP method using
a homogenous sample detected with a same instrument.
Such a sample is hopefully established with Swift. During
the first 1.5 years of operation, Swift has localized ∼ 150
bursts. Among them 25% have redshift measurements. A
sample of ∼ 500 bursts with ∼ 100 redshift measurements
could be obtained by Swift in a period of 5 years. Such a
sample could refine the constraints on the LF of HL-GRBs
by incorporating our approach with the logN − logP fit-
ting.
The observed LL-GRBs are rare events comparable to
HL-GRBs. Within 5-year operation of Swift, one expects
to detect 2-3 more such bursts similar to GRBs 980425
and 060218. It is unlikely to establish a large enough sam-
ple to investigate their LF through logN − logP fitting
within this sample. Our method would be potentially the
best approach to constrain the LF of this population. A
big problem of applying our method to the LL-GRB sam-
ple is that the detection of these LL-GRBs seems to be
rare and random. Nonetheless, our result suggests that
the majority of LL-GRBs are screened by the threshold
effect. Future detectors more sensitive to Swift BAT, e.g.
EXIST (Grindley 2006), would detect much more of these
events and greatly increase the sample of LL-GRBs.
There are two scenarios to explain the nature of the LL-
GRBs. One scenario is that these are standard HL-GRBs
viewed off-axially (e.g. Nakamura et al. 1999; Yamazaki
et al. 2003). In order to account for the step-like two-
component LF displayed in Fig.1, the jet must include
two distinct components, i.e. a narrow HL component
and a very wide LL component. Such a jet configuration
is different from the conventional jet-cocoon picture in the
standard collapsar model in which the cocoon component
is not as broad as 37o (e.g. Zhang et al. 2003). Liang
et al. (2006) suggest a second thermal component in the
X-ray spectrum of GRB 060218. If interpreted as a cocoon
surrounding the jet, the solid angle of the cocoon is not
large. The lack of detection of radio rebrightening in GRB
980425 and GRB 031203 (Soderberg et al. 2004a,b) has
also greatly constrained this scenario (Waxman 2004a,b).
The second scenario is that LL-GRBs are intrinsically dif-
ferent from HL-GRBs (e.g. Wang et al. 2000; Soderberg
et al. 2004b; Mazzali et al. 2006). This scenario calls for
a different type of progenitors for LL-GRBs from those of
5HL-GRBs. Thanks to the abundant multi-wavelength ob-
servations of GRB 060218, attempts to explain its uncon-
ventional observations have been made (Wang & Me´sza´ros
2006; Fan et al. 2006; Dai et al. 2006; Li 2006; Ghisellini
et al. 2006; Liang et al. 2006; Wang et al. 2006). The
spectra of both GRBs 980425 and 031203 are similar to
those of typical GRBs. However, both bursts significantly
deviate from the Amati-relation (Sazonov et al. 2004, cf.
Ghisellini et al. 2006). GRB 060218, on the other hand,
follows the Amati-relation and is one of the softest XRF
observed so far (Amati et al. 2006). Both GRBs 980425
and 031203 have long spectral lags, but their lags deviate
the luminosity-lag relation derived for HL-GRBs (Norris et
al. 2000). The spectral lag of GRB 060218, on the other
hand, is extremely long and is well consistent with the
luminosity-lag relation of HL-GRBs (Liang et al. 2006).
These seem to suggest that GRB 060218 is the extension
of HL-GRBs to the LL regime. If LL-GRBs indeed form a
unique GRB population as we suggest here, the above con-
sistencies imply that different populations of bursters may
share the same underlying radiation geometry/physics.
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Fig. 1.— The derived intrinsic luminosity functions of the LL- (dark grey band) and HL-GRBs (light grey band). The dark grey band is
defined with the LFs by taking LLL
b
= (1046 and 1047 erg s−1, respectively; and the light band is defined with the LFs by taking LHL
b
= 1051











































































Fig. 2.— Contours of the logarithmic GRB detection rate [log(dN/dt)] distribution derived from the combined luminosity functions of both
LL- and HL-GRBs in the in a 2-dimensional [logL, log(z)]-plane as compared with observational data [panel (a)]. The two LL-GRBs are
denoted by stars. The Swift bursts are denoted by solid dots, while bursts detected by other missions are denoted as open circles. The hatched
region marks the limitation of the Swift/BAT, where the threshold is derived by using the Swift/BAT sensitivity in the 50-150 keV band for
a standard GRB with Ep = 200 keV in the GRB local frame. The bold-faced curve marks the 3σ level. The comparisons of the observed
1-dimensional distributions of logL and log z of HL-GRBs with the model prediction are presented in panels (b) and (c), respectively.






















Fig. 3.— The observed GRB event rates for both LL- and HL-GRBs as a function of “enclosing redshift” zenc (i.e. the volume enclosed by
this redshift). The lines and bands are correspondingly the same as that in Figure 1.
