. Purpose: To a) introduce and present the advantages of linear mixed models using generalized least squares (GLS) when analyzing repeated measures data; and b) show how model misspecification and an inappropriate analysis using repeated measures ANOVA with ordinary least squares (OLS) methodology can negatively impact the probability of occurrence of Type I error. Methods:The effects of three strength-training groups were simulated. Strength gains had two slope conditions: null (no gain), and moderate (moderate gain). Ten subjects were hypothetically measured at five time points, and the correlation between measurements within a subject was modeled as compound symmetric (CS), autoregressive lag 1 (AR(1)), and random coefficients (RC). A thousand data sets were generated for each correlation structure. Then, each was analyzed four times-once using OLS, and three times using GLS, assuming the following variance/covariance structures: CS, AR(1), and RC. Results: OLS produced substantially inflated probabilities of Type I errors when the variance/covariance structure of the data set was not CS. The RC model was less affected by the actual variance/covariance structure of the data set, and gave good estimates across all conditions. Conclusions: Using OLS to analyze repeated measures data is inappropriate when the covariance structure is not known to be CS. Random coefficients growth curve models may be useful when the variance/covariance structure of the data set is unknown.
W hen an experiment is conducted and the variable of interest is measured from the same subject repeatedly over time, the measurements are almost always correlated in some way. To account for this correlation, repeated measures statistical analysis tools may be used to make inferences (13) . The results obtained from these statistical analyses are very important to explain longterm adaptations to physiological changes caused by training, aging, growth, or development. Therefore, the selection of the most appropriate statistical method to analyze data sets with multiple measurements on a single experimental unit (subject) is critical for correct interpretation of results.
Ordinary least squares (OLS) computational methods are commonly used to test hypotheses of differences among factor-level means in repeated measures data, and are available in a variety of commercial statistical software packages, generally under the rubric of general linear model (GLM). However, the OLS methodology implemented in these programs has important assumptions and limitations that can directly affect both the computation of F-tests, and the estimation of means and standard errors (SE) on repeated measures data (10) .
One of the most important assumptions for appropriate F-tests when using OLS in repeated measures data is that there is a constant correlation among multiple measurements within a subject (5) . This assumption would not be true if measurements taken closer in time were more highly correlated than those taken farther apart in time. This type of correlation structure is likely in situations involving human performance. Thus, the assumption of constant correlation for measurements within a subject may not be true in many cases. Some statistical software packages use the Greenhouse-Geisser adjustment of the F-test when the assumption of constant correlation within subjects' measurements may not be appropriate. This adjustment produces more conser-vative F-values, but does not improve the estimates of means and SE (5) . Some authors have suggested the use of repeated measures MANOVA instead of univariate repeated measures ANOVA when the assumption of constant covariance is not met. This is a reasonable approach if there are no missing data. MANOVA requires that the data for all individuals be available for exactly the same time points to estimate the covariance matrix. Since these conditions are often not attained in a typical experiment, MANOVA is a less attractive option.
Another limitation of OLS in the univariate setting is also related to missing values. Algorithms for the computation of variance components using OLS are not optimal when data are missing, even if the assumptions about the covariance structure are correct (12) .
In the late 1970s a new methodology called linear mixed models, which uses an estimation algorithm called generalized least squares (GLS), and is designed to deal with correlated data, was developed (4,6 -8) . These ideas have been implemented into a number of commercially available software packages, one of which is SAS ® Proc Mixed. With the development of this methodology, it is now possible to model a rich variety of covariance structures, deal effectively with missing data, (1,2,10) and handle nonconstant measurement time points (3) .
Basically, GLS estimates are appropriately weighted based on the covariance structure of the data. The estimates of the variance components are acquired by maximizing either the full likelihood (maximum likelihood, or ML) or a restricted version of the likelihood (restricted or residual maximum likelihood, or REML). Thus, linear mixed models based on GLS are designed to deal with repeated measures data, as well as other types of correlated data.
Linear mixed models also have the ability to fit a variety of growth curve models, and thus compare the rate of growth, or slopes, among curves (11, 12) . Instead of comparing means across treatments and time points, and dealing with complex interpretation of the model interaction terms, growth curves test for differences in initial values and in rates of growth of each factor's levels, allowing for a more straightforward interpretation of data (14) . A particular implementation of the growth curve model is called the random coefficients growth curve, where each subject's parameters are considered a random draw from a population of such parameters. This implementation is also known as multilevel models, or hierarchical linear models.
Thus, the purposes of this study were to introduce and present the advantages of linear mixed models and GLS in the analysis of repeated measures data, to show how model misspecification and inappropriate analysis using ordinary least squares (OLS) can directly impact the probability of occurrence of Type I errors depending upon the variance/ covariance structure of the original data set, and to compare the performance of these models in analyzing incomplete (unbalanced) data sets.
METHODS
Data generation. The data sets used in the study were simulated to mirror the training effects of three groups of 10 subjects that participated in a strength-training program. Data generation and analysis were performed using SAS ® Proc IML to generate the data and SAS ® Proc Mixed to analyze the data. A Visual Basic wrapper controlled program flow. The simulated experiment included three treatment groups called high-resistance low-repetition (HR), low-resistance high-repetition (LR), and control (C). Data were simulated as if subjects were measured at five equally spaced time points, labeled 0, 1, 2, 3, and 4. The response variable represented the 1RM results obtained in a biceps curl exercise. All groups had the same initial average 1RM values (75 lb). Then, strength gains could follow two possible patterns: null, or moderate. The null condition had slopes (strength gains) equal to zero for all three treatment groups. The moderate condition had slopes of 1.5, 1, and 0 lb·wk Ϫ1 for the HR, LR, and C groups, respectively. Observations were obtained using the fixed effects described in the preceding paragraph, and then adding random variation using three different variance/covariance structures.
The first structure we chose to use was compound symmetric (CS). This structure has constant variances across time and constant covariances between measurements. The particular values we used for this structure, shown in Figure  1 , seemed to us to be representative of values that would be expected from an experiment of the type we describe. Data with this structure can be appropriately analyzed using OLS when the data set is complete and balanced. Thus, we should see no differences between an OLS and a GLS analysis of a balanced data set of this type. The CS structure is also appealing because it is relatively simple, requiring the estimation of only two variance components.
The second covariance structure we used is called autoregressive lag 1 (AR(1)) and exhibits a pattern of higher correlation between data points taken closer in time. The actual values we used for this structure are shown in Figure  2 . We would not expect an OLS and GLS analysis of this type of data to yield similar results. This is an appealing structure to consider, as measurements closer in time do tend to be more highly correlated in human performance trials. In addition, AR(1) requires the estimation of only two variance components.
Finally, we generated data using a random coefficients (RC) growth curve model. In this model, an individual's intercept and slope are considered to be random draws from a distribution of intercepts and slopes. We used the slope/ intercept covariance structure of variance of intercepts ϭ 100, variance of slopes ϭ 7, and covariance between intercepts and slopes ϭ Ϫ16 along with an independent random error of 2 ϭ 13. This yielded the within-subject covariance structure shown in Figure 3 . Although slightly more complicated than the other two structures (requiring the estimation of four rather than two variance components), it is appealing because it is so broadly applicable. We also had some indication from previous work that this structure might be less sensitive to misspecification, and thus more robust in our analyses.
The determinants of the variance/covariance matrices presented in Figures 1, 2 , and 3 were 0.6282 ϫ 10 8 , 0.6616 ϫ 10 8 , and 0.6028 ϫ 10 8 , respectively, so these structures account for roughly the same variability across models.
The GLS algorithm as implemented in SAS ® allows the practitioner to model a rich variety of variance/covariance structures. The interested reader should refer to the SAS ® help files to find available structures. We selected these three variance/covariance structures for the following reasons: a) the compound symmetric structure is assumed in univariate repeated measures routines available in commercial software using OLS; b) the AR(1) structure accurately reflects strength increments due to strength training (and other expected changes across time in human performance) (9); and c) random coefficients is a general model that could have wide applicability in human performance literature.
Independent random errors can be manipulated to assume any covariance structure by premultiplying the independent variates by some square-root decomposition of the covariance structure. We used a Cholesky decomposition, and used independent random variates generated by SAS ® Proc IML.
Data Analysis. The data were generated with two possible differences of slopes (null and moderate), and three possible variance/covariance structures (CS, AR(1), and RC) for six different types of data sets.
There were 1000 data sets generated in each one of the conditions. These data sets were analyzed using OLS, using GLS, assuming a CS covariance structure, using GLS assuming an AR(1) covariance structure, and using GLS assuming a random coefficients model. Figure 4 gives a pictorial view of the hypothetical data situation in the moderate slope difference condition. All data sets were analyzed using a model that included individual fixed effects for treatment (trt), time, and the treatment by time (trt*time) interaction. Since a significant trt*time interaction would be indicative of a significant difference among the slopes of the lines of the different treatment conditions, we focused our analysis on that term.
The same procedure was applied to incomplete data sets. Twenty percent of the response values of each data set were deleted at random before these analyses were undertaken.
The proportion the 1000 runs that resulted in a significant trt*time interaction was computed. In the null-slope condition, this number is an estimate of the probability of occurrence of a Type I error for the various combinations of conditions. In the moderate slope difference condition, this Data were generated using the null-slope difference condition. Columns represent the variance/covariance structure used to generate the data, and rows represent the analysis method. * For 1000 simulations, responses in the 3-7% range are not unreasonable.
OLS (%) CS-GLS (%) AR(1)-GLS (%) RC-GLS (%)
proportion is an estimate of the power of the analyses in the various conditions.
RESULTS
The results of the simulation for the null-slope condition are found in Table 1 . With 1000 simulations, the standard error of the estimated percentage rejecting in the null case is approximately 0.7%. Thus, outcomes from 3 to 7% are not unreasonable. However, outcomes greater than 15% in the null case are definitely a cause for concern. When the data are balanced, the OLS and CS-GLS analyses will return identical results. OLS performed as it should when the generated data were CS. However, when generated data were either AR(1) or RC, OLS was substantially anticonservative. AR(1)-GLS only included the nominal 5% level when the data were complete and generated using an AR(1) structure. The RC-GLS method displayed reasonable results for all underlying covariance structures and for balanced or unbalanced data. In general, OLS (and CS-GLS) tended to become more conservative with missing data, while AR(1)-GLS became more anticonservative when data were missing.
The results of the simulations for data generated under the moderate slope condition are found in Table 2 . These data are indicative of the power of the various methods, but it is unreasonable to examine power in any situation where the nominal 5% level under the null condition is not maintained. When the generated data have a CS structure, there is not a significant difference in power among OLS, CS-GLS, and RC-GLS methods. (P Ͼ 0.45 in every case). There is a significant decrease in power from the complete data case to the unbalanced case (P Ͻ 0.05 in every case). When the generated data are AR(1), there is no significant difference in power between the AR(1)-GLS and RC-GLS methods (P Ͼ 0.73). When data are missing, the AR(1)-GLS method is significantly more powerful than the RC-GLS method. When generated data are RC, only the RC-GLS method is a reasonable candidate for analysis.
DISCUSSION
The main findings of this study were: a) knowing the variance/covariance structure of the data set is very important in selecting the appropriate variance/covariance model for data analysis; b) model misspecification can substantially affect the significance level of a statistical test; c) assuming a CS structure when that is not the case produces the highest probability of occurrence of Type I errors whether the analysis is OLS or GLS; d) linear random coefficients growth curve models have good performance characteristics with any of the variance/covariance structures we tested; and e) these findings generally apply to both complete and incomplete data sets.
The repeated measures OLS algorithm produces accurate F-tests when data are balanced, and quite reasonable results when data are unbalanced and the variance/covariance structure of the data is CS. Our results indicate that when the variance/covariance structure of the data is not CS, there is a substantial inflation of Type I error rates.
It is disheartening to note that the repeated measures OLS analysis is the prevalent methodology used in the exercise science field. Our findings indicate that there is reason to believe that some nontrivial fraction of the literature may indicate significant treatment effects when in fact they do not exist, because of an inappropriate application of statistical methodology. Our type I error rates were in the 20 -30% range when the OLS or CS-GLS methodology was used, and the data were really AR(1) or RC (Table 1) . Our rates clearly overstate this problem because many researchers are using the Greenhouse-Geisser correction in an attempt to deal with the difficulty. Nonetheless, the appropriate use of GLS would undoubtedly help alleviate the problem.
Random coefficients growth curve models have been largely used in the literature outside the exercise science field (11, 14) . Our data indicate that this broad classification of models might offer an appropriate alternative when there is doubt concerning the true underlying variance/covariance structure of the data set. This model type had consistently good ␣-level performance (Table 1 ) and reasonably good power performance over the variety of variance/covariance structures considered, even with unbalanced data sets ( Table 2) .
When analyzing repeated measures data, researchers should make every effort to determine what type of underlying variance/covariance structure the data may have. Failing to spend the time to determine what type of variance/ covariance structure is present could easily lead to an inappropriate data analysis. Readers are encouraged to refer to Littell et al. (10) for a review of a possible methodology to select the appropriate variance/covariance structure for data analysis. If doubt persists concerning the appropriate variance/covariance structure, then our study indicates that a random coefficients model could be used, thanks to its robustness across the structures we examined.
In conclusion, the use of OLS algorithms to analyze repeated measures data should be limited to cases where a CS covariance structure is known to be present. The linear mixed model, with its greater flexibility to model the variance/covariance structure of the data set, should be more generally used to analyze growth-type data. Random coefficients growth curve models should be considered for analysis when the variance/covariance structure of the data set is uncertain.
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