A variant of multigrid schemes for the Stokes problem is discussed. In particular, we propose and analyse a cascadic version for the Stokes problem. The analysis of the transfer between the grids requires special care in order to establish that the complexity is the same as that for classical multigrid algorithms.
Introduction
Multilevel methods without coarse grid corrections have been defined and applied to elliptic problems of second order by Bornemann and Deuflhard [1, 5] . They have called it a cascadic algorithm and showed that an optimal iteration method with respect to the energy norm is obtained if conforming elements are used.
Deuflhard's starting point for the cascadic multigrid method [5] was the idea that it should be sufficient to start the iteration at the level i with a good approximation from the level i − 1. A similar idea can already be found in Chapter 9 of Wachspress' book [12] from 1966, i.e. from the period in which also the first theoretical investigations of multigrid methods were made. The approach from that period had, however, the drawback that not enough steps were performed on the coarse grids. Later Shaidurov [8] established in essence a recursion relation of the form
for some finite element problems with full regularity. Here u i denotes the exact solution on the level i and v i its approximation computed after m i steps. The accumulation of the error is no problem since the iteration steps on the lower levels are cheap.
It is crucial for the optimality of the algorithm that the error from the previous level enters with a factor of precisely 1. Since it was not clear whether a constant factor greater than 1 is encountered in the transfer for nonconforming elements, there are no serious conjectures for the latter families. This feature is shared by the Stokes equations as will be obvious in Sect. 4 . In fact, the nonconformity caused by the prolongation operator introduces factors strictly greater than 1 in the recursion (1.1).
There is another difference to classical multigrid algorithms. The recursion relation (1.1) refers only to the energy norm, and it has been proved in [2] that the cascadic version is in general not optimal for the L 2 -norm. This is in contrast to classical multigrid algorithms, see [7, 13] , where one can more easily move between the H 1 -norm and the L 2 -norm.
We will develop the cascadic multigrid method for saddle point problems which arise from the Stokes problem. Here we will apply the smoothing procedure proposed in [4] . However, prolongating an approximate solution to the next higher level generally destroys the divergence freeness ensured by the smoother. Since the natural correction arising in this context involves a projector that is orthogonal in L 2 and not with respect to the energy inner product, there is the drawback with the L 2 -norm mentioned above. Nevertheless, we are able to properly isolate the influence of nonconformity and to apply then a duality technique providing sufficiently sharp estimates for the additional terms. This eventually will be shown to yield optimality for our saddle point problems. Since this in turn is related to a careful analysis of the transfer between the grids, the technique is also useful in the treatment of nonconforming elements. 1 The analysis shows that the loss induced by the transfer between the grids can be controled also in nonstandard cases. This may be of interest for many multigrid algorithms and not only for those of cascadic type.
We note that the cascadic multigrid algorithm offers an efficient alternative to nested iteration for obtaining a good initial guess of the finite element solution. It is not our intention to replace the standard multigrid procedure.
Notation and problem formulation
Let 
Here, f ∈ X , the dual of X, is given, with ·, · being the standard duality pairing induced by the L 2 inner product, and
We assume that the problem is H 2 -regular, e.g. Ω may be a bounded convex polyhedral domain in 2-space.
We are interested in approximate solutions to (2.1) obtained by finite element discretizations. To this end we assume that for each i ∈ N 0 , i ≤ J, T i denotes a shape-regular triangulation of Ω which is generated by successively refining uniformly some initial triangulation T 0 . Shape regularity means that the ratio of the diameter and the radius of the largest inscribed ball of any simplex in T i remains bounded. Accordingly, X i and M i will denote the corresponding conforming finite element spaces of Taylor and Hood [3, 6] . Likewise we may use any elements with the properties listed in [11] . In particular, the finite element spaces are nested and form an ascending hierarchy of spaces
Restricting (2.1) to the pair X i , M i , gives rise to the linear system of equations
where as usual the operators A i , B i on X i are for u i ∈ X i defined by
Of course, as soon as one fixes bases in X i and M i , one obtains matrix representations of A i , B i which will be denoted again by A i , B i , respectively. For simplicity we identify the functions v i , q i in X i , M i with their coefficient sequences, always assuming that the bases are normalized so that
That is, both norms can be uniformly bounded by constant multiples of each other. Moreover we have the inverse inequalities
Here and throughout the paper c will be a generic constant which is independent of the level and which may be different in different equations.
Our objective is to solve (2.3) for the highest level of resolution i = J.
The smoothing operation
A key ingredient of a multigrid scheme for the solution of (2.3) is a suitable smoother. In the following we will employ the smoother proposed in [4] . Since this can be described for an abstract saddle point problem, for convenience we suppress the subscripts indicating the discretization level. Thus we consider the linear system of equations
where A is a symmetric positive definite matrix. It characterizes the solution of the constrained minimum problem
Now suppose that C is a preconditioner for A which, in particular, satisfies
and for which the linear system
is more easily solved. Note that the inverse is formally given by
where
i.e., α is assumed to be not smaller than the spectral radius ρ(A) of A. In this case (3.4) becomes
where P is the projection
Now, (3.1) is to be solved by an iteration of the form
where superscripts will always denote iteration indices. It is important to note that u +1 always satisfies the constraint, i.e.,
see [4] . Each iteration step requires solving a system of the form (3.3) with C = αI. By (3.5), this can be realized by implementing
Specifically, this amounts to solving an equation similar to the Poisson equation in the case of the Stokes problem. In view of the available efficient Poisson solvers this is acceptable, e.g., smoothers which incorporate Poisson solvers have been used in some efficient multigrid algorithms by Turek [10] . Moreover numerical results in [4] support the expectation that approximate solutions of the equations are sufficient. Obviously it would be against the spirit of the idea of cascadic solvers to use multigrid here, but fortunately there are efficient AMG algorithms which solve the Poisson equation in a black box manner. In particular, defining for g = 0
the iteration remains in V . Therefore one can construct conjugate directions from the corrections in (3.7). In fact, defining the vector
as the residual of the first block and computing h from
we obtain the next conjugate direction and the next iterate from
The factors α and β are determined as in any cg-algorithm. Note that by construction Bh = 0 so that also
Thus one considers the cg-method confined to a subspace where A is definite. The cg-method based on (3.7) will be employed as a smoother in the cascadic multigrid algorithm in accordance with the concept for scalar equations in [1, 8] .
The cascadic multigrid iteration
Our objective is to analyse the following 
Hence,
Thus, since for (u, v) C := (u, Cv) = (Cv, u)
the mapping P C is just the orthogonal projection to V i with respect to the inner product (·, ·) C . The most convenient choice for C is αI. Noting that P αI = P I =: P (see (3.6)) for any α > 0 this gives rise to the orthogonal projector with respect to the standard L 2 -inner product, i.e.,
For completeness, we note that there is also a bound with respect to the · 1 -norm. On the other hand, since
Lemma 1. For P = P i defined by (3.6) one has
P i 1 ≤ c uniformly in i ∈ N.
Proof. It suffices to prove that S = S i := B T (BB T
cf. Remark III.5.5 in [3] , we obtain
and the assertion follows from (4.5).
The cg-method and optimal polynomials
According to (3.8) in [4] the error in the v-component for the iteration (3.7) is given by
where P is defined by (3.6) . From the theory of the cg-method we know that It has been shown by Shaidurov [8] that, given m ∈ N and Λ > 0, there exists a polynomial Q m such that
We set λ max := λ max (P AP ). Since P AP is selfadjoint, following Shaidurov [8] we obtain from (5.4) an operator Q m with
We emphasize that the energy norm is a mesh-dependent norm, since the projector in (5.3) depends on the grid. Therefore we reformulate the above bounds. Since Q m v belongs to V i , we have ||| Q m v||| = |Q m v| 1 , i.e.
Although during the computations Q m is only applied to functions in the kernel V i , it is crucial for the analysis that the estimates hold for all v ∈ X i . Moreover we note that the inverse inequality (2.5) implies
A recursion relation and final estimates
In contrast to cascadic iterations for scalar elliptic problems the prolongation of the approximate solution v i−1 on level i − 1 is followed by a correction which projects the prolongated w i to v 0 := P i w i ∈ V i . Since P i is an orthogonal projector relative to the L 2 -inner product and therefore generally does not have norm one in H 1 , the relation
does not allows us to directly infer the estimate
which would be needed in a convergence analysis following the concepts of [1, 8] . The subsequent discussion indicates the corresponding difficulties. We will overcome them by switching to the | · | 1 -projector in the analysis. The terms which arise from the compensation will be estimated by applying the following lemma.
Lemma 2.
There exists a linear mapping R i : X i → V i and a constant c such that
The proof of the lemma will be given in the next section. First, under the regularity assumption
Thus the triangle inequality yields
Here we assume as usual that h i /h i−1 remains bounded.
We are now prepared to analyze the error produced by the scheme described in Sect. 4. To this end, we recall that u i denotes the exact solution of the discrete problem in X i , while v 0 = v 0 i := P i w i denotes the starting value for the iteration on the level i. As before w i is the prolongation of the approximate solution
As for the first summand, we invoke (5.5), (5.7), and (6.3) to obtain
The second term of (6.4) is estimated by employing (5.6), the estimate (6.2) in Lemma 2, and P i R i = R i :
The third summand on the right hand side of (6.4) represents the essential distinction from the scalar elliptic case. It reflects the nonconformity of the prolongation. Applying first (5.5), using as before that P i −R i = P i (I −R i ) and bearing (4.4) in mind, provides
At this point the main estimate (6.1) from Lemma 2 comes into play which yields
This in turn implies by the previous estimate that
By combining all three estimates (6.5), (6.6) and (6.7) for the terms on the right hand side of (6.4), we obtain immediately the recursion relation in the following proposition.
Proposition 3. There exists a constant c such that
The choice of m i for the number of smoothing steps on level i was made in [1] With the aid of Proposition 3 we are now in a position to establish similar properties here and show that the cascadic multigrid algorithm for the Stokes problem behaves like the cascadic algorithms investigated by Bornemann and Deuflhard [1] and by Shaidurov [8] .
Proof of Lemma 2
Obviously we obtain a linear projection R i :
Since the finite element spaces X i , M i are stable, we have
In order to apply Nitsche's trick, we consider the auxiliary variational problem
for all q ∈ L 2,0 (Ω). The general approximation results for affine families of finite elements [3] guarantee that there is a y i−1 ∈ X i−1 such that y − y i−1 1 ≤ ch y 2 and r i−1 ∈ M i−1 such that r − r i−1 0 ≤ ch r 1 . Combining this with (7.5) and (7.6), we obtain The triangle inequality and (7.2) yields w i − z i 1 ≤ c z i 1 . Finally, we use (7.2) for estimating p i 0 and (7.4) for estimating y 2 and r 1 :
We divide (7.7) by w i − z i 0 , set R i z i := w i , and the proof of (6.1) is complete.
In order to prove (6.2) we set v := w i , q := p i in (7.1) and obtain |w i | 
