Abstract-This paper presents a mobile robot planning approach for solving the problem of indoor cleaning tasks. In general, the robot must find its pose first and only then move to the final destination to cleaning out. Our model works with a multi-level planning approach where the mission is treated online only. The user sets up the cleaning or the robot uses an agenda with predefined set of missions. POMDP plans are created for the localization, using the map and the robot specifications. The plans are created offline only once and used indefinitely regardless of missions. We will show the multi-level planning process where the robot finds its pose in the high level of representative rooms and then moves to the lower level to finding its precise pose. We demonstrated the approach with experiments on both simulator and real robot. The multi-level planning allowed the robot to find its pose and fulfill the tasks of the agenda faster while keeping the precision.
I. INTRODUCTION
An autonomous robot must know its pose to accomplish a specific cleaning task, such as heading out to a certain room and cleaning out spots on the floor. Robotic vacuum cleaners generally suffer from the lack of more accurate sensors such as laser rangefinders, turning the localization a more challenging process. The other challenge pops up from the limitation of some embedded processors, which possibly might not be able to treat a large set of states of real indoor scenarios.
In this paper, we are interested in solving the localization problem and tasking for this group of robot and their limitations. For this we will present a multi-level planning model that can be used by small-embedded processors to helping the robot to find its pose faster while using cheaper sensors, like ultrasound sonars.
We will also present a support for user's agenda in which the robot can choose the destination based on a predefined schedule. The agenda does not have to contain only the rooms and the hours to clean out them, but the residents' information, their rooms and the time at each resident is away from home. Thus the robot can clean out their rooms while they are not in Manuscript the site. As described in our previous work [1] , we are also considering that the robot can head out towards its goals at the same time it is trying to find its pose. The localization plan is precomputed and embedded into the robot's processor, then it is mixed at execution time with the goal mission, executing both task and localization. The robot performing the cleaning tasks using the multi-level approach could accomplish the task faster than other robots using the comparative models. Fig. 1 shows the improved path of the proposed model to reach the destination. In this experiment, the start point is the room on the left; the room to be cleaned is the one on the upper-left corner; and the final destination is at the right room. Once the robot is at the desired room, the cleaning algorithm can be executed. In this work we will not discuss cleaning algorithms. 
II. RELATED WORK
In several works on localization problem, the robot performs actions in a random manner with no planning at all, since the mission of the robot is taken up as priority [2] , [3] , [4] .
The observations and the movements of the robot over the environment are not always deterministic due to the uncertainties on the actions and observations. To handle with uncertainties problems, probabilistic localization approach has been heavily used [5] , [2] . Extended Kalman Filter (EKF) is one of the most used probabilistic techniques for these problems. The authors in [6] applying EKF, they use sonars to find geometric landmarks over the map improving the estimate of pose. Reference [7] uses it to improve the accuracy on dead reckoning and odometry problems. Those two cases are example of the use of probabilistic techniques for both dead reckoning and landmark application. Bayesian networks have also been used to find solution for the robot localization problems. In [8] , a Bayesian network is manually designed to use local information in order to find out the robot's pose in an indoor office environment.
The authors in [5] proposed an active model based on Markov Localization that uses the entropy of the probability distribution on a grid-based map to determine the pose of the robot. The entropy variance defines what action must be taken. A good action is the one that can reduce the entropy of the system, popping up a single or few peaks over the map where the robot could be. The advantage of this method is the accuracy, but not feasible for large-size maps.
For large-size environments, the computational complexity to deal with all states is a challenge itself, since the model represents the entire map using a single probability distribution. Also, in order to choose the best action, the equations must consider all states and using small cells, the number of states grows fast. If the precision is the major advantage of it, the drawback is to deal with this computational complexity.
To bypass the computational cost, the robot performs random wandering until the belief state is concentrated at few points of local maxima, then after converging, the model starts to use Markov Localization to find out the pose. Depending on the size and shape of the map, the local maxima points can take a long time to converge.
The work presented in [9] proposed a hierarchical approach for global localization problem using particle filter and Bayesian networks. On their model, the gross localization is based on large cells that are decomposed based on geometric features the robot can find over the map. On the lower level, the model uses the particle filters to find the posterior probability for localization. When these particles converge into clusters, the higher layer starts the particle clustering and sensor planning. The high layer uses Bayesian network to represent the decomposed cells, their relationships and the belief state. The sensor planning creates an optimal sequence for localization.
Both approaches apply several random actions at the beginning of the process that is not feasible to be used by limited-battery robotic vacuum cleaners. Even for the cases where the robot is not required to find its pose faster, the power consumption from the high number of steps performed could be an issue due the battery limitation of these robots.
We will propose a multi-level planning, which allows small-embedded processor to handle with the uncertainties of the environment and to planning for cleaning tasks while the robot finds its pose. The more planned and less random steps, the less the distance traveled and the power consumption. We will compare our proposed model to the model of [9] and to the precise module presented by [5] .
III. MULTI-LEVEL APPROACH
The proposed approach has been organized in 3 distinct processes: 1) the map treatment process, 2) the multi-level planning, and 3) the combining localization and agenda process.
A. Map Treatment Process
Robotic vacuum cleaners are mostly used at homes and offices. These real home-like environments generally feature multiple rooms, which hampering the localization planned process due the high number of states. In this paper we will use the map compression proposed in our previous work [10] . Based on architectural features (walls, doors, and room area) the original map is divided into rooms. The similar rooms are clustered into groups by their similarity. Each group has its rooms overlapped creating only one representative room. Those new rooms (one representative room for each cluster) contain useful and compressed information to represent each of the original rooms. The new representative rooms are connected by a connection graph, creating the final topological map.
Let's assume f is a floor of a building, where f is made of the rooms a 1 , a 2 , c 1 , b 1 , b 2 , a 3 . The decomposition process will break the map up into rooms using the architectural features. The clustering process uses number of doors and total area of the room to find similar rooms and clustering them into different groups g n . For the floor f, we would have the groups g a = {a 1 , a 2 , a 3 }, g b = {b 1 , b 2 }, g c = {c 1 }. For each group g, a new representative room rg n is created based on the combination of the group's elements. Thus, we will have rg a , rg b , rg c , where rg a is the representative room that represents all rooms of the group g a , and the rg b and rg c, the representative rooms for the group g b and g c , respectively. Finally, a graph G is used to connect all the representative rooms. G represents a topological map, where the vertex set V(G) is composed of the representative rooms and the edge set E(G) is made of the transition vectors between the rooms, representing by the doors, that we will call "breakout points". Fig. 2 shows the Coffman Building inspired map with 11 rooms compressed into 6 representative rooms generating the final graph. 
B. Multi-Level Planning
The Multi-Level planning is based on two layers, as shown in Fig. 3 . The higher layer deals with the gross localization at the level of representative rooms (described in the previous section). The lower level is used to find the robot's precise pose at level of cells of the original room.
On the higher layer, the localization is treated in the level of representative rooms, where the robot must find what representative room rr it is, and its pose (x rr ,y rr ,θ rr ) in this representative room. For the high layer we have the set of representative rooms R p = {rr 1 ,...,rr n }, and the list P l = {φ 1 ,..,φ n } where φ is a plan for each rr. Also, for each representative room, the belief state β is updated during the localization process for the n representative rooms, given by B l = {βrr 1 , ..., βrr n }.
After initializing the beliefs, the process of localization picks out a plan φ i , as the starting plan. The chosen plan φ i is the correct one, when the robot is in the room r o , the representative room of r o is rr i , and the plan for rr i is φ i . The initial plan is randomly chosen. The robot starts up to move over the environment based on the actions informed by the planner regardless whether it is using the correct plan or not. The entropy S for each representative room is updated and decreases converging to a point on the final representative room rr c (where the robot might be at). Fig. 4 shows the multi-level approach, where rr c is the representative room where the point converged. On the higher layer, the entropy will converge for one of the representative rooms, rr c . At this point the robot is aware of which representative room it is, consequently the robot is in one of the similar rooms r 1 ,...r k .
On the lower layer, the process decomposes the representative room rr c into its k original rooms r. Given the belief state β c , the observations o and actions a taken, we can plot the belief state for all original room r, based on the backtracking given by βr n ← f(βc,o,a), where n is a room. The robot uses the higher probability point of the belief state as its starting point and heads out toward the breakout point to increase the pose accuracy, using Markov Localization or POMDP localization model (if the plan for the original room is available).
C. Combining Localization and Agenda Missions
In this work we are interested in extending the work of [1] where robot uses a plan to find its pose and also considers an ordinary mission, combining both in an online process. Only one POMDP plan is generated for the map regardless the mission. We will use the same process described in the mentioned work, but this time applied to a low-cost robots with ultrasound sonars and odometry only. Here the mission might not be given by a manager, but by an agenda with predefined tasks. The robot consults the current time of the day and performs the mission. Fig. 5 shows the framework of the POMDP planning model for localization and the fusion with the agenda data, time of the day and the vector . This vector is a result of the combination of the localization vector with the mission vector . The vector defines the optimal action for localization calculated by the POMDP planner. This action tries to max out the robot's localization. The belief state β can point out the cell with the highest probability, i.e., the cell where the robot most likely to be at. Based on this, we assume the robot is really there, and calculate the vector towards the goal point using the A* algorithm.
The vector must be inversely proportional to the localization probability, . The mission vector is defined as . If the robot is aware about its pose, P(l) is high, then as well. Otherwise, if P(l) is low, will be high and is low, prioritizing the action for localization. The resulting vector defines the best action to be taken. It may happen a vector cancel out each other. In this case, the tasking vector turns null and the localization process takes the priority.
IV. EXPERIMENTS
For the experiments we will use the Pioneer 3-DX robot equipped with 12 ultrasonic sonars. For the simulation rounds we will use the V-REP simulator with a 3D model of the same robot.
Differently from the work of [1] , the robot here does not have expensive laser rangefinders available, since the motivation is to use low-cost robots, such as iRobot Roomba robot.
We will compare the multi-level model to the comparative models described on the related work section, the F model [5] and to the Z model [9] . The cleaning mission are predefined and set up into an agenda. For the experiments we will count the number of steps for each mission. A single mission is a trip International Journal of Machine Learning and Computing, Vol. 5, No. 2, April 2015 from a room to other. The robot does not know your pose. Fig.  6 shows the maps used on the experiments: the Coffman building inspired map (University of Minnesota) and the Automation Lab (University of Campinas). The experiments with the real robot were held in the Coffman building inspired map, and the simulations experiments in the Automation Lab map.
We have run 20 rounds of 3 simulations, one simulation for each one of the 3 models (F, Z and M models). Every round places the robot at a different initial pose, but the initial poses of the same round are the same. We have repeated the experiment for each map and analyzed the results according to the student's t-test, simulation samples, and average gain. V. RESULTS Fig. 7(a) shows the number of steps the robot performed to find its pose (only localization) in the Coffman Building Map. The robot using the proposed model could perform the localization task using fewer steps than the comparative models. The model of [9] obtained the best results on the simulations #10, #14 and #20. Fig. 7(b) shows the results for both, localization and mission in the same map. In this case, 20 more rounds were executed selecting the missions available on the robot's agenda. Considering both, localization and cleaning mission, the line of the proposed model moves away from the line of the other models. Using the proposed model, when the robot finds its pose, it is closer to the final destination. Similar behavior was found in a previous work [1] for robots fulfilling ordinary tasks.
By conventional criteria, the paired two-tailed P less than 0.0001 is considered extremely statistically significant. The robot using the proposed model could find its pose with an average gain of 26.3% comparing to the robot using the Z model. When considering both, localization and mission, the average gain was even better, 32.5%, i.e., the robot took 32.5% fewer steps to get the mission done than the robot using the Z model. Fig. 8 shows the result for the Automation Lab map. Steps for both localization and mission. For this map also the two-tailed P value was less than 0.0001 -extremely statistically significant difference between the proposed model and the Z model. The robot using the proposed model in the Automation lab map had an average gain of 23.0% only for localization, when compared to the best comparative model, again the Z model. For both, the localization and mission, the average gain was 29.8%.
VI. CONCLUSIONS
In this paper we have proposed a multi-level planning for cleaning tasks to be performed by low-cost robotic vacuum cleaners. So far, these robots have in general low precision sensors, which generate a large amount of uncertainties over actions and observations. We proposed a POMDP model as a solution to deal with these uncertainties and to point out the best action for localization and cleaning mission. The original map is broken up into rooms and similar rooms are clustered generating representative rooms in a topological map. The planning model has two layers. In the higher layer the robot finds the representative room where it is. Then, in the lower level the robot find its precise pose. The results shown that even only for localization, the proposed model obtained better results, precisely because the POMDP model itself is capable to deal with the uncertainty of the real world. When considering both localization and mission the results were better also for low-cost robots, especially due the combination of the mission and localization vectors, similar approach used in other works. In a future work we will investigate the performance of the cleaning algorithm themselves when pair with our algorithms of reaching destinations and finding the robot's pose.
