We consider the problem of testing whether a given system of equations over a fixed finite semigroup S has a solution. For the case where S is a monoid, we prove that the problem is computable in polynomial time when S is commutative and is the union of its subgroups but is NP-complete otherwise. When S is a monoid or a regular semigroup, we obtain similar dichotomies for the restricted version of the problem where no variable occurs on the right-hand side of each equation.
Introduction
Goldmann and Russell studied in [10] the relationship between the algebraic properties of a finite group and the complexity of determining the solvability of an equation or a * The research of Ondřej Klíma was supported by the Ministry of Education of the Czech Republic under the project MSM 143100009. This research was undertaken while Pascal Tesson was a student at McGill University and was completed for the most part at the University of Tübingen (Germany) where he was supported by a fellowship of the Alexander von Humboldt Foundation. Denis Thérien's research was supported by NSERC and FQRNT grants. system of equations over that fixed group. In particular, they showed that determining whether a system of equations over G has a solution is NP-complete for any non-Abelian G and polynomial-time computable for any Abelian G. Partial results concerning the complexity of the more general problem of solving equations over finite semigroups were obtained in [1] , [23] and [24] for the case of a single equation.
This paper, on the other hand, is concerned with the complexity of solving systems of equations over a fixed finite semigroup. Formally, an equation over a finite semigroup S is given as s 1 s 2 · · · s k = t 1 t 2 · · · t n where each s i or t i is either a constant c ∈ S or a variable x j . We further say that an equation is a target-equation if its right-hand side contains no variable.
The SYSTEM OF EQUATIONS SATISFIABILITY problem for the finite semigroup S (denoted 1 EQN * S ) is to determine whether a given system of equations over S has a solution. We also consider the restriction of EQN * S where each equation is a targetequation and denote this problem T-EQN * S . Our motivation for studying this question is twofold. On one hand, the deep links between finite semigroup theory and automata theory have led to a number of algebraic characterizations of complexity classes ( [2] and [12] among many others) and this has given increased importance to the study of problems whose computational complexity is parametrized by the properties of an underlying algebraic structure [1] , [10] , [24] , [25] .
Our second motivation relates to constraint satisfaction problems (or CSPs) which provide a unified framework for the study of many combinatorial problems. A conjecture of Feder and Vardi [9] states that every CSP is either in P or NP-complete and such dichotomies have been established in a number of special cases (e.g. [3] , [10] , [11] and [22] ). Both EQN * S and T-EQN * S can be viewed as special cases of CSP's and they present an interesting case study since most of the recent progress towards this conjecture has relied heavily on universal algebra methods (e.g. [3] - [6] and [8] ).
Using these techniques, Larose and Zádori have recently studied the complexity of solving equations over arbitrary finite algebras rather than just semigroups and obtained very broad results [17] which overlap some of our work about finite monoids. Furthermore, the complexity of the counting problem associated with EQN -If M is a finite monoid then T-EQN * M is computable in polynomial time if M divides the direct product of an Abelian group with a monoid satisfying the identities x 2 = x and x yxzx = x yzx, and is NP-complete otherwise. -If S is a finite regular semigroup then T-EQN * S is computable in polynomial time if S divides the direct product of an Abelian group with a semigroup satisfying the identities x 2 = x and x yxzx = x yzx, and is NP-complete otherwise.
We cannot as of yet provide a similar dichotomy for T-EQN * S when S is not a monoid or a regular semigroup or a dichotomy for EQN * S when S is not a monoid. We obtain partial results but also show that the questions cannot be resolved unless we settle the long-standing conjecture about the complexity of CSPs. More precisely, we show: Theorem 7. For every constraint satisfaction problem , there exists a semigroup S such that is polynomial-time equivalent to T-EQN * S .
Theorem 8. For every constraint satisfaction problem , there exists a semigroup S such that is polynomial-time equivalent to EQN *

S .
Thus, the dichotomy questions for EQN * S , T-EQN * S and CSPs are equivalent. We further show that if P = NP (which we assume throughout this paper) then the class of semigroups for which T-EQN * S or EQN * S lies in P is not closed under subsemigroups or homomorphic images, a fact which is bound to hamper the progress of further investigations.
In Section 2 we give a short introduction to CSPs and present the fundamental results from semigroup theory which are necessary for the development of our discussion. In Section 3 we prove a number of sufficient algebraic conditions for the NP-hardness of EQN * S and T-EQN * S while Section 4 presents polynomial-time algorithms for solving systems of equations over "easy" classes of semigroups. In Section 5 our three dichotomy theorems are proved as corollaries to the results of the two preceding sections. Finally, in Section 6, we prove Theorems 7 and 8 showing that the complete classification of the complexity of either T-EQN * T or EQN * S would result in a classification of the complexity of CSPs. Some of our results require rather technical semigroup theory and we have postponed some of the more tedious proofs to the Appendix to improve the paper's readability.
Some of the results appeared in the proceedings of MFCS '01 [18] and in two of the authors' Ph.D. theses [15] , [24] .
Background
Constraint Satisfaction Problems
Let D be a finite domain and let be a finite set of relations on D. To each pair D, corresponds a CONSTRAINT SATISFACTION PROBLEM (CSP): an instance of CSP( ) is a list of constraints, i.e. of pairs (R i , S i ) where R i ∈ is a k-ary relation and S i , the scope of R i , is an ordered list of k variables (with possible repetitions) and we want to determine whether the variables can be assigned values in D such that each constraint is satisfied. For example GRAPH k-COLORABILITY is the CSP where the domain consists of the k colors, contains the single binary relation encoding inequality and constraints correspond to edges in the graph.
This class of combinatorial decision problems has received much attention because of the wide variety of problems which it encompasses and because constraint satisfaction problems arise so naturally in artificial intelligence. Deep connections with database theory and finite model theory have also been uncovered [9] .
For a finite semigroup S, the problem EQN * S can be seen as a CSP problem over the domain S with being the class of relations which are the solution set of an equation over S. There is a technical caveat: since we place no bound on the arity of these equations, is a priori not finite but we argue in Section 4 that the arity can in fact be bounded to 3 without loss of generality. Such a construction is impossible for T-EQN * S and this problem can only be considered a CSP in a looser sense, unless we forcibly restrict the arity of equations. Still, this technicality has no bearing on our discussion.
For any D, , CSP( ) lies in NP and is easily seen to be NP-complete in general so one seeks to identify tractable restrictions of the problem. One can choose, for instance, to impose certain conditions on the structure of constraints appearing in a given instance. Much research has also dealt with identifying necessary and sufficient conditions on such that CSP( ) is tractable. This approach was pioneered by Schaefer [22] who studied the CSP problem on Boolean domains. In this case the problem is usually known as GENERALIZED SATISFIABILITY and Schaefer proved that this problem was NP-complete unless it was one of six tractable special cases: 2-SAT, 0-valid SAT, 1-valid SAT, affine-SAT, Horn-SAT and anti-Horn SAT. Affine-SAT is the case where each relation is the solution set of a system of equations over the cyclic group C 2 . The only other twoelement monoid is U 1 , the semilattice with two elements {1, 0} whose multiplication is given by 1x = x1 = x and 0x = x0 = 0. Interestingly, we can relate the last two of Schaefer's tractable cases to systems of equations over U 1 . Proof. Identify the element 1 of U 1 with TRUE and 0 with FALSE. Then the Horn clause X 1 ∧ X 2 ∧ · · · ∧ X n → Y is satisfied when one of the X i 's is FALSE or when all X i 's and Y are TRUE. These are exactly the tuples which satisfy the equation
Lemma 1. A Boolean relation is
Conversely, the equation
If on the other hand we choose to identify 1 with FALSE and 0 with TRUE, a similar argument shows the relationship of U 1 systems to anti-Horn formulas.
Our hardness results in Section 3 use reductions from 3SAT, 1-3SAT (where we require that every clause contains exactly one literal set TRUE) and the restriction of the latter where each clause contains at least one negated and one unnegated literal. The NP-completeness of the three problems is given by Schaefer's theorem [22] .
Recently, tools from universal algebra [5] , [6] , group theory and relational database theory [9] have been used to identify "islands of tractability", i.e. classes of relations for which CSP is tractable. As noted in our Introduction, it is conjectured that for any domain D and any set of relations the problem CSP( ) either lies in P or is NP-complete. We define a k-ary operation to be any function f : D k → D and say that a relation R ∈ D t is closed under f if for any k t-tuples lying in R,
The algebraic properties of the operations that preserve every relation in can be studied to determine the complexity of CSP( ) [5] . Using this approach, Bulatov obtained a dichotomy theorem similar to the one of Schaefer for domains of size three [3] . Furthermore, two known islands of tractability are defined with the help of semigroups.
Theorem 1 [4]. Let S be a finite semigroup and let S be the set of relations which are closed under the multiplication in S then CSP( S ) is tractable if S is a so-called "block group" and is NP-complete otherwise.
Theorem 2 [9] . If G is a group and is a set of relations such that for each R ∈ of arity t we have R a coset of G t , then over the domain G the problem CSP( ) can be solved in polynomial time.
Notice that a subset of G t forms a coset if and only if it is closed under the ternary operation x · y −1 · z. Although our results are incomparable with these two theorems, the mechanics of some of our upper bounds, as we will point out, are quite similar.
For a digraph G, we define the DIGRAPH RETRACT PROBLEM (or DRP G ) as follows: given an input digraph H containing G as a subgraph, is there a surjective graph homomorphism from H to G which is the identity on G? Equivalently, DRP G can be viewed as a CSP whose domain consists of the vertices of G and a set of relations consisting of one binary relation (corresponding to edges in G) and for each element d in the domain, the unary relation consisting of the singleton {d}.
Theorem 3 [9] . For every set of relations there exists a digraph G such that CSP( ) is polynomial-time equivalent to DRP G .
Semigroups
We give here a brief introduction to the theory of finite semigroups and present the necessary definitions and results. Although the paper is mostly self-contained, we refer the reader to, e.g. [13] and [21] for a more thorough overview. In particular, the latter reference stresses connections to automata theory and computer science.
Recall that a semigroup S is a set with a binary associative operation, which we write multiplicatively (save one noted exception in the proof of Lemma 23) . A monoid M is a semigroup with a distinguished identity element. We are solely concerned with finite semigroups and monoids and in the rest of this paper S and M always denote respectively a finite semigroup and a finite monoid.
We denote by S 1 the monoid obtained from S by adding an identity element if there is none in S. The left, right and two-sided ideals generated by an element x ∈ S are the sets S 1 x = {sx: s ∈ S 1 }, x S 1 = {xs: s ∈ S 1 } and S 1 x S 1 = {sxt: s, t ∈ S 1 }, respectively. For any semigroup S, we introduce five equivalence relations known as Green's relations which describe whether two elements generate the same ideals in S. Formally:
It can be shown that R is a left-congruence (i.e. x R y implies cx R cy for all c) and that
and so all five of these relations are indeed equivalence relations. Moreover, the relations J and D coincide for any finite S. Since we are only interested in the structure of finite semigroups, we consequently always refer to the J -relation.
For an element x of S, we denote by
We also define natural pre-orders ≤ J , ≤ R , ≤ L on S with, e.g. x ≤ J y if and only if S 1 x S 1 ⊆ S 1 yS 1 . We say that "x is (strictly) J -above y" if x ≥ J y (resp. x > J y), and similarly for ≤ R and ≤ L . Note that x ≤ J y if and only if there exists u, v ∈ S 1 such that x = uyv. Similarly, x ≤ R y if and only if there is u with x = yu and x ≤ L y if and only if there is u with x = uy. One can easily prove:
The following lemma is the fundamental result about Green's relations: The basic properties of Green's relations lead to the so-called "egg-box" representation of (finite) semigroups. Each J -class of the semigroup is represented as a table where rows correspond to R-classes, columns to L-classes and cells to H-classes. From Green's lemma, we also know that all the cells of a given J -class contain the same number of elements. When writing out the egg-box representation, the J -classes are often laid out with respect to the ≤ J preorder (see later examples).
We say that e ∈ S is idempotent if e 2 = e. Idempotents play an important role in the structure of semigroups: in particular, the identity element 1 M is an idempotent of M. We say that S has a zero if there is an element 0 ∈ S such that 0s = s0 = 0 for all s ∈ S. Note that 0 is also idempotent. The subsemigroup generated by an element s of S is finite of course, so there must exist t, p such that s t+ p = s t and the subsemigroup can be shown to have a unique idempotent. We denote by ω the exponent of S, that is the smallest integer such that s ω is idempotent for all s ∈ S. For any idempotent e ∈ S, the set eSe forms a monoid of S with identity e which we call the local submonoid of S associated with e.
Groups are a well-known special case of monoids. Recall that a monoid G is a group if every element g ∈ G has an inverse g −1 such that gg
Every idempotent in S forms a trivial subgroup of S. Note also that by Lemma 5 an H-class containing an idempotent is closed under multiplication and, more generally, one can show:
Lemma 6. Let H be any H-class of S, then H contains an idempotent if and only if H is a maximal subgroup of S.
Consequently every H-class contains at most one idempotent. Using Green's lemma, one can further show that any two maximal subgroups of a common J -class are isomorphic. If every maximal subgroup of S is trivial then S is said to be aperiodic or group-free. An important consequence of Lemma 6 is:
Lemma 7. A semigroup S is aperiodic if and only if all its H-classes contain a single element.
A J -class is said to be regular if it contains an idempotent. It can be shown in fact that a regular J -class contains at least one idempotent in each of its R and L classes. A semigroup is regular if all its J -classes are regular. We further say that S is a union of groups if each H-class contains an idempotent and thus forms a maximal subgroup of S. This is equivalent to the requirement that s ω+1 = s for each s ∈ S. A semigroup is completely simple if it consists of a single J -class. Note that, by Lemma 5, a J -class of S forms a completely simple subsemigroup if and only if all its H-classes are subgroups.
We denote as E(S) the subsemigroup generated by the idempotents of S: if E(S) contains only idempotent elements then we say that S is orthodox. It can be shown that if S is a union of groups then S is orthodox if and only if all its J -classes are completely simple orthodox subsemigroups [13] .
We say that the semigroup T divides S if T is the morphic image of a subsemigroup of S. A class of finite semigroups is a (pseudo)-variety 2 if it is closed under finite direct product and division. For two varieties V, W, we denote by V ∨ W the smallest variety containing both V and W: it consists of the semigroups which divide a direct product S × T with S ∈ V and T ∈ W.
Some varieties will bear particular importance for this work, mainly subvarieties of the variety of bands, i.e. semigroups in which every element is idempotent. In particular, we consider the varieties of regular bands RB satisfying x yxzx = x yzx, normal bands NB satisfying x yzx = xzyx and semilattices SL satisfying x y = yx. Clearly, SL ⊆ NB ⊆ RB. In a semilattice, the ≤ J forms a partial order and multiplication in the semigroup corresponds to the semilattice meet (∧). Note that two elements might not have a join (∨), i.e. a least upper bound but if they do then it is unique. Note also that every band is aperiodic and is a union of (trivial) groups.
We further denote Ab the variety of Abelian groups, UG the variety of unions of groups and DS the variety of semigroups whose regular J -classes form completely simple subsemigroups (note that UG ⊆ DS). Mostly, we look at semigroups S in UG and it is worth mentioning that over such S, the J -relation is a congruence and the quotient S/J is a semilattice.
Definition 1.
If B is a variety of bands and H is a variety of groups, we say that S is a strong B band of H-groups if there exists a band E ∈ B, a family of disjoint groups {G e | e ∈ E}, all of which lie in H, and for every e, f ∈ E such that e ≥ J f (in the J -order of E) a group homomorphism ϕ e, f : G e → G f such that:
1. S is the union of the G e ; 2. ϕ e,e = id G e for all e ∈ E; 3. for any e ≥ J f ≥ J d we have ϕ f,d
• ϕ e, f = ϕ e,d ; 4. for x ∈ G e and y ∈ G f the multiplication in S is given by the formula
One can verify that the multiplication defined above is associative so that S is indeed a semigroup.
The proof of the next lemma is included in the Appendix. 
Hardness Results
One would intuitively expect that solving a system of equations over some semigroup S is no easier than solving a system of equations over a subsemigroup of S or a morphic image of S. As we will see in Section 6, this intuition is unfortunately incorrect but the following definition allows us to salvage it partly. We say that a subset T of S is inducible if there exists some expression E over S (i.e. a product of variables and constants) whose image is exactly T .
Lemma 9. If T is an inducible subsemigroup of S, then EQN
This simple fact was established in [10] . We make extensive use of it and note that, in particular, the following subsets of S are always inducible: every local monoid eSe, the set of idempotents of S and the semigroup E(S) which they generate and the subsemigroup I of elements lying in or J -below some regular J -class J of S (and similarly for R and L classes). For the latter, we use the expression xey where x, y are variables and e is some idempotent in J . Note that I is the two-sided ideal generated by e. Often, we simply write that we "force a variable x to be idempotent" to mean that each of its occurrences is replaced by x ω . When establishing our lower bounds, it is often convenient to think of a certain variable, say x, as being restricted to a set of particular values T ⊆ S. This can clearly be done without loss of generality as long as there exists a system of (target-)equations E with variables x, y 1 , . . . , y k such that s is in T if and only if E has a solution when x is set to s. We say that such T are (target)-definable in S. Of course, we have:
In particular, if J is a regular J -class containing the idempotent e, the target-equation uxv = e defines the set {x | x ≥ J e}. The proof of the next lemma serves as a good example to illustrate the usefulness of the above observations.
Lemma 11. If S contains a non-Abelian subgroup, then T-EQN *
S is NP-complete.
Proof. As we mentioned in our Introduction, it has been shown that T-EQN * G is NPcomplete for any non-Abelian group G [10] . Let e be the idempotent of a non-Abelian subgroup H of S. The local semigroup eSe is inducible and its subgroup H can be defined (as a subset of eSe) by the target-equation x ω = e. We thus have
yielding our result.
Recall that a band is said to be normal if it satisfies x yzx = xzyx. In the Appendix we prove the following technical result:
Lemma 12. A band S is normal if and only if all its local monoids are semilattices.
Lemma 13. If S is a band but is not a normal band, then EQN *
S is NP-complete.
Proof. Since every local monoid of S is inducible, it suffices, by Lemma 12, to prove the NP-completeness of EQN * M for a non-commutative, idempotent monoid M. Let a, b in M be such that ab = ba. We can choose a, b such that a is a J -maximal element which is not central in M (i.e. which does not commute with every element) and b is a J -maximal element which does not commute with a. We now obtain a reduction from 3SAT. For each Boolean variable X i in the formula, we create variables x i ,x i , y i ,ȳ i and equations
Also, for each 3SAT clause, e.g. X 1 ∨ X 2 ∨ X 3 , we add an equation
Given a satisfying assignment to the formula, we can construct a solution to the above system by setting x i = a,x i = 1, y i = b andȳ i = 1 whenever X i is TRUE, and x i = 1,
Conversely, suppose the system of equations is satisfiable. Equation (1) shows that both x i andx i lie J -above a. Since a and b do not commute, a cannot be the product of two elements commuting with b. However, any element strictly J -above a is central so at least one of x i ,x i must be J -equivalent to a. Moreover, (1) and (2) ensure that x i ,x i are both L-above and R-above a, so if x i J a (say) we must also have x H a and thus x = a by aperiodicity. So at least one of x i ,x i must be a. Similarly at least one of y i ,ȳ i must be b, since any elements strictly J -above b commute with a.
If x i = a, thenȳ i commutes with a by (5). Thusȳ i must be strictly J -above b. If y i = b, thenx i commutes with b by (6), sox i is strictly J -above a. We can thus obtain a consistent truth assignment to the literals by setting X i to TRUE if and only if x i = a and y i = b and X i to TRUE if and onlyx i = a andȳ i = b.
Since every element strictly J -above a is central but a is not, a cannot be a product of elements J -above it. Therefore, if x 1x2 x 3 = a then at least one of x 1 ,x 2 , x 3 must be a and the corresponding 3SAT clause is satisfied.
Lemma 14. If S does not lie in DS, then T-EQN *
S is NP-complete.
Proof. If S is not in DS, then it contains a regular J -class K which is not a subsemigroup. Equivalently, some H-class of K does not contain an idempotent. We will work over the inducible subsemigroup of elements that lie in or J -below K . In this subsemigroup K is a maximal J -class and since we can force each variable to be idempotent and define with a target equation the set of elements lying in or above K , we can ensure that each variable is one of the idempotents of K . Let I be the set of idempotents of K : by introducing additional target-equations, we define a small subset of I whose properties allow us to build our reduction.
Let G = (V, E) be the undirected graph such that V = I and E = {(e i , e j ) | e i e j ∈ K or e j e i ∈ K }. Note that by Lemma 5 the edge (e i , e j ) is in E if and only if e i e j e i is strictly J -below K . Since we assume that K is not a subsemigroup, the graph contains at least one edge.
Suppose ω . In all cases we can introduce an equation defining a set of elements containing only two of the three idempotents e i , e j , e k .
By iteratively adding such constraints, we can thus define smaller and smaller subsets of I and we can continue until the corresponding graph is such that for any three points e i , e j , e k , two out of the three possible edges are present. It is easy to see that this means that the graph is a complete bipartite graph. Note also that the graph still contains at least an edge. In other words, we have defined a subset H of I with H = {e 1 , . . . , e s , f 1 , . . . , f t } such that any product of e i 's or any product of f i 's lies in K but both e i f j e i and f j e i f j lie outside K , for any i, j.
We can now show the NP-completeness of T-EQN * S with a very simple reduction from 3SAT. Of course, we begin by constraining the variables, as we just described, so that each of them lies in H and for every Boolean literal X i , we then pose the equations
(where, say, e = e 1 and f = f 1 ) and for a clause X 1 ∨ X 2 ∨ X 3 the equation
If the formula is satisfiable then one can verify that the system is satisfied by setting x i = e andx i = f when X i is TRUE and
Conversely, (8) and (9) force exactly one of x i ,x i to be some e j and the other to be some f k . If we set each Boolean literal to TRUE iff the corresponding variable is some e j then (10) will ensure that each clause contains at least one true literal since any product ff r f s f t f lies in K .
Lemma 15. If M is a monoid which is not a union of groups, then T-EQN
Proof. There must exist some m ∈ M which is not part of a subgroup and thus, by Lemma 5, such that m 2 lies strictly J -below m. Let us choose a J -maximal such m: Any element t > J m is an element of a subgroup and thus satisfies t ω+1 = t. In particular, for any two elements s, t lying strictly above m we cannot have st = ts = m for then s and t commute and so We use these observations to obtain the following reduction from 1-3SAT: for each Boolean variable X i in the formula, we introduce variables x i ,x i and equations
Moreover, for each clause of the formula, e.g.
, we add the equation
Suppose first that the 1-3SAT formula is satisfiable. Then one can check that the resulting system of equations is satisfied by setting x i = m andx i = 1 whenever X i is TRUE, and x i = 1 andx i = m whenever X i is FALSE.
Conversely, suppose that this system of equations is satisfiable. Our initial observations show that (11) and (12) can only be satisfied if exactly one of x i ,x i lies strictly J -above m while the other is J -related to m. We thus obtain a consistent truth assignment by setting X i (resp. X i ) to TRUE if and only if x i (resp.x i ) is J -related to m. We claim that this truth assignment satisfies the 1-3SAT formula.
In any solution to the system, we have x i ≥ R m by (11) and x i m = x ixi x i = mx i from (11) This allows us to conclude that if an equation of type (13), say x 1x2 x 3 = m, is satisfied, then it cannot be that x 1 ,x 2 , x 3 are all J -above m for then, by our previous claim, m 2 = x 1x2 x 3 m ∈ H m , a contradiction. Similarly, if any two of these variables lie in H m then the product must lie strictly J -below m and so exactly one of them lies in H m while the other two lie strictly J -above m. Thus, exactly one literal of the corresponding clause is true.
The last three hardness results of this section require rather technical arguments and their complete proofs have been postponed to the Appendix. Nevertheless, we illustrate each of them using a concrete semigroup and a reduction very similar to the more general construction described later.
Lemma 16. If S is a union of groups such that H is not a congruence on S, then T-EQN *
S is NP-complete. Example 1. Let S be the four-element semigroup {a, a 2 , e, ae} with multiplication specified by a 2 e = e, ex = e for all x and a 3 = a. This semigroup (in fact a monoid since a 2 is an identity) consists of two J -classes: the top one contains the two element group {a, a 2 } and the bottom one two idempotents e, ae which are L-related, as pictured in Figure 1 . Thus S is indeed a union of groups but H is not a congruence since we have a H a 2 but ae H a 2 e = e. We claim that T-EQN * S is NP-complete and construct the reduction from 3SAT. For each Boolean variable X i , we introduce variables
. . . all H-related to a and add the equations:
Moreover, for each 3SAT clause, e.g. X 1 ∨ X 2 ∨ X 3 , we introduce the equation
Given an assignment to the Boolean literals satisfying the 3SAT formula, one can verify that this system has a solution by setting
whenever X i is TRUE and x i = a 2 ,x i = e, t i = a 2 and v i = s i = a whenever X i is FALSE. Furthermore, each equation of type (18) is indeed satisfied since at least one of the three terms is e (by the satisfiability of the formula) while the others are a 2 . Conversely, suppose that there exists a solution to the constructed system. Equations (14) and (15) show that x i andx i take values in {a 2 , e} but we cannot have x i =x i = e for otherwise no value of v i can simultaneously satisfy (16) and (17) (while the values of s i and t i are irrelevant in that case). Correspondingly, if we set X i (resp. X i ) to TRUE when x i = e (resp.x i = e) then a litteral and its complement are never both true. Finally, if x 1x2 x 3 = e, one of those three variables must be e and so each clause in the formula is indeed satisfied.
Lemma 17. If S is a band but is not a regular band, then T-EQN *
S is NP-complete.
Example 2. Consider the band S = {a, b, c, ac, bc} pictured in Figure 1 and where ab = b, ba = a and c = ca = cb. It is not a regular band, because abca = bc but abaca = ac.
We can now obtain the following reduction from 3SAT to T-EQN * S . For each Boolean literal X i in the formula, we introduce the variables x i ,x i , y i and construct the equations
Consider some solution of this system. Suppose that both x i andx i are J -related to a then ax i ax i J a, which is a contradiction. From (19) we have x i = bc and from (20) we have x i = ac. This means that if x i is J -related to c then x i = c. The same holds for x i by (21) and (22) . Suppose that both x i andx i are J -related to c, i.e. both are equal to c. Then y i x i ac = y i c and y ixi bc = y i c which is a contradiction with (23) and (24) and the fact ac = bc. Altogether one of x i andx i is J -related to a and the second one is equal to c. We complete our reduction by introducing, for each of clause of the 3SAT formula, e.g. X 1 ∨ X 2 ∨ X 3 , the equation
One can now verify that if the 3SAT instance is satisfiable, then we can satisfy the system obtained through our reduction by letting x i = c,x i = a, y i = a whenever X i is TRUE, and
Conversely, suppose the system of the equations is satisfiable. Since exactly one of x i ,x i is equal to c, we get a consistent truth assignment to the literals by setting X i (resp. X i ) to TRUE if and only if x i = c (resp.x i = c). This assignment satisfies every clause of the original formula for if the variables occurring in (25) are all J -related to a we have ax 1 ax 2 ax 3 = a.
Lemma 18. If S contains a J -class T forming a completely simple but unorthodox semigroup then T-EQN *
S is NP-complete.
Example 3. Consider a completely simple semigroup S with two R-classes and two Lclasses as represented in the eggbox-picture of Figure 1 . So S contains four idempotents which we can denote as e, f, (ef ) ω , (fe) ω because of Lemma 5. We assume however that ef = (ef ) ω and let q be the smallest integer such that (ef ) q = (ef ) ω . Again using Lemma 5, we know that if st = u in S then s R u and t L u.
We show the NP-completeness of T-EQN * S using a reduction from 1-3SAT: for each Boolean variable X i we create two variables x i ,x i and force them to be idempotents. We include equations
For each clause, e.g. X 1 ∨ X 2 ∨ X 3 we include the equation
If the formula is satisfiable, then one can easily verify that a solution to the system is obtained by setting x i = e andx i = (ef ) q when X i is TRUE and
Conversely, since both x i andx i are idempotents, (26) shows that x i ∈ {e, (ef ) q } whilex i ∈ {f , (ef ) q }. We cannot have simultaneously x i = e andx i = f (by (26)) and we cannot have
We can therefore choose X i to be TRUE when x i = e and X i to be TRUE when x i = f . Now note that the product x i f is ef when x i = e and (ef )
q when x i = (ef ) q . Similarly, ex i is ef whenx i = f and (ef ) q whenx i = (ef ) q . Let us first assume that q ≥ 3: if an equation of type (28) is satisfied, (x 1 f )(ex 2 )(x 3 f ) = ef , then exactly one of the three terms in the product is ef and so the corresponding clause contains exactly one literal set to TRUE.
If q = 2 then an equation of type (28) will also be satisfied if all three corresponding literals are TRUE. However, we can assume without loss of generality using Schaefer's theorem that each clause contains at least one unnegated literal (say X 1 ) and one negated literal (say X 2 ). We then add a fourth type of equation: x 1x2 = (ef ) q , which can be satisfied only by setting at least one of x 1 ,x 2 to (ef ) q . Correspondingly, at least one of X 1 , X 2 is FALSE and this prevents the problematic case of all three literals in a clause being TRUE.
Upper Bounds
We chose to establish our upper bounds for EQN * and T-EQN * by presenting explicit algorithms rather than by combining established general results in the study of CSPs as this clearly shows the relation between the algebraic structure of a semigroup S and the tractability of solving equations over S. An alternative presentation was chosen in [24] and we outline its main ideas.
If we introduce for each s ∈ S a dummy variable x s and an equation x s = s, we can assume that no other equation in a system over S uses constants. Furthermore, the equation x 1 · · · x n+m = y is equivalent to the pair x 1 · · · x n = z and zx n+1 · · · x n+m = y and by using this trick repeatedly, we can assume that every equation in a system is either x s = s for some constant s or x i x j = x k (see discussion in [17] ). However, the dummy variable z that we introduced appears on the right-hand side of an equation so this construction does not work for systems of target-equations.
Lemma 19. If S is a semilattice, then EQN *
S is computable in polynomial time.
Proof. Observe that if (u 1 , . . . , u n ) and (v 1 , . . . , v n ) are solutions to a system of equations E in n variables over S, then (u 1 v 1 , . . . , u n v n ) is also a solution to E. Indeed, if x i 1 x i 2 = x i 3 is an equation of E then we have
because S is commutative. Equations of the form x i = s for s ∈ S are also satisfied because of idempotency. Note that (u 1 v 1 , . . . , u n v n ) is the meet of (u 1 , . . . , u n ) and (v 1 , . . . , v n ) in the semilattice S n . It is in fact known that this closure property of relations induced by equations over S suffices to obtain a polynomial-time algorithm for EQN * S [14] . Still, we sketch an explicit algorithm, since it will serve as the basis for an algorithm solving equations over a larger class of semigroups. Our algorithm maintains a lower bound y = (y 1 , . . . , y n ) for the minimal solution to E. We initialize y as (0, . . . , 0) and update it as follows. For each equation of the form x s = s for s ∈ S we begin by setting the corresponding y s to s. In each subsequent step, if (y 1 , . . . , y n ) is a solution to E, the algorithm halts. If some equation in E, say x i 1 x i 2 = x i 3 , is not satisfied then since we are maintaining y as a lower bound to any assignment satisfying E, we know that in any such assignment y i 1 and y i 2 will be bounded below by y i 3 . Thus, if y i 1 is not J -above y i 3 , we can update our lower bound by setting y i 1 := y i 1 ∨ y i 3 , i.e. the J -minimal element of S lying above both of them. 3 We do similar updates for y i 2 and y i 3 .
We iterate this until we reach a fixed point for y. The process terminates in at most n · |S| steps since the value of y always increases in the semilattice S n and if the fixed point is not a solution to the system, then it must be that E contains the equation x s = s but the corresponding y s lies above s and so E is unsatisfiable.
Recall that a band is a regular band if it satisfies the identity abaca = abca.
Lemma 20. If S is a regular band, then T-EQN *
S is computable in polynomial time.
In order to establish this upper bound, we use the following property of solutions to a target-equation over a regular band. Recall that a shuffle of two strings x 1 · · · x k and y 1 · · · y l is a string formed by these k + l elements and in which the x i 's and y i 's appear in their original order. Proof. In any band, the product of two elements J -above some u ∈ S is also Jabove u [13] . Hence we have K ≥ J s since each x i , y i lies J -above s. On the other hand, since all x i 's appear in K , we can use the identity abaca = abca to get
We claim that K ≥ R s. Indeed, we have K s = K sx 1 · · · x k y 1 · · · y l . Using again the identity abaca = abca, we can replace the occurrence of x i in K on the right-hand side of this equation with the prefix x 1 · · · x i since all the x j with j ≤ i appear both before and after x i . Hence K s can be written as a product of prefixes of x 1 · · · x k or y 1 · · · y l times s. Thus K s = s and K ≥ R s.
By a symmetric argument, K ≥ L s. Since s J K , we have s H K and s = K by aperiodicity.
From the universal algebra perspective, Lemma 21 can be used to show that the relations induced by target-equations over a regular band are closed under a so-called set function [8] and this is known to be a sufficient condition for the tractability of the corresponding CSP. The algorithm we describe next is implicitly using this fact.
Proof of Lemma 20. For each variable x i , 1 ≤ i ≤ n, we initialize a set A i = S of "possible values" for x i and repeat the following until either the A i are fixed or some A i = ∅: for all i from 1 to n, for each equation E involving x i , and each a i ∈ A i , if there exists no n- tuple (a 1 , . . . , a i , . . . , a n ) with a j ∈ A j that satisfies E, then we set
If some A i is empty, the system clearly has no solution. Conversely, we are left with sets A i such that for all a i ∈ A i and all equations E in the system, there are a j ∈ A j for all i = j such that the n-tuple (a 1 , . . . , a n ) satisfies E. We claim that this guarantees the existence of a solution to the system. Indeed, let t i be the product in S of all elements of A i = {a
i } in some arbitrary order. Then (t 1 , . . . , t n ) satisfies all equations in the system. To see this, consider some equation E : x j 1 x j 2 · · · x j k = s. One can easily show using idempotency that by definition of the A i 's and t i 's, the product t j 1 t j 2 · · · t j k is a shuffle of solutions to this equation. So, by Lemma 21, the tuple (t 1 , . . . , t n ) also satisfies the equation.
To show that our algorithm runs in polynomial time, it suffices to show that we can efficiently test whether a given equation has a solution a = (a 1 , . . . , a i , . . . , a n ) where a i is given and for each j = i we want a j ∈ A j . A polynomial-time algorithm for a more general task is already given in [1] and [16] : we sketch here the argument required for this simple case. A regular band S satisfies the identity x yxzx = x yzx. Thus if in the product s 1 s 2 · · · s m we have i < j < k with s i = s j = s k then s j can be removed without affecting the value of the product, i.e.
Since we can use this idea repeatedly to remove the middle occurrence of any semigroup element appearing thrice in the product, the value of the product s 1 s 2 · · · s m is completely determined by the set of elements of S occurring among the s i 's and the order in which they first appear from left to right and from right to left (see, e.g. [16] ). So if we require that x j 1 · · · x j k = s we consider for all elements t ∈ S the possible locations for the first and last occurrence (if any) of each element t in the product, i.e. choose the leftmost and rightmost x j i having the value t. Because |S| is a constant, there are only polynomially many such possibilities. For each such choice, we have set the value of at most 2 · |S| variables but the value of the product x j 1 · · · x j k will remain the same for all possible assignments to the other variables, provided that the locations of the first and last occurrence of t remain in place. This allows us to check in polynomial time whether or not there exists an assignment a such that x j 1 · · · x j k = s with the additional requirement that a j i ∈ A j i .
Note that for any solution (s 1 , . . . , s n ) to the system, we have t i ≤ J s i for each i because we must have s i ∈ A i .
For a set Q = {q 1 , . . . , q t } of integers with q i ≥ 2 for all i, we define a decision problem LEQN Q as follows: given a system E of linear equations with integer coefficients modulo q i for some q i ∈ Q (with different equations using possibly different moduli), determine if E has a solution over the integers.
Lemma 22. The problem LEQN Q lies in P for any set of moduli Q.
This is not hard to prove using elementary arithmetic. Alternatively, one can see that LEQN Q is a constraint satisfaction problem over the domain D = {0, 1, . . . , lcm(Q)−1} whose relations are solution sets of linear equations (whose arity can be bounded to 3) over the different moduli. The domain D can be viewed as a cyclic group under addition and it is clear that every k-ary relation is then a coset of D 3 . The problem is thus tractable by Theorem 2.
For the following two lemmas, it is useful to recall that in an orthodox union of groups S the idempotents form a subsemigroup E(S). If S is also a strong band of groups then E(S) ≡ S/H is the image of the homomorphism ϕ: s → s ω . If E is a system of equations over S and ϕ: S → T is a homomorphism, we can naturally construct a system ϕ(E) over T by replacing every constant c appearing in E by ϕ(c). If E has a solution then of course so does ϕ(E).
Lemma 23. If S is in SL ∨ Ab then EQN *
S is computable in polynomial time.
Proof. Let E be a system of equations over S in n variables. We know that S is a strong semilattice of Abelian groups and if E is satisfiable, then the corresponding system over S/H ≡ E(S) is also satisfiable. It is useful to note that the system over E(S) can be obtained from E by raising every variable and constant to its ω power. Using the algorithm of Lemma 19, we can find the J -minimal solution (e 1 , . . . , e n ) of the system over E(S). If (u 1 , . . . , u n ) is an arbitrary solution of E then we have u i ≥ J e i and thus e i u i J e i (and in fact e i u i H e i since J = H for S ∈ SL ∨ Ab). Furthermore, (e 1 u 1 , . . . , e n u n ) is also a solution of the system E: say x 1 x 2 = x 3 is some equation of E, then because S is a commutative we have
Also, s ω s = s for every s ∈ S since it is a union of groups and so equations x s = s are also satisfied.
So if E has a solution, it has a solution (u 1 , . . . , u n ) such that u i H e i or, in other words, such that u i belongs to the subgroup G i whose identity element is e i . Note that if we know the group in which each variable lies, we consequently know the group in which a product of them lies and we can associate to each equation E j of E a subgroup H j in which both its right-hand and left-hand sides will sit.
Suppose for simplicity that each group is cyclic (the more general case can easily be handled by decomposing the groups into their cyclic factors). We write the group operations additively and for every variable x i of E introduce an integer variable y i such that x i = y i g i where g i is the generator of G i . Each equation E j of E can be viewed as an equation over H j : using the homomorphism mapping the relevant G i to H j , we can thus rewrite each E j as a linear equation modulo some integer q j over variable y i 's.
Clearly, E has a solution iff the resulting instance of LEQN Q has a solution and we can check this in polynomial time.
This upper bound technique combines ideas from two classes of polynomial-time algorithms for CSPs. This has led to the identification of an apparently new "island of tractability" [7] which supersedes both Theorems 1 and 2: if S is a block group (i.e. a semigroup in which the idempotents generate a J -trivial subsemigroup) and is a set of relations over S closed by the operation t (x, y, z) = x y ω−1 z then CSP( ) is tractable. The latter is a so-called Taylor operation and an easy exercise shows that it indeed closes the relations defined by equations over a semigroup in SL ∨ Ab.
Lemma 24. If S is in RB ∨ Ab then T-EQN *
S is computable in polynomial time.
Proof. We proceed exactly as in the previous proof: if E is our system of target-equations over S, we begin by considering the corresponding system over S/H ≡ E(S) and running the algorithm of Lemma 20: if it has no solution then E is also unsolvable. If (e 1 , . . . , e n )  is a solution over E(S) then let (u 1 , . . . , u n ) be a solution to E: by our remark following Lemma 20 we have e i ≤ J u i and thus e i u i e i H e i .
We can adapt Lemma 21 to show that if S is a strong regular band of Abelian groups and x 1 · · · x k = s and y 1 e 1 , . . . , e n u n e n ) is a solution to E. So if E has any solution then it has a solution (u 1 , . . . , u n ) such that u ω i = e i . Once again, this means that we have identified in polynomial time the subgroup to which each u i will belong and the rest of the proof is identical to that of Lemma 23.
Three Dichotomy Theorems
In this section we combine the results obtained so far to characterize the complexity of EQN * M and T-EQN * M for every finite monoid M and the complexity of T-EQN * S for every regular semigroup S.
Theorem 4. If M is a finite monoid then T-EQN *
M is computable in polynomial time if M lies in RB ∨ Ab and is NP-complete otherwise.
Proof. The upper bound is provided by Lemma 24. For the lower bound, if M is not a union of Abelian groups then EQN * M is NP-complete by Lemmas 11 and 15. If M is a union of groups but is not orthodox then it must have a completely simple unorthodox subsemigroup [13] and NP-completeness follows from Lemma 18. If M is an orthodox union of Abelian groups then the inducible subsemigroup E(M) is a band and Lemma 17 ensures the NP-hardness of T-EQN * M if this band is not regular. Finally, if M is an orthodox union of Abelian groups over which H is not a congruence, we can use Lemma 16. By Lemma 8, our proof is complete.
Theorem 5. If S is a finite regular semigroup then T-EQN *
S is computable in polynomial time if S lies in RB ∨ Ab and is NP-complete otherwise.
Proof. Once again, Lemma 24 yields the upper bound. For the lower bound, note that if a regular semigroup S is not a union of groups then it must lie outside DS. In that case the NP-completeness of T-EQN * S follows from Lemma 14. If S is a union of groups, we can argue as in Theorem 4. Larose and Zádori recently showed that the NP-completeness half of this result can be obtained alternatively using universal algebra [17] . They show that if the set of relations defined by equations over M is closed under a so-called Taylor operation then M is a commutative union of groups (i.e. lies in SL ∨ Ab) and this yields the lower bound. The converse of this statement is also true, a fact we implicitly exploited to obtain the matching upper bound.
Obstacles for More General Dichotomies
Ideally, we would want to prove that such dichotomies hold for EQN * and T-EQN * for all finite semigroups but our results in this section indicate that this is as difficult as obtaining a dichotomy for all CSPs.
Theorem 7. For every set of relations , there exists a semigroup S satisfying the identity x yz = uvw such that CSP( ) is polynomial-time equivalent to T-EQN *
S .
Proof. By Theorem 3, we can assume that contains a single binary relation R and all constants, i.e. all unary relations consisting of a singleton. In other words, every constraint of the CSP( ) instance either sets a variable to some constant value or constrains a pair of variables to lie in R.
We In particular, the product of any three elements of the semigroup is 0 so S satisfies the identity x yz = uvw.
The reduction from CSP( ) to T-EQN * S is now quite transparent: for every variable y i of the CSP instance, we create a variable x i . If the CSP variable y i is bound to the domain value d s then we correspondingly impose x i = d s in the system and for each constraint (y i , y j ) ∈ R we introduce the equation x i x j = r . The correctness of the reduction is clear.
Conversely, consider a system of target-equations over S . We can assume that the left-hand side of each equation contains no constants (for we can introduce dummy variables x c = c) and no more than two variables (since x yz = 0 for all x, y, z ∈ S ). Furthermore, we can replace any equation of the form x y = d i d j by the pair x = d i , y = d j . In any solution to the system, a variable x that occurs in a target-equation of the form x y = r , yx = r , or x = d i must be one of the generators. Consider an equation of the form x y = 0: if both x and y are forced to be generators, then the system will be unsatisfiable. Otherwise, this equation can be removed without affecting the system's satisfiability. Hence, we can assume that our system of equations contains only equations of the form x = d i and x y = r and the reduction to CSP( ) is obvious.
On the other hand, T-EQN * S k is computable in polynomial-time for the semigroup 4 S k generated by the k element set D = {d 1 , . . . , d k } and subject to x yz = 0 for all x, y, z ∈ S. Indeed, we can assume that each target equation of a system E over S k involves at most two variables and that no constants appear on the left. Moreover, equations of the form x i x j = d for some d ∈ D have no solution so we can assume they do not occur in the system. To solve E we consider the set F of variables that are not bound by an equation x i = c, with c ∈ S k : if F is empty, the satisfiability of E is trivial to verify. Our algorithm can replace any equation of the form x i x j = ab with a, b ∈ D by the pair x i = a and x j = b. Once all such equations have been removed, every variable x i remaining in F occurs only in equations of the form x i x j = 0 or x j x i = 0 so we can safely set it to 0 and delete the corresponding equations: the solvability of the remaining system is trivial to check.
The existence of such a polynomial-time algorithm for T-EQN * S k is surprising since we have just shown that arbitrary CSPs are equivalent to T-EQN * T for some T in the variety generated by the S k 's and so the class of semigroups S for which T-EQN * S (and as we will see EQN * S ) lies in P does not form a variety. Theorem 6 describes the complexity of EQN * M for every monoid M and in light of Theorem 5 we would expect that it is also possible to describe the complexity of EQN * S for every regular S. Our results already allow us to show two basic results in this direction.
Lemma 25. If S is regular but is not in NB ∨ Ab then EQN *
S is NP-complete.
Proof. We already know from Theorem 5 that EQN * S is NP-complete unless S lies in RB ∨ Ab. If S does lie in RB ∨ Ab, then E(S) (an inducible subsemigroup of S) must form a band which is not normal and the NP-completeness follows from Lemma 13.
Lemma 26. If S lies in NB∨Ab, then EQN *
S is polynomial-time equivalent to EQN * E(S) .
Proof. Only one direction requires proof since E(S) is an inducible subsemigroup of S. For the converse, note that every band K in NB and every group G in Ab satisfy the identity ux yv = uyxv, so this also holds in S. Consider the relation ∼ on S defined by x ∼ y when x ω yx ω = x and y ω x y ω = y. In fact, we claim that x ∼ y iff uxv = uyv for any u, v ∈ S. The right to left implication is clear since x ω+1 = x in a union of groups.
For the converse, we get first
Hence, ∼ is an equivalence relation and in fact a congruence. Also x y ∼ yx so the quotient semigroup Q = S/∼ is commutative and since it is also a union of groups then Q ∈ SL ∨ Ab [13] . For q ∈ S, we denote by [q] the ∼-class of q. Let E be a system of equations over S: if E is satisfiable, then the two corresponding systems over E(S) and Q must also be satisfiable. We claim that the converse statement also holds: let e = (e 1 , . . . , e n ) and q = ([q 1 ] , . . . , [q n ]) be the respective solutions of these systems. We show that s = (e 1 q 1 e 1 , . . . , e n q n e n ) is a solution to E. Every equation of E is either of the form x i x j = x k or x i = c. In the first case we have e i q i e i e j q j e j = e i e j q i q j e i e j (since S satisfies ux yv = uyxv) = e i e j q k e i e j (since
(since e i e j = e k ) = e k q k e k .
For the second case we get e i = c ω and q i ∼ c so e i q i e i = c. Since we can check in polynomial time the solvability of the system over Q, we can reduce the solvability of E to that of the system over the normal band E(S).
It thus remains to understand the complexity of EQN * S when S is a normal band. We first consider the a priori simpler problem of systems over right-normal bands which satisfy x 2 = x and x yz = yxz. An important consequence of these identities is that if S is a right normal band and s and t are J -related then su = tu for each u ∈ S. Also, all L-classes of S are trivial, i.e. J = R.
Theorem 8. For every domain D and every set of relations over D, there exists a right-normal band S such that CSP( ) is polynomial-time equivalent to EQN *
S .
Proof. Again, we can assume without loss of generality that contains a single binary relation R and the constant relations. Let r = |R| and d = |D| with D = {t 1 , . . . , t d }. We construct a semigroup S with seven J -classes {α, β, γ , δ, ε, ρ, 0} as in the egg-box picture of Figure 2 . These J -classes form a semilattice S /J also represented in the figure. The α, β, γ , δ and ε classes all have d elements and we think of the elements α i , β i , γ i , δ i , ε i as "representing" the element t i of D. The ρ-class has r elements and we similarly think of each element of ρ as representing a pair (t i , t j ) ∈ R.
We want S to be a right-normal band so for any x, x , y with xJ x we have x y = x y. To stress this, we abuse notation and when x lies, say in the J -class γ , write x y = γ y. Because S /J forms a semilattice, the J -class of a product x y is the meet in S /J of the J -classes of x and y. In particular, it follows (see Figure 2 ) that for all i, j we have
The rest of the multiplication table is described by the following equalities. First,
so that multiplying ρ k on the left by γ and δ respectively "extracts" the information about the first and second component of the pair (t i , t j ) that ρ k represents. Also, for any x J y we have x y = y because each J -class is a single R-class.
The element x lies in the J -class, say, γ if and only if γ 1 x = x and xγ 1 = γ 1 . We abbreviate this pair of equations by simply writing x ∈ γ and similarly for the other J -classes.
To get a reduction from CSP( ) to EQN * S , we create, for each CSP variable v i , two variables x i and y i and include the following equations:
Since we have x i ∈ α and y i ∈ β, (31) imposes that x i = α j iff y i = β j and thus "synchronizes" the two variables. If our CSP instance uses the constant relation v i = t j then we further set x i = α j (which also forces y i = β j ). Next, for each constraint (v p , v q ) ∈ R we create a variable z p,q and include in our system the equations
If x p = α i and y q = β j then our multiplication rules show that there is a z p,q satisfying these equations iff (t i , t j ) ∈ R. It is now clear that this system is satisfiable if and only if the CSP( ) instance is.
Conversely, suppose we start with a system E of equations over S and assume without loss of generality that all equations are of the form x = s or x i x j = x k . We will show that we can construct in polynomial time a system F which is exactly in the form we have just described and which has a solution if and only if E does. It is then easy to reconstruct a CSP( ) instance which is satisfiable if and only if F is.
As in Lemma 26, if E has a solution, then the corresponding system over the semilattice consisting of elements {α, β, γ , δ, ε, ρ, 0} must also have a solution. We can check this in polynomial time and if a solution exists, we can obtain the minimal onē e = (e 1 , . . . , e n ) with each e i ∈ {α, β, γ , δ, ε, ρ, 0}. Once again, it can be shown that if E has any solution (u 1 , . . . , u n ) then it has one, namely (e 1 u 1 , . . . , e n u n ), where x i lies in the J -class e i .
Therefore, we do not affect the solvability of E if we add for each x i the pair of equations equivalent to x i ∈ e i . Furthermore, we can replace every equation x i x j = x k by e i x i e j x j = e k x k . Furthermore, because e i x i e j x j = e i e j x j and since we must have e i e j = e k in the semilattice, the equation can be rewritten as ex j = ex k with e ∈ {α, β, γ , δ, ε, ρ, 0}.
We are thus left with solving a system, say E , where every variable is constrained by some condition x i ∈ e i and every other equation is of the form x = c for c a constant or ex i = ex j . Moreover, if the system contains an equation ex i = ex j then e i ≥ J e. Of course every equation of the form 0x = 0y is trivially satisfied and can be discarded.
Suppose a variable x is constrained by x ∈ γ . In every equation of the form ex = ey in which x occurs, we have e ≤ J γ and this means in fact e = γ since we removed equations with e = 0. Suppose that in E we replace the requirement x ∈ γ by x ∈ α and the equation x = γ i (if such an equation exists) by x = α i : we claim that the solvability of the system will be unaffected. Indeed, whenever we had a solution with x = γ i , we will have a solution with x = α i since for any 1 ≤ i ≤ d we have γ γ i = γ α i . By the same token, we can replace requirements x ∈ δ or x ∈ ε by x ∈ β without affecting the solvability of the system. These observations allow us to assume that every variable in our system is constrained by x i ∈ e i where e i is one of {α, β, ρ}.
Let r i , r j be variables of the system constrained by r i ∈ ρ and r j ∈ ρ. We can assume that our system does not contain an equation of the form γ r i = γ r j since it is equivalent to the equations γ r i = γ z, γ r j = γ z with z ∈ α and where z is a new variable. Symmetrically, we can replace equations of the form δr i = δr j .
In the same way, for any constant ρ s there are unique constants α u and β v such that γρ s = γ α u and δρ s = δβ v so we can replace r i = ρ s by the equations x = α u , y = β v , γ r i = γ x and δr i = δy. Also, if we have x i ∈ α and x j ∈ α then the equation εx i = εx j (and similarly γ x i = γ x j ) forces x i = x j . In the same way, for z ∈ ρ (resp. y ∈ β) and x i , x j ∈ α the pair of equations γ x i = γ z and γ x j = γ z (resp. εx i = εy and εx j = εy) yields x i = x j . Symmetrical results hold for y i and y j in β.
In the system F thus obtained, we can view each variable as being one of three types X, Y, Z where each x i ∈ X is constrained by x i ∈ α, each y i ∈ Y by y i ∈ β and each z i ∈ Z by z i ∈ ρ. For each z k ∈ Z , there is at most one (exactly one if we use dummy variables) x i ∈ X and one y j ∈ Y such that the system contains γ x i = γ z k and δy j = δz k . Also, for each x i ∈ X , there exists exactly one y j ∈ Y such that the system contains εx i = εy j . All other equations are x i = α s or y j = β s for some s. By construction, F has a solution if and only if E had one and F's solvability easily reduces to a CSP( ) instance.
In contrast, an easy exercise can show that solving a system of equations over the free right-normal band or even the free normal band on any finite number k of generators is doable in polynomial time. This is also part of more general results of one of the authors [16] . So the class of semigroups for which EQN * S lies in P is not closed under morphic images. It is not closed under taking subsemigroups either. Indeed, the rightnormal band S that we constructed is a subsemigroup of the right-normal band that we would obtain when R consists of all pairs in D × D but the latter CSP clearly lies in P.
If S is not regular, then our partial results allow us to show that EQN *
S and T-EQN * S
are NP-complete unless S lies in the variety DO ∩ Ab of semigroups whose regular J -classes are orthodox unions of Abelian groups and which has already been shown of particular relevance in computational complexity contexts [24] , [25] .
Conclusion
Although the complexity of EQN * S or T-EQN * S for semigroups is a question that will not find a resolution until we can settle the CSP conjecture, we are able to give complete dichotomies in the case of monoids and the classes of monoids for which each problem is tractable form varieties. We do not have a good explanation for this phenomenon and it would be interesting to see, for instance, whether one can get a simple and direct proof (in the case of monoids) that the tractability of EQN * M implies the tractability of EQN * S for every subsemigroup S ⊆ M. As we noted, Larose and Zádori have reproved using universal algebra that EQN * M is NP-complete if M is not in SL ∨ Ab and their proof crucially depends on the presence of an identity element [17] .
Reducing every CSP to the problem of solving systems of equations over a finite semigroup might be useful given that so much of the successful machinery to study CSPs is of an algebraic nature. In any case, it would be surprising if equations over such simple classes of semigroups defined problems whose complexity form a very wide spectrum and, in that sense, these results constitute additional if weak evidence in favor of the CSP conjecture.
Finally, note that EQN * G for a finite group can be solved well within NC (and thus has a very efficient parallel algorithm) but EQN * S is P-hard as soon as S contains two idempotents e = f such that ef = fe = f . Indeed, Lemma 1 essentially shows that in this case the P-complete problem HORN-SAT has a logspace reduction to EQN particular, the semigroup S which we construct in Theorem 8 is such that EQN * S will be P-complete, even if CSP( ) has much lower complexity.
If a > J x > J e then we have, from our initial choice of c above, ax H a ω x. Similarly, because we earlier chose a, b to be J -minimal, we must have axe H a ω xe. Hence, xe = e for otherwise this last expression simplifies to ae H e.
Note that in Example 0, a and e had exactly these properties. When building our reduction, we work over the inducible subsemigroup of elements lying J -below a and, as in the example, introduce for every Boolean variable X i the equations
where v i , s i , t i are constrained to be H-related to a. Just as before, we also include for each 3SAT clause, e.g. X 1 ∨ X 2 ∨ X 3 , the equation
whenever X i is FALSE. Furthermore, each equation of type (39) will be satisfied since at least one of the three terms is e while the others are a ω and since we have e = a ω e = ea ω . Conversely, suppose that there exists a solution to the constructed system. Equations (35) and (36) show that x i andx i are J related either to e or to a because of condition 3 in Lemma 27. On the other hand if both values are J -related to e then because of (35) we have x i ≥ R e and thus x i R e since x i J e and similarlyx i Re. Also v i x i s i e = e so v i x i ≥ R e and in fact we get v i x i R e when x i J e. Similarly v i ax i R e. Since R is a left-congruence we also have v i e R v i x i R e and v i ae R v i ax i R e. However, this leads to a contradiction for if ve R vae then multiplying both sides on the left by v ω−1 , we get e = v ω e R v ω ae = ae. Hence, if we set X i (resp. X i ) to TRUE when x i J e (resp.x i J e) then a litteral and its complement are never both true. Finally, if x 1x2 x 3 = e, one of those three variables must be J -related to e since their product will otherwise lie in the J -class of a.
Before proving Lemma 17, we recall some useful properties of bands, all of which can be obtained from results mentioned in our Introduction, and provide a useful characterization of regular bands.
Lemma 28 [13] . Let S be a band and let a, b, c ∈ S be arbitrary elements. Then
Lemma 29. Let S be a band. Then it is a regular band if and only if the following two (dual) conditions are satisfied:
Proof. Let S be a regular band and x, y, z ∈ S such that x R y, x ≥ J z. From the assumption x R y we have x y = y and from x ≥ J z we can deduce zxz = z. Hence yz = x yzxz and if we use regularity (i.e. x yzx = x yxzx) we obtain yz = x yzxz = x yxzxz. Because x yx = x and S is a band we finally obtain yz = xzxz = xz. The second condition can be obtained dually. Conversely, let S be a band which satisfies both conditions and let a, b, c ∈ S be arbitrary elements. If we let x = ab, y = aba and z = caabca then these elements satisfy the assumptions of the first condition and we have abca = abca · abca = xz = yz = abaca · abca. Hence abaca R abca. Dually we obtain abaca L abca and altogether we have abaca H abca which means that abaca = abca as S is a band.
Lemma 17. If S is a band but is not a regular band, then T-EQN *
S is NP-complete.
Proof. If S is a band but not a regular band, it must violate one of the two conditions of Lemma 29 and we without loss of generality assume that S violates the first one. The following construction will now allow us to present a reduction closely related to the one of Example 1. 
Proof. Let x, y, z be elements which disprove the condition of Lemma 29 and such that z is J -maximal with respect to this property. By Lemma 5 and the aperiodicity of S we can see that x R y J z implies xz = x yz = yz. Hence z < J x and we can put a = x, b = y and c = zx. Assume for a moment that ac = bc. Then x yx = ac = bc = yzx and if we multiply this equality by z we obtain xzxz = yzxz which is xz = yz because zxz = z. This is a contradiction, so ac = bc. The equalities are easy to see and property (40) is a consequence of the J -maximality of z in the counterexample.
We can now obtain the following reduction from 3SAT to T-EQN * T where T is the (inducible) semigroup of elements lying J -below a. For each Boolean literal X i in the formula, we introduce the variables x i ,x i , y i and construct the equations
Moreover, for any q which is R-related to a we add the equations
Note that in any solution to these equations we know from (41) and (42) We complete our reduction by introducing, for each clause of the 3SAT formula, e.g. X 1 ∨ X 2 ∨ X 3 , the following pair of equations:
One can verify that if the 3SAT instance is satisfiable, then we can satisfy the system obtained through our reduction by letting x i = c,x i = a, y i = a whenever X i is TRUE, and x i = a,x i = c, y i = b whenever X i is FALSE.
Conversely, suppose the system of the equations is satisfiable. Since exactly one of x i ,x i is J -related to c, we get a consistent truth assignment to the literals by setting X i (resp. X i ) to TRUE if and only if x i J c (resp.x i J c). This assignment satisfies every clause of the original formula for if the variables occurring in (51) all lie strictly J -above c we have ax 1 = bx 1 , ax 2 = bx 2 and ax 3 = bx 3 so that
in violation of (51) and (52).
To present the complete proof of Lemma 18, we need to introduce semigroup theoretic tools which allow a deep understanding of the structure of completely simple semigroups. We seek a refinement of Lemma 5 in order to understand the structure of multiplication within such semigroups.
Let G denote some finite group with multiplication • and let m, n be positive integers. A complete Rees matrix is an m by n matrix R with entries in G and the corresponding complete Rees semigroup is the completely simple semigroup with elements in
) and where the multiplication of elements is given by
Note that this semigroup has n R-classes given for each 1 ≤ l ≤ n by R l = {(l, g, j) | g ∈ G; 1 ≤ j ≤ m} and similarly has m L-classes. Theorem 9 [13] . In particular the m idempotents in the first R-class and the n idempotents in the first L-class are {(1, 1 G , j) | 1 ≤ j ≤ m} and {(i, 1 G , 1) | 1 ≤ i ≤ n} respectively. Note also that the egg-box picture of the complete Rees semigroup corresponding to an m × n complete Rees matrix has n rows (R-classes) and m columns (L-classes).
Lemma 18. If S contains a J -class T forming a completely simple but unorthodox semigroup then T-EQN *
S is NP-complete.
Proof. First note that the subsemigroup T ≤ of elements lying J -below T is inducible in S. Furthermore, for any t ∈ T , the target-equation (t xt) ω = t ω defines (in T ≤ ) the semigroup T . We can thus assume without loss of generality that S is itself a completely simple unorthodox semigroup.
We consider the m × n complete Rees matrix R associated to S: we can assume that the first row and first column entries of R are all 1 G .
We can recursively reorder the rows and columns of R: suppose row s is such that R s,i = 1 G for every i ≤ t. We choose the row (s + 1) as the one with the most 1 G entries among R s+1,i with i ≤ t and reorder the columns such that all these entries appear first in the row.
Because we assumed that the semigroup is not orthodox, there is some non-identity entry in R so, after reordering, we can, as shown in Figure 3 We now mimic the reduction from 1-3SAT of Example 2: for each Boolean X k we create variables x k ,x k , force them to be idempotent and impose In any solution to the system, we must have x k = (1, 1 G , s k ) for some 1 ≤ s k ≤ m since it is an idempotent and, by (52), lies in the first R-class. Similarly,x k = (t k , 1 G , 1) for some 1 ≤ t k ≤ n. Equation (52) thus also forces R s k ,t k = 1 G and from (53) we have R s k ,b · R a,t k = R a,b . Similarly we require that R s k ,i = 1 G for all 1 ≤ i < b by using equations of the form
We thus have ensured that s k < c and in fact that either s k < a or t k < b for otherwise R s k ,t k = 1 G . For a clause X 1 ∨ X 2 ∨ X 3 we wish to add the requirement R s 1 ,b · R a,t 2 · R s 3 ,b = R a,b . This can be encoded as an equation such as x 1 (b, 1 G , a)x 2 (1, 1 G , 1)x 3 (b, 1 G , 1) = (1, R a,b , 1) .
If the 1-3SAT is satisfiable, then the system can be satisfied by setting x k = (1, 1 G , a) andx k = (1, 1 G , 1) whenever X k is TRUE and x k = (1, 1 G , 1) andx k = (b, 1 G , 1 , g 1 , . . . , g k ) = g f .
Obviously, ψ is surjective. Moreover, it is a well-defined morphism since we can show that ψ ( f, g 1 , . .
Note that we are using the fact that g ff = ϕ f ,ff (g f ).
(2 ⇒ 3) If E is a band in B and G is a group in H then clearly E × G satisfies condition 3. One can easily show that any divisor of S of E × G is also an orthodox union of groups and that E(S) divides E, so that indeed E(S) ∈ B. It is easy to see that H is a congruence over E × G and that this property is preserved by taking morphic images. Suppose S is a submonoid of E × G with a, b, c ∈ S and a H b. Then a and b are also H-related in E × G, so we have ac H bc in E × G. The latter is a union of groups so we have ω since H is a congruence and S is orthodox. We denote E = E(S) and G e = H e for any e ∈ E. For any idempotent e ∈ S and any x, y ∈ S with x ω = y ω we have exeye = ex x ω e(ye) ω ye = ex y ω ey ω eye = ex y ω eye = ex ye.
Thus if e and f are idempotents with f ≥ J (E) e the map ϕ f,e : G f → G e given by ϕ f,e (x) = exe is a well-defined group homomorphism. Of course, ϕ e,e = id G e and for any idempotents d ≥ J (E) e ≥ J (E) f we have for any x ∈ G d , Clearly, S is the union of the groups G e . Multiplication in S for x ∈ G e and y ∈ G f is thus given by x · y = x ω y ω xx ω y ω yx ω y ω = efxefefyef = ϕ e,ef (x) · ϕ f ,ef (y).
Lemma 12. A band S is normal if and only if all its local monoids are semilattices.
Proof. If S is a normal band then for any a, b, c we have (aba)(aca) = abaca = acaba = (aca)(aba) and so aSa is a semilattice. Conversely, every band whose local monoids are semilattices is a regular band because we have abca = abababcacaca = (aba)(aba)(abca)(aca)(aca) (using idempotency) = aba(cab)(cab)aca (since aSa is commutative) = abacaabaca = abaca (by idempotency).
Thus if S is a band with commutative local monoids, we have abca = abaca = abaaca = acaaba = acaba = acba, which proves our claim.
