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Abstract
The general procedure of constructing a consistent covariant Dirac-type bracket
for models with mixed first and second class constraints is presented. The proposed
scheme essentially relies upon explicit separation of the initial constraints into in-
finitely reducible first and second class ones (by making use of some appropriately
constructed covariant projectors). Reducibility of the second class constraints in-
volved manifests itself in weakening some properties of the bracket as compared
to the standard Dirac one. In particular, a commutation of any quantity with the
second class constraints and the Jacobi identity take place on the second class con-
straints surface only. The developed procedure is realized for N = 1 Brink–Schwarz
superparticle in arbitrary dimension and for N = 1,D = 9 massive superparticle
with Wess–Zumino term. A possibility to apply the bracket for quantizing the su-
perparticles within the framework of the recent unified algebra approach by Batalin
and Tyutin [20–22] is examined. In particular, it is shown that for D = 9 massive
superparticle it is impossible to construct Dirac-type bracket possessing (strong)
Jacobi identity in a full phase space.
1 Introduction
The superparticle covariant quantization problem has long been realized [1–4] to consist
in adequate extension of the initial phase space [5]. There were a number of attempts
in this direction. The most successful approaches to date are twistor-like formulations
[3, 6–10], harmonic superspace technique [11–15] and the null-vectors approach of Ref.
2. Another sight to the problem lies in the fact that, instead of quantizing the original
Brink–Schwarz theory, it is constructed the superparticle model [16, 17 and references
therein] which will lead after quantization to the covariant SYM.
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The key idea of the harmonic superspace approach [13] was to introduce additional
harmonic variables, which played the role of a bridge between the SO(1, D − 1) indices
and some internal space indices, to split the initial fermionic constraints into the first and
second class parts. Then twistor-like variables might be used [3, 13] to convert the second
class constraints into the first class ones, what brought the theory to the form admitting
conventional canonical quantization.1 However, the introduced auxiliary variables turn
out to be various for different dimensions [3, 12]. The resulting constraint system can
be irreducible or infinitely reducible depending on the dimension [3]. In the latter case
there arises an additional serious problem being connected with constructing a functional
integral for the model [2, 3]. Within the framework of operator quantization, the wave
functions depend on twistor or harmonic variables what makes understanding the results
in terms of ordinary (super)fields difficult (in the special case of a compact Lorentz-
harmonic superspace, however, the problem can be solved [12]). Additional source of
difficulties lies in the general status of the conversion method itself. Actually, although
the approach is known for a long time [27], it still remains unclear whether a system after
conversion is always physically equivalent to the original one. The general formalism may
now offer a proof of the equivalence which is essentially local [28]. Such a consideration is
enough for the case of a conventional perturbative field theory, but it is likely unable to
take into account the effect of the reduced phase space global geometry which may have
a significant influence on a physical spectrum of the particle model. In view of the all
mentioned problematic points of the conversion method it seems interesting to study an
alternative approach dealing with the superparticle in its original formulation [5]. In this
connection, it is relevant to mention the “unified algebra” approach recently developed
[20–22] just for the systems with mixed first- and second-class constraints. In principle,
the proposed construction does not require an explicit separation of the first and second
class constraints (what is just the basic problem of the superparticle, superstring models).
An application of the procedure for concrete theories, however, implies the existence of
some classical bracket (with all the rank and algebraic properties of the standard Dirac
one) as a boundary condition to the basic generating equations [21]. Although the general
construction does not include an algorithm of building this bracket, it is implied to be
known “from the outset”.
In the present paper we propose the general scheme of constructing a consistent co-
variant Dirac-type bracket for models with mixed first and second class constraints. A
possibility to apply this bracket in the context of the quantization method developed in
Refs. 20–22 is examined in the work.
There are two natural ways of building the bracket with needed properties. First of
them consists in splitting the initial constraints into infinitely reducible first and second
class parts (by making use of some covariant projectors) and subsequent generalizing
the standard Dirac bracket construction to the case of infinitely reducible second class
constraints. The second line is to write down the most general ansatz for the bracket and
1We mostly discuss N = 1, D = 10 case for which manifestly covariant quantization is the principal
problem.
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then to require all needed rank and algebraic properties for the construction (what will
specify the coefficient functions of the ansatz).
Possibilities to construct the brackets of the first kind for the superparticle, superstring
models were examined in Refs. 2, 11, 18, 19, and 25. It seems surprising but the Jacobi
identity is problematic for each of the suggested brackets. Actually, within the framework
of the adopted scheme [2, 4] the only property2 to be satisfied by the bracket was a
weak commutation of any quantity with the second class constraints involved, i.e., only
rank conditions were taken into account. Among the algebraic properties, the graded
symmetry, linearity and differentiation took place by the construction while the Jacobi
identity was not embedded into the scheme in some special way. In the general case,
a bracket of such a kind may possess the identity in a strong sense (off the constraint
surface), weakly (on the constraint shell) or has no the property at all. For instance,
the Jacobi identity for the bracket of Ref. 19 takes place on the second class constraint
surface only (see subsec. 3.2) and it fails to be fulfilled off-shell. As will be shown (Secs.
2 and 4) the weakening the identity is an essential ingredient of the consistent covariant
Dirac-type bracket associated with the infinitely reducible second class constraints.
In this context, the question of the bracket with the strong Jacobi identity arises
naturally. It turns out that it is the second approach to the building the bracket which
allows to investigate the question completely. As an example, we consider N = 1, D = 9
massive superparticle with Wess–Zumino term [19]. In this case it proves to be possible to
write down the most general ansatz for the fundamental phase variable brackets provided
with the correct rank conditions (Sec. 4). Requirement of the strong Jacobi identity for
the brackets implies some restrictions on the coefficient functions of the ansatz. Our result
here is partly surprising. As will be show, there arises a contradictory system of equations
for the coefficients if the latter were taken in the Poincare´ covariant form, i.e. a Poincare´
covariant closing the identity is impossible. Thus the weakening some properties of the
bracket seems to be an essential ingredient of the covariant description when dealing with
the models possessing mixed first and second class constraints.
The paper is organized as follows. In Sec. 2 the general procedure of building a
covariant Dirac-type bracket for the models with mixed first and second class constraints
is presented. Constructing such a bracket turns out to be equivalent to solving certain
system of matrix equations in the enlarged phase space. As will be shown reducibility of
the second class constraints (which is a price paid for the explicit covariance) manifests
itself in weakening some properties of the bracket as compared to the standard Dirac one.
Namely, a commutation of any quantity with the second class constraints and the Jacobi
identity take place on the second class constraints surface only (note that this weakening
still is compatible with the Dirac’s prescriptions of quantization).
In Sec. 3 the proposed construction is realized for N = 1 Brink–Schwarz superparticle
in arbitrary dimension, and for N = 1, D = 9 massive superparticle with Wess–Zumino
term. In the first case the original phase space must be enlarged to include one vector
2Correct elimination of the redundant second class constraints implies as well linear independence of
the reducible first and second class constraints in the question (see Ref. 4).
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variable (and its conjugate momentum) only. In the second case the bracket can be
formulated in the initial phase space and our general construction reproduces here the
results of Ref. 19. It is interesting to note that within the framework of the developed
scheme the manifestly covariant (redundant) gauge fixing present no a special problem.
In Sec. 4 the constructed brackets are examined in the context of the quantization
procedure of Refs. 20–22. A possibility to continue the Jacobi identity off the constraint
surface (what is an essential ingredient of the classical counterpart of the quantum bracket
in Ref. 21) is considered. As will be shown for the particular example of D = 9 massive
superparticle, a Poincare´ covariant extension of the bracket up to one with the strong
Jacobi identity is impossible. Thus, although the classical boundary conditions for the
unified constraint dynamics being applied to the superparticle model can be constructed,
covariant quantum realization of the quantities turns out to be problematic. In the Con-
clusion we summarize our results.
2 General construction
The essential ingredient of the both superparticle [5] and superstring [23] theories is
Siegel local fermionic symmetry [24], which eliminates unphysical degrees of freedom
and provides absence of negative norm states in the quantum spectrum of the models
[2]. The constraint system of the theories in the Hamiltonian formalism includes some
set of bosonic first class constraints, which we denote as TA ≈ 0 (A is a condensed
index) as well as fermionic constraints χα ≈ 0, α = 1, . . . , n, from which half is the first
class (the generators of the Siegel transformations) and another half is second class, i.e.,
{χα, χβ} ≡ ∆∗αβ and rank∆∗|T,χ≈0 = n/2. The symbol {A,B} ≡
←
∂ iAω
ij
→
∂ jB is used to
denote the canonical Poisson bracket on a phase supermanifold, where
→
∂ i ≡
→
∂/∂Γi and
Γi are the local coordinates.
The main obstacle for operator covariant quantization of the models lies in the fact
that in the original phase space it is impossible to separate the mixed first and second class
constraints χα ≈ 0 in a covariant irreducible way [1, 2] while the redundant splitting may
present a nontrivial task [2, 18]. To avoid this difficulty we enlarge the initial phase space
Γ up to Γ∗ ≡ (Γ,Γadd), where Γadd is some set of additional variables. The new variables
are implied to be pure gauge and, consequently, there must be constraints eliminating
Γadd part of Γ
∗. Denote first and second class constraints of such a kind as ϕA1(Γ
∗) ≈ 0
and ψA2(Γ
∗) ≈ 0, A1 = 1, . . . , n1, A2 = 1, . . . , n2, respectively. In what follows, we admit
these constraints to be linearly independent. Further, in the extended phase space we
suppose the existence of a pair of (strong) projectors p±βα (Γ
∗)
p+
2
= p+, p−2 = p−,
p+p− = 0, p+ + p− = 1
(2.1)
splitting the original mixed constraints χα into redundant first and second class pieces
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χ+ ≡ p+χ and χ− ≡ p−χ−
{χ+α , χ+β } ≈ 0, {χ+α , χ−β } ≈ 0,
{χ−α , χ−β } ≡ ∆αβ ≈ (p−∆∗p−)αβ.
(2.2)
From Eqs. (2.2) it follows the defining equation for the projector operators
∆∗p+ ≈ 0. (2.3)
Several remarks are relevant here. First, in consequence of the identities
p+χ− ≡ 0, p−χ+ ≡ 0 (2.4)
there are only half linearly independent constraints among the conditions χ±α ≈ 0. This
means as well that the criterion of Ref. 4 for consistent elimination of redundant second
class constraints is automatically satisfied within the framework of our construction. Sec-
ondly, a proof of the equivalence between the separated first and second class constraints
and the initial mixed constraint system is evident (from χ ≈ 0 it follows χ+ ≈ 0, χ− ≈ 0,
and vice versa). Thirdly, rank∆|T,χ,ϕ,ψ≈0 = n/2 (as a consequence of Eq. (2.3)) what
correctly reflects reducibility of the resulting second class constraints. Note as well that
noncovariant projectors may always be constructed by making use of initial phase space
variables only. Actually, for the models concerned one can find n/2 linearly-independent
(weak) null-vectors for the matrix ∆∗: ∆∗αβC
β
a(Γ) ≈ 0, a = 1, . . . , n/2. Then the fol-
lowing algebraic system of equations QaγC
γ
b = δ
a
b can always be solved for unknown
Qaγ(Γ). The quantities p+
α
β ≡ CαaQaβ , p−αβ ≡ δαβ − CαaQaβ prove to be the needed
noncovariant projectors. The task of finding the covariant projectors is less trivial, some
examples will be considered in Sec. 3.
The next step of the construction is building the generalized Dirac bracket which
would allow correct elimination of the redundant second class constraints (i.e., which is
compatible with setting all the second class constraints strongly to zero). For this aim let
us find the (symmetric) matrix ∆˜αβ which is inverse to ∆αβ in the following sense:
∆∆˜ = p−, (2.5)
and suppose the conditions for the second class constraints ψA2 ≈ 0:
{χ−α , ψA2} = 0, {χ+α , ψA2} ≈ 0 (2.6)
to be satisfied.3 On the basis of these assumptions one can write down the following
ansatz for the Dirac-type bracket:
{A,B}D = {A,B} − {A, χ−α}∆˜αβ{χ−β , B} − {A,ψA2}∇˜A2C2{ψC2 , B}, (2.7)
where ∇˜ is the inverse matrix to ∇A2B2 = {ψA2 , ψB2}, ∇˜∇ = 1. For concrete models the
brackets like Eq. (2.7) were also considered in Refs. 2, 11, 18, 19, and 25. They differ
3Equations (2.6) are only technical restrictions allowing to write down the bracket (2.7) in the simplest
form. These conditions prove to be fulfilled for all examples considered below.
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by the choice of the constraint set ϕA1, ψA2 , (i.e., Γadd) and by the form of the operator
extracting the second class constraints. Note that we require the operators splitting the
first and second class constraints to be strong projectors, what ensures the equivalence of
the separated and initial constraint systems. The form of Eq. (2.5) is also crucial in our
approach. Let us briefly discuss the basic properties of the bracket. First, any quantity
A (weakly) commutes with the second class constraints under the bracket (2.7)
{A,ψB2}D = 0, {A, χ−α}D = {A, p−αβ}χ−β ≈ 0. (2.8)
On the geometrical language it means that the matrix constructed from the fundamental
brackets
pij ≡ {Γ∗i,Γ∗j}D = ωij − ωik
→
∂ kχ
−
α ∆˜
αβ
←
∂ sχ
−
β ω
sj − ωik→∂ kψA2∇˜A2B2
←
∂ sψB2ω
sj (2.9)
is degenerate (corank pij = n2 + n/2) and the weak eigenvectors corresponding to zero
eigenvalue
pij∂jψA2 = 0, p
ij∂jχ
−
α ≈ 0 (2.10)
are normals to the second class constraints surface. It is interesting to note that the latter
relation in Eq. (2.10) can be strengthened to yield a strict equality
pijp−α
β∂jχ
−
β = 0. (2.11)
Secondly, there is a natural arbitrariness in definition of the bracket (2.7): addition of
any polynomial in the second class constraints to the ansatz (2.7) does not change the
(weak) properties of the bracket. Thirdly, by construction the proposed bracket possesses
the graded symmetry, linearity and differentiation. The only property to be discussed
specially is the Jacobi identity. To clarify this question consider the graded cycle
(−1)ǫiǫkpil→∂ lpjk + (−1)ǫiǫjpjl
→
∂ lp
ki + (−1)ǫkǫjpkl→∂ lpij (2.12)
which identically vanishes in the case of the ordinary Dirac bracket and provides the
Jacobi identity for the construction. The direct proof of the identity in that case is
actually based on the fact that the matrix of the second class constraints, say Mαβ , is
invertible MαβM˜
βγ = δα
γ and consequently ∂iM˜ = −M˜(∂iM)M˜ . In the case of infinitely
reducible second class constraints we deal with equation ∆αβ∆˜
βγ = p−α
γ, from which it
follows the equality
→
∂ l∆˜
αβ = −∆˜αγ→∂ l∆γδ∆˜δβ + p+γ β
→
∂ l∆˜
γα + p+γ
α
→
∂ l∆˜
γβ − →∂ l(∆˜αγp+γ β). (2.13)
The new terms in the right hand side of this expression are manifestation of reducibility of
the constraints involved and they actually are the source of breaking the Jacobi identity.
It can be directly verified that the identity for the bracket (2.7) is not fulfilled. We can
show, however, that under some additional assumptions the Jacobi identity takes place
on the second class constraint surface χ−α ≈ 0. The needed suppositions turn out to be of
the form
{p−αβ, χγ} = 0, {p−α β, p−γ δ} = 0,
{ψA2 , p−αβ} = 0, {∂iψA2 , χ−α} = 0,
(2.14)
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whence it follows
{p+α β, χγ} = 0, {p+α β, p−γ δ} = 0, {p+α β, p+γ δ} = 0; (2.15)
∆ = p−∆∗p−, p+∆ = 0. (2.16)
Note as well that in consequence of Eq. (2.5) the conditions
p+∆˜p− = 0, p−∆˜p+ = 0
are fulfilled. This means that ∆˜ can be represented in the form
∆˜ = p−∆˜1p
− + p+∆˜2p
+
where ∆˜1 is some matrix consistent with Eq. (2.5) and ∆˜2 is an arbitrary matrix. The
contribution of the second term into the bracket (2.7) can always be suppressed by making
use of the natural arbitrariness containing in definition of the bracket (taking into account
the identity p+δ
α
→
∂nχ
−
α ≡ −(
→
∂np
+
δ
α)χ−α one concludes that the contribution is quadratic
in the second class constraints χ−). By this reason one can search for ∆˜ in the form
∆˜ = p−∆˜1p− and suppose that
p+∆˜ = 0. (2.17)
Considering now Eq. (2.12) with pij being presented in the form (2.9) and using Eq.
(2.13) one can get (after straightforward but extremely tedious calculations) that
(−1)ǫjǫkpkl→∂ lpij + cycle(ijk) =
−(−1)ǫjǫk+ǫl(ǫi+ǫα)[ωkl − ωks→∂ sχ−ρ ∆˜ργ
←
∂ pχ
−
γ ω
pl]ωin
→
∂nχ
−
α [p
+
δ
α
→
∂ l∆˜
βδ +
+
→
∂ l∆˜
αδp+δ
β]
←
∂mχ
−
β ω
mj + cycle(ijk). (2.18)
Since
p+δ
α
→
∂nχ
−
α ≡ −(
→
∂np
+
δ
α)χ−α
the graded cycle (2.18) weakly vanishes and, consequently, the bracket (2.7) possesses the
Jacobi identity on the second class constraints surface χ−α ≈ 0.
Thus, for building the generalized Dirac bracket, which is consistent with setting all
the (reducible) second class constraints strongly to zero it is sufficiently to find a solution
p±α
β, ∆˜αβ of Eqs. (2.1), (2.3), (2.5), and (2.14) which is compatible with Eqs. (2.6) and
(2.17). Note that although the proposed bracket allows correct elimination of the second
class constraints, some of its properties (see Eqs. (2.8), (2.10), (2.11), and (2.18)) are
fulfilled in a weak sense only. Reducibility of the second class constraints, thus, manifests
itself in weakening some properties of the standard Dirac bracket.
3 Applications
3.1 N = 1 Brink–Schwarz superparticle
As an example of a theory for which the proposed bracket construction requires an ex-
tension of the initial phase space we consider N = 1 Brink–Schwarz superparticle. The
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dynamics of the model in the original phase space is determined by the following (first-
order formalism) action [5]:
S =
∫
dτ
(
pmΠ
m − ep
2
2
)
, (3.1)
Πm ≡ x˙m − iθΓmθ˙.
For definiteness we consider ten-dimensional case here. The results of the section, however,
can be directly generalized to the case of other dimensions. We use (generalized Majorana)
notations, in which θα is a real M-W spinor α = 1, . . . , 16, Dirac matrices Γmαβ and Γ˜
mαβ
are real, symmetric, obeying the standard algebra ΓmΓ˜n + ΓnΓ˜m = 2ηmn.
Passing to the Hamiltonian formalism one can find the following constraints for the
model:
pm − πm ≈ 0, πpm ≈ 0, (3.2a)
pe ≈ 0, π2 ≈ 0, (3.2b)
χ ≡ pθ − iθΓmπm ≈ 0 (3.2c)
where (pe, πpm, πm, pθα) are momenta conjugate to variables (e, p
m, xm, θα) respectively.
The constraints (3.2a) are second class and imply that the pair (p, πp) is pure gauge. The
constraints (3.2b) are first class. Among the spinor constraints (3.2c), there are eight of
first class and eight of second class as a consequence of the equations (we use the Poisson
bracket of the form {xn, πm} = δnm, {θα, pθβ} = −δαβ)
{χα, χβ} = 2i(Γmπm)αβ , (3.3a)
ΓmπmΓ˜
nπn = π
2 ≈ 0. (3.3b)
Our aim now is to construct the projectors (2.1), (2.3) and the generalized Dirac bracket
(2.7) for the model. Technically, the task of finding the needed projectors consists in
building the matrix Kα
β satisfying the equations K2 = 1, ΓmπmK ≈ −Γmπm. One can
show, however, that in the initial phase space it is impossible to built the covariant object
of such a kind.
To construct the needed quantity let us introduce an additional vector variable Am
and consider several trivial consequences of Eq. (3.3b)
ΓmπmΓ˜
nπnΓ
rAr = π
2ΓrAr ≈ 0,
ΓmπmΓ˜
nAnΓ
rπr = 2(πA)Γ
rπr − ΓnAnπ2 ≈ 2(πA)Γrπr, (3.4)
Γmπm
1
2
(
1 +
1
2(πA)
Γ˜[nΓr]πnAr
)
≡ Γmπmp˜+ ≈ 0.
In agreement with Eq. (2.3), the arising operator p˜+ is a weak eigenvector corresponding
to zero eigenvalue for the matrix ∆∗ = 2iΓmπm and moreover it proves to be a weak
projector, i.e.,
p˜+2 ≈ p˜+. (3.5)
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This equation can further be strengthened to yield a strict equality and the results are
p+ =
1
2
(1 +K), p− =
1
2
(1−K),
K =
1
2
√
(πA)2 − π2A2
Γ˜[nΓm]πnAm, K
2 = 1.
(3.6)
Thus, to construct the needed projector operators it is sufficiently to enlarge the initial
phase space by means of adding one vector variable Am only. To be consistent, we should
then include this variable into the original Lagrangian (3.1) (in a pure gauge manner).
The following action:
S =
∫
dτ pm(A
m − iθΓmθ˙) +Bm(Am − x˙m)− ep
2
2
(3.7)
turns out to be suitable for this goal. In constructing this action we were enforced to
introduce one more additional variable Bm. Taking into account the equations of motion
for the new variables
δS
δAm
= pm +Bm = 0,
δS
δBm
= Am − x˙m = 0 (3.8)
it is easy to show that the model (3.7) is on-shell equivalent to the original superparticle
(3.1).
The supersymmetry transformations are written now as
δθ = ǫ, δxm = iǫΓmθ, δAm = iǫΓmθ˙. (3.9)
Local α- and k-symmetries [5, 24] take the form
δαx
m = αx˙m, δαθ = αθ˙
β,
δαp
m = αp˙m, δαe = (αe)
·, (3.10)
δαB
m = αB˙m, δαA
m = (αAm)·;
δkθ = Γ˜
mpmk, δkx
m = iθΓmδθ,
δke = 4iθ˙k, δkA
m = (iθΓmδθ)·.
(3.11)
A complete constraint system of the model in the Hamiltonian formalism is
TA : pe ≈ 0, π2 ≈ 0; (3.12a)
χα : pθ − iθΓmπm ≈ 0; (3.12b)
ϕA1 : πAm ≈ 0; (3.12c)
ψA2 : pm − πm ≈ 0, πpn ≈ 0,
pm +Bm ≈ 0, πBn ≈ 0
(3.12d)
where we denoted the momenta conjugate to variables (e, xm, pm, θα, Am, Bm) as
(pe, πm, πpm, pθα, πAm, πBm) respectively. The constraints (3.12a), (3.12c) are first class.
Constraint system (3.12d) is second class. Among the fermionic constraints (3.12b), half
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is first class and another half is second class. Note that in the gauge Am ≈ 0 the constraint
system (3.12) precisely coincides with the Brink–Schwarz one [2, 5].
Using now the projectors (3.6) to split the spinor constraints into redundant first and
second class pieces χ+ ≡ χp+, χ− ≡ χp−
{χ+α , χ+β } ≈ 0, {χ+α , χ−β } ≈ 0,
{χ−α , χ−β } = 2i(p−Γmπmp−)αβ ≡ ∆αβ ,
{χ±α , ϕA1} ≈ 0, {χ±α , ψA2} = 0,
{χ±α , TA} = 0
(3.13)
and converting the matrix ∆αβ in accordance with Eq. (2.5)
∆˜αβ =
p−αδ(Γ˜nAn)δσp−βσ
2i(
√
(πA)2 − π2A2 + (πA))
, ∆˜∆ = p− (3.14)
one can write down the final expression for the generalized Dirac bracket
{A,C}D = {A,C} − {A, χ−α}
(p−Γ˜nAnp−)αβ
2i(
√
(πA)2 − π2A2 + (πA))
{χ−β , C}−
−{A, πpm}{pm − πm, C}+ {A, pm − πm}{πpm, C} − {A, πBm}{pm +Bm, C}+
+{A, pm +Bm}{πBm, C} − {A, pm − πm}{πBm, C}+ {A, πBm}{pm − πm, C}.(3.15)
Since the projectors (3.6) satisfy the Eqs. (2.14), the proposed bracket possesses (in a
weak sense) all the rank and algebraic properties of the standard Dirac bracket. Consistent
covariant elimination of the (reducible) second class constraints is now possible. The
explicit form of the fundamental phase variable brackets is (we omit here the brackets
corresponding to unphysical variables (p, πp), (B, πB))
{θα, θβ}D = i
q
(p− 6A˜p−)αβ,
{θα, pθβ}D = −δαβ +
1
2
p−αβ ,
{pθα , pθβ}D = −
i
2
(p− 6πp−)αβ,
{xm, θα}D = −1
q
(θΓm 6A˜p−)α − i
q
(
χ+
[ ∂
∂πm
p−
]
6A˜p−
)α
,
{xm, pθα}D =
i
2
(θΓmp−)α − 1
2
(
χ+
∂
∂πm
p−
)
α
,
{πAm, θα}D = i
q
(
χ+
[ ∂
∂Am
p−
]
6A˜p−
)α
,
{πAm, pθα}D =
1
2
(
χ+
∂
∂Am
p−
)
α
, (3.16)
{xm, xn}D = i
q
θΓmp− 6A˜p−Γnθ − 1
q
θΓm 6A˜
[∂p−
∂πn
]
χ+ +
+
1
q
θΓn A˜
[ ∂p−
∂πm
]
χ+ − i
q
χ+
[ ∂p−
∂πm
]
A˜
[∂p−
∂πn
]
χ+,
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{xm, πn}D = δmn,
{xm, πAn}D =
1
q
θΓm 6A˜
[ ∂p−
∂An
]
χ+ +
i
q
χ+
[ ∂p−
∂πm
]
6A˜
[ ∂p−
∂An
]
χ+,
{An, πAm}D = δnm,
{πAm , πAn}D = −
i
q
χ+
[ ∂p−
∂Am
]
6A˜
[ ∂p−
∂An
]
χ+,
were we denoted q = 2(
√
(πA)2 − π2A2 + (πA)), 6A˜ = Γ˜nAn, 6π = Γnπn and used the
identities p− 6π = 6πp−, p− 6A˜ = 6A˜p−, p+ 6πp− = p+ 6A˜p− = 0, p−∂p−p− = 0.
Note as well that the presented scheme allows the covariant (redundant) gauge
θ+ ≡ p+θ ≈ 0 (3.17)
for the fermionic first class constraints.
Let us briefly discuss a relation between the considered formulation and the Hamilto-
nian null-vectors approach of Ref. 2.
The basic idea of the construction proposed in Ref. 2 was to introduce two null vectors
n2 = 0, r2 = 0, nr = −1 (3.18)
(which were considered as pure gauge variables) to separate the initial fermionic second
class constraints in covariant and redundant way
ψ ≡ χ 6 n˜ 6 r ≈ 0. (3.19)
Note that in the presence of the constraints (3.18) the operators
p˜− =
1
2(nr)
6 n˜ 6 r, p˜+ = 1
2(nr)
6 r˜ 6 n (3.20)
form weak projectors (after constructing the Dirac bracket associated with the full system
of second class constraints [2], the constraints (3.18) can be considered as strong equations
and the operators (3.20) become strong projectors). One can believe, therefore, that the
new variables were introduced to construct a projector operator extracting the fermionic
second class constraints.
Return now to the formulation (3.7) and let us use the variables Am, πn to define a
pair of strong null vectors (see also Ref. 25)
n′m =
1
c
[A2πm − ((Aπ) +
√
(Aπ)2 − A2π2)Am],
r′m =
1
c
[A2πm − ((Aπ)−
√
(Aπ)2 − A2π2)Am],
(3.21)
n
′2 ≡ 0, r′2 ≡ 0, n′r′ ≡ −1
where we denoted c =
√
2A2((πA)2 − π2A2). The crucial observation is that the following
identities:
p− =
1
2
(
1− 1
2b
Γ˜[nΓm]πnAm
)
≡ 1
2(n′r′)
6 n˜′ 6 r′,
p+ =
1
2
(
1 +
1
2b
Γ˜[nΓm]πnAm
)
≡ 1
2(n′r′)
r˜′ n′,
(3.22)
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where b ≡
√
(πA)2 − π2A2, are fulfilled.
Thus, the basic constructions of Ref. 2 can be reproduced within the context of the
theory (3.7) and, in this sense, there is a correspondence between two formulations. It
should be noted, however, that the model (3.7) is free from some difficulties of Ref. 2.
In particular, the constraint system for additional variables (ϕA1 , ψA2 in terminology of
Sec. 2) in Ref. 2 is reducible and very complicated as compared to Eqs. (3.12c) and
(3.12d). The operator separating the (redundant) first class constraints (Γmπm) is not a
projector and a covariant proof of the equivalence between the splitted and original mixed
constraints presents a special problem. In our case this proof is evident. Note as well that
the formulation of Ref. 2 is essentially Hamiltonian.
3.2 N = 1, D = 9 massive superparticle with Wess–Zumino
term
In this subsection, as an example of the model for which the generalized bracket can be
constructed in the initial phase space we consider N = 1, D = 9 massive superparticles
with Wess–Zumino term [19].
The basic observation lies in the fact that in certain dimensions there exists Lorentz
invariant, real, symmetric tensor Xαβ (in addition to the Dirac matrices) which can be
used to build the needed projectors. To prove the existence of such a tensor for the case
concerned, let us construct the minimal spinor representation of SO(1, 8) (which has a
complex dimension 2(D−1)/2 = 16) and the corresponding Γ-matrices in the explicit form.
For this aim it is sufficiently to find nine 16×16 matrices Γmαβ satisfying the equation
ΓmΓn+ΓnΓm = −2ηmn, m = 0, 1, . . . , 8. Taking into account that SO(1, 9)-matrices from
the previous section (which we denote now as γmαβ, γ˜
mαβ) have the needed dimension,
one can consider the following decomposition:
Xαβ ≡ γ9αβ , X˜αβ ≡ γ˜9αβ, Γmαβ ≡ γmαβ,
Γ˜mαβ ≡ γ˜mαβ , Γmαβ ≡ ΓmαδX˜δβ, m = 0, 1, . . . , 8. (3.23)
The properties of γm, γ˜m induce the following relations for X and Γ:
Xαβ = Xβα, X
∗
αβ = Xαβ, XαβX˜
βγ = δα
γ,
XαβΓ˜
mβγ + ΓmαβX˜
βγ = 0, (3.24)
Γmα
βΓnβ
γ + Γnα
βΓmβ
γ = −2ηmn.
Thus, the minimal spinor representation of SO(1, 8) is a complex spinor ψα transforming,
by definition, as follows
δψα =
1
2
ωmn(Γ˜
mn)βαψ
α, (3.25)
where
Γ˜mn =
1
4
(Γ˜mΓn − Γ˜nΓm).
Since the combination ψ¯α ≡ Xαβψβ is transformed as δψ¯α = −12ωmn(ψ¯Γ˜mn)α, we conclude
that the expression (ψαXαβϕ
β) is a scalar, i.e., Xαβ is SO(1, 8)-invariant matrix. Note
that the reality condition ψα
∗ = ψα is consistent with this construction.
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The action functional of the theory is given by the expression
S =
∫
dτ
(
e−1
Π2
2
− m
2e
2
+ imθ˙Xθ
)
, (3.26)
Πm = x˙m − iθΓmθ˙,
where we have introduced the einbein tangent to the superparticle wordline as opposed to
the action of Ref. 19. In this formulation a form of the local symmetries becomes evident
δαx
m = αx˙m, δαθ
β = αθ˙β, δαe = (αe)
·; (3.27a)
δkθ = (Γ˜
mΠm +meX˜)k, δkx
m = iθΓmδθ, δke = 4ieθ˙k, (3.27b)
The constraint system of the theory in the Hamiltonian formalism is
pe ≈ 0, π2 +m2 ≈ 0, χ ≡ pθ − iθ(Γnπn +mX) ≈ 0, (3.28)
where the variables (pe, πm, pθα) are momenta conjugate to (e, x
m, θα) respectively. Dy-
namics of the model is governed by the Hamiltonian
H = peλe + λθχ+
e
2
(π2 +m2) (3.29)
where λe, λθ are Lagrange multipliers to the constraints pe and χ respectively. The bosonic
constraints in Eq. (3.28) are first class, while there are half of first class constraints and
half of second class ones among χα
{χα, χβ} = 2i(Γnπn +mX)αβ, (3.30a)
(Γmπm +mX)(Γ˜
nπn +mX˜) = m
2 + π2 ≈ 0. (3.30b)
Let us construct the generalized Dirac bracket for the model. The first step is building
the projector operators satisfying Eqs. (2.1), (2.3), and (2.14). Taking into account Eqs.
(3.30b) and (3.24) one can find the needed quantities (see also Ref. 19)
p+ =
1
2
(1 +K), p− =
1
2
(1−K), Kαβ = 1√−π2πm(XΓ˜
m)α
β, K2 = 1. (3.31)
It is straightforward to check as well that the following identities:
p+
(
X +
1√−π2Γ
mπm
)
= 0, p−
(
X − 1√−π2Γ
mπm
)
= 0; (3.32a)
p±Γmπm = Γ
mπmp
±, p±X = Xp±, (3.32b)
p+Γmπmp
− = 0, p+Xp− = 0 (3.32c)
are fulfilled.
In the presence of the projectors the fermionic constraints are splitted into (redundant)
first and second class pieces χ+ ≡ p+χ and χ− ≡ p−χ:
{χ+α , χ+β } =
2i√−π2 (
√
−π2 −m)(p+Γnπn)αβ ≈ 0,
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{χ+α , χ−β } = 0, (3.33)
{χ−α , χ−β } =
2i√−π2 (
√
−π2 +m)(p−Γnπn)αβ
(πm is supposed to be a space-like vector, therefore the constraint π2+m2 ≈ 0 is equivalent
to m −√−π2 ≈ 0). Using Eqs. (3.32) one can choose, further, more simple basis of the
constraints:
p+θ ≈ 0, χ− ≡ p−θ − iθ−X(m+
√
−π2) ≈ 0, m−
√
−π2 ≈ 0, pe ≈ 0 (3.34)
where we denoted p±θ = p
±pθ, θ± = p±θ. In this representation, finding ∆˜αβ for Eq. (2.5)
and building the generalized bracket present no a special problem. The results are
{A,B}D = {A,B} − {A, χ−α}∆˜αβ{χ−β , B}, (3.35a)
∆˜αβ =
(X˜p−)αβ
2i(m+
√−π2) . (3.35b)
Since the projectors (3.31) satisfy Eq. (2.14) the constructed bracket possesses (in a
weak sense) all the rank and algebraic properties of the standard Dirac bracket. Thus,
Eqs. (3.31), (3.35a), and (3.35b) specify the generalized Dirac bracket for the massive
superparticle with Wess–Zumino term.
The explicit form of the fundamental phase variable brackets is
{θα, θβ}D = i
2(m+
√−π2)(X˜p
−)αβ ,
{θα, pθβ}D = −δβα +
1
2
p−αβ ,
{pθα, pθβ}D = −
i
2
(m+
√
−π2)(Xp−)αβ ,
{xm, θα}D = i
4(m+
√−π2)√−π2
(
Γ˜m +
πmX˜√−π2
)αλ
(p+θ − iθ+X(m+
√
−π2))λ +
+
1
2(m+
√−π2)√−π2π
mθ−α, (3.36)
{xm, pθα}D =
1
4
√−π2
(
XΓ˜m +
πm√−π2
)
(p+θ − iθ+X(m+
√
−π2))α −
i
2
√−π2π
m(θ−X)α,
{xm, πn}D = δmn,
{xm, xn}D = i
16(m+
√−π2)π2 (p
+
θ − iθ+X(m+
√
−π2))Γ˜[mXΓ˜n](p+θ − iθ+X(m+
√
−π2))−
− 1
4(m+
√−π2)π2 θ
−XΓ˜[mπn](p+θ − iθ+X(m+
√
−π2)),
were we denoted A[nBm] ≡ AnBm−AmBn and used the identity
(
X˜− 1√−π2 Γ˜nπn
)
p+ ≡ 0.
The following remarks seem to be relevant: First, taking into account Eq. (2.18) one
can check that the strong Jacobi identity problem appears only in the cycles including
the variable xm. Secondly, the considered scheme admits the covariant (reducible) gauge
θ+ ≈ 0 (3.37)
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and the corresponding Dirac-type bracket
{A,B}D = {A,B}+ {A, p+θ }p+{θ+, B}+ {A, θ+}p+{p+θ , B}− {A, χ−}∆˜{χ−, B}. (3.38)
Thus, the physical sector of the model is exhausted by the variables (xm, πn, θ
−α) with
commutation relations being presented in the form
{θ−α, θ−β} = − 1
2i(m+
√−π2)(p
−X˜)αβ ,
{θ−α, xm} = 1
2
√−π2 (θ
−XΓ˜m)α +
1
2
(
1
π2
− 1
(m+
√−π2)√−π2
)
πmθ−α,
{xm, πn} = δmn,
{xm, xn} = −i(m+
√−π2)
4π2
θ−Γ[mΓ˜n]Xθ−.
(3.39)
It is straightforward to check now that the Jacobi identity for the brackets (3.39) is fulfilled
in a strong sense. Thirdly, it was shown in Refs. 19 and 26 that appearing the Wess–
Zumino term in the superparticle action plays a role of introducing a central charge into
the super-Poincare´ algebra. As was seen above, it was this quantity which allowed to
construct the generalized Dirac bracket for the model.
4 Off-shell continuation of the generalized
brackets and the unified constraint dynamics
In constructing the generalized Dirac bracket associated with the infinitely reducible sec-
ond class constraints, the essential property which was embedded into the scheme was the
weak Jacobi identity (the special restrictions were to be imposed to provide the property).
To apply standard covariant quantization methods in a full phase space, it is necessary
then to continue the bracket up to one with the strong Jacobi identity. Note in this
context that the bracket structure is a sum of its body on the constraint surface, its soul
(fermionic terms) and the constraints involved. The rank of the bracket is defined by
the first terms only. One can believe that the strong Jacobi identity is absent because
not all needed fermions and constraints were added to the body. We may add arbitrary
(the most general) combination of such terms with some coefficient functions. Then the
requirement of the strong Jacobi identity for the new bracket will fix these functions.
Another serious motivation for studying the question concerns a possibility to apply
the quantization scheme by Batalin and Tyutin [20–22] to the superparticle models. The
remarkable feature of the formalism developed in Refs. 20–22 lies in the fact that it,
in principle, allows to avoid the explicit separation of the constraints into the first and
second class ones. Let us enumerate some relevant facts. A solution of quantum generating
equations (in the lowest orders) implies the following defining relations for the classical
counterparts [20]
{ΓA,ΓB} = DAB + ZABαΘα, (4.1)
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{ΓA,Θα} = EAα + Y AαβΘβ, (4.2)
{Θα,Θβ} = UαβγΘγ, (4.3)
({ΓA, DBC}+ ZABαECα(−1)ǫαǫC )(−1)ǫAǫC + cycle(ABC) = XABCαΘα, (4.4)
where ΓA are variables and Θα are linearly-independent constraints of a theory. The
numers M ′ (M ′′) of first (second) class constraints among Θα, α = 1, . . . ,M ′ +M ′′, are
fixed by conditions
rank ‖EAα‖|Θ=0 = M ′, corank ‖DAB‖|Θ=0 =M ′′. (4.5)
The quantities DAB, EAα must be embedded into the scheme from the outset as a bound-
ary conditions for generating equations and, as it seen from Eqs. (4.3), (4.4), satisfy to
weakened version of the standard properties of the Dirac bracket.
In Refs. 20–22 an existence of a solution of quantum generating equations with such
boundary conditions was shown. In particular, there exists, in principle, the quantum
analogue of ZˆABα supplying the Jacobi identity for fundamental brackets (4.1). In previ-
ous sections we found the quantities D and E for the concrete models. To complete the
scheme at the classical level, we investigate the question of existence the covariant quan-
tity Zα
AB. Namely, for massive superparticle considered above, it is possible, instead of
continuation of the available D and E, to write down the most general Poincare´ covariant
ansatz for fundamental brackets (4.1) with an accuracy of some scalar coefficients. The
coefficients of the body ansatz will be found from the requirement that the conditions
(4.1)–(4.3), (4.5) are fulfilled. The remaining coefficients will then be fixed by demanding
the strong Jacobi identity for the bracket. Thus, our considerations are not related to an
existence of projectors or a particular form of the quantities D, E.
The basic observation lies in the fact that there arises a contradictory system of equa-
tions for the coefficients, and our result looks as follows: for the D = 9 massive super-
particle it is impossible to construct a Poincare´ covariant bracket obeying the conditions
(4.1)–(4.5).
To prove the fact let us demonstrate first the following assertion (the fermionic vari-
ables and constraints from the subsec. 3.2 are denoted now as (θ˜α, pθα) ≡ ZA and L˜α,
respectively):
From the conditions
a) the constraints L˜α ≈ 0, T ≡ π2 +m2 ≈ 0 are in involution;
b) the rank conditions
corank {L˜α, L˜β}|L=T=0 = 8, rank{ZA, L˜α}|L=T=0 = 8 (4.6)
are fulfilled, it follows that a body of the bracket on the constraints surface is determined
in the odd-sector as
{Lα, Lβ} = O1(T ) +O1(L)O1(θ, L), (4.7a)
{Lα, θβ} = −p+αβ +O1(T )p−αβ +O1(T )p+αβ +O2(θ, L), (4.7b)
{θα, θβ} = − 1
4im
(X˜p−)αβ +O1(T )(X˜p+)αβ +O1(T )(X˜p−)αβ +O2(θ, L). (4.7c)
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where the brackets were written in terms of the shifted variables (θα, Lα)
θα =
1
2
√−imc2
[
θ˜α − c1
2k2
X˜αβ(pθβ − iθ˜γ(Γmπm +mX)γβ)
]
,
Lα = −2
√−imc2
k2
[pθα − iθ˜γ(Γmπm +mX)γα], (4.8)
c2(π
m) 6= 0, k2(πm) 6= 0;
and we used the weak projectors
p±α
β ≡ 1
2
(
1± 1
m
XΓ˜mπm
)
α
β. (4.9)
The terms proportional to θ and L are denoted as O1(θ, L); analogously we denoted
O2(θ, L) ≡ θ2 . . . + θL . . . + L2 . . . . The symbol O1(T ) denotes the terms linear in the
bosonic constraint. The coefficients ki, ci, ai, . . ., arising in all expressions are scalar func-
tions depending on the variable πm only. Evidently, (non)existence of the bracket with
the needed properties in terms of shifted variables implies the same for the initial bracket.
To prove the assertion, note that under the condition a) the most general Poincare´
covariant ansatz for the brackets in the considered sector can be put into the following
form (where only the body on the constraint surface is written in an explicit form)
{L˜α, L˜β} = O1(T ) +O1(L˜)O1(θ˜, L˜), (4.10a)
{L˜α, θ˜β} = k1p−αβ + k2p+αβ +O2(θ˜, L˜) +O1(T )p−αβ +O1(T )p+αβ, (4.10b)
{θ˜α, θ˜β} = c1X˜p+ + c2(X˜p−) +O2(θ˜, L˜) +O1(T ). (4.10c)
To evaluate consequences of the rank conditions (4.6) let us pass to the rest frame
πm = (m, 0, . . . , 0), π2 = −m2,
Γmπm +mX = 2m
(
1 0
0 0
)
, Γ˜mπm +mX˜ = −2m
(
0 0
0 1
)
, (4.11)
p− =
(
1 0
0 0
)
, p+ =
(
0 0
0 1
)
.
As a consequence of these relations, the body of the bracket in the odd-sector (when
restricted to the constraint surface) is
{zA, zB} =
L˜ θ˜
| k118 ... 0
L˜ 0 | · · · · · · ... · · · · · ·
| 0 ... k218
−−− − −−− | − − − − −−−
k118
... 0 |
θ˜ · · · · · · ... · · · · · · | ∗
0
... k218 |
. (4.12)
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If k1 6= 0 and k2 6= 0 we have a nondegenerate matrix. So, to satisfy Eq. (4.6) it is
necessary to assume that k1 = 0 (another possibility k2 = 0 can be considered along the
same lines). Thus, instead of (4.10b) we have
{L˜α, θ˜β} = k2p+αβ +O2(θ˜, L˜) +O1(T )p−αβ +O1(T )p+αβ. (4.13)
Shifting then θ˜α
θ˜α → θ˜α − c1
2k2
X˜αβL˜β, (4.14)
one can get
{θα, θβ} = c2(X˜p−)αβ +O2(θ, L) +O1(T ). (4.15)
Subsequent renormalizations of θ and L can further be used to eliminate the coefficients
k2 6= 0 from the body of the bracket, what will reproduce Eqs. (4.7a)–(4.7c), (4.8).
The structure of brackets does not change under all needed renormalizations since all the
arising additional contributions are of orders O2(θ, L), O1(T ). Note that the body of the
bracket (4.7) and the corresponding expressions from (3.36) are the same.
Let us add the remaining variables and write the most general Poincare´ covariant
ansatz for all brackets
{θα, θβ} = −(X˜p
−)αβ
4im
+O1(T )X˜p+O1(T )X˜p− +O2(θ, L) + . . .
{Lβ, θα} = −p+βα +O1(T )p− +O1(T )p+ +O2(θ, L) + . . .
{Lα, Lβ} = O1(T ) +O1(L)O1(θ, L) + . . .
(4.16a)
{xm, θα} = θδ[ΓmX˜(a1p+ + a2p−) + πm(˜˜a1p+ + ˜˜a2p−)]δα +
+ Lδ[Γ˜
m(b1p
+ + b2p
−) + πmX˜(˜˜b1p+ +
˜˜b2p
−)]δα +O1(T )O1(θ, L) +O3(θ, L) + . . .
{xm, Lα} = θδ[Γm(c1p+ + c2p−) + πmX(˜˜c1p+ + ˜˜c2p−)]δα +
+ Lδ[Γ
mX˜(d1p
+ + d2p
−) + πm(˜˜d1p+ +
˜˜
d2p
−)]α
δ +O1(T )O1(θ, L) +O3(θ, L) + . . .
{πm, θα} = O1(T ) +O1(θ, L) + . . .
{πm, Lα} = O1(L) +O1(T )O1(θ, L) +O1(L)O2(θ, L) + . . .
(4.16b)
{πm, πn} = O1(T ) +O2(θ, L) + . . .
{xm, πn} = δmn +O1(T ) +O2(θ, L) + πmπnG+ . . .
{xm, xn} = 1
2
θαθβ [−Γ[mX˜Γn]g1 + . . .]βα + θαLβ[−Γ˜[mΓn]g3 + . . .]βα
+
1
2
LαLβ[−Γ˜[mΓn]X˜h1 + . . .]βα +O1(T ) + . . .
(4.16c)
It is straightforward to check (by making use of Eqs. (3.32)) that the coefficient matrices
in Eqs. (4.16) are of the most general form.
Now, we may require the Jacobi identity for different cycles. For our purposes, it
proves to be sufficient to consider only four cycles including the variables (xm, θα, Lβ),
(xm, θα, θβ), (xm, Lα, Lβ), and (x
m, xn, Lα), and analyze the terms of zeroth and first
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orders in θ and L carrying the free vector indices m,n on the Γ-matrices only. All another
contributions are neglected. In particular, one can directly verify that only the stressed
terms in Eqs. (4.16) are essential. The results of this analysis look as follows.
The (xm, θα, Lβ) cycle yields in the zeroth order in θ and L
1
2m
+ d1 = O
1(T ),
1
2m
+
c1
4im
+ a2 = O
1(T ). (4.17)
Analogous results for the (xm, θα, θβ)- and (xm, Lα, Lβ)-cycles are
1
8im2
− a1
4im
+ b2 = O
1(T ), c2 = O
1(T ). (4.18)
Evaluating the cycle (xm, xn, Lα) one can get that the terms linear in θ and L vanish if
the equations
c1a2 +
1
2
√−π2 c1 + g1 = O
1(T ),
1
2
√−π2 c1 + c1d1 = O
1(T ); (4.19a)
−d1d2+ 1
2
√−π2 (d1−d2) = O
1(T ), c1b2−d1d2+ 1
2
√−π2 (d1−d2)+g3 = O
1(T ) (4.19b)
were fulfilled. Comparing now the first equations in Eqs. (4.17) and (4.19b) one concludes
that
1
m
√−π2 = O
1(T ). (4.20)
This is a contradictory equation. Thus, for the D = 9 massive superparticle a possibility
to continue the Jacobi identity off the constraint surface proved to be in a conflict with
the manifest Poincare´ covariance. The following remarks are relevant here. First, if
one considers the Jacobi identity in a weak sense the contradictions do not appear (for
example, Eq. (4.19b) is a coefficient at χ− in the (x, x, L)-cycle) what reproduces the
result of Sec. 3.2. Secondly, it is straightforward to check that the requirement of the
Jacobi identity in the case when the coefficients at the constraints are supposed to be
xm-dependent leads to the singular fundamental phase variable brackets.
5 Conclusion
In the present paper we have constructed a consistent covariant Dirac-type bracket for
the Brink–Schwarz superparticle in arbitrary dimension. This was achieved by enlarging
the original phase space and introducing into the consideration a pair of strong projectors
(existing for described case in the extended space only) splitting the original fermionic
constraints into (infinitely) reducible first and second class parts. The proposed bracket
was shown to possess all the rank and algebraic properties of a standard Dirac bracket
when restricted to the second class constraints surface, what is sufficient for conventional
canonical quantization of the theory. A covariant (redundant) gauge fixing and a con-
sistent elimination of the second class constraints present no special problems within the
framework of the developed scheme.
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A possibility to quantize the superparticle on the basis of the “unified constraint
dynamics” by Batalin and Tyutin was examined. As was shown, although the classical
boundary conditions for the quantization procedure can be constructed, the covariant
quantum realization of the quantities is problematic. The latter circumstance turned
out to be related to the impossibility to continue off-shell the Jacobi identity for the
constructed bracket along the Poincare´ covariant lines.
In this paper we have realized the general procedure presented in Sec. 2 for the su-
perparticle models. We hope, however, that the approach can be extended as well to the
superstring and superbrane models which possess similar problems.
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