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В связи с развитием теории искусственного интеллекта, значительно воз-
росло количество задач, к которым применимы научные разработки и дости-
жения, полученные за последние десятилетия в данной области. Программное
обеспечение на базе искусственного интеллекта оказывает существенное влия-
ние на человеческий труд по всему миру, упрощая выполнение повседневных
задач. Неугасающий интерес со стороны исследователей к такого рода за-
дачам объясняется наличием широкого спектра спорных вопросов, которые
связаны с данной активно развивающейся областью.
В традиционнoй теoрии искусственного интеллекта, отыскание решения
любой задачи сводится к изобретению интеллектуальнoй системы, которую
называют агентoм.
С течением научно–технического прогресса, искусственный интеллект, как
научная отрасль знания, охватил широкие круги задач. Первыми оказались
экспертные системы, которые были способны решать практические задачи
только в узкоспециализированных областях. В 1960–70-х гг. в Стэнфорде бы-
ли разработаны такие системы Dendral и Mycin [13]. Первая из которых на
основе заложенных в неё эвристических знаний эксперта была способна на-
ходить верное решение среди огромного количества возможных за короткий
промежуток времени, в то время как вторая система на основе сомнитель-
ных, ограниченных данных рассуждала, основываясь на логике, присущей
выбранной предметной области. Впоследствии были выявлены существенные
недостатки экспертных систем, например, получение знаний от специалистов,
которые бы охватывали всю предметную область, отсутствие способности к
самообучению, что может приводить к быстрой потере актуальности без регу-
лярной поддержки со стороны разработчика. Необходимость создания более
универсального подхода к решению прикладных задач привела к смещению
интереса в сторону нейронных сетей и генетических алгоритмов, чьи термины
на тот момент были уже введены. Ещё в середине XX века в области нейрон-
ных сетей Мак–Каллоком и Питтсом были получены основные результаты и
разработана первая модель, в которой нейроны имели способность к самообу-
чению путём подстройки параметров. Первые опыты связанные с моделирова-
нием процесса эволюции и симбиогенеза были проведены в 1954 году Нильсом
Баричелли в Институте перспективных исследований Принстонского универ-
ситета, а в 1957 году была выпущена его первая публикация “Symbiogenetic
evolution processes realised by artificial methods “. Несмотря на все достоинства
данных систем, принятие решений в таких системах характеризуется высокой
степенью неопределённости, невозможностью работы в реальном времени, а
также часто специалистам трудно объяснить почему система пришла к тем
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или иным результатам из–за стохастичности процессов принятия решений.
В современном обществе перспективными считаются задачи, требующие
разделения заданий между несколькими вычислительными потоками, то есть
применения распределённых систем.
В связи с вышеобозначенным трендом, характерено замещение одноагент-
ных систем на мультиагентные в качестве вычислительной модели иссле-
дования. Для последних характерным отличием является наличие группы
агентов, внутри которой происходит декомпозиция глобальной задачи и рас-
пределение ролей разной сложности исходя из потенциала (т.е вычислитель-
ных ресурсов, знаний) каждого члена группы. При данном подходе внутрен-
нее распределение подзадач может осуществляться различными способами,
включая организационное структурирование, многоагентное планирование и
переговоры. Существует ряд работ, в которых приводятся результаты, де-
монстрирующие преимущество применения мультиагентного подхода к раз-
личным областям знания, начиная от небольших задач персонального назна-
чения до масштабных, комплексных задач, предназначенных для промыш-
ленного применения. В качестве примера можно привести ряд сфер чело-
веческой деятельности, в которых продуктивно используется данный подход:
биология (анализ распространения эпидемий [6], динамика популяций [8] , ко-
гнитивное моделирование, изучение биологических систем на молекулярном
уровне [11], [32], [62]), бизнес и технологии (моделирование поведения потреби-
телей, контроль процессов, оптимизация цепочек производства, транспортная
логистика, анализ пробок [24], системная диагностика и управление сетью), а
также социальные науки (изучение конфликтов, моделирование социальных
структур) и экономика (онлайн–торговля).
Несмотря на то, что мультиагентные системы (МАС) являются интенсив-
но развивающимся направлением искусственного интеллекта в течение уже
не одного десятка лет, в настоящее время исследователи занимаются вопро-
сом интеграции знаний из смежных областей и активно применяют их в ре-
шении практических задач. В первую очередь стоит упомянуть о важности
способа организации компьютерных вычислений в таких системах. Посколь-
ку основной парадигмой МАС является возможность разделения круга задач
для оптимизации общего процесса поиска решения и реализации параллель-
ной обработки данных на нескольких вычислительных узлах одновременно,
необходимым является привлечение новых технологий и алгоритмов связан-
ных с параллелизмом в программировании.
На сегодняшний день задача организации управления группой беспилот-
ных летательных аппаратов (БПЛА) является одной из наиболее актуальных,
для которой применим мультиагентный подход. История развития БПЛА на-
чинается с конца XIX века, а именно с 1899 года, когда инженер и физик
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Никола Тесла изoбрёл радиоуправляемый корабль [39]. Наиболее влиятель-
ным и амбициозным открытием XX века считается БПЛА неоднократного
пользования, разработанный в 1933 году, которым можно было управлять
удалённо с корабля по радио [13]. Несмотря на то, что возникновение БПЛА
было связано в основном с решением военных целей, сегодня они привлека-
ют внимание многих исследователей благодаря своим перспективам приме-
нения в гражданских областях. В современном обществе можно видеть их
использование в медицине [51], нефтегазовых, коммерческих, научных, сель-
скохозяйственных областях [57], также аппараты используются для охраны и
наблюдения за территориями заповедников, лесов. Современные беспилотни-
ки умеют выполнять задачи различной сложности, от аэрофотосъёмки и до
поиска решений в сфере топографии, тепловизионного обследования. С недав-
него времени, такие компании, как Amazon, UPS и Deutsche Post AG и Google
начали использовать автономные БПЛА для доставки посылок [45], [50].
Для групп БПЛА одной из исследовательских областей является планиро-
вание пути. В данной работе рассматриваются фундаментальные проблемы,
связанные с планированием пути группы БПЛА [33]. Развитие данной темы
позволяет решать экономические вопросы, например, снижение затрат как на
разработку летательных аппаратов в связи с заменой габаритных размеров
ЛА, так и на обучение пилотов для управления. В будущем планируется раз-




МАС (мультиагентная система) – система, состоящая из нескольких ин-
теллектуальных агентов, взаимодействующих между собой.
БПЛА (беспилотный летательный аппарат) – летательный аппарат без
пилота на борту.
BDI (Belief, Desire, Intention) – это программная модель, предназначен-
ная для разработки интеллектуальных агентов.
АОП (агентно-ориентированное программирование) – парадигма про-
граммирования, в соответствии с которой построение программного обеспе-
чения основывается на концепции программных агентов.
FIPA (Foundation for Intelligent Physical Agents) – это некоммерческая
организация, созданная в 1996 для разработки стандартов для технологий на
основе агентов.
KQML (Knowledge Query and Manipulation Language) – это язык,
предназначенный для общения между программными агентами.
KIF (Knowledge Interchange Format) – это язык, предназначенный для
того, чтобы программные агенты могли делиться и повторно использовать
информацию систем, которые основаны на знаниях.
ACL (Agent Communication Language) – это язык, предназначенный для
общения между агентами, который был предложен FIPA.
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Постановка задачи
Целью данной выпускной работы является разработка мультиагентной си-
стемы БПЛА, которая покрывает область оптимальным образом и обнаружи-
вает объект внутри данной области за возможно меньшее время.
Для достижения поставленной цели необходимо выполнить следующие
подзадачи:
∙ построить модель мультиагентной системы;
∙ выбрать фреймворк для разработки системы агентов;
∙ разработать мультиагентную систему БПЛА;
∙ построить маршруты движения отдельных БПЛА;
∙ оптимизировать разбиение области исследования;
∙ провести сравнительный анализ полученных результатов с помощью ма-
тематического пакета MATLAB R2017b.
В качестве начальных данных будут выступать координаты вершин поли-
гона, который является областью исследования группы БПЛА, координаты
базы, с которой осуществляется запуск отдельных аппаратов, каждый из них
характеризуется временем хода, фиксированной скоростью и областью ска-
нирования. Координаты объекта поиска задаются случайно. Идея состоит в
том, чтобы построить маршруты движения отдельных агентов таким обра-
зом, чтобы «закрасить» всю исследуемую область и обнаружить объект, рас-
положенный внутри неё, причем нужно, чтобы у БПЛА остался запас хода




Для обеспечения эффективности использования нескольких воздушных
аппаратов ключевым является возможность нахождения каждым агентом
желаемого пути при достижении конечной цели, при этом необходима ми-
нимизация возможных столкновений с другими летательными аппаратами и
препятствиями, а также расхода топлива, общего времени выполнения зада-
чи. Для использования алгоритмов навигации при работе БПЛА, требует-
ся не только работа летательного аппарата в режиме реального времени, но
и своевременная реакция на динамически изменяющуюся среду. Существу-
ют различные алгоритмы избежания препятствий и планирования маршру-
та [28]. Например, скелетный подход (метод дорожной карты), клеточная де-
композиция [4] [34] [35], подход потенциального поля [19], [21], [27], математи-
ческое моделирование [12], [56]. К первым принадлежат диаграммы Вороно-
го [6], [7], [8], [10], [22], [25], [36], [41] и график видимости [20], [29], [48], которые
являются статичными и автономными алгоритмами. При данном подходе пла-
нирование пути сводится к решению нахождения пути на графе. К клеточной
декомпозиции относится известный алгоритм Дейкстры, изобретённый в 1959
году и его вариации [3], [9], [53]. Последний алгоритм может стать слишком
трудоёмким, если разбиение сетки будет слишком детализированным. Более
того, конечные ломанные пути могут состоять из огромного числа отрезков,
иметь резкие углы поворота. При подходе потенциального поля скалярная
функция строится исходя из данных о препятствиях (возможных угрозах) и
целях [27]. Потенциальная функция может оказаться довольно сложной из–
за большого количества препятствий и нахождение пути с помощью примене-
ния метода наискорейшего спуска окажется затруднительным, что приведёт к
задержке БПЛА в локальных минимумах, например, в препятствиях, имею-
щих вогнутую форму, или в углах. Улучшенный подход потенциального поля
был предложен в 1995 году Джеймсом Кеннеди и Расселом Эберхарт, назван-
ный алгоритмом роя, в котором потенциальная функция учитывала запросы
БПЛА оставаться в группе, сохраняя при этом предотвращение столкнове-
ний [30], [31]. При использовании математического моделирования все пре-
пятствия задаются набором неравенств, поэтому задача планирования пути
сводится к задаче математической оптимизации, недостатками которой явля-
ются сложность и масштабируемость.
Традиционные подходы к планированию маршрутов обладают медленной
сходимостью и плохо адаптируются, поэтому на смену им пришли эволюцион-
ные алгоритмы, для изучения эффективности и стабильности которых были
проанализированы эксперементальные данные (скорость сходимости, среднее
значение и стандартное отклонение) классических алгоритмов [49]. В ходе экс-
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периментов, проведённых в 2015 году с использованием тридцати эталонных
функций, группа исследователей провела сравнение наиболее известных ал-
горитмов оптимизации, описав их достоинства и недостатки [43]. Результаты
продемонстрировали преимущество алгоритма дифференциальной эволюции
и следующего за ним алгоритма оптимизации роя по сравнению с другими
подходами.
При решении задач планирования маршрута полёта БПЛА могут быть
использованы нечёткая логика [2], [11], [23], [32], [42], [61], [62], генетические
алгоритмы [6], [44], нейронные сети. В отличие от традиционной булевской
логики, которая допускает только бинарные значения истинности, в нечёт-
кой логике задаётся некоторая степень истинности и ложности утверждения.
В 1974 году Мамдани [38], [60] изобрёл первый нечёткий контроллер, систе-
мы которого были основаны на его расчётных подходах. Они включают в
себя три этапа: фаззификация входов, расчёт нечеткой команды, применяя
правила входа, и её дефаззификация для создания чёткой команды выхода.
Схема управления нечёткой логикой была разработана для решения задачи
планирования полёта БПЛА, которая в последствии сравнивалась со схемой
предотвращения препятствий на основе потенциального подхода, являющей-
ся часто использующимся методом для онлайн–планирования [60]. Несмотря
на простоту реализации схемы на основе нечёткой логики, она продемонстри-
ровала лучшую производительность в ситуациях, с которыми традиционная
схема не способна была справиться.
В 2009 году была опубликована работа, в которой предлагалось исполь-
зовать генетический алгоритм для планирования пути нескольких БПЛА. В
ходе исследования было показано, что предлагаемый алгоритм успешно пла-
нирует маршруты, обеспечивая полное покрытие области [33].
В марте 2011 алгоритм нечёткой логики был применён к решению задачи
построения пути совместно с генетический алгоритмом, который использо-
вался для поиска оптимального пути в динамической среде, представленной
картой с узлами и связями. [17] Каждая путевая точка представлялась в ка-
честве гена, представленного двоичным кодом. Так как количество генов в од-
ной хромосоме изменялось в зависимости от количества препятствий, исполь-
зовалась хромосома фиксированной длины. Целевая функция генетического
алгоритма учитывала три фактора: предотвращение столкновений, наимень-
шее расстояние и плавность пути. В результате моделирования генетический
алгоритм продемонстрировал свою эффективность в различных сложных ди-
намических средах [24], [52].
Поскольку востребованность задач, связанных с мультиагентными систе-
мами активно растёт, возникает необходимость разработки алгоритмов нави-
гации для групп БПЛА. Существуют различные подходы, которые применя-
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ются для решения данной проблемы, например, использование кривых Безье
для генерации путей [37], нейродинамическое программирование [5], вероят-
ностные подходы [14], генетические алгоритмы [40], [54].
Большое количество работ, посвященных исследованию задачи планиро-
вания маршрута БПЛА подтверждает актуальность выбранной темы.
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Глава 1 Основные понятия и инструменты
1.1 Понятие агента
АОП является относительно новой моделью программного обеспечения,
которая берёт идеи из теории искусственного интеллекта и привносит их в
направление распределённых систем. С помощью АОП создаётся приложение,
которое состоит из компонентов, называемых агентами.
Термин агент (программный агент) нашёл своё применение в большом
количестве технологий, например, в искусственном интеллекте, базах данных,
операционных системах и т.д. Но несмотря на это, в литературе не существует
единственного определения для агента (например, Genesereth and Ketchpel
(1994), Wooldridge and Jennings (1995), Russell and Norvig (2003)) [16]. Агент
является специальным программный компонентом и обладает следующими
свойствами:
1) автонoмность, поэтому он действует без прямого вмешательства других
лиц и контролирует его внутреннее состояние самостоятельно;
2) социальнoсть, поэтому агент может взаимодействовать с другими как кос-
венно (воздействуя на окружающую среду), так и непосредственно (с по-
мощью связи и переговоров);
3) реактивнoсть, что позволяет ему воспринимать окружающую среду и
своевременно реагировать на изменения, происходящие вокруг него;
4) активнoсть, поэтому он способен проявлять инициативу, действовать це-
ленаправленно, помимо действий в ответ на свою среду;
5) мобильнoсть, что позволяет ему при необходимости перемещаться между
узлами компьютерной среды;
6) добрoжелательность, что гарантирует выполнение задачи, которая от него
требуется;
7) честнoсть, что позволяет другим агентам быть уверенным в том, что он
ненамеренно передаёт ложную информацию;
8) рациoнальность, поэтому он выполняет только те действия, которые спо-
собствуют достижению его целей;
9) обучаемость, что позволяет адаптироваться к окружающей среде и жела-
ниям своих пользователей.
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Архитектура агента является основным механизмом, лежащим в основе
автономных компонентов, которые поддерживают эффективное поведение в
реальных, динамических и открытых средах. Типы архитектур бывают как
реактивными (или поведенческими), действие которых имеет простую форму
стимул–реакция, например, основанной на архитектуре Брукс (1991), так и
совещательными, в которых агенты рассуждают о своих действиях, напри-
мер, основанные на модели BDI. Встречаются архитектуры, которые явля-
ются комбинациями обоих, или архитектуры, состоящие из нескольких слоёв,
которые используют реактивный и совещательный подход, стремясь исполь-
зовать лучший из них в конкретный момент. То есть можно выделить четыре
основных типа архитектур: логические, реактивные, BDI и многослойные.
Логическая архитектура основывается на традиционных методах, в ко-
торых среда представлена символически и управляется с помощью логиче-
ских механизмов. Преимущество такого подхода заключается в простоте про-
граммирования человеческих знаний, которые представляются символически.
Недостатки же заключаются в том, что реальный мир трудно описать с по-
мощью символов, также такое представление может занять много времени,
что приведёт к задержке получения результатов.
В реактивной архитектуре процесс принятия решений устроен так, что
конкретные ситуации воспринимаются и обрабатываются датчиками, после
чего выполняются ответные реакции. В отличие от архитектуры на основе
логики, здесь отсутствует центральная символическая модель, следователь-
но сложные логические рассуждения не используются. В данной архитектуре
определяются уровни конечных состояний машин, которые имеют датчики,
передающие информацию в режиме реального времени (рис. 1). Уровни на
рисунке формируют иерархию поведения, в которой более высокие уровни
имеют больший контроль, следовательно принятие решений достигается с по-
мощью целенаправленного поведения. Преимущество такого подхода в том,
что он будет лучше выполняться (то есть реагировать быстрее, но не логич-
нее) в динамических средах, а также такие системы проще моделировать.
Поскольку реактивные агенты используют модели своей среды, данные дат-
чиков могут не обработать какую–либо ситуацию и не подобрать ответное
действие. При отсутствии каких–либо состояний, проектировать обучающих-
ся агентов невозможно. Также реализация большого количества поведений
для выполнения конкретных задач, приводит к трудоёмкости моделирования
агентов с реактивной архитектурой.
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Рис. 1: Иерархия поведения для навигации робота
Архитектура BDI является наиболее распространённой архитектурой аген-
тов. Она предлагает логическую теорию, определяющую ментальные уста-
новки такие как, убеждение, желание и намерение с использованием модаль-
ной логики. Имеется большое количество систем, основанных на BDI (на-
пример, PRS [59], JAM [26], JACK [58] и JADEX [46]), которые были ши-
роко использованы в приложениях и продемонстрировали жизнеспособность
моделей. Система процедурных рассуждений PRS является одной из наибо-
лее известных BDI–архитектур, которая основывается на четырёх ключевых
структурах данных: убеждениях, желаниях, намерениях и планах, которые
управляются агентом–интерпретатором (рис. 2). Интерпретатор отвечает за
обновление убеждений, генерируя новые желания (задачи) на их основе, так-
же из множества текущих активных желаний ему необходимо отбирать под-
множество для того, чтобы формировать намерения и в итоге выбирать одно
действие для выполнения.
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Рис. 2: PRS архитектура
Многоуровневая (гибридная) архитектура позволяет использовать оба по-
ведения агента и реактивное и совещательное. Для того, чтобы использовать
данную возможность, подсистемы, составляющие общую иерархию, разме-
щают внутри себя оба типа поведений. В данной архитектуре существует два
вида управляющих потоков: горизонтальный и вертикальный (схемы пото-
ков представлены на рис. 3). В горизонтальном потоке слои непосредствен-
но подключаются к сенсорному входу и выходному сигналу и каждый слой
действует как агент. Основным преимуществом является простота дизайна
такого потока, поскольку если агенту необходимо n разных типов поведения,
для архитектуры потребуется только n уровней. Однако, в связи с тем, что
каждый уровень является действующим агентом, их действия могут быть
непоследовательными, поэтому необходимо использовать функцию посред-
ника для управления действиями. Другой проблемой является большое ко-
личество возможных взаимодействий между горизонтальными слоями– 𝑚𝑛,
где m–количество взаимодействий внутри слоя. Архитектура с вертикальным
слоем справляется с данными проблемами, так как каждый сенсорный вход и
действие на выходе обрабатываются не более чем на одином уровне (не созда-
вая противоречивых запросов с действиями). Вертикальная многоуровневая
архитектура может быть подразделена на однопроходные и двух–проходные
архитектуры управления. В однопроходных архитектурах потоки управляют
от начального уровня, который получает данные с датчиков до конечного, ко-
торый генерирует действие на выходе. В двух–проходных архитектурах дан-
ные обрабатывают последовательность слоёв, затем управление возвращается
назад.
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Основным преимуществом вертикальной архитектуры является взаимо-
действие между слоями равное 2𝑚(𝑛− 1).Основной недостаток заключается
в том, что работа архитектуры зависит от всех уровней, поэтому архитектура
не является отказоустойчивой, соответственно, при выходе одного уровня из
строя, вся система прекращает работу.
Рис. 3: Управляющие потоки в многоуровневых архитектурах
1.2 Взаимодействие и координация агентов
Взаимодействие между агентами является ключевым моментом в муль-
тиагентных системах, поскольку агентам очень часто приходится взаимодей-
ствовать с пользователями, либо с другими агентами, если необходимо со-
трудничать, переговариваться для достижения общих целей. Агенты взаимо-
действуют друг с другом используя специальные языки для общения. Первый
язык взаимодействия между агентами KQML [18] был разработан в 1990х го-
дах, он также является протоколом для обмена информацией и позволяет
отображать содержимое сообщения на компьютерном языке KIF.
В настоящее время наиболее используемым и изученным языком общения
между агентами является ACL FIPA, который позаимствовал многие аспекты
у KQML. Основными функциями данного языка являются возможность ис-
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пользовать разные языки для отображения содержимого сообщения и управ-
ление разговорами посредством заранее определённых протоколов взаимо-
действия. Координация – это процесс, в котором принимают участие агенты,
помогающий организовать действия отдельных агентов группы таким обра-
зом, чтобы они были согласованными.
Существует ряд причин, требующих скоординировать несколько агентов,
такие как:
1) цели агентов могут быть причиной возникновения противоречий в дей-
ствиях агентов;
2) цели агентов могут быть взаимозависимыми;
3) агенты могут иметь разные возможности и обладать разными знаниями;
4) если каждый агент выполняет конкретную задачу, то можно ускорить
достижение общей цели группы.
Осуществить организацию между агентами можно несколькими способа-
ми: с помощью организационного структурирования, заключения контрактов,
многоагентного планирования или переговоров.
В организационном структурировании определяются роли, способы вза-
имодействий и приоритетность отношений для того, чтобы обеспечить дея-
тельность и согласованное взаимодействие. Выбор главного агента для рас-
пределения задач и ресурсов в группе представляет из себя классическую
архитектуру мастер/слэйв или клиент/сервер. Несмотря на некоторые пре-
имущества, такой подход непрактичен в реальных приложениях, поскольку
создание центрального контроллера является сложной задачей и противоре-
чит децентрализованной природе мультиагентных систем.
Протокол контрактной сети основан на децентрализованной структуре,
где каждый агент может быть как менеджером, так и контрагентом. Основ-
ная идея данного подхода заключается в том, что если агент не обладает
необходимыми ресурсами/опытом для выполнения назначенного задания, то
он разбивает его на подзадачи и пытается найти желающих агентов, которые
обладают необходимыми навыками.
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Разделение подзадач происходит с помощью контрактного механизма, со-
стоящего из:
1) объявление подзадачи агентом–менеджером;
2) подача заявок в ответ на объявление;
3) оценка заявок и выбор контрагента с наилучшими предложениями.
При многоагентном планировании для того, чтобы избежать противоре-
чивых действий, агенты могут создавать многоагентный план, описывающий
все будущие действия и взаимодействия необходимые для достижения по-
ставленных целей. Данный подход может быть как централизованным, так и
распределённым. При централизованном многоагентном планировании коор-
динационный агент, получая все локальные планы от агентов, анализирует их
и пытается объединить их многоагентный план, где устранены все конфликт-
ные взаимодействия. При распределённом планировании каждый агент полу-
чает модель планов других агентов группы. Для устранения всех возможных
конфликтов агенты общаются, обновляя при необходимости свои индивиду-
альные планы.
Переговоры – это процесс коммуникации группы агентов для достижения
консенсуса по некоторым вопросам. Переговоры могут быть конкурентноспо-
собными или кооперативными в зависимости от поведения агентов.
1.3 Фреймворк JADE для моделирования МАС
Перед тем как приступить непосредственно к проектированию МАС, важ-
ным этапом является выбор подходящей мультиагентной платформы для си-
муляции различных сценариев принятия решений. На сегодняшний день име-
ется огромный выбор платформ и языков, предназначенных для разработ-
ки мультиагентных систем. В данной работе для разработки МАС выбран
фреймворк JADE.
JADE – это распределённая Java–платформа для разработки агентных
приложений в соответствии со спецификациями FIPA для совместимых, ин-
теллектуальных, многоагентных систем. Поскольку JADE является агентно–
ориентированным промежуточным программным обеспечением, его главные
задачи заключаются в том, чтобы, во–первых, стать полноценной платфор-
мой для агента, соответственно управлять его жизненным циклом, обеспечи-
вать связь, прозрачность распределения и многое другое, что необходимо для
разработки мультиагентной системы, а во–вторых, быть простой, но всеобъ-
емлющей структурой для разработки агентов, поэтому JADE предлагает Java
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разработчикам набор API–интерфейсов (готовые классы, процедуры, функ-
ции, структуры и константы) для создания собственных настроек.
Каждый раз при запуске среды выполнения JADE всегда создаётся кон-
тейнер, который может содержать в себе несколько агентов. Группа одновре-
менно запущенных контейнеров называется платформой. В любой платфор-
ме всегда должен быть активным главный контейнер, который создаётся при
первом запуске среды и является местом для регистрации остальных кон-
тейнеров. Если в сети параллельно запущен другой главный контейнер, он
также является платформой, предназначенной для регистрации новых кон-
тейнеров. Описанная архитектура JADE изображена на рис. 4. Независимо
от фактического расположения агентов (например, А2 и А3 располагаются в
одном контейнере, а А1 и А2 в разных), зная уникальные имена друг друга
они могут поддерживать связь.
Рис. 4: Архитектура JADE
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Асинхронная передача сообщений – это одна из самых значимых функ-
ций, доступная JADE агентам (рис. 5). У каждого агента имеется “почтовый
ящик” (очередь сообщений), куда отправляются сообщения от других агентов.
Когда сообщение попадает в очередь, агенту приходит уведомление об этом.
Когда и при каких условиях агент будет обрабатывать полученные сообщения
полностью контролирует разработчик.
Рис. 5: Асинхронная передача сообщений в JADE
Стек связи FIPA можно разделить на несколько подуровней в приклдном
уровне классического стека OSI или TCP/IP. Подуровни, составляющие стек
связи FIPA:
1) транспортировка: транспортный протокол является самым низким под-
уровнем приложения (FIPA определяет протоколы передачи сообщений
для IIOP, WAP и HTTP);
2) кодирование: FIPA позволяет использовать структуры данных более вы-
сокого уровня (например, XML, String и BitEffient) вместо отправки про-
стых байтовых сообщений;
3) обмен сообщениями: структура сообщений в FIPA специфицируется неза-
висимо от конкретной кодировки, ключевые параметры (отправитель и
получатель, тип сообщения, тайм–ауты для ответов) являются необходи-
мыми и отправляются вместе с содержимым сообщения;
4) онтология: отдельные термины, содержащиеся в содержимом сообщения
FIPA, могут быть явно привязаны к определённой модели конкретного
приложения. Несмотря на возможность использования онтологий, FIPA
не имеет конкретных представлений для них;
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5) содержание выражений: содержание сообщений FIPA может быть лю-
бым, но существуют определённые рекомендации по использованию об-
щих логических формул, алгебраических операций (FIPA–SL является
наиболее используемым языком для представления выражений, предо-
ставляющий примеры логических формул, а также примеры логических
операторов);
6) классификация сообщения: определение типа действия, которое подра-
зумевает сообщение (например, информация, запрос, согласие и т.д);
7) протокол взаимодействия или IP: FIPA предоставляет несколько прото-
колов взаимодействия, которые определяют порядок обмена сообщения-
ми.
Управление агентами является вторым после связи фундаментальным
аспектом агентских систем, то есть необходима нормативная среда, в кото-
рой могут существовать, действовать и быть управляемыми агенты, которые
совместимы с FIPA. Модель управления агентами состоит из компонентов,
изображенных на рис. 6.
Рис. 6: Модель управления агентами
AP (агентная платформа) обеспечивает физическую инфраструктуру, в
которой функционируют агенты. AP состоит из аппаратов, операционных си-
стем, компонентов управления агентами FIPA, самих агентов, помимо это-
го возможно добавление любого программного обеспечения. Поскольку одна
агентная платформа может размещаться на нескольких компьютерах, рези-
дентные агенты не должны располагаться на одном хосте.
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Agent (агент) является вычислительным процессом, который находится в
платформе и обычно предлагает один или несколько вычислительных серви-
сов, которые могут быть расположены в описании. Возможности конкретного
сервиса не связаны с FIPA, который требует только структуры и кодирова-
ния сообщений. Каждый агент имеет личный идентификатор (AID) для того,
чтобы быть однозначно – определённым.
DF (координатор каталога) является необязательным компонентом AP,
который оказывает услуги сервиса “yellow pages” другим агентам в своём ка-
талоге, то есть своевременно предоставляет полный список агентов и инфор-
мацию о них. Тем не менее DF может ограничить доступ к информации в
своём каталоге и проверять каждого агента, который пытается сообщить об
изменениях своего состояния (например, активный, приостановлен или ожи-
дающий), на наличие доступа. Агентная платформа может содержать любое
количество DF – агентов, которые могут объединяться друг с другом.
AMS (система управления агентами) отвечает за работу AP (например, за
создание и удаление агентов, за их перемещение либо из AP, либо в AP). При
регистрации в AMS каждый агент получает AID, который затем сохраняется
в каталоге всех активных агентов. В каждой агентной платформе существует
только одна система AMS, которая при необходимости может функциониро-
вать на нескольких машинах одновременно, которые охватывает AP.
MTS (служба передачи сообщений) предоставляется агентной платфор-
мой для того, чтобы её агенты смогли передавать ACL FIPA – сообщения
агентам, которые располагаются на иной удалённой платформе (структура
FIPA – сообщений изображена на рис. 7).
Рис. 7: Структура FIPA – сообщений
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Каждому агенту на выполнение предоставляется задание, достигаемое в
рамках “поведения”, которое реализуется как объект класса. Для выполне-
ния агентом задания, поведение должно быть добавлено с помощью мето-
да addBehaviour() в соответствующем классе агента. Добавлять поведение
можно в любое время, при запуске агента (в методе setup()) или из друго-
го поведения. Каждый класс поведения должен содержать два абстрактных
метода: action() (определяет операции, выполняемые при выполнении пове-
дения) и done() (возвращает логическое значение, указывающее, выполнено
или не выполнено поведение). Все поведения наследуют методы onStart() и
onEnd() из класса Behaviour, первый из которых выполняется перед первым
вызовом метода action(), а второй после возвращения true методом done().
Поведение может быть отменено в любое время с помощью вызова метода
removeBehaviour(), в таком случае метод onEnd() не вызывается.
Агент может выполнять несколько действий одновременно. Однако пла-
нирование поведений в JADE является совместным, а не превентивным, что
свойственно для потоков Java. Таким образом, когда поведение запланиро-
ванно, метод action() выполняется до тех пор, пока он не вернется.
Данная модель имеет следующие преимущества:
1) возможность использовать один поток Java для одного агента, что явля-
ется необходимым для сред с ограниченными ресурсами (например, мо-
бильные телефоны);
2) улучшенная производительность, так как изменение поведения происхо-
дит быстрее, чем переключение потоков Java;
3) устранение проблем синхронизации между одновременными действиями,
поскольку поведения выполняются одним потоком Java.
Когда отсутствуют доступные для выполнения поведения, поток аген-
та переходит в спящий режим для того, чтобы не потреблять процессор-
ное время. Существующие типы поведений изображены на рис. 8. К про-
стым типам поведения относятся OneShotBehaviour (выполняется один раз)
и CyclicBehaviour (никогда не заканчивается). WakerBehaviour имеет метод
onWake(), в конструкторе которого задаётся тайм–аут, после истечения ко-
торого поведение завершается, а в конструкторе метода onTick() поведения
TickerBehaviour() задается время ожидания после каждого его выполнения.
JADE позволяет создавать сложные поведения, комбинируя простые типы.
FSMBehaviour основано на идее конечного автомата, состояниями которого
являются дочерние поведения FSM, а переходы между ними регистрируются
во внутренней таблице.
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Рис. 8: Иерархия поведений в JADE
В FSMBehaviour есть указатель на текущее дочернее поведение, после
завершения которого FSM проверяет свою таблицу переходов и на основе
этого выбирает следующий action() поведения для запуска. Переходы меж-
ду поведениями в таблице FSMBehaviour отмечаются целыми числами, то
есть метод onEnd() каждого дочернего поведения по завершении возвращает
целое значение, которое сопоставляется со значениями всех переходов. Ме-
тод registerState() используется для добавления состояния, в то время как
registerTransition() используется для добавления переходов. ParallelBehaviour
позволяет запускать дочерние поведения параллельно, а SequantialBehaviour
последовательно.
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Глава 2 Реализация поставленной задачи
В данной работе под агентом понимается БПЛА, поэтому в тексте будут
использованы оба термина.
Для решения задачи минимизации времени достижения группой БПЛА
объекта, координаты которого задаются случайным образом с помощью рав-
номерного распределения, необходимо решить две подзадачи: oптимально по-
крывать область одним БПЛА и разбивать исхoдную область таким образом,
чтобы время “пoкрытия” области группoй БПЛА было по возмoжности ми-
нимальным.
Пусть каждый агент хранит в памяти координаты исходного полигона
(рис. 9), координаты корабля (жёлтый круг), который необходимо обнару-
жить группе, координаты базы (чёрный круг), количество агентов в группе
(amount) и имя агента (его порядковый номер n).
Исходный полигон будем разбивать прямыми на сектора, количество ко-
торых будет равно количеству агентов. Углы, на которые будут отставать
прямые в первом приближении будут равны (на рис. 10 обозначены через 𝛼).
Определим данный угол следующим образом: через все вершины полигона
проведём прямые, выберем две из них таким образом, чтобы угол первой с
осью Ox являлся минимальным (𝛾), а второй – максимальным (𝛽) и наконец
поделим разницу между ними на количество агентов. Агент выбирает область
для исследования на основании порядкового номера (см. Приложение А).
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Рис. 9: Исходная область Рис. 10: Начальное разбиение об-
ласти (количество агентов n = 6)
2.1 Оптимальное покрытие области
2.1.1 Кривые Дубина в задачах исследования областей
Планирование пути для БПЛА является трудоёмкой задачей в связи с
действием на них ограничений скольжения, которые не позволяют двигаться,
например, вбок напрямую, поскольку для это необходимо совершить поворот.
Таким образом, двигаясь от начальной цели к конечной в пустой области без
препятствий можно наблюдать появление сложных манёвров. Ограничения,
которые затрудняют движения в возможных направления, но могут быть раз-
решены локальным маневрированием называются неголономными [55].
Для большинства сложных неголономных систем, какой является груп-
па БПЛА, явный вывод формул оптимальных путей является невозможным.
Однако существуют аналитические формы траекторий минимальной длины
для транспортных средств с ограниченным рулевым управлением.
Нахождение кратчайшего пути БПЛА очень важно, поскольку с длиной
пройденного пути тесно связана расходуемая во время манёвров мощность.
Для БПЛА двигающихся вперёд с постоянной скоростью, кривые Дубина [15]
являются кратчайшими путями, при наличии разворотов, кратчайшими яв-
ляются кривые Ридса–Шеппа [47].
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Теорема Дубина [15]: для транспортного средства с минимальным ра-
диусом поворота 𝜌𝑚𝑖𝑛, двигающегося вперёд в пустой области от началь-
ной цели к конечной, кратчайший путь представляет собой последователь-
ность прямых отрезков S (straight) и круговых дуг C (circle) радиуса 𝜌 формы
CSC, CCC или их последовательности.
Обозначив через L (left) – поворот налево, а R (right) – поворот напра-
во, можно получить 10 возможных последовательностей, состоящих из трёх
введённых обозначений L, R, S, но только шесть из них могут быть оптималь-
ными:
{𝐿𝛼𝑅𝛽𝐿𝛾, 𝑅𝛼𝐿𝛽𝑅𝛾, 𝐿𝛼𝑆𝑑𝐿𝛾, 𝐿𝛼𝑆𝑑𝑅𝛾, 𝑅𝛼𝑆𝑑𝐿𝛾, 𝑅𝛼𝑆𝑑𝑅𝛾},
где 𝛼, 𝛾 ∈ [0, 2𝜋), 𝛽 ∈ (𝜋, 2𝜋), на рис. 11 изображены примеры кривых 𝑅𝛼𝑆𝑑𝐿𝛾
и 𝑅𝛼𝐿𝛽𝑅𝛾.
Рис. 11: Кривые Дубина, где 𝑞𝐼 и 𝑞𝐺 являются начальной и конечной
целью соответственно
2.1.2 Оптимальное покрытие области
После того, как агент определил область, он планирует начальную траек-
торию движения по области. Для этого проводится прямая от базы до центра
масс полигона, перпендикулярно ей строятся прямые на расстоянии 2R, где
R – радиус области исследования БПЛА, и сохраняются все точки, которые
пересекают границы полигона, как путевые. Точки соединяются между собой
кривыми Дубина. Двигаясь по кривым, агент (серый круг) постоянно про-
веряет количество топлива, если оно заканчивается, то он возвращается на
базу и заправляется (рис. 12), после чего продолжает исследование области.
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Также во время движения БПЛА постоянно проверяет не достиг ли он кораб-
ля (желтый круг), координаты которого ему были заданы с использованием
равномерного распределения случайной величины (границы определяются в
зависимости от координат исходного полигона). При обнаружении цели, он
сообщает об этом остальным членам группы, после чего поставленная задача
считается выполненной и аппараты возвращаются на базу (рис. 13).
Рис. 12: Возвращение агентов на
базу при недостатке топлива
Рис. 13: Возвращение группы при
обнаружении объекта
Как упоминалось в параграфе 1.3 первой главы, при программировании
агента необходимые для его выполнения цели реализовываются с помощью
“поведений ”. В данной работе будут использоваться два типа сложных поведе-
ний: FSMBehaviour (в котором будут реализованы все основные шаги агента)
и ParallelBehaviour (в качестве дочерних поведений которого будет выступать
FSMBehaviour и CyclicBehaviour, в котором будет выполняться получение со-
общений от других членов группы), см. Приложение B.
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2.2 Оптимальное разбиение области с использованием
генетического алгоритма
В начале Главы 2 было описано разбиение исходного полигона прямыми,
отстоящими друг от друга на один и тот же угол, в данном параграфе будет
произведена оптимизация с помощью генетического алгоритма. Целью будет
являться расстановка прямых внутри таким образом, чтобы покрытие обла-
сти группой агентов производилось за наименьшее возможное время.
Поскольку генетические алгоритмы предназначены для симуляции биоло-
гических процессов, большая часть терминологии заимствована из биологии,
но объекты в генетических алгоритмах имеют более простую интерпретацию.
Общими для всех генетических алгоритмов являются такие компоненты,
как:
∙ целевая функция (приспособленности) для оптимизации;
∙ популяция хромосом;
∙ критерий по которому будут отбираться хромосомы;
∙ кроссовер для производства следующего поколения хромосом;
∙ случайная мутация хромосом в новом поколении.
В данной работе за целевую функцию выбирается дисперсия:
𝐷(𝑋) =𝑀(𝑋2)− (𝑀(𝑋))2, (1)
где 𝑀(𝑋) – математическое ожидание. Набор времён прибытия агентов на











где 𝑥𝑖 – значение угла, а 𝑝𝑖 – соответствующая вероятность.
За одну особь в поколении будем считать разовый запуск программы. В
первом поколении все наши особи имеют случайные углы. В зависимости от
задания углов, каждый агент получает для исследования область разной пло-
щади, соответственно меняя углы, можно добиться такого разбиения области,
что каждый агент будет исследовать область примерно одинаковой площади,
тем самым будет обеспечена минимизация времени покрытия исходного по-
лигона группой БПЛА.
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В данной работе мутация будет реализована как прибавление малого псев-
дослучайного числа к углам разбиения полигона. Будет рассмотрено несколь-
ко вариантов работы генетического алгоритма в зависимости от выбора рас-
пределения случайных величин. В первых двух случаях будет выбрано рав-
номерное распределение, отличие будет состоять в том, что во втором случае
будет автоматизировано уменьшение границ выбора случайных чисел и по-
следний запуск генетического алгоритма будет осуществлён с использованием









Таким образом, в данной Главе были построены оптимальные маршру-
ты движения отдельных летательных аппаратов и выполнена оптимизация
(с помощью генетического алгоритма) разбиения исходной области для того,
чтобы группа БПЛА “закрашивала” исходную область за минимально воз-
можное время. Результаты работы алгоритма будут описаны в Главе 3.
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Глава 3 Анализ результатов в среде MATLAB
В данной Главе полученные результаты будут проанализированы с по-
мощью пакета прикладных программ MATLAB. Выбор данной среды обу-
словлен широким набором инструментов для построения графиков, а также
возможностью существенной экономии времени при решении стандартных за-
дач.
3.1 Результаты исследования
В данной главе будет производится анализ результатов с использованием
пакета прикладных программ MATLAB. Все графики с результатами буду
выполнены в логарифмическом масштабе по оси абсцисс.
Необходимо учитывать тот факт, что при задании слишком большого ин-
тервала выбора случайных чисел или, наоборот, слишком маленького, добить-
ся сходимости генетического алгоритма практически невозможно, так как в
первом случае большой интервал на определённом уровне приспособленности
начнёт нивелировать действие оказываемое селекционным отбором особей, в
случае же слишком слабого изменения угла алгоритм будет сходится неудо-
влетворительно долго, более того, может быть найдено не глобальное, а ло-
кальное решение (локальный минимум целевой функции).
При запуске алгоритма с равномерным распределением и выборе границ
случайных чисел от -0.2 до 0.2 были получены результаты, изображенные
на рис.14. На графике следует отметить скачки, которые связаны с ручным
уменьшением границ выбора случайных чисел.
Рис. 14: “Ручное уменьшение” границ выбора случайных чисел
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Далее запустим алгоритм с равномерным распределением, но после каж-
дого запуска программы умножим случайное число мутации на эмпирически
подобранное десятичное число 0.95. Таким образом автоматизация уменьше-
ния диапазона выбора случайных чисел приводит к сходимости алгоритма
без ручного изменения границ, результаты изображены на рис.15 красной
кривой. Результаты хорошо аппроксимируются функцией нормального рас-
пределения Гаусса, что говорит о быстрой сходимости алгоритма.
Рис. 15: “Адаптивное уменьшение” границ выбора случайных чисел
При запуске алгоритма со стандартным нормальным распределением и
стандартным отклонением равным 0.002 были получены результаты, изоб-
раженные на рис.16 синей кривой вместе с результатами рис. 15 (красная
кривая). Сравнивая полученные графики, можно видеть, что сходимость ал-
горитма в случае “адаптивного уменьшения” границ происходит на 40–м по-
колении, в то время как сходимость в случае со стандартным нормальным
распределением происходит только на 70–м поколении, из чего следует, что
в данном случае адаптивный выбор границ изменения случайной величины
мутации является более эффективным. В параграфе 3.2 будет продемонстри-
рована эффективность данного алгоритма на примере запуска программы со
случайно заданными координатами объекта, который необходимо обнаружить
группе (т.е как только один из аппаратов будет достигать заданную цель, он
сообщит об этом остальным членам группы и все возвратятся на “базу”).
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Рис. 16: Применение стандартного нормального распределения в сравне-
нии с “адаптивным уменьшением” границ
3.2 Анализ влияния оптимизации покрытия области на
скорость поиска объекта
При запуске программы случайным образом задаются координаты объ-
екта, который необходимо обнаружить группе БПЛА. Сравним результаты
,полученные с первоначальным разбиением области, с оптимальным (т.е по-
сле применения генетического алгоритма). В обоих случаях сравнение будет
производиться на основании среднего времени нахождения объекта внутри об-
ласти. Усреднение будет производиться по результатам тысячи реализаций.
При прочих равных, среднее время нахождения объекта с первоначаль-
ным разбиением области: 𝑀 = 264.8с. В то время как среднее время, по-
лученное при оптимальном разбиении области: 𝑀 = 247.4с, что говорит об
эффективности применения генетического алгоритма к решению данной за-






где 𝑡𝛾,𝑛−1 – это коэффициент Стьюдента.
В первом случае, при запуске программы с начальным разбиением обла-
сти, получаем 0.36, в случае с оптимальным разбиением 0.31, из чего следу-
ет, что улучшение среднего времени поиска более чем в 10 раз превышает
погрешность измерения, следовательно выполнение поиска объекта действи-
тельно улучшилось с оптимизацией разбиения начального полигона.
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Заключение
В процессе выполнения данной работы разработана мультиагентная си-
стема БПЛА, которая оптимально покрывает заданную область. Разрабо-
тана программная среда (с помощью языка Java и распределенной Java–
платформы JADE) для симуляции движения агентов мультиагентной систе-
мы по разработанному алгоритму в выделенных секторах действия с учетом
следующих параметров системы:
∙ количество агентов в системе;
∙ количество топлива агента;
∙ возможный радиус кривизны поворота БПЛА.
Проведена оптимизация (с помощью генетического алгоритм) разбиения ис-
ходной области на сектора действия агентов. Получены результаты для раз-
личных распределений плотности вероятности значения мутации. Проведен
сравнительный анализ результатов оптимизации разбиения области на секто-
ра действия агентов. Произведено сравнение сходимости алгоритмов оптими-
зации для различных распределений плотности вероятности значения мута-
ции. В ходе анализа полученных результатов в среде MATLAB был использо-
ван инструмент CFTool (Curve Fitting Tool). Продемонстрированно улучше-
ние эффективности поиска объекта (уменьшено время поиска случайно задан-
ного объекта) мультиагентной системой в результате оптимизации разбиения
области на сектора действия агентов.
Перспективы развития. Дальнейшим развитием данной работы явля-
ется разработка алгоритма поиска группой БПЛА движущегося объекта внут-
ри заданной области. Также одной из перспективных задач для МАС является
реализация слежения за обнаруженным объектом, в случае, если тот являет-
ся динамическим.
На защиту выносятся следующие положения:
1) модель агента мультиагентной системы и системы взаимодействия аген-
тов внутри системы БПЛА;
2) алгоритм покрытия области, разделённой на сектора действия в зависи-
мости от порядкового номера БПЛА в МАС;
3) алгоритм оптимизации разделения исследуемой области на сектора.
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Приложение А
1 pub l i c c l a s s Find_Polygon {
2 pr i va t e double [ ] kInner ;
3 pr i va t e Lis t<Point> pointsOfagentPolygon = new ArrayList<Point >() ;
4 pr i va t e i n t counter = 2 ;
5 pr i va t e Polygon polygonOfagent ;
6
7 //Определение полигона , если порядковый номер агента n=1.
8 pub l i c Polygon find_First_Area ( Polygon polygon , Point coordinateOfBase , L i s t<
Point> innerPo in t s ) {
9 double [ ] K = new double [ polygon . ge tPo int s ( ) . l ength ] ;
10 Point [ ] pointsOfPolygon = polygon . ge tPo int s ( ) ;
11 f o r ( i n t i = 0 ; i < polygon . ge tPo int s ( ) . l ength ; i++) {
12 K[ i ] = ( ( double ) pointsOfPolygon [ i ] . y − ( double ) coordinateOfBase . y ) / ( (
double ) pointsOfPolygon [ i ] . x − ( double ) coordinateOfBase . x ) ;
13 }
14 Arrays . s o r t (K) ;
15 kInner = new double [ i nne rPo in t s . s i z e ( ) / 2 ] ;
16 kInner [ 0 ] = ( ( double ) inne rPo in t s . get (1 ) . y − ( double ) inne rPo in t s . get (0 ) . y )
/ ( ( double ) inne rPo in t s . get (1 ) . x − ( double ) inne rPo in t s . get (0 ) . x ) ;
17 pointsOfagentPolygon . add ( inne rPo in t s . get (0 ) ) ;
18 f o r ( i n t count = 0 ; count < polygon . ge tPo int s ( ) . l ength ; count++) {
19 i f (K[ count ] <= kInner [ 0 ] ) {
20 counter += 1 ;
21 pointsOfagentPolygon . add ( pointsOfPolygon [ count ] ) ;
22 }
23 }
24 pointsOfagentPolygon . add ( inne rPo in t s . get (1 ) ) ;
25
26 Point [ ] po intsOfagentpolygon = new Point [ counter ] ;
27 f o r ( i n t number = 0 ; number < pointsOfagentpolygon . l ength ; number++) {
28 pointsOfagentpolygon [ number ] = pointsOfagentPolygon . get (number ) ;
29 }
30 polygonOfagent = new Polygon ( pointsOfagentpolygon ) ;
31 re turn polygonOfagent ;
32 }
33
34 //Определение полигона , если порядковый номер агента n=max , где max− количество
агентов .
35 pub l i c Polygon find_Last_Area ( Polygon polygon , Point coordinateOfBase , L i s t<
Point> innerPo in t s ) {
36 double [ ] K = new double [ polygon . ge tPo int s ( ) . l ength ] ;
37 Point [ ] pointsOfPolygon = polygon . ge tPo int s ( ) ;
38 f o r ( i n t i = 0 ; i < polygon . ge tPo int s ( ) . l ength ; i++) {
39 K[ i ] = ( ( double ) pointsOfPolygon [ i ] . y − ( double ) coordinateOfBase . y ) / ( (
double ) pointsOfPolygon [ i ] . x − ( double ) coordinateOfBase . x ) ;
40 }
41 Arrays . s o r t (K) ;
42 i n t s i z e = inne rPo in t s . s i z e ( ) ;
43 kInner = new double [ s i z e / 2 ] ;
44 kInner [ 0 ] = ( ( double ) inne rPo in t s . get ( s i z e −1) . y − ( double ) inne rPo in t s . get (
s i z e −2) . y ) / ( ( double ) inne rPo in t s . get ( s i z e −1) . x − ( double ) inne rPo in t s .
get ( s i z e −2) . x ) ;
45 pointsOfagentPolygon . add ( inne rPo in t s . get ( s i z e −1) ) ;
35
46 f o r ( i n t count = 0 ; count < polygon . ge tPo int s ( ) . l ength ; count++) {
47 i f (K[ count ] >= kInner [ 0 ] ) {
48 counter += 1 ;
49 pointsOfagentPolygon . add ( pointsOfPolygon [ count ] ) ;
50 }
51 }
52 pointsOfagentPolygon . add ( inne rPo in t s . get ( s i z e −2) ) ;
53 Point [ ] po intsOfagentpolygon = new Point [ counter ] ;
54 f o r ( i n t number = 0 ; number < pointsOfagentpolygon . l ength ; number++) {
55 pointsOfagentpolygon [ number ] = pointsOfagentPolygon . get (number ) ;
56 }
57 polygonOfagent = new Polygon ( pointsOfagentpolygon ) ;
58 re turn polygonOfagent ;
59 }
60
61 //Определение полигона , если порядковый номер агента (n > 1) && (n < amount ) ,
где amount − количество агентов .
62 pub l i c Polygon find_Other_Area ( Polygon polygon , Point coordinateOfBase , L i s t<
Point> innerPo ints , i n t numberOfagent ) {
63 double [ ] K = new double [ polygon . ge tPo int s ( ) . l ength ] ;
64 Point [ ] pointsOfPolygon = polygon . ge tPo int s ( ) ;
65 f o r ( i n t i = 0 ; i < polygon . ge tPo int s ( ) . l ength ; i++) {
66 K[ i ] = ( ( double ) pointsOfPolygon [ i ] . y − ( double ) coordinateOfBase . y ) / ( (
double ) pointsOfPolygon [ i ] . x − ( double ) coordinateOfBase . x ) ;
67 }
68 Arrays . s o r t (K) ;
69 i n t s i z e = inne rPo in t s . s i z e ( ) ;
70 kInner = new double [ s i z e / 2 ] ;
71 pointsOfagentPolygon . add ( inne rPo in t s . get (0 + 2*( numberOfagent − 2) ) ) ;
72 pointsOfagentPolygon . add ( inne rPo in t s . get (1 + 2*( numberOfagent − 2) ) ) ;
73 i n t t = 0 ;
74
75 f o r ( i n t k = 0 ; k < numberOfagent ; k++) {
76 kInner [ k ] = ( ( double ) inne rPo in t s . get ( t+1) . y − ( double ) inne rPo in t s . get ( t ) .
y ) / ( ( double ) inne rPo in t s . get ( t+1) . x − ( double ) inne rPo in t s . get ( t ) . x ) ;
77 t += 2 ;
78 }
79 f o r ( i n t count = 0 ; count < polygon . ge tPo int s ( ) . l ength ; count++) {
80 i f ( (K[ count ] >= kInner [ numberOfagent − 2 ] ) && (K[ count ] <= kInner [
numberOfagent − 1 ] ) ) {
81 counter += 1 ;
82 pointsOfagentPolygon . add ( pointsOfPolygon [ count ] ) ;
83 }
84 }
85 counter += 2 ;
86 pointsOfagentPolygon . add ( inne rPo in t s . get (3 + 2*( numberOfagent − 2) ) ) ;
87 pointsOfagentPolygon . add ( inne rPo in t s . get (2 + 2*( numberOfagent − 2) ) ) ;
88 Point [ ] po intsOfagentpolygon = new Point [ counter ] ;
89 f o r ( i n t number = 0 ; number < pointsOfagentpolygon . l ength ; number++) {
90 pointsOfagentpolygon [ number ] = pointsOfagentPolygon . get (number ) ;
91 }
92 polygonOfagent = new Polygon ( pointsOfagentpolygon ) ;
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1 pub l i c c l a s s UAVagent extends Agent {
2
3 pr i va t e s t a t i c f i n a l S t r ing STATE_A = "A" ;
4 pr i va t e s t a t i c f i n a l S t r ing STATE_B = "B" ;
5 pr i va t e s t a t i c f i n a l S t r ing STATE_C = "C" ;
6 pr i va t e s t a t i c f i n a l S t r ing STATE_D = "D" ;
7 pr i va t e s t a t i c f i n a l S t r ing STATE_E = "E" ;
8 pr i va t e s t a t i c f i n a l S t r ing STATE_F = "F" ;
9
10 @Override
11 pub l i c void setup ( ) {
12
13 setEnabledO2ACommunication ( true , 1) ;
14
15 FSMBehaviour fsm = new FSMBehaviour ( t h i s ) ;
16
17 fsm . r e g i s t e r F i r s t S t a t e (new Find_Area_Behaviour ( ) , STATE_A) ;
18
19 fsm . r e g i s t e r S t a t e (new Find_Path_Behaviour ( ) , STATE_B) ;
20
21 fsm . r e g i s t e r S t a t e (new Search_Path_Behaviour ( ) , STATE_C) ;
22
23 fsm . r e g i s t e r S t a t e (new Move_Behaviour ( ) , STATE_D) ;
24
25 fsm . r e g i s t e r S t a t e (new Return_To_Base_Behaviour ( ) , STATE_E) ;
26
27 fsm . r e g i s t e r S t a t e (new Send_Message_Behaviour ( ) , STATE_F) ;
28
29 //регистрируем переходы
30 fsm . r e g i s t e rDe f a u l tT r an s i t i o n (STATE_A, STATE_B) ;
31 fsm . r e g i s t e rDe f a u l tT r an s i t i o n (STATE_B, STATE_C) ;
32 fsm . r e g i s t e rT r a n s i t i o n (STATE_C, STATE_D, 0) ;
33 fsm . r e g i s t e rT r a n s i t i o n (STATE_D, STATE_D, 0) ;
34 fsm . r e g i s t e rT r a n s i t i o n (STATE_D, STATE_E, 2) ;
35 fsm . r e g i s t e rT r a n s i t i o n (STATE_D, STATE_C, 1) ;
36 fsm . r e g i s t e rT r a n s i t i o n (STATE_E, STATE_E, 0) ;
37 fsm . r e g i s t e rT r a n s i t i o n (STATE_E, STATE_C, 1) ;
38 fsm . r e g i s t e rT r a n s i t i o n (STATE_C, STATE_E, 1) ;
39 fsm . r e g i s t e rT r a n s i t i o n (STATE_D, STATE_F, 3) ;
40 fsm . r e g i s t e rT r a n s i t i o n (STATE_F, STATE_E, 1) ;
41 fsm . r e g i s t e rT r a n s i t i o n (STATE_F, STATE_D, 2) ;
42
43 Para l l e lBehav iour pb = new Para l l e lBehav iour ( th i s , Para l l e lBehav iour .WHEN_ANY
) ;
44 pb . addSubBehaviour ( fsm ) ;
45 pb . addSubBehaviour (new Receive_Message_Behaviour ( ) ) ;
46 setO2AManager (new Receive_Message_Behaviour ( ) ) ;
47
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