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Advances in experimental techniques and in theoretical models have improved our understanding
of protein crystallization. But they have also left open questions regarding the protein phase behavior
and self-assembly kinetics, such as why (nearly) identical crystallization conditions sometimes result
in the formation of different crystal forms. Here, we develop a patchy particle model with competing
sets of patches that provides a microscopic explanation of this phenomenon. We identify different
regimes in which one or two crystal forms can coexist with a low-density fluid. Using analytical
approximations, we extend our findings to different crystal phases, providing a general framework
for treating protein crystallization when multiple crystal forms compete. Our results also suggest
different experimental routes for targeting a specific crystal form, and for reducing the dynamical
competition between the two forms, thus facilitating protein crystal assembly.
I. INTRODUCTION
Crystallizing biomolecules is of central importance for
determining their three-dimensional structure through
X-ray or neutron diffraction [1, 2], but remains noto-
riously difficult to achieve [3]. Fortunately, increas-
ing the number of new structures deposited in public
databases [1] enriches our understanding of effective crys-
tallization screens and strategies that can be used with
the vast majority of biomolecules that still resist assem-
bly [4]. Yet even elementary structural analyses reveal
blind spots in our materials comprehension. For instance,
among the 80K Protein Data Bank (PDB [1]) deposited
structures obtained through X-ray crystallography, 45%
come from monomeric structures, 43% come from homo-
mers, and 64% of these homomers result from dimeric
assembly. Dimer formation may thus be an important
aspect of crystal formation, yet has thus far been mostly
neglected [5].
A related feature is that many proteins crystallize in
more than one crystal form, with some instances, such
as lysozyme, resulting in tens of different unit cells [6, 7].
This diversity is partially caused by the variety in crystal-
lization conditions. Different cosolute, pH levels, and salt
concentrations can tilt the scale toward different protein-
protein interaction mechanisms, leading to the assembly
of distinct crystal forms. A very high salt concentration,
for instance, strengthens hydrophobic interactions and
screens electrostatic ones. Yet even under the same so-
lution conditions, and thus presumably similar effective
protein-protein interactions, different crystals are some-
times found to assemble [8–11]. This phenomenon has
been observed in at least three different experimental
contexts: (i) by changing the crystallization tempera-
ture [11], (ii) by changing the initial protein concentra-
tion [11], (iii) by letting the crystallization experiment
run longer [8–11]. This last effect is particularly inter-
esting because studies have found that the crystal with
the slower growth rate can typically be resolved at a
higher resolution; it is less likely to incorporate defects
and is thus often preferable, especially for neutron diffrac-
tion [12].
A microscopic understanding of these experimental ob-
servations would help target the desirable crystal phase
and increase its growth speed and reliability. Studies of
small molecules have revealed how atomistic conforma-
tional changes result in metastable solid polymorphisms
with different nucleation rates [13]. In larger and more
rigid biomolecules, such as globular proteins, an alterna-
tive cause to such phenomenon is the presence of com-
peting crystal contacts. In this scenario, one possible
mechanism for crystal competition is the formation of
protein dimers, which occurs when a given region on the
protein surface strongly interacts with the same region on
a different chain. Under these circumstances, a crystal
of dimers, which satisfies the specific dimeric interaction,
may also compete with a crystal of monomers, which does
not carry the dimeric interaction but may be more effi-
ciently packed. Given the reported abundance of dimeric
and monomeric crystals, this scenario offers a promising
starting point for understanding the role of competition
in protein crystal assembly.
From a physical viewpoint, identifying the solution
conditions leading to the formation of protein crystals is
akin to determining the protein solution phase diagram.
In typical experimental setups, a protein is crystallized
by super-saturating a low concentration protein solution
at constant temperature [2]. The crystal that nucleates is
thus expected to be the thermodynamically stable form,
leaving behind a solution depleted in proteins. Early ex-
perimental characterization revealed an analogy between
the phase behavior of globular proteins and that of col-
loidal particles with short range interactions [14, 15],
which both often display a metastable critical point be-
low the crystal solubility line. In these systems, success-
ful crystallization is typically achieved in the region in-
termediate between the solubility line -above which the
solution is stable- and the liquid-liquid critical point -
ar
X
iv
:1
40
3.
42
77
v1
  [
co
nd
-m
at.
so
ft]
  1
7 M
ar 
20
14
2below which the system precipitates into amorphous ma-
terials [16–18]. The observation that even spherical and
rigid globular proteins are characterized by directional
interactions (these interactions are notably responsible
for the low packing fraction of protein crystals compared
to atomic solids), however, soon led to the replacement
of spherical symmetry with patchiness [19–23]. In patchy
models, a protein is described as a spherical particle dec-
orated with attractive patches that mimic the solution-
mediated directional protein-protein interactions driving
crystal assembly. Properly parameterized, these models
can achieve near-quantitative agreement with experimen-
tal phase diagrams of simple proteins [19, 22]. Thus far,
however, patchy models have assumed that only patches
leading to a single crystal form are present on the pro-
tein surface. To take account of competing crystal forms,
a dual set of complementary patches that correspond to
distinct crystal symmetries has to be included.
In this study, we design a patchy particle model for pro-
teins with competing interactions that can result in both
monomeric and dimeric crystal forms. Using numerical
simulations, we characterize the model’s phase diagram
under different interaction parameters and test whether
it can explain the experimental observation that different
crystal forms can assemble depending on (i) crystalliza-
tion temperature, (ii) initial protein concentration, and
(iii) experimental time.
II. METHODS
In the following section, we describe the schematic pro-
tein model, summarize the details of the simulation tech-
niques, and present analytical approximations that can
be used to extend the present analysis to different crystal
lattices.
A. Model
We adopt a schematic patchy particle model for pro-
teins with a distribution of orientational interactions cho-
sen such that the model can form both monomeric and
dimeric crystals (Fig. 1). Each protein is represented by
a hard sphere, which models the overall steric repulsion
between two proteins, decorated by square-well attractive
patches that represent the protein-protein interactions at
crystal contact. The solvent contribution is taken to be
effective and is thus directly integrated into the patch-
patch interaction potential. Because the crystal symme-
try P212121 is the most common for both monomeric
and dimeric crystals in the PDB [1], we assign patch po-
sitions according to protein crystals that already have
this symmetry. The monomeric crystal patches are cho-
sen to be the same as those used in a previous study of
the rubredoxin crystal (PDB: 1BRF) [22]; the dimeric
crystal patches follow the crystal symmetry of the yeast
Myo5 SH3 domain (PDB: 1ZUY), whose chain length
and crystal density are similar to those of rubredoxin.
This choice guarantees that the two crystal forms of the
schematic model have comparable number density, al-
though the dimeric crystal happens to be slightly denser.
Note that the model does not correspond to a specific
protein, but should be taken as prototype for monomeric–
dimeric crystal competition (Fig. 1).
Monomeric
Dimeric
FIG. 1. Representation of the patchy particle and the two
crystals unit cells. The green patch is the dimeric interaction
(D), the red patches are the crystal contacts of the monomeric
unit cell (m) and the blue patches are the crystal contacts of
the dimeric unit cell (d). The purple patch represents patch 2
in Table I, which is a shared crystal contact between the two
crystal forms.
Each particles carries a set Γ of n = 13 patches whose
pair interactions are depicted in Figure 1. Particles 1
and 2, whose centers are a distance r12 apart, interact
through a pair potential
φ(r12,Ω1,Ω2) = φHS(r12) +
n∑
i,j=1
φi,j(r12,Ω1,Ω2), (1)
where Ω1 and Ω2 are Euler angles describing the orienta-
tion of the two particles. The hard-sphere (HS) potential
captures the volume exclusion up to a diameter σ
φHS =
{ ∞ r ≤ σ
0 r > σ,
(2)
and patch-patch interactions are the product of a radial
and of an angular component
φi,j(r12,Ω1,Ω2) = ψi,j(r12)ωi,j(Ω1,Ω2). (3)
The radial component depends on the patch type and the
inter-particle distance
ψi,j =
{ −εi,j r ≤ λi,j and pi,j = 1
0 otherwise,
(4)
where pi,j takes value 1 if patch i interacts with j has
reported in Table I and 0 otherwise, whereas λi,j and
3εi,j are the square-well interaction range and strength,
respectively. The angular part guarantees that patches
only interact when facing each other
ωi,j(Ω1,Ω2) =
{
1 θ1,i ≤ δi and θ2,j ≤ δj
0 otherwise
, (5)
where θ1,i is the angle between vector r12 and patch i vec-
tor on particle 1, θ2,j is the angle between r21 = −r12
and patch j vector on particle 2, and δi and δj are the
semi-angular widths of the patches. The choice of inter-
action potential implicitly assumes that long-range elec-
trostatic repulsion can be ignored and that no isotropic
depletion forces are at play. These assumptions are rea-
sonable for almost 50% of successful crystallization ex-
periments, in which the relatively high salt concentration
screens long-range electrostatics and no depletion agent,
such as poly-ethylene glycol, is used [24].
In the following, we simplify the model by assuming
that the patch width and interaction range are equal for
all patches, using δi = acos(0.99) and λi,j = 1.2σ as typ-
ical values for protein-protein interactions [22]. Three
types of interaction energies are considered: εD for the
patch that holds the dimer together, i.e., the dimeric
patch, and εm and εd for the patches corresponding to
the crystal contacts of the monomeric and the dimeric
crystals, respectively. From the P212121 lattice geome-
try, we obtain a lattice energy per particle em = −3εm
for the monomeric crystal and ed = −(εD+5εd)/2 for the
dimeric crystal. Note that although the assumption that
all crystal contacts are identical is known not to be gen-
erally true, it nonetheless remains qualitatively robust in
the limit of small interaction heterogeneity [21]. With-
out loss of generality, we adopt reduced units with length
being given in units of σ, and energy and inverse temper-
ature β = 1/kBT , where kB is the Boltzmann constant,
in units of εD.
Our choice of model accounts for systems in which the
dimeric patch is stronger than the other, less specific in-
teractions. It explores the regimes in which the dimeric
patch strength suffices to control crystal assembly com-
pared to different combinations of εd and εm. In partic-
ular, we consider the case εd = εm, which corresponds to
identical crystal contacts for the two crystal forms, and
the case ed = em (εm =
1+5εd
6 ), which corresponds to an
identical lattice energy for the two crystal forms (Fig. 2).
Table I reports the specific positions of the patches on
the sphere and their interaction energy pairing.
B. Numerical Simulations
Phase diagrams for the model family are computed
with the help of special-purpose Monte Carlo (MC) sim-
ulation methodologies that closely follow the approach
used in Ref. 21. The gas-liquid line of the phase diagram
is obtained using the Gibbs ensemble method [25], and
the critical temperature Tc and density ρc are extracted
number θ φ interacting pair type
1 1.7427 1.2357 1 D
2 1.0745 5.0987 3/13 d/m
3 1.7424 5.0467 2 d
4 1.5708 0 5 d
5 1.5708 3.1415 4 d
6 0.3032 2.5358 6 d
7 3.0992 6.2572 8 d
8 2.7789 4.5241 7 d
9 1.9858 2.4749 10 m
10 1.9858 0.6667 9 m
11 2.7123 3.5542 12 m
12 0.4293 3.5542 11 m
13 1.0007 1.1452 2 m
TABLE I. Patches spherical coordinates (in radiants), inter-
acting patch and types, classified as D for the dimeric patch,
d for the dimeric crystal contacts and m for the monomeric
crystal contacts. Columns 1 and 4 identify the pairs of inter-
acting patches for which pi,j = 1
0 0.2 0.4 0.6 0.8 10
0.2
0.4
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FIG. 2. Combination of crystal contact strengths explored in
this paper. The blue solid line represents the case in which
both crystals have identical crystal contact strength, the red
dashed line when the energy per particle in the two crystals
is the same. The symbols identify the specific parameter sets
investigated in simulations.
using the law of rectilinear diameters [26]. For these com-
putations, a system of N = 1000 particles is simulated
for an equilibration run of 2 × 105 MC cycles that pre-
cedes the production run of 3×105 MC cycles. Each MC
cycle consists of N particle displacements, N particle ro-
tations, N/10 particle swaps between the liquid and the
gas box and 2 volume moves.
The solubility line is computed by integrating the
Clausius-Clapeyron equation starting from a coexistence
point determined using free energy calculations and ther-
modynamic integration [26, 27]. In this case, the crystal
free energy is computed by integrating from an Einstein
crystal [26], whose free energy is evaluated by a saddle
point approximation [21], and the fluid free energy is in-
4tegrated from the ideal gas reference state. Free-energy
integration over isotherms or isobars identifies the coex-
istence points between the fluid and the dimeric crystal,
the fluid and the monomeric crystal, and the two crystals.
Simulations at constant N , pressure P , and T are run
using N=500 particles for the fluid and the monomeric
crystal, and N=512 particles for the dimeric crystal. In
this case, each MC cycle corresponds to N particle dis-
placements, N particle rotations, and 2 volume moves
that are isotropic for the fluid and anisotropic for the
crystal.
To analyze the fluid phase dynamics, we perform MC
simulations with N=864 particles, at constant V and
T = Tc for 3 × 106 MC cycles. Previous studies have
shown that MC simulations qualitatively capture the
Brownian dynamics of patchy particle fluids similar to
those used here [21, 28, 29]. During the course of the
simulation we track the number and size of monomeric
and dimeric crystallites, as well as the number of dimers.
We classify a particle as being part of a monomeric or
dimeric crystallite if, respectively, all its monomeric or
dimeric crystal contacts are satisfied. Two crystal parti-
cles belong to the same monomeric or dimeric crystallite
if they are bonded through a monomeric or a dimeric con-
tact, respectively. The number of dimers is straightfor-
wardly defined as the number of particles whose dimeric
patch is satisfied divided by 2. The nucleation barriers
are calculated using umbrella sampling in constant NPT
MC simulations using the crystal cluster size as order pa-
rameters, similarly to Ref. 21.
C. Analytical approximations
We derive analytical approximations for the fluid and
crystal free energy using Wertheim perturbation theory
and cell theory, respectively, in order to generalize the
simulation results to a broader set of interaction energy
values and different crystal lattices.
1. Wertheim perturbation theory for the fluid
Wetheim’s perturbation theory [30, 31] approximates
the free energy of a fluid of patchy particles as the HS
free energy [32] and a bond free energy correction
af = aHS + abond, (6)
where
βabond =
n∑
i=1
(
lnXi − Xi
2
+
1
2
)
. (7)
Here Xi is the probability that the particle is not bonded
at patch i. The chemical potential is then given by
βµf = βaf+
βP
ρ
= βaHS+βabond+
βPHS
ρ
+
βPbond
ρ
, (8)
where ρ = N/V is the number density and the pressure
contribution to bonding is
βPbond = ρ
2
n∑
i=1
(
∂Xi
∂ρ
)(
1
Xi
− 1
2
)
. (9)
The value of Xi can be determined by solving the equa-
tion of mass-action
Xi =
1
1 +
∑n
j=1 ρXj∆i,j
. (10)
Following the notation of Ref. 33, we define ∆i,j as
∆i,j =
∫
gr(12)fi,j(12)d(12), (11)
where d(12) denotes an integral over all orientations and
separations of two particles, gr is the radial distribu-
tion function of HS fluids and fi,j = exp[−βφ(12)] − 1
is the Mayer function. In a short-range Kern-Frenkel-
like model [34], such as the one adopted here, ∆i,j can
be approximated by using the contact value of the radial
distribution function g1+ , such that
∆i,j = pi[1− cos(δ)]2(λ− 1)g1+ . (12)
As showed in Ref. 33, for patches that interact with a
single partner, it follows that
Xi =
2
1 +
√
1 + 4ρ∆i,j
, (13)
where j denotes the partner site. In our model, all in-
teractions but three fall into this category. For the other
three (2, 3 and 13 in Table I), because patch 2 interacts
with both 3 and 13 with different energies, the solution
comes from solving
X2 + ρX2[∆2,3X3 + ∆2,13X13] = 1
X3 + ρ∆2,3X2X3 = 1
X13 + ρ∆2,13X3X13 = 1. (14)
In the special case εm = εd, we also have that ∆2,3 =
∆2,13, hence X3 = X13 =
X2+1
2 , which offers an analyti-
cal solution
X2 =
−(1 + ρ∆2,3) +
√
1 + 6ρ∆2,3 + ρ2∆22,3
2ρ∆2,3
. (15)
2. Cell model for crystals
Previous studies [21, 35] of the fluid-crystal coexistence
of patchy particles approximated the chemical potential
of the crystal as
βµc = βec − sc + βP/ρc ∼ βec − sSC, (16)
5where ec and sc, indicate the lattice energy per particle
and the entropy per particle, respectively. This approx-
imation assumes that βP/ρ is small, which is realistic
when studying liquid-crystal coexistence at low pressure,
and that the entropy of the crystal, whatever its sym-
metry, can be roughly approximated by that of a simple
cubic lattice, sSC. This last assumption, however, breaks
down when analyzing coexistence between two crystals,
or otherwise the only remaining contribution is the dif-
ference in lattice energy.
A cell model for a crystal approximates the partition
function by the free volume of each particle [36]. Sim-
ilarly to the HS case, we use a Voronoi tessellation to
divide the crystal in cells Vi, each containing a single
particle i, by construction. The partition function is then
obtained by assuming perfect decorrelation of the cells
Z ≈
∫
Vi
dridΩi exp(−β
∑
i<j
φi,j)
N
=
[
exp(−βe)
∫
Vˆi
dridΩi+
+
∫
Vi−Vˆi
dridΩi exp(−β
∑
i<j
φi,j)
N ,
where Vˆ represents the fraction of cell volume in which
all square-well interactions between particle i and the
surrounding particles are satisfied, and thus depends on
the crystal density. The rest of the volume Vi − Vˆi has
a much smaller Boltzmann weight and, at low T , can be
safely ignored. The crystal Helmotz free energy is then
ac = − 1
β
logZ = e− 1
β
logVˆ , (17)
and the crystal entropy sc = −logVˆ [35, 37]. Because
of the unusual geometry of the crystals considered here
and the orientationally-dependent pair-wise potential, we
determine Vˆ by performing a Monte Carlo integration
over the unit cell and the angular space as in Ref. 37
(Fig. 3).
III. RESULTS AND DISCUSSION
In this section, we discuss the analytical and simula-
tion results for two sets of parameters: (i) equal lattice
energy (ed = em), and (ii) equal crystal contact energy
(εd = εm). The relatively good agreement between simu-
lation and theory allows us to extend the analytical treat-
ment and to draw more general insights into the role of
competition in protein crystal assembly.
A. Case 1: Equal lattice energy
In the case where both crystal forms have the same
lattice energy, we find that the dimeric crystal phase has
0.75 0.8 0.85 0.9−22
−20
−18
−16
−14
ρ
s
 
 
FIG. 3. Cell-model crystal entropy of the monomeric (blue
circles) and dimeric (red squares) lattices as a function of crys-
tal density determined using Monte Carlo integration. The
lines are provided as a guide for the eye.
no thermodynamic advantage over the monomeric crystal
at low-to-medium protein fluid concentrations. Indepen-
dently of the crystal contact energy, the fluid thermody-
namically coexists with the monomeric crystal (Fig. 4).
Although stable, the dimeric crystal is only found at very
high pressures and ρ > 1.
It is important to note, however, that when εm ≈ εd 
1 the fluid is mostly made of dimers. Dimers therefore
have to be broken for the monomeric crystal to assemble.
Hence, kinetically-controlled assembly could result in the
crystal phase that is not the thermodynamically stable
one. In order to test if that is the case, we track the type
of crystallites in the non-equilibrium fluid for different
densities and crystal contact energies. For εm = εd = 1
at ρ < 0.4, monomeric crystallites grow into large clus-
ters, while the dimeric crystals remain small (Fig. 5). At
ρ > 0.4, however, only a few small monomeric crystallites
are observed, while the number of dimeric crystallites in-
creases. Remarkably, although the fluid supersaturation
increases with density, crystallization of the thermody-
namically preferred crystal becomes increasingly dynam-
ically suppressed, even though the system is still far from
the glassy regime. In light of this observation, it is rea-
sonable to hypothesize that as the fluid density increases,
crowding enhances the occurrence of interactions that are
incompatible with the monomeric crystal, i.e., dimeric
crystal contacts and patches. In other words, the fluid-
monomeric-crystal interfacial free energy likely increases,
which increases the barrier to crystal nucleation.
The dimeric patch inhibits monomeric crystal assembly
even more so when εd < 1, as the energetics of dimer for-
mation grows increasingly favored (Fig. 5). As εd is low-
ered, the number of dimers indeed steadily increases and
no spontaneous monomeric crystal growth is observed
at any density, over the course of the simulation. At
εd = 0.5 and ρ & 0.3, the dimeric crystal is more stable
than the fluid, as confirmed by the growth (melt) of a
dimeric crystal seed above (below) this density, and the
near constant satisfaction of the dimeric patch suggests
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FIG. 4. Temperature-density phase diagrams for a set of models. (a) ed = em = 0.75, (b) εd = εm = 1, (c) εd = εm = 0.4,
(d) εd = εm = 0.325, and (e) εd = εm = 0.1. Black squares indicate the liquid-liquid coexistence line and the filled squares the
critical point obtained through fitting (black line). Blue circles indicate the fluid–monomeric crystal coexistence, red triangles
monomeric-dimeric crystal coexistence, and green right-pointed triangles fluid–dimeric crystal coexistence (lines are guides for
the eye). The dashed line represents the metastable fluid-dimeric crystal coexistence line. The letters indicate the stability
regions for the fluid (F), the monomeric crystal (M) and the dimeric crystal (D).
that the metastable dimeric crystal may be kinetically ac-
cessible. Although the nucleation of the metastable phase
is clearly observed in Case 2 (see below), specialized
rare-event sampling methodologies are needed to conclu-
sively settle this issue. Calculations of the nucleation
barriers for the two crystals at different densities sup-
ports the kinetic control hypothesis (Fig. 5). The height
of the barrier increases with density for the monomeric
crystal and decreases for the dimeric crystals, in spite
of the fact that the drive to crystallize ∆µ steadily in-
creases. The interfacial free energy between the fluid and
the monomeric crystal thus rapidly increases with den-
sity. Above ρ = 0.5, the free energy barrier to forming
a dimeric crystal is even lower than the monomeric one,
suggesting that the former likely precipitates earlier. Yet,
at much longer times, the dimeric crystal should even-
tually transform into the thermodynamically-preferred
monomeric crystal through a (much slower) crystal re-
organization. The formation of dimeric crystals under
kinetic control can therefore explain two key experimen-
tal observations: different initial protein concentrations
leading to different crystals, depending on whether the
concentration is above or below the metastable dimeric
crystal solubility line; and different experimental waiting
time leading to different crystal structures.
It is also interesting to note that for εd < 1, the frac-
tion of dimers in the fluid decreases with increasing fluid
density. At low density, clusters of size larger than two
are rare due to their entropic cost, and therefore the
strongest (dimeric) patch dominates clustering; by con-
trast, at high densities, multiple particles come in contact
and the weaker patches more easily participate in the for-
mation of aggregates, without necessarily satisfying all
dimeric interactions. Increasing temperature, however,
leaves only dimers in the metastable fluid at all densi-
ties, because the effective stickiness of weaker patches
lowers and the dimeric patch becomes the dominating
interaction type. Note that a similar phenomenon has
been reported for patchy particles with a single, narrow
patch [38]. In these models, simple oligomers are ob-
served at low densities, but larger clusters form in high-
density fluid. In our case, the dimeric patch is too nar-
row to allow for multiple contacts, but the other (weaker)
patches play that role in its stead.
B. Case 2: Equal crystal contact energy
The topology of the phase diagram dramatically
changes upon tuning εd = εm ≤ 1 (Fig. 4). At εd =
εm = 1 the only stable crystal is the monomeric crys-
tal and the phase diagram is qualitatively similar to the
one discussed in the previous section. Under thermody-
namic control, a low-density protein solution would nec-
essarily crystallize in the monomeric form. Decreasing
the crystal contact strength allows for the dimeric crys-
tal form to appear at ρ < 1, but up to εd = εm ≈ 0.4
the monomeric crystal remains the thermodynamically
stable phase. Yet, kinetically, no monomeric crystallite
spontaneously grows from the fluid. Instead, for ρ ≥ 0.1,
dimeric crystallites quickly grow over the course of the
simulation. The lattice that first assembles is thus clearly
kinetically-controlled. Similarly to what is observed in
Case 1, however, crystal growth is slower at higher den-
sity, because crowding enables pair interactions that in-
terfere with crystal assembly.
Because the lattice energy of the dimeric crystal is
lower than that of the monomeric form, we expect the
region of stability of the latter to disappear at very low
T , where the entropic contribution to the free energy is
small. The accessibility of this phase depends on the
relative position of the fluid–dimeric crystal–monomeric
crystal triple point with respect to the gas-liquid critical
point. The phase diagram at εd = εm = 0.325 illustrates
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FIG. 5. Nucleation behavior of the two crystals. (a) Size of monomeric and dimeric crystals as a function of the fluid density
and crystal energy ed = em after 3 × 106 MC steps at Tc. The dashed line is the limit of solubility of the metastable dimeric
crystal. (b) Nucleation barriers as a function of fluid density for monomeric (blue circles) and dimeric (red squares) crystals
at εd = 1 (empty symbols) and εd = 0.5 (filled symbols). Note that barriers for the metastable dimeric phase can only be
obtained for densities above the metastable fluid-dimeric crystal line identified in Fig. 4 (dashed lines). (c) Steady-state fraction
of dimers in the metastable supersaturated fluid.
this situation. In this case, the triple point temperature
Tt is higher than Tc, and therefore both crystal forms
are thermodynamically accessible from the low density
fluid: the monomeric crystal at higher temperatures and
the dimeric crystal at lower temperatures. Interestingly,
a comparable effect has been observed in lysozyme. Un-
der identical solution conmpositions, but different tem-
peratures (5◦C vs. 35◦C), lysozyme assembles in differ-
ent crystal forms [11]. The absence of deposited crystal
structures, however, prevents us from determining if a
lysozyme dimer is involved in the assembly.
Note that when εd = εm becomes sufficiently low, the
triple point temperature increases so much that only very
high density fluids could coexist with the monomeric
crystal. In actual protein crystallization experiments,
reaching such a high protein concentration, however, typ-
ically results in denaturation [39], hence the patchy parti-
cle description breaks down. In this case, the monomeric
crystal is thus assumed to be unreachable and the protein
can only form a dimeric crystal.
Figure 4 indicates that in general weakening crystal
contacts lowers the critical point and raises the triple
point. The analytical Wertheim-cell model allows us
to extend these simulation results to any εd = εm, so
as to better capture the thermodynamics of crystal as-
sembly. [40] The case εd 6= εm could also be examined
by numerically solving Eq. (14), but is not considered
here. Equating the chemical potential and pressure of
low- and high-density fluids provides an estimate for the
critical temperature (blue line in Fig. 6) [21]. Because at
low pressure the monomeric–dimeric crystal coexistence
TP line is almost vertical, we can safely assume that
the triple point between the fluid and the two crystals,
i.e., the minimum stability temperature of the monomeric
crystal, is found in the low-pressure regime. In this case,
equating the free energies of the two crystals provides the
triple point temperature Tt (red line in Fig. 6)
1
Tt
∼ sd(ρd)− sm(ρm)
ed − em . (18)
The critical and triple temperatures crossover at a spe-
cific value εd = εm = ε
+. For εd = εm > ε
+, Tc > Tt,
and thus, in order to crystallize in the dimeric form, den-
sifying a protein fluid would have to cross the metastable
gas-liquid coexistence regime. Gelation should then typ-
ically render this crystal form inaccessible [16–18]. For
εd = εm < ε
+, the triple point is higher than the crit-
ical point. A crystallization experiment at a tempera-
ture Tc < T < Tt would result in dimeric crystal forma-
tion. Comparing the position of the critical and the triple
temperature thus identifies an upper threshold ε+ above
which the fluid can only crystallize in the monomeric
crystal, and below which both crystal forms are attain-
able by tuning the system temperature.
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FIG. 6. Critical temperature Tc (blue solid line) and triple
temperature Tt (red dashed line) as a function of εd = εm.
The crossing point identifies the crossover ε+ above which
only the monomeric crystal can be obtained, and below which
both monomeric and dimeric crystals are accessible.
At low εd = εm, the monomeric crystal is only reach-
able from a very high-density fluid (Fig. 4), which, as
8argued above, is experimentally inaccessible. A second
threshold ε− for εd = εm, below which only the dimeric
crystal coexists with the low density fluid can thus be
defined. The value of ε− is estimated as the point, where
the triple point involves a high-density fluid (arbitrarily
set to ρ = 0.8), which is obtained by equating the pres-
sure and chemical potential of the three phases,
em − Tsm(ρm) + Pf/ρm = µf
ed − Tsd(ρd) + Pf/ρd = µf . (19)
Here, Pf and µf are the values for a high-density fluid,
and ρm (ρd) are the monomeric (dimeric) crystal coexist-
ing densities. For εd = εm, independently of the actual
value of the energy, ρd ∼ 0.89 and ρm ∼ 0.82, which
specifies the crystal entropies in Eq. (19) (Fig. 3).
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FIG. 7. Crystal stability regimes. The blue line is the criti-
cal temperature, the red dashed line is the coexistence tem-
perature between dimeric and monomeric crystals at the low
pressure limit. The green dotted line and the magenta dot-
dashed line are the coexistence temperatures between the fluid
at ρ = 0.8 and the monomeric and dimeric crystals, respec-
tively. The vertical solid and dashed black lines identify the
upper ε+ and lower ε− thresholds.
Figure 7 summarizes the interplay between the crit-
ical point, the triple point at low pressure, and the
triple point coexisting with a high density fluid. When
εd = εm < ε
−, the monomeric crystal is only stable when
it coexists with a fluid with ρ > 0.8, while the dimeric
crystal coexists with a low-to-medium density fluid. In
the range ε− < εd = εm < ε+, the fluid coexists with
both the dimeric (at lower temperatures and densities)
and the monomeric (at higher temperatures and densi-
ties) crystals. For εd = εm > ε
+, the critical temper-
ature rises above the triple point and the dimeric crys-
tal becomes inaccessible. From this analysis we get that
the thermodynamic competition between the two crystal
forms occurs over a relatively small range of parameter
space. Hence, generally, a single symmetry is thermo-
dynamically stable, despite the presence of several com-
peting patches leading to different crystal forms. Kinetic
control is thus likely to be a more prevalent mechanism
for driving crystal contention than outright thermody-
namic competition.
IV. CONCLUSIONS
In this work, we have used a simple patchy parti-
cle model to study competing crystal forms in the con-
text of protein crystallization, and extended our findings
by using analytical approximations from Wertheim and
cell theory. Our analysis reveals that tuning the rela-
tive strength of crystal-contact and dimeric interactions
results in qualitatively different equilibrium phase dia-
grams, and suggests that certain protein crystal assem-
blies may be under kinetic control. These results provide
a microscopic explanation for some of the experimental
observations gathered over the years. The existence of
a fluid-crystal triple point positioned above the critical
point identifies a possible scenario that explains why dif-
ferent crystallization temperatures may result in distinct
crystal forms. If this solution behavior is detected exper-
imentally, our analysis suggests that tuning the sample
temperature should be an effective strategy to obtain the
desired crystal and control its quality. A more invasive
alternative would be to mutate amino acids involved in
the dimeric patch: strengthening the dimer would widen
the stability range of the dimeric crystal, and weaken-
ing it would favor the monomeric crystal. Crosslinking
the proteins along the dimeric interaction, for instance,
would fully suppress the monomeric crystal form. The
dimeric crystal would then become the only stable crys-
tal form and larger crystallites should be able to grow.
Similar strategies have already been experimentally used
to crystallize recalcitrant proteins by encouraging them
to dimerize [41]. A notable example is racemic protein
crystallization, where the introduction of a protein mir-
ror image favors pseudo-dimer assembly [42]. Beyond
the general structure of the phase diagram, we also show
that more subtle experimental observations can be un-
derstood by analyzing the dynamics of protein assembly.
Changing the crystal form by tuning the initial protein
concentration or the experimental time are characteris-
tic of kinetically-controlled assembly. In this context, we
find that decreasing the protein concentration, and hence
the fluid supersaturation, may counter-intuitively accel-
erate crystal assembly.
The schematic model introduced here provides a gen-
eral framework for understanding how crystal lattices
with different energies, entropies, and densities assem-
ble. For example, if the higher-density crystal had a
higher entropy, the position of the two crystals in the
T–ρ phase diagram would be flipped, but the fluid phase
would mostly remain unaffected. A different assembly
kinetic would then be expected. We thus anticipate that
9future analyses on these richer models for protein assem-
bly will provide better guidance for macromolecular crys-
tallization.
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