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SOME NONLINEAR DIFFERENTIAL INEQUALITIES
AND AN APPLICATION TO HO¨LDER CONTINUOUS
ALMOST COMPLEX STRUCTURES
ADAM COFFMAN AND YIFEI PAN
Abstract. We consider some second order quasilinear partial dif-
ferential inequalities for real valued functions on the unit ball and
find conditions under which there is a lower bound for the supre-
mum of nonnegative solutions that do not vanish at the origin.
As a consequence, for complex valued functions f(z) satisfying
∂f/∂z¯ = |f |α, 0 < α < 1, and f(0) 6= 0, there is also a lower bound
for sup |f | on the unit disk. For each α, we construct a manifold
with an α-Ho¨lder continuous almost complex structure where the
Kobayashi-Royden pseudonorm is not upper semicontinuous.
1. Introduction
We begin with an analysis of a second order quasilinear partial dif-
ferential inequality for real valued functions of n real variables,
(1) ∆u− B|u|ε ≥ 0,
where B > 0 and ε ∈ [0, 1) are constants. In Section 2, we use a Com-
parison Principle argument to show that (1) has “no small solutions,”
in the sense that there is a number M > 0 such that any nonnegative
solution u on the unit ball which is nonzero at the origin must satisfy
u(~x) > M for some ~x.
As an application of the results on the inequality (1), we show failure
of upper semicontinuity of the Kobayashi-Royden pseudonorm for a
family of 4-dimensional manifolds with almost complex structures of
regularity C0,α, 0 < α < 1. This generalizes the α = 1
2
example of
[IPR]; it is known ([IR]) that the Kobayashi-Royden pseudonorm is
upper semicontinuous for almost complex structures with regularity
C1,α.
The construction of the almost complex manifolds in Section 4 is
similar to that of [IPR]. One of the steps in [IPR] is a Maximum
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Principle argument applied to a complex valued function h(z) satisfying
the equation ∂h/∂z¯ = |h|1/2, to get the property of no small solutions.
Our use of a Comparison Principle in Section 2 is different, and we
arrive at this result:
Theorem 1.1. For any α ∈ (0, 1), suppose h(z) is a continuous com-
plex valued function on the closed unit disk, and on the set {z : |z| <
1, h(z) 6= 0}, h has continuous partial derivatives and satisfies
(2)
∂h
∂z¯
= |h|α.
If h(0) 6= 0 then sup |h| > Sα, where the constant Sα > 0 is defined by:
(3) Sα =


(α(1− α))1/(2−2α) if 0 < α ≤ 2
3(
4α(1−α)2
2−α
)1/(2−2α)
if 2
3
≤ α < 1
.
Section 5 continues with an inequality related to (1):
(4) u∆u−B|u|1+ε − C|~∇u|2 ≥ 0.
For constants B > 0, C < 1 and ε ≤ C (in particular, C and ε can be
negative), Theorems 5.2 and 5.6 show a similar property of no small
solutions, using elementary methods.
2. Some differential inequalities
Let DR denote the open ball in R
n centered at ~0, and let DR denote
the closed ball.
Lemma 2.1. Given constants B > 0 and 0 ≤ ε < 1, let
M =
(
B(1− ε)2
2(2ε+ n(1− ε))
) 1
1−ε
> 0.
Suppose the function u : D1 → R satisfies:
• u is continuous on D1,
• u(~x) ≥ 0 for ~x ∈ D1,
• on the open set ω = {~x ∈ D1 : u(~x) 6= 0}, u ∈ C2(ω),
• for ~x ∈ ω:
∆u(~x)−B(u(~x))ε ≥ 0.(5)
If u(~0) 6= 0, then sup
~x∈D1
u(~x) > M .
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Proof. Define a comparison function
v(~x) = M |~x| 21−ε ,
so v ∈ C2(Rn) since 0 ≤ ε < 1. By construction ofM , it can be checked
that v is a solution of this nonlinear Poisson equation on the domain
Rn:
∆v(~x)− B|v(~x)|ε ≡ 0.
Suppose, toward a contradiction, that u(~x) ≤M for all ~x ∈ D1. For
a point ~x0 on the boundary of ω, either |~x0| = 1, in which case by
continuity, u(~x0) ≤ M = v(~x0), or 0 < |~x0| < 1 and u(~x0) = 0, so
u(~x0) ≤ v(~x0). Since u ≤ v on the boundary of ω, the Comparison
Principle ([GT] Theorem 10.1) applies to the subsolution u and the
solution v on the domain ω. The relevant hypothesis for the Compar-
ison Principle in this case is that the second term expression of (5),
−BXε, is weakly decreasing, which uses B > 0 and ε ≥ 0. (To satisfy
this technical condition for all X ∈ R, we define a function c : R→ R
by c(X) = −BXε for X ≥ 0, and c(X) = 0 for X ≤ 0. Then c is
weakly decreasing in X , v satisfies ∆v(~x) + c(v(~x)) ≡ 0 and u satisfies
∆u(~x) + c(u(~x)) ≥ 0.)
The conclusion of the Comparison Principle is that u ≤ v on ω,
however ~0 ∈ ω and u(~0) > v(~0), a contradiction.
Of course, the constant function u ≡ 0 satisfies the inequality (5),
and so does the radial comparison function v, so the initial condition
u(~0) 6= 0 is necessary.
Example 2.2. In the n = 1 case, M =
(
B(1−ε)2
2(1+ε)
) 1
1−ε
. For points c1,
c2 ∈ R, c1 < c2, define a function
u(x) =


M(x− c2)
2
1−ε if x ≥ c2
0 if c1 ≤ x ≤ c2
M(c1 − x)
2
1−ε if x ≤ c1
.
Then u ∈ C2(R), and it is nonnegative and satisfies u′′ = B|u|ε (the
case of equality in the n = 1 version of (5)). For c1 < 0 < c2, this
gives an infinite collection of solutions of the ODE u′′ = B|u|ε which
are identically zero in a neighborhood of 0, so the ODE does not have
a unique continuation property. For c1 > 0 or c2 < 0, the function
u satisfies u(0) 6= 0 and the other hypotheses of Lemma 2.1, and its
supremum on (−1, 1) exceeds M even though it can be identically zero
on an interval not containing 0.
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Example 2.3. In the case n = 2, B = 1, ε = 0, (5) becomes the linear
inequality ∆u ≥ 1 and the number M = 1
4
agrees with Lemma 2 of
[IPR], which was proved there using a Maximum Principle argument.
The next Lemma shows how an inequality like (5) with n = 2 can
arise from a first order PDE for a complex valued function. By intro-
ducing the parameter γ, the Proof is a generalization of a calculation
appearing in [IPR]. Let z = x+ iy be the coordinate on C.
Lemma 2.4. Consider constants α, γ with 0 < α < 1 and γ ≥ 2−α
2−2α .
Let ω ⊆ C be an open set, and suppose h : ω → C satisfies:
• h ∈ C1(ω),
• h(z) 6= 0 for all z ∈ ω,
• ∂h
∂z¯
= |h|α on ω.
Then, the following inequality is satisfied on ω:
∆(|h|(1−α)γ) ≥ 2α(1− α)γ|h|(1−α)(γ−2).
Remark. The parameter γ can be chosen arbitrarily large; to apply
Lemma 2.1 to get the “no small solutions” result of Theorem 1.1, we
need the RHS exponent (1 − α)(γ − 2) to be nonnegative, so γ ≥ 2.
In contrast, the case appearing in Lemma 1 of [IPR] is α = 1
2
, γ = 3
2
,
so the exponent is −1
4
. Their approach to the “no small solutions”
property ([IPR] Theorem 2) is to use the negative exponent together
with the result of Example 2.3 to show that assuming h has a small
solution leads to a contradiction. As claimed, such an argument can be
generalized to apply to other nonpositive exponents, but 2−α
2−2α ≤ γ ≤ 2
holds only for α ≤ 2
3
.
Proof of Lemma 2.4. We first want to show that h is smooth on ω,
applying the regularity and bootstrapping technique of PDE to the
equation ∂h/∂z¯ = |h|α. We recall the following fact (for a more general
statement, see Theorem 15.6.2 of [AIM]): for a nonnegative integer ℓ,
and 0 < β < 1, if ϕ ∈ Cℓ,βloc (ω) and u has first derivatives in L2loc(ω)
and is a solution of ∂u/∂z¯ = ϕ, then u ∈ Cℓ+1,βloc (ω). In our case,
ϕ = |h|α ∈ C1(ω) ⊆ C0,βloc (ω) (since h ∈ C1(ω) and is nonvanishing),
and u = h has continuous first derivatives, so we can conclude that
u = h ∈ C1,βloc (ω). Repeating gives that h ∈ C2,βloc (ω), etc.
Since the conclusion is a local statement, it is enough to express
ω as a union of simply connected open subsets ωk and establish the
conclusion on each subset.
On the set ωk, there is a single-valued branch of log(h), so that the
function g(z) = (h(z))1−α = e(1−α) log(h(z)) is well-defined, smooth, and
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nonvanishing.
∂g
∂z¯
= (1− α)h−α∂h
∂z¯
= (1− α)h−α|h|α = (1− α)h−α(hα/2h¯α/2)
= (1− α) h¯
α/2
hα/2
= (1− α)
(
g¯
g
) α
2(1−α)
.
Let g(z) = ρeiφ be the polar form of g, for smooth real functions
ρ(z) > 0, φ(z). Then the above equation turns into an equation which
is first-order linear in ρ:
∂
∂z¯
(ρeiφ) = (1− α) (e−2iφ) α2(1−α)
=⇒ ∂ρ
∂z¯
+ ρi
∂φ
∂z¯
= (1− α)e−i 11−αφ.
The real and imaginary parts can be expressed in terms of the x and
y derivatives:
ρx − ρφy = 2(1− α) cos( 1
1− αφ),(6)
ρy + ρφx = −2(1− α) sin( 1
1− αφ).(7)
The conclusion of the Lemma refers only to |h| = ρ 11−α , so the remaining
steps have the goal of eliminating φ from the system of equations.
Multiplying (7) by φx and (6) by φy and subtracting gives:
(φ2x + φ
2
y)ρ+ ρyφx − ρxφy
= −2(1− α)(φy cos( 1
1− αφ) + φx sin(
1
1− αφ)).(8)
The x and y derivatives of (6) and (7) are, respectively:
ρxx − ρxφy − ρφxy = −2 sin( 1
1− αφ)φx,
ρyy + ρyφx + ρφxy = −2 cos( 1
1− αφ)φy,
and adding gives a sum equal to a scalar multiple of the RHS of (8):
∆ρ+ (ρyφx − ρxφy) = −2
(
φy cos(
1
1− αφ) + φx sin(
1
1− αφ)
)
=
1
1− α
(
(φ2x + φ
2
y)ρ+ ρyφx − ρxφy
)
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(9) =⇒ ∆ρ− 1
1− α(φ
2
x + φ
2
y)ρ =
α
1− α(ρyφx − ρxφy).
The sum of squares of (6) and (7) is:
4(1− α)2 = (ρx − ρφy)2 + (ρy + ρφx)2
= ρ2x + ρ
2
y + (φ
2
x + φ
2
y)ρ
2 + 2(ρyφx − ρxφy)ρ.(10)
Multiplying (9) by 2ρ and combining with (10) gives:
2ρ∆ρ− 2
1− α(φ
2
x + φ
2
y)ρ
2
=
2α
1− α(ρyφx − ρxφy)ρ
=
α
1− α
(
4(1− α)2 − (ρ2x + ρ2y + (φ2x + φ2y)ρ2)
)
=⇒ 2ρ∆ρ+ α
1− α(ρ
2
x + ρ
2
y)(11)
= 4α(1− α) + 2− α
1− α(φ
2
x + φ
2
y)ρ
2.
Considering the constant γ > 1, the Laplacians satisfy:
∆(ργ) = γ(γ − 1)(ρ2x + ρ2y)ργ−2 + γργ−1∆ρ
=⇒ ∆ρ = 1
γ
ρ1−γ∆(ργ)− (γ − 1)(ρ2x + ρ2y)ρ−1.
Substituting this expression into (11) gives:
2
γ
ρ2−γ∆(ργ)(12)
= 4α(1− α) + 2− α
1− α(φ
2
x + φ
2
y)ρ
2 +
(
2(γ − 1)− α
1− α
)
(ρ2x + ρ
2
y).
By the hypotheses 0 < α < 1 and γ ≥ 2−α
2−2α , the coefficients
2−α
1−α and
2(γ − 1)− α
1−α are nonnegative. The conclusion is:
2
γ
ρ2−γ∆(ργ) ≥ 4α(1− α)
=⇒ ∆(ργ) ≥ 2α(1− α)γργ−2
=⇒ ∆(|h1−α|γ) ≥ 2α(1− α)γ|h1−α|γ−2.
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Proof of Theorem 1.1. Regarding the function ρ = |h|1−α on the set ω,
a more precise conclusion from the hypotheses of Lemma 2.4, which
uses only γ 6= 0, follows from (12):
(13)
2
γ
ρ2−γ∆(ργ) ≥ 4α(1− α) +
(
2(γ − 1)− α
1− α
)
(ρ2x + ρ
2
y).
Setting ζ(z) = ργ = |h|(1−α)γ , γ > 0, ζ is smooth on ω and (13) implies
the following second order quasilinear differential inequality:
(14) ζ∆ζ ≥ 2α(1− α)γ|ζ |1+(1− 2γ ) + 2(γ − 1)−
α
1−α
2γ
|~∇ζ |2.
In particular, if h : D1 → C is continuous, and on the set ω =
{z ∈ D1 : h(z) 6= 0}, h ∈ C1(ω), then Lemma 2.1 applies to (14) for
sufficiently large γ. The hypotheses of Lemma 2.1 are satisfied with
n = 2, u = ζ , and B = 2α(1− α)γ > 0, when the second RHS term of
(14) has a nonnegative coefficient (γ ≥ 2−α
2−2α) and the quantity ε = 1− 2γ
is in [0, 1) (for γ ≥ 2). The conclusion of Lemma 2.1 is:
sup
z∈D1
ζ(z) > M =
(
1
4
· 2α(1− α)γ( 2
γ
)2
)γ/2
=⇒ sup
z∈D1
|h(z)| >
(
2α(1− α) 1
γ
) 1
2(1−α)
.(15)
We can choose γ = max
{
2, 2−α
2−2α
}
, so that the lower bound for the sup
is Sα as appearing in (3).
Note that Sα → 0+ as α → 1−, and for α = 23 , S2/3 = 2
√
2
27
≈
0.10475656. This Theorem is used in the Proof of Theorem 4.3.
Example 2.5. As noted by [IPR], a one-dimensional analogue of Equa-
tion (2) in Theorem 1.1 is the well-known (for example, [BR] §I.9) ODE
u′(x) = B|u(x)|α for 0 < α < 1 and B > 0, which can be solved explic-
itly. By an elementary separation of variables calculation, the solution
on an interval where u 6= 0 is |u(x)| = (±(1 − α)(Bx + C)) 11−α . The
general solution on the domain R is, for c1 < c2,
u(x) =


(1− α) 11−α (Bx− c2)
1
1−α if x ≥ c2
0 if c1 ≤ x ≤ c2
−(1− α) 11−α (c1 − Bx)
1
1−α if x ≤ c1
.
So u ∈ C1(R), and if u(0) 6= 0, then sup
−1<x<1
|u(x)| > ((1− α)B) 11−α .
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3. Lemmas for holomorphic maps
We continue with the DR notation for the open disk in the complex
plane centered at the origin. The following quantitative Lemmas on
inverses of holomorphic functions are used in a normal form step in the
Proof of Theorem 4.3.
Lemma 3.1 ([G] Exercise I.1.). Suppose f : D1 → D1 is holomorphic,
with f(0) = 0, |f ′(0)| = δ > 0. For any η ∈ (0, δ), let s =
(
δ−η
1−ηδ
)
η;
then the restricted function f : Dη → D1 takes on each value w ∈ Ds
exactly once.
Remark. The hypotheses imply δ ≤ 1 by the Schwarz Lemma. We give
a Proof in an Appendix, Section 6.
Lemma 3.2. Given r > 4
√
2
3
, if Z1 : Dr → D2 is holomorphic, with
Z1(0) = 0, Z
′
1(0) = 1, then there exists a continuous function φ : D1 →
Dr which is holomorphic on D1 and which satisfies (Z1 ◦ φ)(z) = z for
all z ∈ D1.
Remark. The convenience of the constant 4
√
2
3
≈ 1.8856, and the choice
of η = 3r/8 in the following Proof, are also explained in Section 6. It
follows from the Schwarz Lemma that r ≤ 2, and it follows from the
fact that φ is an inverse of Z1 that φ(0) = 0 and φ
′(0) = 1.
Proof. Define a new holomorphic function f : D1 → D1 by
(16) f(z) =
1
2
· Z1(r · z),
so f(0) = 0, f ′(0) = r
2
, and Lemma 3.1 applies with δ = r
2
. If we choose
η = 3r
8
, then s = 3r
2
64−12r2 , and the assumption r >
4
√
2
3
implies s > 1
2
.
It follows from Lemma 3.1 that there exists a function ψ : Ds → Dη
such that (f ◦ ψ)(z) = z for all z ∈ D1/2 ⊆ Ds; this inverse function ψ
is holomorphic on D1/2. The claimed function φ : D1 → Drη ⊆ Dr is
defined by φ(z) = r · ψ(1
2
· z), so for z ∈ D1,
Z1(φ(z)) = Z1(r · ψ(1
2
· z)) = 2 · f(ψ(1
2
· z)) = 2 · 1
2
· z = z.
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4. J-holomorphic disks
For S > 0, consider the bidisk ΩS = D2×DS ⊆ C2, as an open subset
of R4, with coordinates ~x = (x1, y1, x2, y2) = (z1, z2) and the trivial
tangent bundle TΩS ⊆ TR4. Consider an almost complex structure J
on ΩS given by a complex structure operator on T~xΩS of the following
form:
(17) J(~x) =


0 −1 0 0
1 0 0 0
0 λ 0 −1
λ 0 1 0

 ,
where λ : ΩS → R is any function.
A map Z : Dr → ΩS is a J-holomorphic disk if Z ∈ C1(Dr) and
dZ ◦ Jstd = J ◦ dZ, where Jstd is the standard complex structure on
Dr ⊆ C. For J of the form (17), if Z(z) is defined by complex valued
component functions,
(18) Z : Dr → ΩS : Z(z) = (Z1(z), Z2(z)),
then the J-holomorphic property implies that Z1 : Dr → D2 is holo-
morphic in the standard way.
Example 4.1. If the function λ(z1, z2) satisfies λ(z1, 0) = 0 for all
z1 ∈ D2, then the map Z : D2 → ΩS : Z(z) = (z, 0) is a J-holomorphic
disk.
Definition 4.2. The Kobayashi-Royden pseudonorm on ΩS is a func-
tion TΩS → R : (~x,~v) 7→ ‖(~x,~v)‖K , defined on tangent vectors ~v ∈
T~xΩS to be the number
glb
{
1
r
: ∃ a J-holomorphic Z : Dr → ΩS , Z(0) = ~x, dZ(0)( ∂
∂x
) = ~v
}
.
Under the assumption that λ ∈ C0,α(ΩS), 0 < α < 1, it is shown
by [IR] and [NW] that there is a nonempty set of J-holomorphic disks
through ~x with tangent vector ~v as in the Definition, so the pseudonorm
is a well-defined function.
At this point we pick α ∈ (0, 1) and set λ(z1, z2) = −2|z2|α. Let
S = Sα > 0 be the constant defined by formula (3) from Theorem
1.1. Then, (ΩS , J) is an almost complex manifold with the following
property:
Theorem 4.3. If 0 6= b ∈ DS then ‖(0, b), (1, 0)‖K ≥ 34√2 .
Remark. Since 3
4
√
2
≈ 0.53, and ‖(0, 0), (1, 0)‖K ≤ 12 by Example 4.1,
the Theorem shows that the Kobayashi-Royden pseudonorm is not up-
per semicontinuous on TΩS.
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Proof. Consider a J-holomorphic map Z : Dr → ΩS of the form (18),
and suppose Z(0) = (0, b) ∈ ΩS and dZ(0)( ∂∂x) = (1, 0). Then the
holomorphic function Z1 : Dr → D2 satisfies Z1(0) = 0, Z ′1(0) = 1, and
Z2 ∈ C1(Dr) satisfies Z2(0) = b.
Suppose, toward a contradiction, that there exists such a map Z
with b 6= 0 and r > 4
√
2
3
. Then Lemma 3.2 applies to Z1: there is a
re-parametrization φ which puts Z into the following normal form:
(Z ◦ φ) : D1 → ΩS
z 7→ (Z1(φ(z)), Z2(φ(z))) = (z, f(z)),
where f = Z2 ◦ φ : D1 → DS satisfies f ∈ C0(D1) ∩ C1(D1). From the
fact that Z ◦ φ is J-holomorphic on D1, it follows from the form (17)
of J that if f(z) = u(x, y) + iv(x, y), then f satisfies this system of
nonlinear Cauchy-Riemann equations on D1:
(19)
du
dy
= −dv
dx
and
du
dx
+ λ(z, f(z)) =
dv
dy
with the initial conditions f(0) = b, ux(0) = uy(0) = vx(0) = 0 and
vy(0) = λ(0, b) = −2|b|α. The system of equations implies
∂f
∂z¯
=
1
2
(
∂
∂x
(u+ iv) + i
∂
∂y
(u+ iv))
=
1
2
(ux − vy + i(vx + uy))
= −1
2
λ(z, f(z)) = |f |α.(20)
So, Theorem 1.1 applies, with f = h. The conclusion is that
sup
z∈D1
|f(z)| > Sα,
but this contradicts |f(z)| < S = Sα.
The previously mentioned existence theory for J-holomorphic disks
shows there are interesting solutions of the equation (20), and therefore
also the inequality (14).
Example 4.4. For 0 < α < 1, (ΩS , J), λ(z1, z2) = −2|z2|α as above,
a map Z : Dr → ΩS of the form Z(z) = (z, f(z)) is J-holomorphic if
f ∈ C1(Dr) and f(x, y) = u(x, y) + iv(x, y) is a solution of (19). Again
generalizing the α = 1
2
case of [IPR], examples of such solutions can be
constructed (for small r) by assuming v ≡ 0 and u depends only on x,
so (19) becomes the ODE u′(x) − 2|u(x)|α = 0. This is the equation
from Example 2.5; we can conclude that J-holomorphic disks in ΩS do
not have a unique continuation property.
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5. Another differential inequality
Here we consider another differential inequality, motivated by [IPR]
and (14). The results of this Section do not play a part in the con-
struction in Section 4.
Unlike Lemma 2.1, one of the hypotheses of the next Theorem is
that u is strictly positive on the ball in Rn.
Notation 5.1. Let βn(r) =
∫
Dr
dV denote the volume of the ball
Dr ⊆ Rn. Let σn(r) =
∫
∂Dr
dA denote the (n− 1)-dimensional surface
measure of the ball’s boundary, ∂Dr. Define
κn =
∫ 1
0
βn(r)dr
σn(1)
,
so κ1 =
1
2
, κ2 =
1
6
, κ3 =
1
12
, . . . .
Theorem 5.2. Given constants B > 0, C < 1 and ε ≤ C, let
M = ((1− C)Bκn)
1
1−ε > 0.
Suppose the function u : D1 → R satisfies:
• u ∈ C2(D1),
• u(~x) > 0 for ~x ∈ D1,
• for all ~x ∈ D1,
u(~x)∆u(~x) ≥ B|u(~x)|1+ε + C|~∇u(~x)|2.(21)
Then, sup
~x∈D1
u(~x) > M .
Proof. Using the assumption that u(~x) > 0 and the identity
div(u−C ~∇u) = (u−Cux1)x1 + · · ·+ (u−Cuxn)xn
= u−C∆u− Cu−C−1|~∇u|2,
multiplying both sides of (21) by u−C−1 gives:
u−C∆u ≥ Buε−C + C|~∇u|2u−1−C
=⇒ div(u−C ~∇u) ≥ Buε−C .
For 0 ≤ r1 < 1, integrating over Dr1,
(22)
∫
Dr1
div(u−C ~∇u)dV ≥
∫
Dr1
Buε−CdV.
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We evaluate the LHS using a re-scaling, the Divergence Theorem, and
the unit normal vector field ~ν on the unit sphere ∂D1.∫
Dr1
div((u(~x))−C ~∇u(~x))dV =
∫
D1
div((u(r1~x))
−C ~∇u(r1~x))rn1dV
= rn1
∫
∂D1
(u(r1~x))
−C(~∇u(r1~x)) · ~νdA.(23)
For spherical coordinates (r, θ1, . . . , θn−1) = (r, θ) on Rn, (23) can be
written as
rn1
∫
∂D1
(u(r1, θ))
−C(~∇u(r1, θ)) · ~νdA = rn1
∫
∂D1
(u(r1, θ))
−C ∂u
∂r
(r1, θ)dA.
For 0 ≤ r1 < r2 < 1, integrating
∫ r1=r2
r1=0
dr1 both sides of (22) gives:
0 ≤
∫ r2
0
∫
Dr1
Buε−CdV dr1
≤
∫ r2
0
rn1
∫
∂D1
(u(r1, θ))
−C ∂u
∂r
(r1, θ)dAdr1
≤
∫ r2
0
rn2
∫
∂D1
(u(r1, θ))
−C ∂u
∂r
(r1, θ)dAdr1.(24)
The RHS can be re-arranged and estimated:
∫
∂D1
(∫ r2
r1=0
rn2 (u(r1, θ))
−C ∂u
∂r
(r1, θ)dr1
)
dA
= r2
∫
∂D1
(
1
−C + 1(u(r2, θ))
−C+1 − 1−C + 1(u(
~0))−C+1
)
rn−12 dA
=
r2
1− C
∫
∂Dr2
(
(u(~x))1−C − (u(~0))1−C
)
dA
≤ r2
1− C
((
sup
~x∈∂Dr2
(u(~x))1−C
)
− (u(~0))1−C
)
σ(r2).
Using 1− C > 0, the inequality (24) implies:
sup
~x∈∂Dr2
(u(~x))1−C ≥ (u(~0))1−C + 1− C
r2σ(r2)
∫ r2
r1=0
∫
Dr1
B(u(~x))ε−CdV dr1.
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Suppose, toward a contradiction, that sup
~x∈D1
u ≤M . Then, since ε ≤ C,
(u(~x))ε−C ≥Mε−C and
sup
~x∈∂Dr2
(u(~x))1−C ≥ (u(~0))1−C + 1− C
r2σ(r2)
∫ r2
0
∫
Dr1
BMε−CdV dr1
= (u(~0))1−C +
1− C
r2σ(r2)
BMε−C
∫ r2
0
βn(r1)dr1.(25)
Since (25) holds for all r2 ∈ (0, 1),
sup
~x∈D1
u(~x) ≥ lim
r2→1−
sup
~x∈∂Dr2
u(~x)
≥ lim
r2→1−
(
(u(~0))1−C +
1− C
r2
BMε−C
∫ r2
0
βn(r1)dr1
σn(r2)
) 1
1−C
>
(
(1− C)BMε−Cκn
) 1
1−C .
The last quantity is exactly M by construction, a contradiction.
Theorem 5.2 can be applied to the inequality (14), where the con-
dition ε ≤ C becomes 1 − 2
γ
≤ 1
2γ
(
2(γ − 1)− α
1−α
)
. However, for
α ∈ (0, 1) and γ > 0, the condition is equivalent to α ≤ 2
3
.
Corollary 5.3. Given constants B > 0, C < 1, ε ≤ C, and M as in
Theorem 5.2, suppose the function u : D1 → R satisfies:
• u ∈ C2(D1),
• for all ~x ∈ D1, u(~x)∆u(~x) ≥ B|u(~x)|1+ε + C|~∇u(~x)|2.
If sup
~x∈D1
u(~x) ≤M , then there is some ~x ∈ D1 with u(~x) ≤ 0.
Functions satisfying a differential inequality of the form (1) or (4)
also satisfy a Strong Maximum Principle; the only condition is B > 0.
Theorem 5.4. Given any open set Ω ⊆ Rn, and any constants B > 0,
C, ε ∈ R, suppose the function u : Ω→ R satisfies:
• u is continuous on Ω,
• on the set ω = {~x ∈ Ω : u(~x) > 0}, u ∈ C2(ω),
• on the set ω, u satisfies
u∆u−B|u|1+ε − C|~∇u|2 ≥ 0.
If u(~x0) > 0 for some ~x0 ∈ Ω, then u does not attain a maximum value
on Ω.
Proof. Note that the constant function u ≡ 0 is the only locally con-
stant solution of the inequality for B > 0. If B = 0 then some other
constant functions would also be solutions.
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Given a function u satisfying the hypotheses, ω is a nonempty open
subset of Ω. Suppose, toward a contradiction, that there is some ~x1 ∈ Ω
with u(~x) ≤ u(~x1) for all x ∈ Ω. In particular, u(~x1) ≥ u(~x0) > 0, so
~x1 ∈ ω. Let ω1 be the connected component of ω containing ~x1.
For ~x ∈ ω1, u satisfies the linear, uniformly elliptic inequality
∆u(~x) + (−B(u(~x))ε−1)u(~x) + (−C
~∇u(~x)
u(~x)
) · ~∇u(~x) ≥ 0,
where the coefficients (defined in terms of the given u) are locally
bounded functions of ~x, and (−B(u(~x))ε−1) is negative for all ~x ∈ ω. It
follows from the Strong Maximum Principle ([GT] Theorem 3.5) that
since u attains a maximum value at ~x1, then u is constant on ω1. Since
the only constant solution is 0, it follows that u(~x1) = 0, a contradic-
tion.
In the n = 1 case, we can get a result similar to Theorem 5.2, but
taking advantage of more information on initial conditions. We are
interested in the ordinary differential inequality
uu′′ −B|u|1+ε − C(u′)2 ≥ 0.
By assuming u(0) > 0 and u′(0) ≥ 0, we will show that the lower
bound M for the supremum on D1 = (−1, 1) is exceeded on the right-
side subinterval [0, 1). Analogously, if u′(0) ≤ 0, then sup u > M on
the left-side interval (−1, 0]. The first Lemma is a technical step for
nonvanishing.
Lemma 5.5. Given constants p ∈ R, B > 0, C ≥ −1, suppose the
function u : (−1, 1)→ R satisfies:
• u ∈ C2([0, 1)),
• for 0 < t < 1,
(26) u(t)u′′(t) ≥ B|u(t)|p + C(u′(t))2.
If u(0) > 0 and u′(0) ≥ 0, then u(t) > 0 on [0, 1).
Proof. Suppose, toward a contradiction, that u attains some nonpos-
itive value, so by continuity, there is some x ∈ (0, 1) with u(x) = 0.
Applying
∫ x
0
dt to both sides of (26), and integrating uu′′ by parts gives:
u(x)u′(x)−u(0)u′(0)−
∫ x
0
(u′(t))2dt ≥ B
∫ x
0
|u(t)|pdt+C
∫ x
0
(u′(t))2dt
=⇒ 0 ≥ u(0)u′(0) +B
∫ x
0
|u(t)|pdt+ (C + 1)
∫ x
0
(u′(t))2dt.
However, the first and third terms on RHS are ≥ 0 and the middle
term is positive.
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In the following Theorem, the constant M is the same as the bound
from Theorem 5.2 for n = 1. The condition −1 ≤ C did not appear in
Theorem 5.2, it comes from Lemma 5.5. The condition ε ≤ C means
that the Theorem does not apply to Example 2.2, where C = 0 ≤ ε,
except for ε = 0.
Theorem 5.6. Given constants B > 0, −1 ≤ C < 1 and ε ≤ C, let
M =
(
1
2
(1− C)B
) 1
1−ε
> 0.
Suppose the function u : (−1, 1)→ R satisfies:
• u ∈ C2([0, 1)),
• for 0 < t < 1,
(27) u(t)u′′(t) ≥ B|u(t)|1+ε + C(u′(t))2.
If u(0) > 0 and u′(0) ≥ 0, then sup
0≤y<1
u(y) > M .
Proof. Lemma 5.5 applies, so u(t) > 0 on [0, 1), and we can multiply
both sides of (27) by (u(t))−C−1 to get:
(u(t))−Cu′′(t) ≥ B(u(t))ε−C + C(u(t))−C−1(u′(t))2.
Applying
∫ x
0
dt to both sides, and integrating LHS by parts gives:
(u(x))−Cu′(x)− (u(0))−Cu′(0)−
∫ x
0
(−C)(u(t))−C−1(u′(t))2dt
≥ B
∫ x
0
(u(t))ε−Cdt+ C
∫ x
0
(u(t))−C−1(u′(t))2dt.
Two integrals cancel exactly, and we can neglect the nonnegative con-
stant term (u(0))−Cu′(0), to conclude:
(u(x))−Cu′(x) ≥ B
∫ x
0
(u(t))ε−Cdt,
for all x ∈ (0, 1). Then, applying ∫ y
0
dx to both sides gives:
1
1− C
(
(u(y))1−C − (u(0))1−C) ≥ B ∫ x=y
x=0
(∫ t=x
t=0
(u(t))ε−Cdt
)
dx.
Suppose, toward a contradiction, that sup
0≤y<1
u(y) ≤M , so 0 < u(t) ≤
M and, since ε− C ≤ 0, (u(t))ε−C ≥Mε−C . It follows that
B
∫ y
0
∫ x
0
(u(t))ε−Cdtdx ≥ B
∫ y
0
∫ x
0
Mε−Cdtdx = BMε−C
1
2
y2.
16 ADAM COFFMAN AND YIFEI PAN
Since the constant term u(0) is positive, and sup y2 = 1,
u(y) ≥
(
(u(0))1−C + (1− C)BMε−C 1
2
y2
) 1
1−C
=⇒ sup
0≤y<1
u(y) ≥ sup
0≤y<1
(
(u(0))1−C + (1− C)BMε−C 1
2
y2
) 1
1−C
>
(
(1− C)BMε−C 1
2
) 1
1−C
.
The last quantity is exactly M by construction, a contradiction.
6. Appendix: Solution of Garnett’s exercise
We will be using both the Euclidean distance |z − w| in C and the
pseudohyperbolic distance ρH(z, w) =
∣∣ z−w
1−w¯z
∣∣ for |z|, |w| < 1. We follow
the notation of ([G] §I.1) for the disks:
Notation 6.1. For r > 0 and z0 ∈ C, let D(z0, r) denote the Euclidean
disk with center z0 and radius r, so D(0, r) = Dr is the special case
with z0 = 0. For 0 < r < 1 and z0 ∈ D1, denote
K(z0, r) = {z ∈ D1 : ρH(z, z0) < r}.
Every non-Euclidean disk is also a Euclidean disk:
(28) K(z0, r) = D(
1− r2
1− r2|z0|2 z0, r
1− |z0|2
1− r2|z0|2 ),
and in particular, K(0, r) = Dr. We also recall that conformal auto-
morphisms τ of D1 are of the form τ(z) = e
iθ z−z0
1−z¯0z , where τ(z0) = 0,
and such maps are isometries with respect to ρH . More generally, for
any holomorphic map f : D1 → D1, ρH(f(z), f(w)) ≤ ρH(z, w).
Proposition 6.2. Let f : D1 → D1 be holomorphic, with f(0) = 0,
|f ′(0)| = δ > 0. Then, for any η such that 0 < η < δ,
(29) z ∈ Dη =⇒ |f(z)| >
(
δ − η
1− ηδ
)
|z|.
Further, the restricted function f : Dη → D1 takes on each value w ∈
D( δ−η1−ηδ )η
exactly once.
Proof. The proof of the first part uses the geometric properties of ρH .
Given f(z) holomorphic on D1 with f(0) = 0, let
h(z) =
{
f(z)/z if z 6= 0
f ′(0) if z = 0
.
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By the Schwarz Lemma, h(z) is a holomorphic map D1 → D1, and
ρH(h(z), h(0)) ≤ ρH(z, 0) = |z|,
that is, h(z) ∈ K(h(0), |z|), and by subtracting radius from the magni-
tude of the center in (28), we get a minimum distance from the origin
for |z| ≤ |h(0)|:
|h(z)| ≥ |h(0)| − |z|
1− |z||h(0)| .
The RHS is a decreasing function of |z|, so for 0 < |z| < η < δ = |h(0)|,∣∣∣∣f(z)z
∣∣∣∣ > δ − η1− ηδ .
The inequality (29) follows. In fact, this shows there is a nonlinear
inequality,
|f(z)| ≥ δ − |z|
1− |z|δ |z|.
The proof of the second part uses Rouche´’s Theorem, which we re-
call as follows: Given a contour Γ ⊆ C and two functions f(z), g(z)
analytic inside and on Γ, if |f(z)| > |g(z)| at each point on Γ, then f
and f + g have the same number of zeros inside Γ (possibly including
multiplicities).
Starting with the one-to-one claim, let z1 be any point in Dη such
that f(z1) ∈ D( δ−η1−ηδ )η. Then there is some ǫ, 0 < ǫ < η, so that
|f(z1)| <
(
δ−η
1−ηδ
)
ǫ <
(
δ−η
1−ηδ
)
η. By (29),
(
δ−η
1−ηδ
)
|z1| < |f(z1)| <(
δ−η
1−ηδ
)
ǫ, so z1 ∈ Dǫ ( Dη. Let Γ be the boundary circle of Dǫ.
Also by (29), f has exactly one zero inside Γ, at the origin, with
multiplicity 1. Let g(z) be the constant function −f(z1). Then, for
any z ∈ Γ, |f(z)| >
(
δ−η
1−ηδ
)
ǫ by (29), so by construction, f and g
satisfy the hypotheses of Rouche´’s Theorem. The conclusion is that
f(z)+ g(z) = f(z)− f(z1) has exactly one zero in the disk Dǫ, and the
claim follows since ǫ can be arbitrarily close to η.
The proof of the onto claim is similar. Let w be any point inD( δ−η1−ηδ )η
,
and let ǫ be as above, with |w| <
(
δ−η
1−ηδ
)
ǫ <
(
δ−η
1−ηδ
)
η. Again letting
Γ be the boundary of Dǫ, and letting g(z) be the constant function
−w, we get the same conclusion, that f(z)−w has exactly one zero in
Dǫ ⊆ Dη.
In Lemma 3.2, the goal is to get an inverse for f : D1 → D1 defined
on a large neighborhood of 0 in the target. We denote the radius
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δ−η
1−ηδ
)
η = s and consider for simplicity the condition s > 1
2
. The
set-up of (16) is that δ = r/2 < 1, and we can pick any η in (0, r/2),
so s > 1
2
becomes:(
r/2− η
1− ηr/2
)
η >
1
2
⇐⇒ 0 > 4η2 − 3rη + 2.
If the RHS polynomial has distinct real roots, then there exists an η
satisfying the inequality between the two roots. The roots are given by
the quadratic formula, 1
8
(3r ± √9r2 − 32). The condition r > 4√2/3
guarantees two roots, and then the midpoint is always a solution, η =
3r/8, in the interval (0, r/2). This explains the choices of constants in
Lemma 3.2 and its Proof.
References
[AIM] K. Astala, T. Iwaniec, and G. Martin, Elliptic Partial Differential
Equations and Quasiconformal Mappings in the Plane, PMS 48, Princeton,
2009. MR 2472875.
[BR] G. Birkhoff and G.-C. Rota, Ordinary Differential Equations, Ginn &
Co., 1962. MR 0138810 (25 #2253), Zbl 0102.29901.
[G] J. Garnett, Bounded Analytic Functions, rev. first ed., GTM 236,
Springer, 2007. MR 2261424 (2007e:30049), Zbl 1106.30001.
[GT] D. Gilbarg and N. Trudinger, Elliptic Partial Differential Equations
of Second Order, Springer CIM, 2001. MR 1814364 (2001k:35004), Zbl
1042.35002.
[IPR] S. Ivashkovich, S. Pinchuk, and J.-P. Rosay, Upper semi-continuity
of the Kobayashi-Royden pseudo-norm, a counterexample for Ho¨lderian al-
most complex structures, Ark. Mat. (2) 43 (2005), 395–401. MR 2173959
(2006g:32038), Zbl 1091.32009.
[IR] S. Ivashkovich and J.-P. Rosay, Schwarz-type lemmas for solutions
of ∂-inequalities and complete hyperbolicity of almost complex manifolds,
Ann. Inst. Fourier (Grenoble) (7) 54 (2004), 2387–2435. MR 2139698
(2006a:32032), Zbl 1072.32007.
[NW] A. Nijenhuis and W. Woolf, Some integration problems in almost-
complex and complex manifolds, Ann. of Math. (2) 77 (1963), 424–489.
MR 0149505 (26 #6992), Zbl 0115.16103.
Department of Mathematical Sciences, Indiana University - Purdue
University Fort Wayne, 2101 E. Coliseum Blvd., Fort Wayne, IN, USA
46805-1499
E-mail address : CoffmanA@ipfw.edu
E-mail address : Pan@ipfw.edu
