Abstract: Multiple regression analysis ͑MRA͒ and a time series model ͑TSM͒ are developed and validated for using watershed characteristics to synthesize streamflow hydrographs. Relationships between the streamflow parameters and watershed variables are evaluated by canonical correlation analysis at 94 candidate watersheds. These relationships are constructed using MRA to predict streamflow parameters at six validation stations in two main hydrologic regions. The predicted streamflow parameters are applied to synthesizing specific monthly streamflows by using the developed TSM. The synthetic hydrographs are found to be mostly improved over those found from traditional simple regression equations. Statistical properties and reliability curves of the synthetic Qs are compared with those of the historical records. The statistical properties seem to be well preserved, and the reliability curves are reasonable in one hydrologic region but somewhat biased in the other. The proposed regionalization scheme is validated and therefore considered feasible and reliable for estimating monthly streamflows at ungauged sites.
Introduction Previous Studies in Streamflow Estimation
Streamflow information is required to reduce uncertainty and permit decisions on water resource planning and design to be made with increased confidence. Problems of water resources planning and design are usually classified into two categories: ͑1͒ water use ͑e.g., water supply, hydropower generation͒; and ͑2͒ water control ͑e.g., flood control͒. The design for water use concentrates on the complete hydrograph over a period of years. The design for water control focuses on extreme events of short duration ͑e.g., peak flows͒.
Generally, monthly streamflows satisfy the basic data requirements for many types of water resources projects and are usually employed for purposes of water use in time series analysis. Monthly streamflows are applied to estimating reservoir storage capacity for different purposes ͑e.g., water supply analysis and potential hydropower͒ ͑McMahon 1993͒. Streamflows required for water resource projects located at ungauged sites must be estimated. Streamflow variables of interest may include mean annual or monthly flows, seasonal patterns, flood and low-flow quantiles, maximum and minimum flows, and percentiles of the flow duration curve or flood frequency curve ͑Mosley and Mckerchar 1993͒. Alternatively, it may be necessary to estimate a hydrograph that would result from a particular sequence of rainfall events or to estimate streamflow records over several years.
In order to estimate streamflows at ungauged sites, multiple regression analysis ͑MRA͒ equations such as
are often used to develop the relationships for gauged watersheds.
Here, dependent variable Y is the streamflow parameter of interest; independent variables X 1 ,X 2 ,...,X p ϭwatershed and climatic characteristics; kϭregression intercept; and ␣ 1 ,␣ 2 ,...,␣ p ϭregression coefficients. Since discharge is strongly controlled by watershed area, Aw, Eq. ͑1͒ is often reduced to a simple regression analysis ͑SRA͒ equation, such as
where Y Јϭstreamflow parameter and kЈ and ␣ϭregression coefficient. With these equations, the streamflow information at an ungauged site can be extrapolated from a gauge located within the same watershed ͑Gulliver 1991͒. The value of ␣ depends on watershed characteristics and is approximately equal to one ͑Black 1988͒. If the value of ␣ is unavailable, it is typically set to one ͑Murdock and Gulliver 1993͒. Note that SRA only uses one independent variable to predict a single mean streamflow value. If hydrologic regions are defined first at watersheds in Eq. ͑1͒ based on similarities of streamflow properties, these properties at an ungauged site could be more precisely estimated in the region. In the first paper ͑Chiang et al. 2001͒, a hydrologic regionalization scheme was proposed, with hydrologic regions defined by the classification of 15 streamflow parameters ͑i.e., 12 monthly streamflow parameters, two moving average parameters, and one variance parameter͒ from a time series model ͑TSM͒:
where Q t ϭcurrent observation ͑i.e., specific monthly streamflow͒; and lnϭnatural logarithmic function. The first term on the right side of Eq. ͑4͒ represents 12 monthly seasonal components; w j ϭcoefficient for the jth period ͑e. 2 ͒, and a t are random errors assumed independently and identically distributed with normal distribution, N(0, 2 ). The parameter 2 is the variance of the errors and provides a random variation of the streamflow residuals after the seasonal pattern is removed. Therefore, Eq. ͑4͒ consists of a total of 15 streamflow parameters.
The 12 monthly streamflow parameters ͑MSPs͒ are separated into ''high'' MSPs (w 1 ,w 2 ,w 3 ,w 4 ,w 5 ,w 12 ) and ''low'' MSPs (w 6 ,w 7 ,w 8 ,w 9 ,w 10 ,w 11 ). Mean values of the ''high'' ͑positive͒ and ''low'' ͑negative͒ MSPs characterize monthly streamflows in the wet and dry season, respectively. The 15 streamflow parameters from 94 studied watersheds were classified into six regions by cluster analysis ͑Chiang et al. 2001͒. The classified hydrologic regions ͓see Fig. 1 in Chiang et al. ͑2001͔͒ seem to be separated by physiographical boundaries, especially the two main clusters ͑Cluster-1 and Cluster-3͒. Discriminant analysis ͑DA͒ and principal component analysis ͑PCA͒ were used to test and interpret the regional differences and similarities. Regional membership is mainly identified by watershed variables such as elevation, forest area, channel slope, and precipitation based on calculation of scores of canonical discriminant variates. If relationships between streamflow parameters and watershed variables ͑including regional membership͒ can be constructed, the streamflow parameters at ungauged sites can be estimated more accutrately. Therefore, the developed TSM ͓Eq. ͑4͔͒ can be applied to synthesize a large number of streamflow sequences extended to a desired period.
In order to predict flow properties in a region, several relationships between streamflow properties and watershed variables have been constructed using SRA or MRA. Singh ͑1971͒ constructed the relationship between watershed area and streamflow parameters derived from flow duration curves ͑FDC͒. MRA has been applied by many researchers ͑e.g., Benson and Matalas 1967; DeCoursey 1973; Hawley and McCuen 1982; Tasker 1982; Gottschalk 1985; Bhaskar and O'Connor 1989; Fennessey and Vogel 1990͒ using many independent variables, including watershed and climatic characteristics. Note that predicted streamflow properties using MRA or SRA cannot be applied to synthesize streamflow hydrographs in these previous studies, unless the predicted streamflow properties can be used by a TSM such as Eq. ͑4͒ to synthesize streamflow.
After watersheds are classified into regions and regional relationships constructed, the results can be applied to ungauged sites in a classified region. This application involves two procedures: ͑1͒ identify the regional membership; and ͑2͒ estimate streamflows at ungauged sites. For example, Quimpo et al. ͑1983͒ utilized two parameters derived from FDC to regionalize watersheds and then constructed a regression equation to predict the parameters and synthesize the FDCs. Fennessey and Vogel ͑1990͒ applied the values of the two parameters derived from FDCs and regressed with watershed areas and elevation differences between basin summit and channel outlet. In addition, DeCoursey ͑1973͒ used canonical correlation analysis ͑CCA͒ to investigate the relationships between dependent and independent variables. In summary, the hydrologic regions are defined first, then the relationships between streamflows and watershed variables are constructed or investigated by SRA, MRA, or CCA, and streamflows at ungauged sites are predicted based on these relationships. Unfortunately, the validity of the regionalization models is seldom investigated. Only Fennessey and Vogel ͑1990͒ selected three gauging stations in order to validate their regionalization model. The major limitation in validation is that only gauged sites can be selected for validation, since there are no streamflow records available at ungauged sites.
Study Objectives
There are two different approaches to predicting streamflows: ͑1͒ information based on watershed characteristics using MRA; and ͑2͒ synthesis of streamflow using TSM. Either one has its own application limitations on synthesizing streamflows or using watershed characteristics as independent variables. In order to use watershed characteristics to synthesize streamflow hydrographs, a method of integrating MRA and TSM is developed and validated herein. MRA is used to construct relationships between the streamflow parameters in Eq. ͑4͒ ͑dependent variables͒ and watershed characteristics ͑independent variables͒. The predicted streamflow parameters from the MRA equations are used to synthesize hydrographs by the TSM in Eq. ͑4͒. The resulting streamflow synthesis produces both stochastic characteristics as well as a complete hydrograph of monthly streamflows over a desired period ͑e.g., 25 years͒. The validation procedure is emphasized, and streamflow predictions from MRA over simple regression analysis ͑SRA͒ are also compared to demonstrate the improvement of streamflow predictions. The objectives are; ͑1͒ to investigate and develop the relationships between streamflows and watershed variables; ͑2͒ to demonstrate improvements in streamflow estimations from the proposed MRA over traditional SRA models; and ͑3͒ to synthesize complete hydrographs and construct validation procedures for a hydrologic regionalization model. The general goal is to develop an integrated ͑MRA and TSM͒ model for generating reliable estimates of monthly streamflows at ungauged sites over a desired period.
Proposed Methodology

Study Area
In the first paper ͑Chiang et al. 2001͒, 94 candidate stations including 20 stations (A1,A2,A3,...,A20) in Alabama, 44 stations (G1,G2,G3,...,G44) in Georgia, and 30 stations (M 1,M 2,M 3,...,M 30) in Mississippi were used for analysis. Fifteen streamflow parameters, developed by the time series model ͑TSM͒ in Eq. ͑4͒, characterize specific monthly streamflow ͑in cfs/mi 2 ͒ properties from 1959 to 1983 ͑25 years͒ at each station. These parameters, including 12 monthly streamflow parameters ͑MSPs, w j ͒, 2 MA ͑moving average͒ parameters ( 1 , 2 ), and variance of residuals ( 2 ), were used as variables to classify 94 watersheds into six regions ͓see Fig. 1 in Chiang et al. ͑2001͔͒ . In this study, regression analysis is applied to construct relationships between the fifteen streamflow parameters ͑dependent variables͒, seven watershed variables ͑independent variables͒, and six regional membership (G1,G2,...,G6). Watershed variables include watershed area, Aw ͑mi 2 ͒, forest area, Af ͑percentage of contributing drainage area͒, area of storage, As ͑percentage of contributing drainage area͒, elevation, E ͑ft, above mean sea level͒, stream length per unit area, L ͑mi/mi 2 ͒, and main channel slope, S ͑ft/mi͒. In addition, the mean annual precipitation, P ͑in.͒ is included as one watershed variable, even though it is considered as the input to the system.
Canonical Correlation Analysis and Regression Modeling
Canonical correlation analysis ͑CCA͒, multiple regression analysis ͑MRA͒, and simple regression analysis ͑SRA͒ including SAS procedures CANCORR and REG are used to investigate and construct the variable relationships between streamflow parameters and watershed variables ͑SAS 1990a, b͒. CCA is a generalization of multiple regression in which several Y variables are simultaneously related to several X variables ͑Thompson 1984; Manley 1995͒. If there are p independent variables, X 1 ,X 2 ,...,X p ͑e.g., watershed variables͒, and q dependent variables, Y 1 ,Y 2 ,...,Y q ͑e.g., streamflow parameters͒, then linear relationships of the following forms are established:
and
Here, U r and V r ϭcanonical variates and are calculated from linear combination of independent and dependent variables, respectively; rϭminimum of p and q; and a r1 ,a r2 ,...,a rp , b r1 ,b r2 ,..., and b rq are coefficients. The correlation between U r and V r is maximized subject to these variables uncorrelated with U rϪ1 and V rϪ1 . Each pair of the canonical variates (U 1 ,V 1 ), (U 2 ,V 2 ),..., and (U r ,V r ) then represents an independent ''dimension'' in the relationship between the two sets of variables (X 1 ,X 2 ,...,X p ) and (Y 1 ,Y 2 ,...,Y q ). The first pair of canonical variates (U 1 ,V 1 ) has the highest possible correlation and is the most important; the second pair of canonical variates (U 2 ,V 2 ) shows the next highest correlation, and so on. The calculation of CCA involves eigenvector and eigenvalue analysis and finding the correlation matrix between variables, X 1 ,X 2 ,...,X p and Y 1 ,Y 2 ,...,Y q . The eigenvalues are the squares of the correlations between the canonical variates. Therefore, the eigenvalues provide estimates of the amount of shared variance between the canonical variates, but not the variance extracted from the set of variables. In addition, a redundancy index is used to measure overlapping information between the dependent and independent variables. Redundancy index is based on the amount of variance in one set of variables, as explained by a linear combination of the other set of variables ͑Hair et al. 1992͒.
Multiple regression analysis ͑MRA͒ in Eq. ͑1͒ is applied to construct relationships between the dependent variables ͑i.e., 15 streamflow parameters͒ and the independent variables ͑i.e., seven watershed variables and regional membership͒. Simple regression analysis ͑SRA͒, as in Eq. ͑2͒, is also used to construct relationships between monthly streamflows and watershed areas, Aw. For simplicity without considering cross-product terms, the MRA in Eq. ͑1͒ can be expanded as
where Y i ϭstreamflow parameters of the TSM; G 1 ,G 2 ,...,G nϪ1 ϭregional membership variables for cluster and are equal to 1 corresponding to each classified region, otherwise 0; nϭnumber of regions; and ␤ 1 ,␤ 2 ,...,␤ nϪ1 ϭregression coefficients. In addition, the mean square error ͑MSE͒ measures the prediction error of the MRA model. Coefficient of determination R 2 is an index to the variation explained by the regression model.
Validation Procedures
In order to validate this regionalization scheme, a certain number of stations from each region are randomly selected. These stations are removed as observations in the MRA equations ͓Eq. ͑7͔͒, and the MRA equations are used to predict the streamflow parameters at these validation stations. These predicted streamflow parameters from the MRA equations are compared with those obtained from the TSM ͓Eq. ͑4͔͒ to evaluate the performance of the MRA processes. The predicted streamflow parameters are then used to synthesize a number series, N, of the specific monthly streamflows, Qs ͑cfs/mi 2 ͒ for a period of historical length, n T , using the TSM ͓Eq. ͑4͔͒. The synthetic specific mean monthly streamflows ͑Qsm͒ are the average of the monthly Qs in n T years. The mean of the synthetic Qsm ͑i.e., sum of Qsm divided by N͒ and the Qs obtained from SRA in Eq. ͑2͒ ͑i.e., predicted monthly streamflow divided by watershed area͒ are compared with the historical average for n T years to investigate improvement of the streamflow estimations at the validation stations ͑USBOR 1991; Merzi et al. 1993͒ . The standard deviations of the synthetic mean monthly streamflows, Qsd, and autocorrelation function, ACF, of the synthetic specific monthly streamflow, Qs, are also compared with those of the historical streamflow records.
The reliability curves based on the historical records are compared with those of a few synthetic streamflow series randomly selected from the N synthetic streamflow series at each validation station. The reliability curves evaluate the reliability ͑R͒ of different outflows for different storage volumes, as calculated by
where n T ϭtotal length ͑e.g., 25 years͒ of S i series; and n 0 ϭlength of zeros ͑i.e., no water in a storage volume͒ in S i series. Here, S i is the storage volume required at the beginning of period i and is calculated by
where S iϪ1 ϭstorage volume at the previous period iϪ1; I i ϭinflow during period i; Q i ϭoutflow required in period i; and Kϭmaximum storage volume. Assuming an initial storage value S 0 ͑ϭK in this study͒; Rϭplotted versus K and outflow Q, and repeated over the entire procedure for different values of K and Q to develop a family of curves. For this study, the synthetic streamflows are used as inflow (I i ).
Results and Hydrologic Interpretations Canonical Correlation Analysis
Canonical correlation analysis ͑CCA͒ is applied to processing the streamflow parameters and watershed variables to provide suggestions in the multiple regression analysis ͑MRA͒. Correlations between watershed elevation ͑E͒ and the 12 MSPs in the data set are high or moderate ͑0.49-0.80͒. In the two main clusters, cor-relations between E and the ''low'' MSPs (w 6 ,w 7 ,w 8 ,w 9 ,w 10 ,w 11 ) are mostly moderate ͑0.47-0.77͒ in Cluster-1 and are low ͑0.24 -0.49͒ in Cluster-3. Correlations between E and the ''high'' MSPs (w 1 ,w 2 ,w 3 ,w 4 ,w 5 ,w 12 ) are low ͑Ͻ.25 mostly͒ in Cluster-1 and high ͑0.71-0.84͒ in Cluster-3. Precipitation ͑P͒ is moderately correlated with the ''high'' MSPs ͑0.41-0.63͒ in the data set, and correlations between P and the ''high'' MSPs seem to be moderate ͑0.28 -0.55͒ in Cluster-1 and very low in Cluster-3. These correlations show that high elevation watersheds exhibit high MSP values, and there is more precipitation in the wet season.
Watershed variables of surface storage areas, As, and watershed area, Aw, seem to be positively correlated with the ''low'' MSPs and negatively correlated with the ''high'' MSPs ͑Table 1͒. Generally, watersheds with large areas provide a larger buffer capacity. Streamflows from large watersheds may be affected by groundwater supply in the dry season. For these reasons, watersheds with large Aw and As display higher MSP values than watersheds with small Aw and As in the dry season. In the wet season, a large storage capacity will hold surface runoff water and reduce streamflows. Therefore, lower MSP values in the wet season for watersheds with large Aw and As would be reasonable. In addition, 2 ͑residual variance͒ is moderately correlated with E ͑Ϫ0.67͒, L ͑stream length per unit area, Ϫ0.42͒, and Aw ͑Ϫ0.35͒ in the data set, with E ͑Ϫ0.65͒, L ͑Ϫ0.45͒, As ͑Ϫ0.42͒, Aw ͑Ϫ0.41͒, and P ͑0.43͒ in Cluster-1, and with L ͑Ϫ0.50͒ and Aw ͑Ϫ0.41͒ in Cluster-3 ͑Table 1͒. The inverse correlations show that monthly streamflow variations are small for watersheds with high E and large L. This may be due to more stable monthly streamflows in the high elevation watersheds than those in the low elevation watersheds.
Based on the above correlation analysis, the moderate and high correlations in the data set and two main clusters ͑Table 1͒ suggest that the streamflow parameters can be predicted by the watershed variables, although correlations between the streamflow parameters and watershed variables could be different in the two clusters. When redundancy indices within each of the two main clusters are high, the MRA would be employed to construct relationships within each cluster. Otherwise, dummy variables should be used to indicate the regional membership in MRA.
In CCA, the streamflow parameters are divided into three subsets: ͑1͒ ''high'' MSPs; ͑2͒ ''low'' MSPs; and ͑3͒ MA͑2͒ parameters and 2 . Relationships between streamflow parameters and watershed variables are similar in each subset. Similar relationships are also obtained from the MRA model. In redundancy analysis, the amount of variance in the dependent variables, indicated by the variance in the independent variables, is calculated. The redundancy indices, the standardized variances of the streamflow parameters explained by the first opposite canonical variate (V 1 ), are 61, 47, and 15% in subsets I, II, and III, respectively. The respective redundancy indices in subsets I, II, and III of Cluster-1 are 39, 33, and 21%, and those of Cluster-3 are 35, 7 and 20%. The remaining canonical variates are not worthy of consideration because of low index values. The indices of subsets I ͑61%͒ and II ͑47%͒ in the data set are higher than those in the two main clusters ͑7-39%͒. The low redundancy indices in the two main clusters imply that the data set from the 94 stations is more appropriate than the two main clusters in assessing the relationships between the 12 MSPs and the watershed variables. Low indices in subset III ͑15, 20, and 21%͒ and low correlations between MA͑2͒ parameters and watershed variables reveal that watershed variables may not be valid independent variables for , and 78% (eigenvalueϭ1.7) of the variance shared by the dependent and independent variables in the respective subsets I, II, and III. The remaining canonical variates are not investigated because of low eigenvalues ͑Ͻ1.0͒. In subset I, (U 1 ,V 1 ) is associated with w 5 (coefficientϭ0.96) and w 1 ͑0.45͒ and watershed variables E ͑0.84͒ and P ͑0.54͒. Variate U 1 is highly correlated with the ''high'' MSPs ͑correlation Ͼ.72͒, and V 1 is correlated with E ͑0.84͒ and P ͑0.60͒. In subset II, (U 1 ,V 1 ) shows different weights for the ''low'' MSPs ͑Ϫ0.48 -0.96͒ and E ͑0.81͒. Variate U 1 seems to be highly correlated with the ''low'' MSPs ͑0.63-0.94͒, and V 1 is correlated with E ͑0.81͒. In subset III, (U 1 ,V 1 ) is associated with 2 ͑Ϫ1.02͒ and watershed variables L ͑0.85͒ and E ͑0.60͒. Variate U 1 is negatively correlated with 2 ͑Ϫ0.93͒, and V 1 is correlated with E ͑0.92͒ and L ͑0.42͒. After summarizing these CCA results, it is clear there exist relationships between the 12 MSPs and watershed variables E and P, as well as relationships between 2 and watershed variables E and L. Also, the canonical correlations of (U 1 ,V 1 ) are highly correlated ͑0.76 -0.97͒ with the data subsets. This is consistent with the correlations between streamflow parameters and watershed variables as shown in Table 2 .
Regression Analysis
To assure the fundamental assumption of multivariate normal distribution, the quantities of watershed variables are logarithmically transformed in the MRA processes. The results of the MRA equations in Eq. ͑7͒ contain all significant independent variables except Af ͑Table 3͒. The regression coefficients of elevation, E, and the mean annual precipitation, P ͑␣ 1 and ␣ 2 ͒, are all positive and 
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significant in the MRA equations of the MSPs. Precipitation P is the dominant variable in each of the monthly streamflow equations ͑Table 3͒, and the regression coefficients of E in the dry season are larger than those in the wet season. Therefore, the specific monthly streamflows, Qs, increase with increasing P and E. Furthermore, elevation E of the watershed affects streamflows in the dry season more than those in the wet season. Surface storage area As seems to be slightly correlated with the ''low'' MSP, which is probably due to a large As providing buffer capacity that could slightly increase streamflows during the dry season. In the two main clusters, the regression coefficients of ␤ 3 in Cluster-3 (Nϭ22) are positive in the wet season and negative in the dry season, and those of ␤ 1 in Cluster-1 (Nϭ59) are mostly insignificant. This shows that Qs tend to be higher in the wet season and lower in the dry season of Cluster-3 than those in Cluster-1. This is consistent with the streamflow patterns as shown in the first paper ͑Chiang et al. 2001͒ . The values of the coefficient of multiple determination (R 2 ) range from 0.61 to 0.89 with the exception of the regression model for 1 (R 2 ϭ0.46) and 2 (R 2 ϭ0.36). The high R 2 values indicate that the MSPs and 2 can be reasonably predicted by watershed variables. Note that the dependent variable was already logarithmically transformed. The inverse correlation between 2 and E and regional membership G 1 ͑i.e., Cluster-1͒ shows that a higher elevation watershed tends to have smaller residual variance. This is consistent with the regional patterns based on streamflow parameters and watershed variables in the first paper ͑Chiang et al. 2001͒ and the results of canonical correlation analysis. The values of R 2 and mean standard error ͑MSE͒ are low in the regression equations of 1 and 2 . This indicates that the MA parameters are not highly correlated with watershed variables and regional membership; therefore, using the mean values of 1 and 2 in each cluster to generate streamflows may be acceptable. Since some watershed variables are correlated with each other, the variance inflation factor ͑VIF͒ is used to test the multicollinearity. The resulting small VIF values ͑far less than 10͒ indicate low intercorrelation among the significant independent variables.
In SRA, as shown in Eq. ͑2͒, strong linear relationships can be found between mean monthly streamflows and watershed area, Aw, ͑coefficient of determination, R 2 Ͼ.86͒ after data were logarithmically transformed ͑Table 4͒. Note that the results of SRA have greater R 2 values but smaller MSE values than those of MRA, and the values of MSE are smaller in the wet season than those in the dry season. The regression coefficients a are slightly less than one in the wet season and slightly greater than one in the dry season, and the values of regression intercept k are positive in the wet season and negative in the dry season. Therefore, large watersheds exhibit lower monthly streamflows in the wet season and higher monthly streamflows than small watersheds in the dry season.
Validations
Three stations in each of the two main clusters, A08, G35, and M05 in Cluster-1 and M11, M18, and M26 in Cluster-3, were randomly selected from the original 94 stations to serve as validation sites. After excluding these six validation stations, the stepwise regression selection procedure were repeated by manipulating the remaining 88 station data. For brevity, results of one or two from the six validation stations are selected for illustration. Streamflow parameters obtained by the MRA equations ͑Table 3͒ are compared with those determined by the TSM ͓Eq. ͑4͔͒. These two sets of streamflow parameters, as well as the 95% confidence interval at one of the six validation stations ͑A08͒ in Cluster-1, are plotted in Fig. 1 . It is observed that most streamflow parameters obtained from MRA and TSM are within the 95% confidence interval at the validation stations. Some values of the streamflow parameters in TSM are equal to zero ͑e.g., w 6 ,w 7 ,w 8 ,...,w 11 in Fig. 1͒ because of its insignificance. The estimated streamflow parameters from MRA are used to synthesize 50 series of specific monthly streamflows ͑Qs͒ over a 25 year period using the developed TSM ͓Eq. ͑4͔͒. Results of the mean of Qsm ͑specific mean monthly streamflows͒ by TSM and Qs ͑specific monthly streamflows͒ by SRA ͑i.e., predicted monthly streamflows divided by watershed area͒ are compared with historical data in Fig. 2 . It can be seen that the specific monthly streamflows better agree with the historical data than those of SRA, except in the wet season of Cluster-3. Therefore, the proposed method of integrating MRA and TSM is not only an improvement over the traditional SRA model, but also can be applied to synthesizing streamflow hydrographs. The standard deviations of the synthetic mean specific monthly streamflows, Qsd, seem to be preserved except for those in the wet season of Cluster-3, as shown in Fig. 3 The autocorrelation function ͑ACF͒ tends to be well preserved except for a slight departure around lag 6 with a cyclic period of 6. This departure seems to be more significant in Cluster-3 than that in Cluster-1, as shown in Fig. 4 . Consequently, the proposed method does better generate the streamflows in Cluster-1 but is slightly biased in Cluster-3.
The reliability curves of different outflows for different storage volumes are calculated by Eqs. ͑8͒ and ͑9͒ based on the 25 years of historical Qs and 50 synthetic Qs. Three synthetic Qs were randomly selected from the 50 synthetic Qs for each validation station. Depending on different maximum storage volumes ͑K in cfs/mi 2 ͒, the reliability curves evaluate the reliability of the required outflow (Qϭ2.2,2.6,3.0 cfs/mi 2 ) for downstream water use, as shown in Figs. 5 ͑station G35 in Cluster-1͒ and 6 ͑station M11 in Cluster-3͒. Note that each outflow ͑e.g., Qϭ2.2 cfs/mi 2 ͒ includes one historical and three synthetic ͑same symbol͒ reliability curves; thus, Figs. 5 and 6 shows twelve reliability curves with three different Q values. The required outflows generally depend on downstream requirements for water use. These are obtained through a series of trial and error experiments to approximately satisfy 100% reliability when the maximum storage volume increases. The reliability curve provides an easy way to calculate the storage volume ͑e.g., a reservoir͒ and to compare with monthly streamflows. For example, to obtain 100% reliability with Qϭ2.2 cfs/mi 2 of outflow at station G35, the storage volume K is about 100 cfs/mi 2 , or 45 times the outflow ͑Fig. 5͒. If the storage volume ͑in cfs/mi͒ is multiplied by watershed area ͑in mi 2 ͒ and seconds per year, then the required annual storage volume ͑m 3 ͒ of this watershed is obtained. The reliability curves in each outflow group ͑e.g., Qϭ2.2 cfs/mi 2 ͒ seem to stay close or even overlap ͑especially station G35 as shown in Fig. 5͒ and separate into three different groups in Cluster-1. However, in cluster-3, the reliability curve of the synthetic series tends to be higher than that of the historical records. Thus, the synthetic specific monthly streamflows are reliable in Cluster-1 but a bit biased in Cluster-3.
Conclusions and Discussions
By integrating multiple regression analysis ͑MRA͒ and a time series model ͑TSM͒, an integrated method of generating synthetic specific monthly streamflows is developed and validated. The streamflow parameters in TSM are predicted by employing MRA equations that construct relationships between streamflow parameters and watershed variables. Canonical correlation analysis ͑CCA͒ is employed to provide suggestions for the MRA. These predicted streamflow parameters are applied to synthesize a large number of streamflow sequences at ungauged sites for a desired period by using TSM. Comparisons of results among the proposed method, traditional SRA, and the historical data show that streamflow estimations from the proposed method agree better with historical data than the traditional SRA method. This improvement would be crucial to engineering designs in reducing engineering cost, increasing social and economic benefits, and reducing damages.
Streamflow statistical properties ͑standard deviation, autocorrelation function͒ and reliability of different outflows for different storage volumes are validated with a proposed regionalization scheme ͑Chiang et al. 2001͒ by using historical records and the synthetic streamflows from the TSM. This validation procedure is critically important for a water use project to estimate whether water stored in a storage volume meets the downstream water demands during a design period. To obtain better confidence, it is suggested that reliability curves be calculated for all synthetic series, percentiles of the synthetic series plotted, and comparisons of the percentiles with the historic series made. The TSM in the the proposed method retains the statistical information and the stochastic nature of the monthly streamflows properties in Cluster-1, but is a bit biased in Cluster-3. The biases of the streamflows synthesized by the TSM in Cluster-3 may be caused by the high residual variance (
2 ) or the model itself. The high 2 results from abnormal flood events and outliers in the time series analysis. Detecting and removing the outliers and handling the abnormal flood events from the streamflow records are suggested to improve accuracy of the estimations of the streamflow parameters in MRA and the synthesis of the streamflow series. Furthermore, a validation procedure has been demonstrated for practical applications when synthetic streamflows are needed in many water resources problems. It should be noted that accuracy of the synthesized streamflows at ungauged sites by the proposed method ultimately rely on results of regionalization of watersheds ͑Chiang et al. 2001͒ .
Although this regionalization scheme can be applied to ungauged sites or limited record sites, further research should explore the possibility of improved multiple regression models ͑e.g., adding cross products of watershed variables and defining regional membership͒ and TSM. Questions arise as to whether these predicted streamflow parameters can be adjusted to improve streamflow estimation based on a short record.
