Abstract We describe some of the important physical characteristics of the 'pathways', i.e. dynamical processes, by which molecular, nanoscale and micron-scale self-assembly occurs. We highlight the fact that there exist features of self-assembly pathways that are common to a wide range of physical systems, even though those systems may be different in respect of their microscopic details. We summarize some existing theoretical descriptions of self-assembly pathways, and highlight areas -notably, the description of self-assembly pathways that occur 'far' from equilibrium -that are likely to become increasingly important.
Introduction

Self-assembly
The term 'self-assembly' describes dynamical processes in which components of a system organize themselves, without external direction, into ordered patterns or structures. The range of scales on which self-assembly happens is enormous: we might say that atoms are self-assembled from protons, neutrons and electrons, and that galaxies are self-assembled from their component stars. Here we focus on assembly undergone by components that range in size from a few angstroms (for example, atoms and molecules) to a few microns (for example, colloids). Assembly of such components is important both in the natural world and, increasingly, the laboratory (1, 2, 3, 4) . Structures assembled in the laboratory include three-dimensional crystals (5, 6, 7) , two-dimensional lattices (8, 9) , closed polyhedral shells (10, 11) , and other tailored nanoscale shapes (12, 13) . In this review, we use statistical mechanics to describe some of the pathways by which these kinds of structure are formed. Figure 1 displays several examples of self-assembly, taken from computer simulations and experiments.
One motivation for studying self-assembly is its potential for making new and useful materials. Since many biological systems are formed by self-assembly, we might imagine using similar processes to build new functional materials. Although we are far from this ideal, rapid progress is being made, driven by several recent advances in the synthesis of self-assembling components. On the molecular scale, design and selection of molecular shapes has enabled the assembly of novel structures (14, 15, 16) , and DNA-mediated interactions have been used to assemble a range of complex structures (17, 18, 19, 20) , some of which can perform basic functions (13) . On the colloidal scale, two key avenues for progress have been 'patchy' particles, with anisotropic interactions due to chemical patterning (21, 22) , and particles with controllable geometrical shapes (23, 24) . At the same time, advances in imaging now allow us to watch self-assembly almost as one would a computer-generated movie. Imaging techniques such as atomic-force microscopy (25) and in situ electron-beam methods (26, 27) permit atomic resolution of assembled structures (28, 29) , and can achieve time resolution within the conditions under which self-assembly occurs (30, 31) .
These experimental advances raise important questions for theory and modeling. Self-assembly illustrates the complex behavior accessible to simple components interacting by short-ranged forces, particularly as regards the emergence of order from disorder. Phase-ordering processes have been studied for more than a century (36, 37, 38, 39) , and the resulting paradigm of nucleation and growth is central to our understanding of self-assembly. However, now that assembly can be analyzed quantitatively and even visualized directly in experiments, we often find of attraction ✏ between their constituent monomers, which now act as sticky patches for interactions between distinct clusters. To avoid consequent changes in metaparticles' internal structure, it is further necessary to render the glue particle bonds irreversible. Both of these tasks have been accomplished in other contexts using techniques of DNA nanotechnology [11] . Fortunately, elaborate combinations of monomer attraction are not needed at this stage to assemble complex patterns. On the contrary, introducing substantial attractions between more than one or two monomer types typically allows only close-packed crystals or amorphous solids as products of assembly. We have instead obtained interesting and varied assembly when ✏ij = 0 for all monomermonomer interactions except: (i) self-attraction of one monomer type, i.e., ✏AA > 0 (a design we denote [AA]); or (ii) self-attraction of two types, ✏AA > 0 and ✏BB > 0 (denoted [AA, BB]); or (iii) a single cross-interaction, ✏AB > 0 (denoted [AB]). In one special case the design [AA, BB, CC] was also conducive to nontrivial pattern formation. As is generally the case with patchy nanoparticles, the dynamical fate of assembly is very sensitive to the magnitudes of these attractions [18] [19] [20] . We explored a range of values of ✏AA, ✏BB, etc. for each struc- that classical theories are not sufficient to explain observed behavior (27, 40) . New theoretical insights are required in order to understand and control self-assembly.
Scope of this review
Our aim in this review is to discuss the pathways, i.e. dynamical processes, by which self-assembly takes place. Many aspects of these pathways are generic, applying to a range of systems that may appear different in respect of their atomic or molecular details. We shall highlight some of the important 'conserved' features that appear in a wide range of examples of self-assembly. We shall also stress the assumptions underpinning different theoretical descriptions of self-assembly, and the extent to which these assumptions are valid in practical settings.
To limit the scope of our discussion, we shall restrict our focus to undriven systems, to which no energy is supplied by external means, and inactive components, whose motion is driven only by thermal fluctuations, such as those they receive from the solvent. Such components may fluctuate and undergo changes of con-formation, but their motion is purely diffusive and they do not consume energy. Pattern formation in driven systems or by active components is often called 'selforganization' (41) . Further, we shall consider only components small enough to undergo Brownian motion, which sets a size range from atoms to roughly microns. Thus, the self-assembly on which we focus is typified by an experiment in which a set of inactive components -such as molecules, proteins, or colloids -are dispersed in solvent, poured into a beaker, and then left alone. Given the laws of statistical mechanics, such systems can be expected to evolve toward configurations ever lower in free energy, but with no guarantee that they will achieve the thermodynamically stable state on experimental timescales. How do we describe the fate of such systems?
To address this question, Section 2 describes some of the key physical characteristics shared by self-assembling system. We summarize insights obtained from several studies in terms of simple diagrams and a statistical mechanical 'toy model' of self-assembly. Section 3 contains a brief discussion of the methods used in computational modeling of self-assembly. In Section 4 we present some of the most important dynamic pathways seen in self-assembling systems, and Section 5 outlines the theoretical ideas put forward to describe these pathways. Finally, Section 6 summarizes our outlook on the field.
2 The physical character of self-assembly
Thermodynamic and dynamic factors in self-assembly
Self-assembly is a nonequilibrium process in which a system evolves from an initial disordered state toward a stable state that is usually ordered in some way. For the systems that we consider, the driving force for this process is thermodynamic in nature -assembled structures are lower in free energy than their unassembled components -but this does not guarantee that what self-assembles will be the equilibrium structure, or indeed a structure with special thermodynamic status. It has been known for over a century that some components self-assemble first as a thermodynamically metastable structure, a 'local minimum' of free energy distinct from the 'global minimum' characteristic of the stable structure (39, 42, 43) . It has been known for almost as long that sometimes the structure formed first does not correspond even to a local minimum of free energy (44, 45) , although it may look ordered (46) , and it need not relax to a thermodynamically-preferred structure (i.e. a minimum of free energy, local or global) an any timescale of relevance to a laboratory experiment or computer simulation.
In the following, it will be useful to distinguish two kinds of behavior: nearequilibrium assembly, in which thermodynamic factors play a dominant role, and far-from-equilibrium assembly, for which dynamic effects are vital in determining the outcome. A typical self-assembling system can display both kinds of behavior, depending on the conditions under which it is observed. Experiments and computer simulations reveal that, in a majority of examples, successful selfassembly of a stable ordered structure occurs only when system parameters are tightly controlled, so balancing two factors: a thermodynamic impetus for components to form ordered structures, and conditions that allow components moving randomly to arrange themselves into these ordered structures (47, 11, 48, 49, 50) . These factors tend to oppose each other: conditions that are optimal from a thermodynamic viewpoint are often unsuitable for dynamic reasons, and vice versa. Interactions with the 'right' amount of strength and specificity lead to assembly of the stable ordered structure; 2) overly-strong interactions lead to kineticallytrapped structures; 3) insufficiently-specific interactions lead to alternative assembled structures; and 4) overly-specific interactions lead to no assembly. As an illustration of this balance, imagine that our goal, as sketched in Fig. 2 , is to design a set of components that will self-assemble in solution into a desired, thermodynamically stable structure. To ensure stability of the desired structure the interactions between components must be strong enough that an assembled structure is lower in free energy than its unassembled components. Interactions should also be 'specific' in some way, so that the desired structure is lower in free energy than other possible assembled structures. Such specificity can be achieved through directional binding, as in the case of anisotropic building blocks (53, 54) or 'patchy' nanoparticles (55, 21) , or through selective binding, as in the case of protein-protein interactions (56) or chemical complementarity (20, 7, 18) .
These requirements of strength and specificity tend to inhibit the microscopic dynamics required for successful assembly. If interactions between components are too specific, typical encounters will not result in binding, and assembly will not happen on accessible timescales. Interactions should therefore have some characteristics that are not completely specific (indeed, many nanoscale components, such as proteins, possess nonspecific attractive forces (57)). But non-specific interactions lead to 'mistakes': the random collision of components will not always result in geometries commensurate with the desired assembled structure. Therefore, inter-component bonds must be weak enough that 'incorrect' bonds can be disrupted by thermal fluctuations. If so, components can dissociate and bind anew, in effect sampling their local environment in order to select the most favorable modes of binding. This property of microscopic reversibility is a crucial method of error-correction in self-assembly. If inter-component binding is too strong then this mechanism is suppressed, and the result is a kinetically-trapped structure (47, 11, 48) .
This general tension between thermodynamic and dynamic factors means that assembly of a thermodynamically stable structure typically happens only in a small subset of the available parameter space (see Fig. 2 ). This is near-equilibrium assembly in the sense defined above, in which the consequences of a microscopic dynamical process can be understood in essentially thermodynamic terms. Such behavior can be seen in e.g. one-component systems near a phase boundary between ordered and disordered phases, where inter-component bonds are only moderately strong (42,58,59,60). However, one-component systems also undergo far-from-equilibrium assembly when inter-component bonds are strong, resulting in kinetically-trapped disordered structures (61) .
Theoretical work on self-assembly usually aims to determine conditions under which near-equilibrium assembly can happen (62) , or aims to design thermodynamically stable assemblies (63, 64, 65) . Understanding far-from-equilibrium assembly, though currently under-developed by comparison, may ultimately prove to be a more generally applicable strategy for building structures with desir-able properties (66) , especially for systems with fundamentally slow dynamical features, such as components with many interaction degrees of freedom (35) , or collections of multiple component types (46, 67) . The far-from-equilibrium regime of undriven, inactive systems will perhaps be understood using ideas similar to those used to address self-assembly driven by external fields, or of active components (68, 69).
Metastable and kinetically-trapped states can persist throughout experimental observation times
We have emphasized that both thermodynamic and dynamic factors are important in self-assembly. Since the laws of thermodynamics state that an isolated system, given sufficient time, will arrive at its global free-energy minimum, it follows that the dynamic considerations of the previous section must be considered in conjunction with the time elapsed in a self-assembly experiment or computer simulation. To see this, consider Fig. 3 (a), which shows a toy model (70) designed to illustrate the interplay of entropic, energetic and dynamic factors inherent to self-assembly.
We consider a large number of particles, each of which can inhabit any of three microscopic states, corresponding to distinct microscopic environments. The first state corresponds to 'unbound' particles, which are free in solution. The second state corresponds to a set of M 'misbound' environments, in which particles make bonds that are not consistent with the final assembled structure. The third state corresponds to 'optimally bound' particles, whose local binding is consistent with the thermodynamically stable assembled structure. The energies of misbound and optimally-bound particles are mis and opt respectively: both are likely to depend on the 'interaction strength' of Fig. 2 . The number of misbound states, M , is likely to depend on 'interaction specificity'. Particles begin in the unbound state, and rates for subsequent binding and unbinding depend on particle concentration and activation energy barriers, respectively, as shown in Fig. 3 .
The equilibrium 'yield' of this process, meaning the fraction of particles found in the optimally-bound environment at infinite time, is largest when the energy reward for binding is as large as possible. Equilibrium yield is shown as a black line in Fig. 3(b) (the red arrow shows how changing the bond strength within this toy model might be related to the general scenario shown in Fig. 2 ).
Dynamically, though, large binding energies act to frustrate equilibration. If bonds are strong ( opt , mis k B T ), then the system evolves rapidly to a configuration in which the fraction of optimally-bound particles is only 1/(1 + M ) (because misbound states are more accessible dynamically than is the optimal state). For the system to reach its equilibrium yield requires a time of order exp ( mis /k B T ): the exponential dependence on mis means that this time can be large. Given a fixed observation time, the observed yield is a non-monotonic function of interaction strength, because the increased thermodynamic driving force to populate the optimally-bound environment is counteracted by the slowness of escaping from misbound environments. Hence, yield also depends on observation time: see the solid and dashed lines on panel (b). This basic phenomenology is seen in many examples of self-assembly (11, 48, 50) .
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Numerical methods for the study of self-assembly
Computer simulations play an important role in studies of self-assembly. Components with precisely-designed interactions can be made straightforwardly on the computer, even if the experimental synthesis of the corresponding component is difficult. Following the motion of many particles in detail is simple within a computer; obtaining similar data from experimental systems is much more challenging. Here we provide a brief survey of some computer methods for the study of self-assembly.
In accordance with the preceding discussion, we separate methods into a 'thermodynamic' category, which provide information about equilibrium behavior and free energies, and a 'dynamic' category, designed to model the assembly process. The standard tools of molecular simulation (71) are widely used: in the thermodynamic category, one typically uses Monte Carlo or molecular dynamics simulations, which may be combined with thermodynamic integration to arrive at phase diagrams (72) . Some Monte Carlo schemes allow different phases to be sampled directly within a single simulation, allowing accurate calculation of their relative free energy (73) . If the likely stable phases of an assembling system are known, these methods work well. In systems that display many possible ordered structures, special algorithms can be useful for identifying candidate structures for phases (74) , or to identify component interactions able to stabilize chosen structures (64, 65) .
To obtain dynamical information about self-assembly, molecular simulation is again widely used. However, to reproduce accurately the Brownian motion of nanoscale particles, it is necessary to include an explicit representation of the solvent in which particles are dispersed. This is computationally expensive, and so effort has been devoted to the development of methods in which solvent is treated implicitly, either through the inclusion of random forces, as in Brownian dynamics (71), or through collective-move Monte Carlo methods (75, 76, 77) . In some cases, explicit and implicit solvent models show similar behavior, at least qualitatively (50, 11) . In other cases, an accurate representation of solvent effects may be important, e.g. if hydrophobic effects drive assembly (78), or if hydrodynamic effects are important (79, 80, 81) . Given a microscopic dynamical model, rare-event-sampling methods such as forward-flux sampling (82) and transitionpath sampling (78) are valuable if assembly involves a rare but short-lived event, such as nucleation (83, 84) .
Whichever method is chosen, computational models of self-assembly represent approximate, coarse-grained representations of an experiment, typically involving approximate 'effective interactions' between particles and a highly-simplifed model of solvent. Such effective interactions may be derived systematically, in a multi-scale approach (85, 56) ; fit to experimental data (86, 87) ; or simply chosen in order to reproduce qualitative features of experiments (11, 52) . Although fully quantitative agreement with experiment is difficult to achieve, especially when considering dynamical quantities (88), simple models can provide useful qualitative insight into self-assembly (6, 48, 11, 89).
4 Dynamic pathways to self-assembly 4.1 Pathways can be near equilibrium or far from it Section 2 illustrates why, in general, thermodynamic and dynamic factors must be considered in order to understand self-assembly. The message derived from several studies is that even when the interactions between components are chosen so that a particular ordered structure is stable, assembly of this structure may not be observed in experiments or computer simulations. Thus, full understanding of self-assembly requires consideration of both the desired structure and its assembly pathway (90, 91, 92) .
In this section we discuss a range of self-assembly pathways. By 'pathway' we mean a description of structures that self-assemble as time progresses. Several important pathways are shown in Fig. 4 , whose graphics, inspired by Fig. 2 of Ref. (59) , are cartoons of the objects -monomers, stable phases, kineticallytrapped structures, etc. -that appear during self-assembly. A given set of components may self-assemble via more than one pathway, depending on model parameters or environmental conditions (93, 94) . Shown at right in Fig. 4 are schematic free-energy profiles, presented as a function of 'progress' along each pathway. In many cases it is useful to think of the progress coordinate as the size of an assembled structure. The barrier (maximum) in free energy seen in each panel is a generic feature of phase change, familiar from classical nucleation theory (95, 96) : growing a cluster of a stable bulk phase results in a free energy reward that scales as the volume of the cluster, but incurs a free energy cost that scales with its surface area. Only for clusters larger than a 'critical' size does reward outweigh cost, and will a cluster grow spontaneously.
We divide pathways into two general categories: near-equilibrium pathways, shown in panels (a) to (c) of Fig. 4 , and far-from-equilibrium pathways, shown in panels (d) to (f). Near-equilibrium pathways can be understood in terms of evolution on a thermodynamic free-energy surface, with the dynamics of the system serving only to convey it along favored paths on that surface. By contrast, far-from-equilibrium pathways can be understood only by considering dynamic effects explicitly. These effects result from the microscopic motion of assembling particles, hence the more 'microscopic' nature of the cartoons in panels (d) to (f). Far-from-equilibrum pathways typically involve a competition between several slow timescales, leading to motion on the underlying free-energy surface that is strongly biased by dynamic effects (67) . The theoretical underpinnings of the 'near-or-far' distinction are discussed in Section 5.1.
A survey of some important self-assembly pathways
In the remainder of this section we shall survey the pathways of Fig. 4 . Panel (a) illustrates a near-equilibrium pathway in which components self-assemble into a thermodynamically stable structure, via the nucleation and growth of clusters with the same properties as the stable structure. This is the scenario anticipated by classical nucleation theory (36, 95, 96) , in which the crossing of a single freeenergy barrier is the rate-limiting step to formation of the stable phase. Such 'classical' or 'single-step' pathways have been inferred in a variety of physical systems, e.g. (94) , and have been seen with molecular-scale resolution in a few cases (25) . In simulation, classical pathways are seen in the Ising lattice gas in 
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near-equilibrium assembly far-from-equilibrium assembly Figure 4 : Examples of self-assembly pathways that are 'near' equilibrium ((a) to (c)), in the sense that they result in structures with special thermodynamic status, and 'far from' equilibrium ((d) to (f )), in the sense that they can be described only with reference to the microscopic dynamics undergone by building blocks (indicated by the "microscopic" detail in the pictures). These pathways are described in Sections 4 and 5. bulk (97) and at surfaces (98), in patchy colloid models (9,99,100), and in atomic crystal self-assembly (83) . Methods used to describe such pathways are discussed in Section 5.2. Fig. 4 (b) describes a near-equilibrium pathway in which the transformation between unassembled components and the stable assembled structure is 'indirect', or 'multi-step', occurring via clusters whose microscopic structures are representative of thermodynamically metastable bulk phases. An important example is the 'two-step' liquid-to-crystal pathway observed during crystallization of spheres with isotropic short-range interactions (59) , and during the crystallization of pro-teins (101, 31) . Multiple transformations between metastable solid polymorphs are sometimes seen (102) . Model systems with anisotropic ("patchy") interactions can exhibit such behavior (48, 103, 104) , as can simple lattice models (105) . Methods used to describe such pathways are discussed in Section 5.3: in this pathway, the schematic 'progress' coordinate in Fig. 4 typically includes information about the microscopic structure of the assembling cluster. Fig. 4 (c) describes a near-equilibrium pathway whose intermediate structures are selected by the free-energy surface but are not directly related to bulk thermodynamic phases. Structured free-energy surfaces of this nature can result generically from faceting exhibited by finite-size clusters when component interactions are strong (106) , or from directional interactions that result in preferred geometries for small clusters (11, 107, 33) . Assembly of this nature is often hierarchical, with thermodynamically-preferred clusters serving as the building blocks for larger structures. Examples of this pathway type can be found in models and experiments of virus capsid self-assembly (108, 109) , and in the assembly of extended structures in computer simulations (107, 33, 110) . Methods used to describe such pathways are discussed in Section 5.4. (89) . Methods used to describe such pathways are discussed in Section 5.5. Fig. 4 (e) illustrates a far-from-equilibrium pathway in a system of more than one component type. Here, the physical structure may be ordered (and may be similar to the equilibrium one), but the arrangement of the particle types comprising that structure is not consistent with equilibrium. Multicomponent alloys display dynamically-dominated self-assembly pathways (113); two-component colloidal crystals in experiment (46) or on the computer (84,67) can be self-assembled with nonequilibrium component-type arrangements. The slow mobility of components within a solid structure prevents the equilibration of these arrangements on the timescale of observation. Fig. 4 (f) describes a far-from-equilibrium pathway in which kinetic trapping occurs because particles' internal degrees of freedom relax too slowly. An important example in this category is DNA-linked particles (114) when linkers sample their configuration space more slowly than structures grow (35) . Conformation change of proteins or synthetic particles can also allow particles' internal dynamics to effect dynamic control of self-assembly pathways (115, 116) . We comment in Sec-tion 5.6 on the methods used to describe this pathway type, and the type sketched in panel (e).
In addition to these well-characterized pathways, there exist several pathways seen in experiments that have yet to be classified. For instance, the thermodynamic status of clusters seen during self-assembly of mineral phases (117, 118) or some proteins (119, 120) is not yet clear. The fact that recently-developed experimental techniques allow molecular-scale, temporal resolution of these pathways should be seen as an exciting challenge for theory.
5 Statistical mechanical descriptions of self-assembly pathways
Near-equilibrium assumptions
As discussed in Sec. 2.1, we classify 'near-equilibrium' pathways as those in which thermodynamic factors govern the outcome of an assembly process. From a theoretical perspective, the idea of a near-equilibrium pathway is related to the existence of good reaction coordinates. Reaction coordinates (121) are collective variables that allow an accurate representation of a non-equilibrium process, such as a chemical reaction or an assembly pathway. A natural reaction coordinate for self-assembly is often the size n of an assembling cluster (122, 96) , while other coordinates, denoted here by m, might describe the composition or shape of that cluster. Let (n t , m t ) be the values of the reaction coordinates in the assembling system at time t. If these reaction coordinates provide a good description of the self-assembly process, then the assembling system should have the same properties as an equilibrium system in which (n, m) are constrained to be equal to (n t , m t ). That is, if two microscopic configurations of the assembling system have the same values of n and m, and differ in energy by an amount ∆E, then the ratio of the probabilities with which these configurations are seen should be e −∆E/(k B T ) . This is an example of a quasiequilibrium condition: the only deviations of the system from equilibrium can be accounted for through the reaction co-ordinates n, m, with other degrees of freedom remaining equilibrated. On time scales short enough that (n t , m t ) do not change significantly, the system then behaves as if it were at equilibrium. Quasiequilibrium conditions hold for the 'reversible' processes of classical thermodynamics (123).
Many theoretical descriptions of self-assembly employ a quasiequilibrium assumption, choosing a few reaction coordinates on which to focus. Such strong assumptions greatly simplify the resulting analysis. In systems with a single type of component, quasiequilibrium can be expected to hold if bond formation and bond breaking both occur rapidly on the timescale of cluster growth. The importance of reversibility and quasiequilibrium ideas in rationalizing the outcomes of self-assembly has been noted in many studies (47, 11, 48, 50) . The link between quasiequilibrium conditions and successful assembly has also been tested explictly in simple models (124) . The conjecture of Stranksi and Totomanow (38) , that a system will transform most rapidly into the phase that requires crossing of the lowest free-energy barrier, can be justified by a quasiequilibrium assumption. When the quasiequilibrium assumption is not valid, explicit dynamical information is required in order to describe the assembly pathway.
Classical nucleation theory
Panel (a) of Fig. 4 represents a near-equilibrium pathway that can be described by classical nucleation theory (CNT) (36, 95, 96) . This theory assumes that phase change happens via the rare nucleation of clusters, and that the structures of these clusters mimic the structure of the bulk assembled phase. As described in several review articles (95, 96) , the free-energy cost for generating a cluster of size n, ∆G(n), is assumed in the simplest forms of CNT to be ∆G(n) = γn 2/3 − n∆µ, where ∆µ is the bulk free-energy change for formation of the stable phase, and γ is proportional to the surface tension between the starting phase and the stable phase. The resulting free-energy barrier, ∆G(n ) ∝ γ 3 /(∆µ) 2 , enters the rate for nucleation per unit volume,
, where k 0 is a microsopic rate. If ∆G(n ) is large compared to k B T , this nucleation step is expected to control the rate for assembly of an ordered phase.
CNT is a valuable starting point for describing self-assembly, especially of crystals (83, 99) . If intermediate states on the assembly pathway have the same kind of order as the stable state, one can expect CNT to provide at least a useful qualitative picture. Quantitative prediction of assembly rates by CNT is much rarer (122, 88, 125) , partly because small uncertainties in calculated free-energy barriers translate into large uncertainties in nucleation rate, and because critical clusters are often not the spherical droplets assumed by simple versions of CNT (126) . The essential features of CNT-like "assembly" can be reproduced by the Ising model (127, 97, 128) , but even in this controlled setting one requires additions to the simple CNT assumptions described above in order to have quantitative agreement between theory and simulation (97, 128).
Beyond CNT: more than one reaction coordinate
Pathway (b) of Fig. 4 illustrates a scenario in which an assembly process begins with the formation of clusters whose structure is different from that of the final assembled state. The paradigmatic example of this pathway occurs in crystallization of attractive spherical particles (59) , which can assemble into clusters of a metastable liquid phase during assembly; the crystal then nucleates within the liquid clusters. As a result, assembly of the crystal occurs much more quickly than would be anticipated for a 'direct' CNT pathway (59) . In experiment, an important example of 'two-step' assembly is seen in protein crystallization (101, 96) .
Many authors have generalized the simple CNT free-energy argument so as to describe include the possibility of such a pathway: instead of a free energy ∆G(n) that depends only on cluster size, one considers a free-energy surface ∆G(n, m), in which m is a measure of cluster properties (crystallinity, for instance). Instead of a single nucleation barrier at some critical cluster size n , one should consider the saddle points on the free-energy surface that separate the unassembled and assembled free-energy minima. This general problem falls within the framework of multidimensional reaction-rate theory (121, 129).
Different assembly pathways are then expected as the shape of the free-energy surface changes. For example, in a 'double-nucleation' two-step process, assembly occurs via a pathway that passes through two saddle points, the first of which might correspond to nucleation of liquid clusters, and the second being crystal nucleation within the liquid. In other 'two-step' pathways, a single nucleation process may lead to a cluster with one kind of order, followed by the appearance of a different kind of order, as the cluster grows. For example, nuclei in systems of attractive spherical particles may be largely unstructured (59) or have a bodycentred cubic (bcc) structure (42), but on long times, the system forms a facecentered cubic (fcc) crystal (without any subsequent nucleation event). Similar pathways have been found for 'patchy' particles and for particles with other anisotropic interactions (48, 104, 130) .
From a theoretical perspective, classical density functional theory, which assumes that the 'direction' of phase change is governed by the shape of the free-energy surface, is a suitable way of describing two-step self-assembly pathways within the quasiequilibrium assumption (131, 60, 58 ). Ostwald's rule of stages (39) is the assumption that multi-step assembly will happen if there exist bulk phases intermediate in free energy between the parent phase and the stable assembly. Although often upheld (42), the statement has no theoretical underpinning, and is not predictive. Simple systems such as Potts models (132, 105) can display two-step 'assembly' pathways, helping to identify molecular features that dispose systems toward multi-step assembly. In general, one expects metastable phases to appear during phase change if particles possess a certain range of interaction (59), or possess different types of microscopic interactions that stabilize distinct condensed phases (103, 52, 104) .
Assembly via specific structured clusters
Panel (c) of Fig. 4 describes near-equilibrium assembly which occurs via structured intermediates that combine into larger assemblies. A natural way of describing this pathway type is through a set of kinetic rate equations (133, 37) for the fission and fusion of clusters of specific morphologies. The dynamical quantities in these equations are the concentrations (number densities) of the various clusters; the equations also include rate parameters that are determined partially by kinetic considerations and partly by thermodynamic factors (for example, detailed balance relations). Such rate equations have been used extensively to study viral capsid assembly (134, 10, 108) : in such cases one typically assumes a dominant assembly pathway, by considering a single cluster morphology for any given size.
Comparison of theory and experiments has demonstrated that such pathways occur during virus capsid assembly in vitro (108), and rate equation approaches also give a good description of the assembly of of amyloid fibrils (135) , which are one-dimensional protein filaments known to cause a variety of degenerative diseases.
This pathway is also relevant for some examples of hierarchical self-assembly in which components first assemble into structured clusters, which then combine to form a larger assembly. Examples of structured clusters might be dimeric or tetrameric protein complexes (107), or 'micelle-like' clusters formed from amphiphiles (136) . The essential distinction between pathways (a) and (c) in Fig. 4 is that a theoretical description of pathway (c) must account explicitly for the presence of small clusters with specific morphologies: a simple picture of monomer addition to a growing 'droplet' of the ordered phase is not sufficient.
Far-from-equilibrium assembly in one-component systems
We now turn to far-from-equilibrium pathways, for which a small number of reaction coordinates are no longer sufficient to describe assembly (see panel (d) of Fig. 4 ). In these situations, a crucial question is how one accounts for the variation in morphology (shape) among clusters of a given size. In principle, one may generalize the rate equation approach of the previous section, but instead of considering the concentrations of clusters of different sizes, one must consider separately clusters of all possible morphologies (133) . Practically speaking, the enumeration of all these possibilities is an intractable task, so the rate-equation approach is of limited applicability. Instead, we have sketched schematic freeenergy surfaces in panels (d)-(f) of Fig. 4 , where we have indicated the role of cluster morphology by a schematic "structural" axis, as a proxy for the complex range of possible cluster morphologies. If changes in the structure of growing clusters happen quickly compared to cluster growth, one may neglect the structural axis and we recover the quasiequilibrium pathways of (a) to (c). The far-fromequilibrium regime corresponds to the opposite limit, where clusters grow quickly enough that their structures cannot relax to their (local) equilibrium state, leading to assembled states that do not minimize the system's free energy.
The most common manifestation of these far-from-equilibrium effects is sketched in the third panel of Fig. 2(d-2) , where strong bonds between particles prevent the formation of ordered structures. Quantitative links between the breakdown of quasiequilibrium and the degree of order in assembled states have been confirmed by computer simulations. For example, in (124) the quasiequilibrium assumption was tested directly in the assembly of model viral capsids. It was found that effective assembly was associated with weak deviations from quasiequilibrium, and that the kinetic trapping regime was associated with a breakdown of quasiequilibrium. Other measurements of reversibility and quasiequilbrium can be achieved by counting events in which clusters increase or decrease in size (50, 70) or by using relations between out-of-equilibrium correlation and response functions (137, 138) . In practice, successful self-assembly of an ordered structure typically involves a trade-off between cluster growth that is rapid enough for extended assemblies to form, but slow enough to achieve quasiequilibrium. Self-assembly may involve several stages (for example, nucleation and growth): it may be that particle interactions that are optimal for one stage of assembly may be less effective in other stages. In these situations, time-dependent interactions may be useful for optimizing assembly (92) .
We also note that while the aim of self-assembly is often to create an equilibrium structure, typically via a near-equilibrium pathway, far-from-equilibrium assembly may also be useful. Single-component systems of strongly attractive particles may form gels -disordered networks that percolate throughout the system (111, 61) , leading to rigid (or viscoelastic) macroscopic behaviour. Gelation is an example of a far-from-equilibrium assembly process with important applications (139) . In contrast to near-equilibrium assembly, the structure of assembled gels depends strongly on dynamic effects (140, 141) , and the assembled structures also undergo aging (dynamic effects that persist on long times), which can result in large-scale structural rearrangements (142) . The effects of dynamic factors on far-from-equilibrium assembly and gelation are not understood in detail: this remains an area in which theory and modeling have the potential to yield new insights.
Far-from-equilibrium assembly in more complex systems
We now turn to panel (e) of Fig. 4 , which connects systems of more than one kind of component. In contrast to pathway (d), where the quasiequilibrium regime breaks down because of strong bonds 'twixt particles, the presence of multiple component types can lead to kinetic traps that emerge even when bonds between particles are weak. In a solid (e.g. a crystal) containing two component types, components interchange their positions only very slowly (if at all), and so the arrangement of component types within the assembled crystal is likely to 'remember' the process by which the crystal was formed. The resulting arrangement will not in general correspond to a free-energy minimum (46, 143, 84, 67) . Treatments of this problem have included the development of kinetic theories in which rate parameters depend on the underlying microscopic particle dynamics (45, 44, 144, 145, 143) . CNT can in principle be modified to describe similar examples of far-from-equilibrium self-assembly, accounting for slow internal relaxation of a growing cluster through the rates of change of different co-ordinates for the free-energy surface ∆G(n, m) [recall Section 5.3] . However, these rates are not calculable within CNT: they must be obtained independently, for example by computer simulation. This approach has been used to describe the dynamics of assembly of two-component colloidal crystals (67) . Moreover, structures formed away from equilibrium may have no special thermodynamic status, and welldefined 'phases' may not exist. Arguments of nonequilibrium statistical physics can provide qualitative predictions for the nature of kinetically-trapped multicomponent structures within simple models (146), but we possess, in general, limited understanding of this phenomenon.
Polydisperse colloidal systems can also be regarded as multicomponent systems, whose components differ in size. With sufficient polydispersity the stable equilibrium state may involve coexistence of two or more crystals (147) , each composed of particles of a particular size range. However, phase separation or fractionation typically happens so slowly that crystal coexistence cannot be achieved on the timescale of an experiment, with systems either forming a single crystal or remaining in a disordered "glassy" state (148) .
Multicomponent systems can also be made to self-assemble in quasiequilibrium (33, 20) . Given that multicomponent self-assembly can happen near and far from equilibrium, and the fact that natural functional materials are generally multicomponent ones, there appears to be an enormous parameter space within which to design interesting self-assembled multicomponent structures, stable and kinetically trapped. Such design awaits guidance from new developments.
The kinetic trapping seen in panel (f) of Fig. 4 , in which nonequilibrium structures form because of slow sampling of interaction conformations, has been seen in experiments (149, 35) and simulations (115, 116) , but awaits a full microscopic dynamic description. This should be seen as a challenge to the community: given the usefulness of e.g. DNA as a mediator of interactions in selfassembly (12, 17, 20, 18, 7, 19) , and the slowness with which DNA linkers can sample their conformational space (114) , it is possible that the kind of kinetic trapping seen in (35) could be further developed so as to allow assembly of functional nonequilibrium structures.
Outlook
We have described some of the important physical characteristics of self-assembly.
We have highlighted the fact that there exist generic features of self-assembly pathways that are seen in a wide range of physical systems, even though these systems may appear different in respect of their microscopic details. We have also summarized some existing theoretical descriptions of self-assembly pathways.
In general, we possess as a community an understanding of several important general principles that apply to self-assembly. Simple theories (e.g, CNT, kinetic rate equations) can capture the qualitative behavior of many examples of self-assembly, and in some cases can give us quantitative understanding of selfassembly. Simple model systems, including Ising-and Potts-like models, model colloids, and a wide range of 'patchy particle' models, have been used to reproduce the complex behavior seen in real systems without accounting for all of their microscopic details.
The foundations of the community's description of self-assembly rest on welldeveloped near-equilibrium ideas, and there is clear need for continuing the development of theories that are fundamentally dynamic in nature (150) . Far-fromequilibrium self-assembly is likely to occur in a larger regime of parameter space than is near-equilibrium assembly; it can result in functional assembles; and it will likely connect naturally with intrinsically nonequilibrium phenomena like driven systems and active matter (69) . We therefore anticipate that theoretical guidance for the far-from-equilibrium regime of self-assembly will prove increasingly important, motivated by ongoing developments in component synthesis and in-situ imaging of self-assembly pathways.
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