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Abstract
We study some numerical properties of a nonconvex variational problem which arises as the continuous limit of a
discrete optimization method designed for the smoothing of images with preservation of discontinuities. The functional
that has to be minimized fails to attain a minimum value. Instead, minimizing sequences develop gradient oscillations which
allow them to reduce the value of the functional. The oscillations of the gradient exhibit analogies with microstructures
in ordered materials. The pattern of the oscillations is analysed numerically by using discrete parametrized measures. c©
2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
The problem of image selective smoothing consists in the recovery of an intensity image from
noisy measurements. One method commonly used for the solution is the regularization method
which requires the minimization of a functional that imposes a smoothness constraint on the ideal
image to be recovered. Quadratic regularization employs convex quadratic functionals of the image
derivatives whose minimizers are easy to compute. However, quadratic regularization imposes a
global smoothness constraint on the whole-image intensity, so that the discontinuities of the image
cannot be recovered. Since the discontinuities are an important source of information (they may
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represent for instance the contours of objects in the image), nonquadratic regularization methods,
based on nonconvex functionals of the image derivatives, have been proposed for selective smoothing,
i.e., smoothing with preservation of discontinuities.
A class of discrete nonquadratic regularization methods [1,7,8] looks for a numerical solution of
the selective smoothing problem by minimizing the function E(u) :RN 2 → R deEned by
E(u) = h2
N∑
i; j=1
(ui; j − fi; j)2 +(u); (1)
(u) = 	h2
N−1∑
i; j=1
{ (D1i; j(u)=) +  (D2i; j(u)=)}; (2)
where
D1i; j(u) = (ui+1; j − ui; j)=h; D2i; j(u) = (ui; j+1 − ui; j)=h
are the Erst-order diHerences. In (1) and (2), the array f={fi; j} represents an input image discretized
with a mesh size h = 1=(N − 1), the array u = {ui; j} is the reconstructed image, 	 and  are real
positive parameters. The regularization term (u) imposes a local smoothness condition on the
image:  (t) =  (|t|) is a continuous and bounded function such that  (0) = 0, and  (t)¿ 0 for
t ¿ 0. A typical example of function  frequently used in image restoration problems is [7]
 (t) =
t2
1 + t2
:
The boundedness is the property of the function  which allows the selective smoothing of the image
f. A nonquadratic regularization method that involves the Erst-order diHerences of the recovered
image is called a Erst-order method. Higher-order methods involving higher-order diHerences can
also be deEned [8].
In this paper, we analyse numerically the following nonconvex variational problem. Let ⊂Rn
be a bounded domain. For the simplicity of the numerical analysis we will assume that  is a
polygonal domain. Let  : Rn → R be a function such that
(0) = 0 0¡()6C ∀ = 0; (3)
where C ¿ 0 is a constant. Setting
W 1;∞() = {u :  → R | u is Lipschitz continuous};
we consider the minimization problem:
Find v ∈ W 1;∞() such that E(v) = inf
u∈W 1;∞()
E(u); (4)
where E(u) is the nonconvex functional
E(u) =
∫

[(u− f)2 + (u)] dx; (5)
with f ∈ L∞(). In the case n= 2 and
(u) = 	
[
 
(
1

@u
@x1
)
+  
(
1

@u
@x2
)]
; (6)
the variational problem (4) arises as a continuous limit of a discrete Erst-order regularization method.
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We show that, as a consequence of the boundedness of the function , the functional E has no
minimizers in W 1;∞(), and we then consider minimizing sequences. We End minimizing sequences
that exhibit gradient oscillations in analogy with the arising of microstructures in the description of
equilibria of ordered materials such as crystals. In that context, the parametrized probability measures
are a useful tool to analyse the properties of the microstructures [2,3,6]. The predicted behaviour of
the minimizing sequences corresponds to the structure of the minimizers of the discrete functional E
found numerically: the Erst-order method recovers the discontinuities of the image, but also converts
regions with gradually changing intensity into artifacts having a terraced structure. This phenomenon
has been observed in a variety of studies [8,9]. Higher-order methods were introduced in [8] to
eliminate the oscillations of the gradient, which represent an undesirable eHect in image recovery.
We then consider a Enite element approximation of the variational problem (4), and we apply
the notion of discrete parametrized measure in order to get some insights into the behaviour of
the discrete Erst-order method. We analyse the probability measure for the gradient oscillations
with respect to the mesh size. In [4], we have considered the one-dimensional case, and in the
present paper we extend the analysis to any space dimension. We End an estimate of the probability
measure of gradient oscillations in terms of the properties of the image f, the parameters 	 and 
of the functional, and the mesh size. A Exed discretization introduces implicit smoothing, and the
probability of oscillations is lowered if the mesh size increases. In this case, an estimate of the
probability measure of the oscillations could be of relevance for the selection of the parameters of
the functional in order to avoid oscillations in the solution. At Ene mesh sizes, where the oscillations
appear, a computationally more expensive higher-order method has to be used [8].
2. Statement of main results
In the following, |B| denotes the Lebesgue n-dimensional measure of a set B⊂Rn, |@B| denotes
the (n− 1)-dimensional area of @B, and int(B) denotes the interior of B. We denote by L∞() with
norm ||f||L∞ the set of all functions f deEned in  such that
||f||L∞ = inf{c: |f(x)|6c a:e: in }¡∞:
We Erst address an approximation of the variational problem (4). Let h be a regular (see [5]) family
of triangulations with mesh size h of the polygonal domain , i.e.,
h=max{diam(K) |K ∈ h};
where K denotes a simplex of h and diam(·) is the diameter of a set. We denote by P1(K) the
space of polynomials of degree 1 on K , and we set
V h = {v :  → R | v continuous; v|K ∈ P1(K) ∀K ∈ h};
where v|K denotes the restriction of v to K . The following existence result can be proved for the
Enite element approximation of the problem (4).
Theorem 1 (Existence). If  is continuous then there exists uh ∈ V h such that
E(uh) = inf
v∈Vh
E(v):
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Then we establish the following estimate.
Theorem 2 (Energy estimate). If  satis:es (3) and f is Holder continuous in ; i.e.;
|f(x)− f(y)|6A|x − y|% ∀x; y ∈ ; (7)
with A¿ 0 and 0¡%61; then
Eh = inf
v∈Vh
E(v)6ch&; (8)
with & = 2%=(1 + 2%) and
c = Cn()[A2n% + 4n(4||f||2L∞ + C)];
where Cn() = |{x ∈ Rn | dist(x; )6
√
n}|; | · | is the Lebesgue measure of sets.
Corollary 1. If f is not a constant then the problem
inf
u∈W 1;∞()
E(u) (9)
cannot have a minimizer.
Proof. From (8) it follows that the inEmum (9) is zero. However, no function u ∈ W 1;∞() can
verify E(u) = 0, since then u = f a.e. and, using (3), u = 0 a.e., which is possible only if
f(x) = constant in . Therefore, excluding this trivial case, the functional E has no minimizers in
W 1;∞().
Remark 1. The estimate (8) is true if one supposes only f piecewise HJolder continuous in .
Remark 2. As a consequence of Theorem 2 we have∫

(uh − f)2 dx6ch&
∫

(uh) dx6ch&;
so that, as h → 0, uh → f in L2() and (uh)→ 0 in L1().
We then analyse the behaviour of the minimizing sequences of (9). It is clear that uh provides
such a minimizing sequence. For R¿ 0 and any subset B⊆ let
BRh = {x ∈ B: |uh(x)|6R};
we then deEne
Probability{|uh(x)|6R; x ∈ B}= |B
R
h |
|B| ; (10)
in analogy with the parametrized probability measures used in the analysis of microstructures [2,3,6].
We give an estimate of the discrete probability measure (10) in terms of the mesh size h.
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Theorem 3 (Probability measure estimate). Let  satisfy (3) and f be Holder continuous in ;
such that (7) holds. Set
inf
||¿R
() = cR ¿ 0:
Then
1− |B
R
h |
|B| 6
c
cR|B|h
&: (11)
In particular, since
1− |B
R
h |
|B| = Probability{|uh(x)|¿R; x ∈ B};
from (11) it follows
|{x ∈ : |uh(x)|¿R}| → 0 as h → 0;
for any R¿ 0. Then the gradient |uh(x)| of the minimizing sequence remains bounded a.e. in 
as h tends to zero. Since uh is continuous, and from Remark 2, uh → f in L2(), then |uh(x)| is
unbounded, as h tends to zero, on a subset of  with Lebesgue measure tending to zero. This pattern
of the minimizing sequence is in agreement with the terraced structures observed in the numerical
minimization of the discrete functional E (see [8]).
3. Proof of the results
Proof of Theorem 1. A function vh ∈ V h is completely determined by its values at the nodes of
the triangulation. Let X denote the vector of the values of vh at the nodes of h. Let F(X ) = E(vh).
Since  is continuous, F is continuous in X . If we denote Xi = vh(Ni) the value of vh at the node
Ni, by using a truncation argument we minimize F over the vectors X such that
|Xi|6||f||L∞ ∀i:
Then the problem consists in minimizing a continuous function over a compact set and consequently
admits one solution.
Proof of Theorem 2. Let us denote by * ∈ (0; 1) a real number that we will Ex later on. Let Qj,
j = 1; : : : ; M (h*), denote a set of n-cubes with edges of length h* such that
int(Qi) ∩ int(Qj) = ∅ if i = j; ⊆
M (h*)⋃
j=1
Qj;
and Qj ∩ int() = ∅ for any j. Then we construct the following function uh ∈ V h. In each n-cube
Qj select a point j ∈ . On each simplex K of h such that K ⊂ int(Qj) we deEne
uh(x) = f(j); x ∈ K:
On the simplices where uh was not deEned we extend uh by interpolation taking uh(x)=f(x) at the
vertices where uh was not yet deEned. Let Sj denote the union of the simplices in the interior of
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Qj. Then, using (7), for any x ∈ Sj we have
uh(x) = 0;
|uh(x)− f(x)|= |f(j)− f(x)|6A|j − x|%6A(
√
nh*)%:
Using (3) we End
M (h*)∑
j=1
∫
Sj
[(uh − f)2 + (uh)] dx6A2n%h2%*
M (h*)∑
j=1
|Qj|:
The quantity
∑
j |Qj| is the Lebesgue measure of the set  plus the measure of a neighbourhood of
size of order h* surrounding :
M (h*)∑
j=1
|Qj|6|{x ∈ Rn | dist(x; )6
√
nh*}|;
where dist(x; ) denotes the distance of x from the set . If h¡ 1 we have
M (h*)∑
j=1
|Qj|6Cn() = |{x ∈ Rn | dist(x; )6
√
n}|; (12)
from which it follows
M (h*)∑
j=1
∫
Sj
[(uh − f)2 + (uh)] dx6A2n%Cn()h2%*: (13)
We denote by S the union of the simplices where we have extended uh by interpolation
S =  \

M (h*)⋃
j=1
Sj

 :
Using (3) and a truncation argument, for any x ∈ S we have
(uh(x))6C;
|uh(x)− f(x)|6|uh(x)|+ |f(x)|62||f||L∞ :
Hence,∫
S
[(uh − f)2 + (uh)] dx6(4||f||2L∞ + C)|S|:
The set where we interpolate is a neighbourhood of size 2h around the boundary of the Qj, so that
its size is bounded by
|S|62h
M (h*)∑
j=1
|@Qj|62h(2nh(n−1)*)M (h*):
From (12) we get
M (h*)6Cn()h−n*;
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from which it follows∫
S
[(uh − f)2 + (uh)] dx64nCn()(4||f||2L∞ + C)h1−*: (14)
Combining estimates (13) and (14), we obtain
E(uh)6Cn()[A2n%h2%* + 4n(4||f||2L∞ + C)h1−*]:
This estimate is best when 2%*= 1− *, hence
*=
1
1 + 2%
;
from which we obtain (8).
Proof of Remark 1. It is enough to split the domain  in subdomains where f is HJolder continuous,
and then to apply similar arguments to the ones above in each subdomain.
Proof of Theorem 3. We have
|{x ∈ B: |uh(x)|¿R}| = 1cR cR
∫
B\BRh
dx6
1
cR
∫
B\BRh
(uh) dx
6
1
cR
∫
B
(uh) dx:
From Theorem 2 we obtain
|{x ∈ B: |uh(x)|¿R}|6 1cR
∫

[(uh − f)2 + (uh)] dx
6
c
cR
h&:
Finally from
1− |B
R
h |
|B| =
1
|B| |{x ∈ B: |uh(x)|¿R}|6
c
cR|B|h
&;
we get estimate (11).
Remark 3. We do not need to assume  continuous, but of course  continuous implies the result.
An analogous estimate may be found if f is piecewise HJolder continuous in .
4. Numerical examples
In this section, we show some numerical examples using the function  given by (6) and  =
[0; 1]2. For the numerical minimization of the functional E we use a uniform mesh of triangles on
 of size h=1=(N − 1) formed by dividing  into uniform squares of size h× h and dividing each
square into two triangles by cutting along the (1;−1) direction. The resulting discrete functional is
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given by (1) and (2). We adapt an iterative continuation method proposed in [1] to decrease the
value of the functional.
In the following, it is convenient to regard the N × N arrays ui; j and fi; j as N 2 × 1 vectors uk
and fk with k = (i − 1)N + j. The discrete functional E is then written as
E(u) = h2
N 2∑
k=1
(uk − fk)2 +(u);
(u) = 	h2
N 2∑
k=1

 

 1
h
N 2∑
l=1
G(1)k; l ul

+  

 1
h
N 2∑
l=1
G(2)k; l ul



 ;
where G(1) and G(2) are N 2 × N 2 matrices that yield the Erst-order diHerences. We use the function
 given by
 (t) =
t2
1 + t2
:
The second derivative
 ′′(t) = 2
1− 3t2
(1 + t2)3
is an even function which takes its minimum value at t = ±1,  ′′(±1) = − 12 , so that, if we set
 ˆ (t) =  (t=h), the following condition is satisEed:
 ˆ
′′
(t)¿− 1
2h22
∀t:
Then for the Hessian matrix H of the function E we get
Hi;j =
@2E
@ui@uj
¿h2

2Ii; j − 	2h22
N 2∑
k=1
(G(1)k; i G
(1)
k; j + G
(2)
k; i G
(2)
k; j )

 ;
where Ii; j denotes the identity matrix. The Hessian matrix is positive deEnite if the largest eigenvalue
3max of the matrix G(1)TG(1) + G(2)TG(2) satisEes
3max64
h22
	
: (15)
In [1] it is shown that 3max=8. Then if  and 	 satisfy the above condition the function E is convex.
Now we set
2p = 2p
	
h2
;
with
h22
2	
6p61; (16)
	 and  being now the eHective values of the parameters of the nonconvex function E. Let us denote
by E(p) the function corresponding to the values p, 	. Then from (15) the sequence of functions
E(p) is such that E(1) is convex and E(p) changes continuously towards E, as p decreases from
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Fig. 1. Planar function f.
Fig. 2. Function u recovered from the planar f with h= 150 .
1 towards the value h22=2	. Following a method proposed in [1], we Erst minimize the convex
function E(1). Then the parameter p is gradually lowered in the interval (16), and each E(p) is
locally minimized by a descent method, using the minimum of the previous E(p) as a starting point.
Although this continuation method does not yield necessarily a globally optimal solution, it is faster
than a stochastic optimization method, and the numerical experiments show that the method provides
solutions that exhibit the gradient oscillations.
In the Erst numerical example we choose a planar function f, shown in Fig. 1, with |f| = 1.
We choose 	 = 1:23 × 10−2 and  = 2:77 × 10−1. Fig. 2 shows the function u recovered by using
a mesh of size h = 150 . Fig. 3 shows the plot of a row of the computed array ui; j. The gradient
oscillations yielding a terraced approximation of the function f are clearly visible.
In the second example, we choose the Gaussian function, shown in Fig. 4,
f(x1; x2) = 6 exp
[
− 1
252
((
x1 − 12
)2
+
(
x2 − 12
)2)]
;
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Fig. 3. Plot of a row of the array ui; j recovered from the planar f.
Fig. 4. Gaussian function f.
Fig. 5. Function u recovered from the gaussian f with h= 180 .
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Fig. 6. Plot of a row of the array ui; j recovered from the gaussian f.
with 5 = 0:14. We use 	 = 1:3 × 10−1 and  = 14:4. Fig. 5 shows the gradient oscillations of the
function u recovered by using a mesh of size h = 180 , and Fig. 6 shows the plot of a row of the
computed array ui; j.
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