Abstract. In this paper we describe a hybrid deterministic/Monte Carlo algorithm for neutron transport simulation. The algorithm is based on nonlinear accelerators for source iteration, using Monte Carlo methods for the purely absorbing high-order problem and a Jacobian-free NewtonKrylov iteration for the low-order problem. We couple the Monte Carlo solution with the low-order problem using filtering to smooth the flux and current from the Monte Carlo solver and an analytic Jacobian-vector product to avoid numerical differentiation of the Monte Carlo results. We use a continuous energy deposition tally for the Monte Carlo simulation. We conclude the paper with numerical results which illustrate the effectiveness of the new algorithm. 1. Introduction. In this paper we propose and study a hybrid deterministic/Monte Carlo (MC) solver for neutron transport. We base this algorithm on a standard deterministic neutron transport accelerator for source iteration, nonlinear diffusion acceleration (NDA) [9] , and MC methods for the solution of the underlying transport equation. We study the performance of the algorithm using a onedimensional, slab geometry, fixed source, model problem. Previous work [9] , which combined the Jacobian-free Newton-Krylov (JFNK) method with NDA to provide source iteration acceleration for a deterministic transport solver, partially motivates the work in this paper. In [9] the Newton-based accelerator outperformed the previous Picard-based accelerator in certain regimes.
The transport equation and nonlinear accelerators.
We consider the monoenergetic transport equation in slab geometry with isotropic scattering [3, 15] μ ∂ψ(x, μ) ∂x • ψ is intensity of radiation or angular flux at point x at angle cos −1 (μ);
ψ(x, μ) dμ is the scalar flux, the 0th angular moment of the angular flux; • τ < ∞, length of the spatial domain; • Σ s ∈ C ([0, τ] ) is the scattering cross section at x; • Σ t ∈ C ([0, τ] ) is the total cross section at x; • ψ l and ψ r are incoming intensities at the bounds;
• q ∈ C( [0, τ] ) is the fixed source.
Discretizing the transport equation.
When solving the transport equation deterministically, we must discretize in angle and space. In this paper, we utilize the S N [15] method for our angular discretization whenever a deterministic solution to the transport equation is desired.
The S N method approximates the neutron transport equation at a finite set of angles, {μ j } N j=1 , yielding the following set of coupled ODEs: (2.3) where ψ j (x) ≈ ψ(x, μ j ). It is customary to choose the μ's as the nodes from a Gaussian quadrature rule so that along with the associated weights w j , we can approximate Downloaded 05/28/14 to 152.1.252.134. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 
Source iteration.
A classical deterministic approach to solving for ψ is source iteration. Source iteration takes a current approximation for the flux φ c , performs a transport sweep to obtain an output intensity ψ + by solving The map from φ c to φ + is called the source iteration map. The problem has been solved when φ c = φ + . The unit of work in the solution of the neutron transport equation is a transport sweep, the action of recovering ψ + from φ c . We wish to minimize the number of transport sweeps needed to find a solution.
If τ < ∞ and 0 ≤ Σ s (x)/Σ t (x) ≤ 1 for all x, which we will assume, then source iteration will converge, but perhaps slowly. When τ is large and/or Σ s (x)/Σ t (x) ≈ 1 in some regions of the domain, convergence may slow dramatically. One could also apply a Krylov method, such as GMRES [18] to solve the equivalent integral equation [7, 17, 20] , but slow convergence can also be a problem there without a quality preconditioner.
In [17, 20] , the required transport sweep is executed with a deterministic approach. We could also execute the transport sweep with MC simulations. These simulations may be more expensive, but may give better results in many cases than deterministic simulations. In this study we consider this approach inside of an NDA method [9] . One could also consider a similar moment-based accelerator, quasi diffusion (QD) [5, 16] , but we limit our scope to NDA for this paper.
NDA.
In this section we follow a similar approach as found in [9] which can be consulted for more detail. NDA makes use of the 0th angular moment of the Downloaded 05/28/14 to 152.1.252.134. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
Then NDA will enforce that the "high-order" (HO) for ψ and the "low-order" (LO) equation for φ remain consistent down to truncation error. We enforce the consistency with the augmented diffusion current closure,
The LO problem is defined by substituting (2.6) into (2.5):
To insure consistency,D
HO is computed using a flux and current from the HO solution,
Again, for more detail, including boundary conditions for the LO problem, see [9] . Note that in (2.7), the scattering term is solved implicitly, not lagged as it is in source iteration. WhenD is evaluated using the HO solution moments and the same spatial discretization as the LO problem, then the solution of the LO problem is guaranteed to have discrete consistency with the solution of the HO problem upon convergence.
The coupled HO-LO problem may be solved using fixed-point iteration as follows. We express the fixed-point iteration formally in Algorithm Picard. The inputs to the algorithm are an initial iterate φ LO for the LO flux and relative and absolute error tolerances τ r > 0 and τ a ≥ 0. 
where G represents the execution of a transport sweep. Now, the transport equation has been solved if
or if F (φ) = 0, where F is given by
with appropriate boundary conditions.
We can solve F (φ) = 0 using a JFNK algorithm. This will be described in greater detail in section 5. Note thatD depends on φ through the transport sweep, so the equation is nonlinear.
Monte Carlo simulation.
An MC simulation is often preferred for a nuclear reactor physics calculation due to its (nearly) continuous treatment of energy, angular and spatial variables, and this type of resolution is often crucial for accurate analysis of reactor behavior. NDA is a widely used method for the deterministic solution of the transport equation [1, 19] . Although there have been several recent attempts to extend the NDA methodology employing a stochastic HO solver [12, 13, 14, 21] , they are mainly focused on accelerating on the fission source, not the scattering source. Here, we extend the work by Knoll [9] to the context of a stochastic HO solver, which accelerates the scattering source.
Conventional Monte Carlo tallying.
A conventional MC method simulates the physical processes of neutral particles, such as streaming, collision, and emission. In order to obtain a statistical average, the physical events are "tallied." One of the widely accepted tallies is the "track-length" tally [15] , which accumulates a particle's flight paths. The track-length tally estimates the average scalar flux φ in the volume V with N MC particle histories as follows:
where w n and l n are the weight and distance traveled by the nth particle, respectively. The track-length tally generally gives a lower variance than the collision estimator tally [15] ,
which values are accumulated only at collision sites.
In NDA, the HO solution is used to compute the consistency term at cell faces, 
where A is the surface area.
Monte Carlo transport sweep.
A stand-alone MC simulation solves (2.1). Note that in (2.1), we are inverting the streaming, absorption, and scattering operators. However, the scattering operator is considered to be a component of the source term in NDA, which greatly simplifies the MC logistics.
Again, a transport sweep returns a new angular flux, ψ + , given the current best guess at the scalar flux, φ c . That is, we solve
It is clear that this action of computing a new angular flux needs only a source function for the right-hand side. It matters very little whether this source is a fixed source or a scattering source. The transport sweep takes the current estimate of the flux and allows each particle to take a single extra flight path before it is absorbed. In this case the scattering term, Σ s φ, only helps build the source function for the right-hand side.
We can approximate the transport sweep using a MC simulation. We use our current iterate φ c to build a new source function, S(x),
In essence, we are solving a new problem,
We now conduct an MC simulation for which Σ s = 0. This means that every particle has zero possibility of scattering. Therefore, after a single particle flight (from the particle birthplace to the first collision) the particle history is terminated. This effectively allows for each particle in the simulation to undergo one single additional interaction.
It is important to note that these MC transport sweeps are very cheap (in comparison to classic MC) to compute. Since particles can no longer scatter, each particle history is terminated after only a few brief calculations. Furthermore, each particle affects only a minimal number of cells, which means the tallying process can occur much more quickly as well. These MC transport sweeps can be used in place of any deterministic transport sweep, given that we use enough particles to ensure a physically accurate simulation.
Continuous energy deposition tallies.
In section 3.1, we discussed the most basic method for tallying, which we will refer to as standard tallying for the remainder of this paper. As it stands, however, standard tallying is suboptimal for the following reason.
Let us begin by taking the zeroth angular moment of (3.7). This yields the following (discrete) neutron balance equation in cell i,
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we find that ||R|| 0 when standard tallies are used to compute φ i and J i±1/2 . Along with the noise we find in the MC transport sweeps, this lack of balance can be detrimental when trying to compute the consistency termD and trying to solve the problem.
Now, we present a second tally which we will refer to as the continuous energy deposition tally or CED tally [4] . This tally is especially suitable for NDA-MC since the MC simulation solves a problem with purely absorbing media. The purpose of the CED tally is to conserve the balance of neutrons which we expect.
The CED tally takes place in two distinct phases: 1. A nonanalog tally in which each particle is forced to travel a fixed mean-freepath distance in which we tally using exponentially decreasing weights. 2. A standard tally from the endpoint of the nonanalog tally using the remaining particle weight. Our new MC simulation takes place as described in Algorithm CED Monte Carlo Tally.
The CED tally satisfies the balance equation to the point of machine roundoff. We can see this in 
S69

CED Monte Carlo Tally (N MC , λ).
for n = 1 to N MC do Randomly sample direction cosine μ and particle location x. Initialize weight for particle n in cell i, w i . Set λ n = 0. while λ n < λ and particle n remains in the system do Compute the mean-free-path distance particle n travels in cell i:
Compute the deposited weight in cell i, Δw i :
Tally the scalar flux using the weight Δw i using the collision estimator described in section 3.1. Compute weight at cell interface:
Tally the surface current using the weight w i±1 using the face tally described in section 3.1. Update cell location i = i ± 1. end while Begin analog tally from new particle location using w = w i±1 and direction cosine μ. end for
JFNK-NDA(MC).
In section 2.3 we presented the NDA algorithm and demonstrated that we could solve the transport equation by finding a root of the nonlinear function, F (φ), given by
Within the computation of F , we must take the input φ and execute a single transport sweep to retrieve a new HO angular flux,
Given ψ HO , we can compute the 0th and 1st angular moments, φ HO and J HO , respectively.
As was demonstrated in section 3.2, we can compute G(φ) using an MC simulation. In this case, we will represent the MC transport sweep by G MC (φ). It is important to recall that an MC transport sweep is the result of a stochastic simulation and the results contain some amount of noise based on the number of particles used in the simulation. Using the central limit theorem as described in [15] , we can say 
and φ * is the expected value. We propose a new algorithm, JFNK-NDA(MC), in which we solve F (φ) = 0 using a JFNK method, and solve the HO problem with MC.
Implementation challenges.
While JFNK-NDA has excellent convergence properties, JFNK-NDA(MC) will not converge unless some minor modifications are made. The reason for this convergence difficulty can be traced to the stochastic noise in the function evaluations.
In these MC transport sweeps, we can only use a finite number of particles within the simulation. Therefore, we must be willing to accept some level of noise. These noisy functions can be a challenge in one of two ways:
1. the computation of finite-difference derivatives dφ dx and d dx (Dφ); 2. the computation of finite-difference Jacobian-vector products. Fortunately, we can handle each of these issues with a simple change in the algorithm. By implementing intelligent filters, we can eliminate most or all of the noise associated with an MC transport sweep. After applying filters, we can compute F using smooth functions. Furthermore, we have developed an analytic formula for the Jacobian-vector product that does not require finite differences. These items will be discussed in greater detail in sections 4.1.1 and 4.1.2.
Filtering.
With either the standard tally or the CED tally, our function evaluations will return fluxes and currents with some amount of noise. In Figures 4.1 and 4.2, we see the type of noise we must deal with when considering the scalar flux and current.
If possible, we'd like to avoid differentiating the scalar flux and current when they are the result of a noisy MC function evaluation. In essence, we must find a way to filter the noise away from the data so that we have smooth functions to differentiate, but we need to be sure not to change the character of these functions in the process. One simple way to do this is to take our noisy function φ and define a new function φ * by:
This acts as a spatial averaging of the function, but has the potential to change the shape of the function, especially near boundaries or material interfaces. Furthermore, it doesn't truly guarantee that after the application of the filter we have a "smooth" function. Instead, we take a slightly more sophisticated approach. It is important that we do not alter the structure of the solution when attempting to remove noise.
Let us divide our domain into a total of R + 1 regions:
Now, over each of these regions, we'd like to construct a polynomial of low degree that interpolates the function as closely as possible. We'll denote these degrees
and we'll also demand that at each of the region boundaries x i that the spline is continuous and has k i continuous derivatives. By construction, we must choose 0
. We can perform a least squares fit of this low-degree polynomial spline to create a continuous, differentiable approximation to either the flux or current. We can smooth the flux and currents from Figures 4.1 and 4.2 by using a least squares interpolation with regions separated by boundary locations x 1 = .1, x 2 = .3, x 3 = .7, and x 4 = .9. Over each of the regions we use degree 3 polynomials and demand that the function and its first derivative are continuous. In Figures 4.3 and 4.4 we acknowledge the results of this filter. We compare the MC fluxes and currents to "true" solutions computed using a deterministic solver.
It is important to note that we must use low-degree polynomials for this interpolation. In fact, we would much prefer to use more regions, each equipped with a low-degree polynomial than a few regions with higher degree polynomials. When we begin to use high-degree polynomials, the polynomials tend to adapt to the shape of the noise and this is precisely what we are trying to avoid. By using all low-degree polynomials, our spline is forced to capture the overall shape of the curve and ignore the high-frequency noise. We note that it is still beneficial to use as many particle histories as possible, however. Filtering can only work well when the general shape of the flux or current has been well-approximated and the noise is high frequency and relatively small. Reducing the noise in the MC function evaluations by using more particle histories will only provide a better approximation of the desired quantities. Downloaded 05/28/14 to 152.1.252.134. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 
Analytic Jacobian-vector product.
Within the Newton-Krylov iteration, we must solve (4.2) for the Newton step, v,
where F (φ) is the Jacobian. In general, it is too difficult and time consuming to build the Jacobian matrix for the discretized system. Instead, it is standard to compute the Jacobian-vector product using the finite-difference formula
Unfortunately, if we choose h too small in relation to the size of the noise in the MC compuation, we may amplify this noise [6] . Furthermore, if we choose h too large, the finite-difference Jacobian-vector product may not be a good approximation of the true Jacobian-vector product. Therefore, we abandon this formula for an analytic formula for the Jacobian-vector product.
Since F is Fréchet differentiable, we can utilize the following formula to compute the analytic Jacobian-vector product:
In order to facilitate this calculation, we rewrite F (φ) using operator notation,
where L is the linear map, (4.5) and N is the nonlinear map,
Now, we can write the Jacobian-vector product in terms of its linear and nonlinear components
It is clear that L (φ)v is given by the simple expression
The expression for N (φ)v is somewhat more complicated. Using the formula (4.4) and properties of differentiation, it is easy to show that
where we have expressedD(φ HO , J HO ) asD(φ) to make the dependence ofD on φ explicit. Downloaded 05/28/14 to 152.1.252.134. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Now, we can complete the formula by finding an expression forD (φ)v. We accomplish this using the same technique we used to derive the expression for the nonlinear term. We find that
10) where
Here, ξ(x, μ) is the solution to the fixed-source scattering-free transport equation where the scalar flux is taken to be v(x),
By combining (4.7)-(4.12) we have an analytic formula for the Jacobian-vector product.
It should be clear that much like the finite-difference approximation to the Jacobian-vector product, we can compute the analytic Jacobian-vector product with only a single additional transport sweep. This means that, at no added cost to us, we have a formula for a more accurate representation of the Jacobian-vector product.
In practice, we find that when the transport sweep is computed deterministically and the mesh is relatively fine, the analytic and finite-difference Jacobian-vector product agree to several decimal places. However, when the MC transport sweep is used, these two quantities can differ by orders of magnitude when N MC is small, and the finite-difference Jacobian is too inaccurate to be useful.
Algorithms.
We will express the nonlinear equation from NDA as
We will solve (5.1) with a JFNK algorithm [2, 10] . In these methods the Newton direction is computed by an inner Krylov iteration and the Jacobian vector required by the Krylov method is either approximated with a finite difference or computed analytically. These methods avoid the computation and storage of the Jacobian matrix itself. In this paper we will focus on the Newton-GMRES [6, 8] algorithm. The algorithmic description below is a formal description of a Newton-GMRES iteration. This algorithm includes an Armijo line search, which is necessary to obtain convergence from initial iterates far from a solution [6, 8] . Note that the Newton-GMRES algorithm in [9] did not use a line search and the computations reported in that paper used a diffusion solution as the initial iterate.
The inputs for the algorithm are the nonlinear function F , the initial iterate u, relative and absolute nonlinear error tolerances τ r and τ a , and a linear residual tolerance η. The algorithmic parameter α is usually [6] set to 10 −4 . The local theory (i.e., when λ = 1 and the Newton step s = λd = d) from [6] not only predicts the convergence speed, but also accounts for errors in the Jacobian and Downloaded 05/28/14 to 152.1.252.134. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php (F, u, τ r , τ a , η) .
Newton-GMRES
If no such d can be found after I max iterations, terminate with failure.
If λ < λ min , terminate with failure. end while u ← u + λd end while the function evaluation. The local theory depends on the standard assumptions for nonlinear equations These assumptions are the following.
Assumption 5.1.
is nonsingular. Now assume that at a current iteration u c we approximate Jacobian-vector products F (u c )w by J c w and that, rather than evaluate F (u c ) exactly, we evaluateF c . The local theory then says that if the linear solver terminates when where e = u − u * is the error. The theory when the current iterate is far from a solution is more subtle, but for the present paper we need only note that if the Jacobian is highly accurate, then the iteration {u n } will either converge to a solution u * which satisfies the standard assumptions or fail to converge in one of two ways. We base our approach on the convergence theorem. The MC approximation of G results in an error in the evaluation of both the evaluation of F (u) and the Jacobian-vector product F (u)w. Our current approach is to use the Newton-GMRES direction until the line search fails, and then
• increase N MC by a factor of 100 and • restart the Newton-GMRES iteration from the previous iteration. We must establish some notation before we formally describe the algorithm. We approximate F (u) with an MC simulation to obtain F (u, N MC ) and the Jacobianvector product F (u)w with an MC simulation with output DF (u, w, N MC ) . The Downloaded 05/28/14 to 152.1.252.134. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php evaluations of F we need for the Newton step and testing termination tolerances for the nonlinear iteration, or within the line search in the Newton-GMRES code, must be replaced with calls to the MC simulation. Similarly the Jacobian-vector products within the GMRES iteration are MC simulations. In addition to the inputs of Algorithm Newton-GMRES, the new algorithm requires an upper limit I max on the number of linear iterations, a lower bound λ min on the step size, and an initial value N MC for the number of trials in the MC simulation. (F, u, τ r , τ a , η, I max , λ min , N MC ) .
Newton-GMRES-MC
Evaluate
This is a simple modification of the Newton-GMRES algorithm and seems to work well.
Results.
We present results here for JFNK-NDA(MC). We'll consider three test problems that demonstrate the convergence properties. The first two test problems simulate a highly scattering material (Σ s /Σ t = .99) and the third test problem represents a system with a much more moderate scattering ratio (Σ s /Σ t = .75). In all test problems, both the flux and current are filtered using a least squares interpolant filter in both the function and Jacobian evaluation. Furthermore, during the function evaluation,D is filtered using the same least squares interpolant filter.
In each of the following tests, we use φ = 0 as the initial iterate and precondition the linear solver using the same preconditioner as described in [9] . We choose to use the inverse of the operator M , defined by In Figure 6 .1, we see that using 10 6 particles (Run 1) per function evaluation (using the standard tally) does not provide enough accuracy to converge to the desired tolerance. However, using 10 6 particles per function evaluation does allow us to get a rough shape for the scalar flux. We use this estimate of the flux as the starting point for a new run of JFNK-NDA(MC) using 10 8 particles per function evaluation (Run 2). This provides yet a better estimate for a third pass of the algorithm.
In Figure 6 .2, we see that using 10 6 particles per function evaluation provides an order of magnitude decrease in the nonlinear residual from the initial iterate for both standard and CED tallies. Increasing the number of particles by a factor of 100 allows for another order of magnitude decrease. The final run, using 10 10 particles per function evaluation drops the norm of the nonlinear residual below 5 × 10 −3 . Comparing the standard and CED tallies, we see that the CED tallies are more effective at lower particle counts. By the end of Run 2, the CED tallies had decreased the nonlinear residual by an extra factor of two over the standard tallies and had done so using few function evaluations. At the level of 10 10 particles per function evaluation, the two tallying methods become indistinguishable. It should be clear from Figure 6 .2 that the accuracy of the function evaluation is intimately tied to the ability of the algorithm to decrease the nonlinear residual. As a second example of this, let us consider a new simulation in which we allow for four runs, one run using each of 10 5 , 10 7 , 10 9 , and 10 11 particles per function evaluation. We see the same convergence behavior in Figure 6 .3 using four runs that we saw in Figure 6 In Figure 6 .4, we can see that even after one run using 10 6 particles per function evaluation and standard tallies, we have found a very good approximation to the scalar flux. Contrast this with the first test problem (Figure 6 .1) in which we needed to increase particles on two occasions before we had an accurate representation of the scalar flux. Minor improvements are seen by increasing the number of particles per function evaluation in the second test, but we may find that for some applications the second or third run of JFNK-NDA(MC) was unnecessary.
The convergence properties for this test problem can be seen in Figure 6 .5. Again, we can decrease the nonlinear residual by an order of magnitude with each run of JFNK-NDA(MC). In this case, both tallies perform more efficiently. Both tallies allow us to drive the nonlinear residual down to roughly 10 −1 using only 10 6 particles per function evaluation. For this problem, the two tallies perform almost exactly the same. The benefits of the CED tally are less noticeable for Test 2. Both tallies allow us to converge the nonlinear residual to 10 −3 . We repeat the simulation for Test 2 using a total of four runs beginning at 10 5 particles per function evaluation and finishing with 10 11 particles per function evaluation. We run this test as a further demonstration that increasing the number of particles per function evaluation by a factor of 100 increases the accuracy of the MC transport sweep by a factor of 10, and ultimately allows us to decrease the residual by a factor of 10. This is demonstrated in Figure 6 .6. This test simulates a medium with a lower scattering ratio to demonstrate the effectiveness of this algorithm across multiple scattering regimes. In Figure 6 .7 we can see that for lower scattering ratios, we can lower the nonlinear residual to even tighter tolerances using few total particles. This confirms that our algorithm works across different scattering regimes. Furthermore, the MC transport sweep is more accurate for low scattering environments. Much like Tests 1 and 2, we see that CED tallies marginally improve accuracy, but do not have a profound effect on convergence. 
Conclusions.
We have implemented JFNK-NDA(MC), a new hybrid algorithm for neutronics. We solve the HO problem with MC using CED tallies and the LO problem with a JFNK algorithm, in this case Newton-GMRES. We have discussed the problems in the implementation and our solutions to those problems and presented numerical results.
In the future we plan to do a detailed analysis of the convergence properties of the Newton-MC algorithm we proposed in this paper and apply that algorithm to k-eigenvalue problems in neutronics.
