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Abstract— In recent years mobile robotic wireless sensor
networks have been a popular choice for modelling spatial
phenomena. This research is highly demanding and non-trivial
due to challenges from both network and robotic aspects. In
this paper, we address the spatial modelling of a physical
phenomena by introducing the network connectivity constraints
while the mobile robots are striving to achieve the minimum
modelling mismatch in terms of root mean square error
(RMSE). We have resolved it through Gauss markov random
field based approach which is a computationally efficient
implementation of Gaussian processes. In this strategy, the
mobile robotic wireless sensor nodes (MRWSN) are centrally
controlled to maintain the connectivity while minimizing the
RMSE. Once the number of MRWSN reach their maximum
coverage, a new MRWSN is requested at the most informative
location. The experimental results are convincing and they show
the effectiveness of the algorithm.
I. INTRODUCTION
The deployment of wireless sensor networks have sig-
nificant impact on both scientific adventures and our daily
life. With advances in sensing, wireless communication (low
power RF) and computing, in recent years, Wireless Sensor
Networks (WSN) have become a viable and very effective
means for data intensive observation in various application
domains [1], [2]. Often, these WSN are required to be
deployed in areas without infrastructure support, in hostile
fields, and harsh environments. Applications include spatially
& temporally dense environmental monitoring, battle field
monitoring seismic structure response study, precision farm-
ing, traffic monitoring, disaster prone areas, and hazardous
zones [3]–[7]. In large scale deployment of WSN, coverage
and connectivity are basic requirements to capture the envi-
ronmental phenomena and to report information to the sink
(the base station).
In order to accomplish this goal, researchers have recog-
nised the Mobile Robotics Wireless Sensor Networks, a spe-
cial branch in WSN where the mobility of the sensor nodes
has been exploited for improving communication coverage
and sensing [8]. These Mobile Robotics Wireless Sensor
Networks are flexible so that they can adopt to changes in
the environment and to enhance efficiency of data collection.
Moreover in the event of sensor node failures, remaining
nodes can reorganize to continue the data collection effi-
ciently.
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Typically, these wireless sensor networks are hybrid net-
works with both static nodes and mobile nodes (i.e. Mobile
Robotics Wireless Sensor Nodes (MRWNs)). Availability
of MRWSNs enables to develop efficient sensor node de-
ployment strategies dynamically (i.e. sampling paths of the
MRWSNs) to collaboratively move in a space to effectively
monitoring the physical field.
In literature, numerous schemes have been proposed for
the deployment of MRWNs in large candidate regions ad-
dressing both the coverage and the connectivity. In [9] a
potential field based method was proposed to uniformly dis-
tribute the sensor nodes in a region with physical obstacles.
In [10][35] a cluster based virtual force method was proposed
for randomly spread MRWNs to form clusters based on
their physical locations. Nodes may exert either attractive or
repulsive forces depending on the relative distance between
them to determine the distribution of the nodes while main-
taining the connectivity. The Connectivity Preserved Virtual
Force Method (CPVF) proposed in [11] logically divides
the region into several floor lines separated by a distance
d = 2rs where rs is the sensing range of sensor nodes.
Initially, MRWNs are randomly dispersed and after that they
start moving towards their nearest floor line. Then they start
moving along the floor lines until they find a connectivity
to the sink. The Voroni Based Algorithm [12] works on
the pull driven principal where MRWNs attempts to cover
the holes in respective Voroni polygons. Motivated from the
balance of molecules within certain compound in terms of the
density, the Distributed Self Spreading Algorithm (DSSA)
presented in [13] attempts to uniformly distribute the sensor
nodes by repeatedly locating them in the region to achieve
a desired density. In [12] authors have presented a Vector
Based Algorithm to uniformly distribute nodes in the region.
The coverage over the region is accomplished by means
of pushing forces between sensor nodes that resembles the
repulsive force that exists between similar charged particles.
We argue that deploying a large number of sensors
uniformly in the candidate region while maintaining the
connectivity may not be the most optimal approach for
collecting measurements in the spatial field. We would rather
like to move MRWSNs to the most informative locations
while maintaining the connectivity.
In [?], authors have presented an information theoretic
approach to determine an optimal number of MRWSNs and
their optimal sampling path using a Gauss Markov Random
Field (GMRF) to model the spatial field. In that work authors
assumed that the connectivity between nodes and the sink
exists and connectivity was not considered as part of the
optimization process. In this work we focus on positioning of
the MRWSNs in the application region (i.e. coverage) while
maintaining the network connectivity to achieve a desired
level of accuracy. In essence our aim is to move ’sufficient’
number of sensor nodes to most informative locations in each
iteration to capture the physical phenomena most effectively
while ensuring the connectivity of each sensor node to the
sink.
The remainder of this paper is organized as follows.
In Section II, Gauss Markov random field based spatial
prediction model is described. Robotic and network related
constraints are formulated in the Section III. The adaptive
sampling strategy for the MRWSN are proposed in the
Section IV. Experimental results are presented in Section V
and Section VI concludes the paper with future directions.
II. SPATIAL SAMPLING WITH MOBILE SENSOR
WIRELESS SENSOR NETWORKS
A. Gauss Markov Random Fields (GMRF)
The Gauss Markov Random Fields provides a computa-
tionally efficient alternative to Gaussian Processes. It is a
discretely indexed Gaussian field and we use the models
represented in [14].
Let’s consider a finite set of spatially observed locations
u = {u1, u2, ..., un} ⊂ Q where Q is a convex polytope
in Rd. We assume that ui, i = 1, ..., n varies continuously
through the polytope Q and every measurement is related
to a particular location in u. Let y(u) = {y(u1), ..., y(un)}
denote a vector of measurements.
The measurement model is defined by,
y(u) = X(u)β + z(u) + ε(u), (1)
where, the model is consisted of a summation of a large scale
component, a random field, and an identically distributed
(i.i.d.) noise. X(u)β is the expectation of y(u). X(u) is the
covariates determined at location u and β represents a vector
of mean parameters. In the perspective of Gaussian Process
[15], the term X(u)β is referred to as the mean function.
ε(u) is a noise with a zero mean and a covariance matrix
σ2εIε at locations u, where σ2ε is assumed to be known and
Iε is the n×n identity matrix. z(.) represents a GMRF with
a zero mean and a precision matrix Q. It is to be noted that
the GMRF is Markovian leading to a sparce precision matrix,
which is exploited for substantial saving in computation.
B. Mobile Robotic Wireless Sensors (MRWS)
A network of N number of mobile agents indexed by
i ∈ {1, ..., N} with on-board identical sensing and communi-
cation capability are assumed. They can take measurements
at regular interval of times, t ∈ Z>0. At time t, agent i
takes a noisy measurement at its current location si ∈ Q.




T , and the measurements made by all MRWSs
at time t by yt = (yt,1, ..., yt,N )T . Let’s also denote the
collection of all mobile sensors’ locations and the collective




y1:t = (y1, ..., yt)
T respectively.
C. Spatial Prediction Model
As shown in [16], the authors have utilized the Finite
Element method [17] to project the SPDE onto a basis
representation that consists of piece-wise linear basis func-
tions described by a triangulation of the domain of interest.
The triangulation is constructed by a set of non-intersecting
triangles in which the triangle initial vertices are imposed at
the observed locations. Moreover, for spatial prediction, ad-
ditional vertices are added to complete a large triangulation.
Based on this triangulation, the spatial field is discretized
into v spatial sites at all v vertices of the triangulation.
The full conditional distribution of zt given y1:t which is
also Gaussian can be specified by





















where, θt is the hyperparameter vector and βt is the vector
of mean parameters. Note that both θt and βt are unknown
in this model.
D. Parameter Estimation
As discussed in [14], the parameters of the Gaussian field
model are learned through the log-likelihood function which








It is to be noted that only the variables in the distribution
(2) are βt and θt . Once βt is known, θt can be estimated
by utilizing the maximum likelihood approach [18]. Note
that the log-likelihood maximization procedure can be used
recursively and for many hyperparameters.
III. ROBOTIC AND NETWORK CONSTRAINTS
There are three types of constraints can be present in MR-
WSNs: Robot related constraints, network related constraints
and infrastructure related constraints. Robot related con-
straints are imposed specifically due to the limited capability
of the robot. For example, non-holonomic constraints, speed
of operation and localization errors, etc. How to efficiently
dispatch the mobile sensors to find an obstacle-avoiding
shortest path is a big confront. Examples of network related
constrains are related to communication range, coverage and
battery life. The infrastructure based constraints are related to
robots operating environments. Examples of such constraints
are due to presence of obstacles and non-accessible regions.
It is our futuristic goal to include all the constraints however,
in this paper we will restrict our scope to robot and network
related constraints.
Fig. 1: The spatial filed. Communication cells are formed by
red dashed lines and a mesh of a triangulation is created by
blue lines.
A. Robotic constraints
The mobile robots are assumed having holonomic move-
ments according to the discrete dynamics si(t+1) = si(t)+
hi(t), where ‖ hi ‖≤ hmax ∈ R>0, in which hmax is
the maximum distance an agent can move in a particular
sampling interval. The robots are assumed to be capable of
localizing themselves.
The sensing range (rs) is defined as the area in which
the MRWSN is capable of taking measurements representing
all targets that fall inside the area. The sensing range of a
MRWSN is normally modelled as a circle in the 2D space
or as a sphere in the 3D space with radius rs where the
sensor is positioned at the center. The communication range
(rc) of a MRWSN is centred on the sending node which is
defined as the area in which the received power is sufficient
to decode the signal.This is also modelled in a similar way to
the sensing range. The data transmitted by a MRWSN can be
received by all MRWSNs that are within the communication
range (rc) of the transmitter. Typically, MRWSN’s (rc) is
greater than its (rs).
Fig.1 illustrates how the field is represented by an irregular
lattice of a triangulation.
In our work, robot-robot collision avoidance is imple-
mented based on the sensing range perspective where once
a measurement is taken at the most informative location,
the need for taking another measurement by another mobile
robotic sensor at the same time is constrained by a radius rs.
Therefore, |st,i|− |st,j | > rs. During a given data collection
step, any point that falls inside the sensing range is forbidden
for any other sensor to move in even if helps improving the
RMSE (i.e. a location with higher information). In Fig.2 the
circular void area centred at (9,6) shows the area that is not
allowed for any other sensor to move in during the current
step. The algorithm has picked up the most informative
connected point outside this region (represented by the green
dot).
Fig. 2: Forbidden zone for placing the next sensor
B. Network Constraints
We assume a centralized communication scheme where
each sensor can communicate within its range and can be
routed to a common sink. Interference between the mobile
sensor nodes is assumed insignificant and a Medium Access
Control (MAC) protocol is assumed to address the collisions
on the network. Network coverage is utmost important and
each and every mobile agent is assumed to be having a
communication range, rc. If |st,i| − |st,j | < rc for any i
and j, where i 6= j, then the network is functional having
atleast one path for every MRWSN to reach the sink.
IV. ADAPTIVE SAMPLING
In this paper, an attempt was made to estimate and
predict a given spatial filed using the minimum number
of mobile sensory agents. This requires the robots to take
optimal sampling paths that drive the MRWSN to the most
informative locations to observe the physical environment
while maintaining the network connectivity. It is shown that
each MRWSN always looks for a next location at time instant
t+ 1 given all measurements up to time t. In the following,
we consider the one-step-ahead spatial prediction technique
before the adaptive sampling approach is proposed.
A. Spatial Inference through one-step-ahead Prediction
In this section, the one-step-ahead forecast is used to
predict the latent spatial field qualtities at time t+1, given the
collective observations up to time t. The readers are referred
to [?] for more detailed discussion. The spatial field model
(1) can be rewritten as
y1:t = X(s1:t)βt +Atzt + ε(s1:t), (14)
where ε(s1:t) ∼ N (0, σ2εI). Given zt|y1:t , the latent spatial
process at time step t+ 1 can be predicted by
ẑt+1|y1:t = zt|y1:t + ηt+1, (15)




sysIη , Iη is a v× v
identity matrix, and σ2sys is the system error that describes
the changes in the elements of the parameters vector between
times t and t+ 1.
Now the prior conditional distribution of ẑt+1 given y1:t
can be obtained by





Further, if V T is a set of the vertices on the triangulation,
we define a column vector bt+1 ∈ Rv at time t+ 1 as
bt+1(i) =
{
1, if V T (i) = st+1(j) and j = 1, ..., N
0, otherwise.
Then, the posterior precision matrix of the posterior dis-













For the sake of simplicity, from here we will use Q̂zt+1 =
Q̂zt+1|y1:t,ŷt+1 , Qzt = Qzt|y1:t , and Qη = Qη,t+1.
B. Near-optimal Sampling Paths
In recent works, the approaches mostly used to find the
most informative sampling locations at the next time step
t+1 is derived from information-theoretic criteria such as en-
tropy [?]. These works proposed to optimize the conditional
entropy that is with the closed form expressions developed
on the GP models [?], [?], or on the GMRF models restricted
to a regular lattice [?], [?], [19]. In this subsection, we extend
the conditional entropy based adaptive sampling method on
the GMRF models that are described on an irregular lattice.
The crucial idea of our proposed technique is to drive the
MRWSN to the new sampling positions without disrupting
the communication links so that the uncertainty at the v
spatial sites is minimized. Let us define the covariance matrix
Σ̂zt+1 = Q̂
−1
zt+1 , the conditional entropy of ẑt+1|y1:t, ŷt+1 is




{log det(Σ̂zt+1) + v log(2π) + v}.
Thus, the next optimal sampling locations at time instant
t + 1, st+1, can be obtained by minimizing the uncertainty
as follows
soptt+1 = argmin
sk+1(i) ∈ Ω(t)V T (i)
log det(Σ̂zt+1), (18)
where Ω(t)V T (i) is a set of the spatial sites inside V T but re-
stricted by Ω(t)i based on the robotic and network constraints.
Since log det(Σ̂zt+1) = − log det(Q̂zt+1), we have
soptt+1 = argmax
sk+1(i) ∈ Ω(t)V T (i)
log det(Q̂zt+1). (19)
It can be clearly seen that this combinatorial optimization
problem as proved by Ko et al. [?] is NP-hard. Usually, this
issue can be efficiently addressed by employing a greedy
algorithm that sequentially finds a set of the next near-
optimal sampling locations at time t+ 1, s∗t+1 [?].
V. ALGORITHM
This section summarises the algorithm to drive MRWSNs
to collect data from the filed.
At the beginning of each period, sink receives data from
N , MRWSNs either directly or through other intermediate
MRWSNs (i.e.multihop).Then the sink works out the next
best location for each sensor node at time instant t + 1
given all measurements up to time t as explained in Section
. Then it evaluates the RMSE based on all the readings it has
received so far. If the value of the RMSE is not significantly
changing between updates, it injects one or several robots to
the field as it requires to gather more information from the
uncovered areas.
Algorithm 1 Centralised prediction algorithm for each mo-
























, βt, θt, vj
Output:
1: procedure MOVENODES(()) . new locations of sensors
2: Compute Qt based on θt
3: Compute At,i






5: for each MRWSN i in Deployed MRWSNs set do
6: Select a subset of potential locations in the field
that are reachable from node i
7: Select the next best location for the ith node that
maximises (19) from the available subset of potential lo-
cations while satisfying the connectivity to the previous
node.
8: end for
9: Compute the RMSE for the predicted topology.
10: If RMSE(t) < RMSEthresh,then invite a new
MRWSN to join the team




In this section we describe experiments which try to
objectively illustrates the benefits of our proposed strategy.
The numerically generated data set that was used in [19]
was utilized to conduct simulation experiments. A spatial
field of size 100 units 50 units was created and the physical
quantity was generated within this field shown in Fig. 3a.
There were N number of MRWSNs and each sensor node
has 15m communication range (rc) and 5m sensing range
(rs). When the first 3 MRWSNs are placed in the field
they start from pre-defined locations as shown in Fig. 4a
(in white dots). Locations of all the subsequent MRWSNs
are algorithmically determined subjected to connectivity and
RMSE constraints (Figures 4b and 4c). We have assumed
(a) (b) (c)
Fig. 3: Spatial field: (a) The true field; (b) The predicted field after 10 iterations with communication restrictions (c) The
predicted field after 20 iterations with communication restrictions
(a) (b) (c)
Fig. 4: Location of MRWSNs at time : (a) t = 1 (Initial) (b) t = 10, and (c) t = 20.
the knowledge of the measurement noise σ2ε = 0.2 and the
system error σ2sys = 0.25. The spatial field was represented by
approximately 5000 vertices of triangles which were consid-
ered as spatially interested sites. In this scenario, percentage
of non-zero elements in the sparse precision matrix is around
18%.
The purpose of the first experiment is to characterise the
nature of how a given number of MRWSNs capture informa-
tion as they traverse through the spatial field subjected to the
connectivity constraint. In this experiment we have initially
used three MRWSNs positioned at (5,5), (13,13) and (21,21).
Figures 3b and 3c illustrate the predicted field after t = 10
and t = 20 steps respectively using three MRWSNs with
connectivity constraint. We can clearly see that even though
it is possible to use the GMRF effectively to drive the sensor
nodes, as soon as the connectivity constraint is in place,
MRWSNs are limited to a particular region. Afterwards, the
RMSE gained by moving within this region is very limited.
The next experiment aims at demonstrating the proposed
strategy. As described in Section (ref), when we detect only
a minor variation in the RMSE of the predicted field between
successive steps, we deem that as the ’best’ a given set of
MRWSNs deployed in the field can achieve as a team. At this
point we send another MRWSN to join with others already
in the field. The location of the new MRWSN is the most
Fig. 6: Root Mean Squar Error
informative connected point relative to the furthest MRWSN
in the field. This allows the area of coverage to grow out as
shown in Fig. 5.
Fig.6 shows the resultant overall RMSE of the predicted
field as new MRWSNs are joined to the existing team of
MRWSNs.
VII. CONCLUSIONS
In this paper, we have addressed the problem of modelling
the physical phenomena under network connectivity con-
straints. The physical phenomena was modelled by a com-
(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 5: Insertion of MRWSNs dynamically (a) initial deployment, N = 3 (b) N = 4 (c) N = 5 (d) N = 6, and the resultant
predicted field under each case just before deploying the next MRWSN at time (e) t = 20 (f) t = 39 (g) t = 59 (h) t = 79
putationally efficient implementation of Gaussian processes,
Gauss markov random fields. A published data set is used
to validate the algorithm. The results clearly show that the
MRWSN are striving to minimize the RMSE while strictly
maintaining the connectivity. The connectivity is a very
important aspect in the centralized network implementation.
The results are appealing and demonstrate the demand for
new MRWSN when it needs to further reduce the RMSE.
In the future, we expect to introduce more robotics and
network constraints to make it more realistic. We also plan
to implement the algorithms on real MRWSN.
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