Abstract-This study compared the effects on performance of four features of the LAPB and LAPD protocols. LAPB is the link level for the X.25 protocol, and LAPD is the link level for the ISDN "D" signaling channel. The features were: multireject in which additional reject or selective reject frames can be retransmitted under certain conditions, selective reject in which an entity can request selected frames to be retransmitted, the null information frame (NIF) with which additional control frames are sent to help detect missing frames, and multiple service access points (SAP's) in which several link-level protocol handlers are multiplexed on the same physical link (a feature unique to LAPD). Results indicate that the current standard LAPB/D protocol with multireject is the preferred protocol. Selective reject generally performed worse than the standard protocol, and offered improvement only with complex and expensive enhancements. The NIF feature yielded a virtually unnoticeable performance improvement. Multi-SAP introduced a virtually unnoticeable impairment when it was used to carry tho same traffic load as a single SAP.
INTRODUCTION T
HIS study compares performance of four link-level protocol features as measured by user-perceived roundtrip response-time delay.
The ANSI standard
X3.66 [I], [ 2 ]
defines a "menu" of protocol rules that constitute the Advanced Data Communication Control Procedures (ADCCP). The current study is valid for studying performance of bit-oriented protocols derived from ADCCP, including LAPB (used in X.25 [3] ) and LAPD (used in the ISDN "D" control channel [4] ).
PROTOCOL VARIATIONS This study concentrates
on link performance during the interchange of information.
We assume that the link has already been set up and is operating in balanced mode. During information transfer with the standard LAPB or LAPD protocols, the link-level information frames are numbered sequentially at the transmitter and must arrive in order at the receiver. The transmitter keeps a window of unacknowledged frames in case they need to be retransmitted. Except for the selective reject implementation, the receiver has a window size of one, the frame currently being received.
If the receiver receives an out-of-sequence (00s) frame, it sends a REJECT command with N(R) set to the frame it expects. Henceforth-and this is a key point in this study-according to the standard LAPB/D protocol, the receiver cannot send another reject on its own initiative (it could send one if it were polled). The receiver remains in the "reject condition, " accepting no new information frames, until it gets the frame it wants. Meanwhile, the transmitter, on receiving REJECT, uses
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the "go back-N frame" technique and begins retransmission with the frame specified with N(R) in the REJECT command. The present study explores effects on performance Of changing the algorithm used in the protocol. Although some changes are made in parameters such as window size and time out, the current study does not attempt a detailed study of the effects of varying parameters within a given algorithm. (Many other studies have addressed this
[5]- [7] , and the author is continuing in this effort.) Four changes from the LAPB/D standard were tested.
A . Selective Reject
ADCCP defines a frame called "selective reject" (SREJ) which the receiver can send to request retransmission of only selected frames. This'yielded poorer performance than did the standard protocol, except for one difficult-to-implement condition.
B. Multiple Rejects (Multireject)
The multireject feature was developed by the author in 1984 [5] . It allows reject or selective reject frames to be repeated under certain conditions, and it significantly improved performance here.
D . Multiple Service Access Point (Multi-SAP)
This LAPD (ISDN) feature is the major difference between LAPD and LAPB. It allows a many-point connection on the subscriber end of a line to one point in the central office.
(There could be several terminals on one line and/or several link handlers within each terminal.) By contrast, LAPB is point-to-point at the link level (but, like LAPD, may be used to carry many higher level virtual circuits). Results indicate that for the same overall traffic load, using multiple SAP's introduced a slight, virtually unnoticeable impairment in performance.
EXPERIMENTAL METHOD

A. The Simulator
The simulator is illustrated in Fig. 1 . The messages and noise impulses are modeled with Poisson processes in which events occur at random times. The simulator uses a "Monte Carlo" method, and steps through the system over and over again in short time intervals. It models each Poisson process by a series of "coin tosses" (Bernoulli trials), each occurring in a time interval so short that there is a chance for either none or at most one event to happen. The coin tosses are obtained with repeated calls to a random number generator. (For further details on Poisson processes, see any standard text on probability theory.)
Here, the time unit is 1/2 ms. This happens to be the time required to output one octet at 16 kbits/ s , which allows programming ease in keeping track of octets, but this coincidence is not required for proper modeling of the random processes.
This study is, therefore, a complete step-by-step implementation of the protocol with noise, propagation delay, and load simulated in a realistic manner. This work is thus complementary to studies that yield analytical results, but which also require simplifying assumptions to make the mathematics tractable [7]-[12] . In fact, the flowchart of this program was the basis of a real hardware implementation of the ISDN terminal [ 131.
The program was written in DEC Fortran-IV Plus and runs on a VAX 11/780 computer under the VMS operating system.
B. Message Generation and Response Time Measurement
On the link, two entities exchange messages, each message consisting of one or more packets,' each. packet always' containing exactly 128 octets of information. The message lengths have a random geometric distribution averaging 4 packets long. The link level adds control information of 7 octets (for window size 7 or less) or 8 octets (window greater than 7) making an information frame of size 135 or 136 octets.
These simulations used a bit rate of 16 kbits/s, that of the ISDN "D" channel for basic access. The numeric response time results are specific to this bit rate, but the relative qualitative comparisons of the different algorithms are valid for any bit rate.
The amount of message traffic is specified by the intensify (usually called "rho"). The intensity is the percent time required to transmit the offered messages at the line rate with no overhead from supervisory frames, control octets, bit stuffing, or retransmissions. That is, intensity is the ratio of new information time to total time. The intensity is in dimensionless units of Erlangs. In these experiments, intensity was at the same level in both directions.
C. Response Time Measurement
The prime measure of performance is the roundtrip response time, which is defined here as the time between the generation (creation) of the multipacket message (say, the user striking the "enter" key or issuing a "write" command) and the receipt of acknowledgment at level 2 of the last packet of the message.
I Our nomenclature is to use packet to describe whatever level 3 delivers as. information to level 2; and frame as any set of octets-information or control-sent out by level 2. Messages, therefore, consist of packets which become embodied in level 2 information frames.
D. The Simulated Link Facility
The messages are transmitted on a two-way full-duplex data circuit subject to impairments of propagation delay and errors.
I) Propagation Delay:
Propagation delay is a straight time delay which, by itself, would simply add a constant to the roundtrip acknowledgment response time. However, it also interferes with error recovery by making detection and correction take longer.
This study used two propagation delay values, chosen because of their practical importance.
The first value was zero, which is essentially the delay present in local networks and short loops. The other value was 600 ms roundtrip, the value obtained with a synchronous satellite.
2) Bit Errors: Bit errors were generated with the Gilbert model, which is perhaps the simplest model that produces error bursts, such as those found on 1.544 Mbit/s T1 lines [14] . In this model, the transmission line alternates between GOOD and BAD states. In the GOOD state, there are no errors, and in the BAD state, bit errors occur at random (i.e., Poisson generated) times. The lengths of GOOD and BAD are exponentially distributed random variables.
A prior study [6] explored the effects on response time of a range of error conditions. The three conditions used here were chosen to represent a range of degradation from "slight" to "heavy," as shown in Table I . (For consistency, the nomenclature of the prior study [6] is used to label the error conditions.)
E. Link-Level Parameters
Two critical parameters of the link level are window size and time out. Window size is the maximum number of outstanding frames allowed before waiting for acknowledgments. The time out is the waiting period for either positive or negative (reject) acknowledgment before corrective action is taken by issuing a poll. (A poll is a request for the "receiver status" of the other end, and it must be answered with an explicit "final" response.)
It can be shown [5] , [7] that under error-free conditions with zero propagation delay, a link window of 7 is sufficiently large to prevent waiting for window acknowledgments, and a time out of 1 s is long enough to prevent time outs from occurring due to the time required to output, receive, and acknowledge 128-octet frames at 16 kbits/s. With 600 ms roundtrip delay, window size and time out depend on delay, frame size, and bit rate. In our case, a window size of 15 and time out of 1.5 s will prevent acknowledgment delays and time outs in error-free transmission.
Thus, the window and time out values are chosen to be "adequate" so that we can concentrate on differences among algorithms. Put another way, if we choose window sizes of 2 or 3, this could choke the link and dominate performance, obscuring differences among algorithms. Fig. 2 displays the major results of this paper, showing the highest error rate ( " R 4 B 2 " ) with satellite circuit delay. This condition exhibits the greatest performance differences among the protocols. Each curve represents several runs, at different intensities, for a particular version of the protocol. In the case of rho = 0.7 for curve 6, the protocol was inefficient and the link could not handle the load (the message buffers overflowed). Therefore, this point is not drawn, and the curve ends for rho = 0.6. First, note the "error-free'' condition. Under this condition, the error correction schemes are never invoked and all the protocols behave identically. The response time delay under this condition consists entirely of the sum of the relatively short time to transmit the message, the roundtrip propagation delay of 600 ms, and most important, the message queueing time due to congestion.2
IV . RESULTS
A . Multireject and Selective Reject
Curve 2 is the "Standard" LAPB/D protocol, which lies roughly midway between the best and worst of the protocols tested. It is our challenge to improve on this protocol. Now observe the effect of introducing multireject. Curves 2 and 3, with the same line pattern, represent one protocol without and with multireject, and similarly with curves 4 and 5 and 6 and 7. In every case, the introduction of multireject improves performance.
Looking now at selective reject, we note the (surprising) result that without the multireject feature, selective reject makes the performance worse (curve 4 compared to curve 2 ) . Curve 6 shows that increasing the window size to the overly generous value of 75 makes the performance even worse. (This will later be explained in detail.)
When multireject is added to selective reject with window = 15, the performance is better than "Standard" but not as good as curve 3, "Std MREJ. " We finally get measurably better performance with selective reject, plus multireject, plus a huge window size (curve 7). Rho. = 0.6 is * As mentioned earlier, the numerical results will also be influenced by frame size and bit rate, which were held constant here to examine the relative performance of different protocol designs. chosen as representing a heavy load for which there are significant differences in protocol behavior.
B. Mean, m + 2sd, and Length of Run
The "mean plus two standard deviations" is reported to capture the user-perceived worst cases. If the response time were a normally distributed variable, the m + 2sd would be the 97.7 percentile; this quantity therefore gives us an idea of "some of the worst cases" the user would experience. Figs. 2 and 3 show that the m + 2sd shows much greater sensitivity to protocol differences and elapsed time than does the mean, and in this respect is a useful measure of performance. Fig. 3 shows that for this heavy load, and especially for protocols that perform poorly, the measurements are still not stable even after a 33 min run. One could argue that 33 min is not sufficient; one should have much longer runs to get the "correct" values.
This argument can be addressed as follows. First, all the computer runs done for this study (of which only a subset are reported here) consumed many hundreds of CPU hours, and a practical limit has to be observed in run length. Second, for light loads and light errors, other data (not included here) show that 33 min was suffcient to get stable results. Third, the relative positions of the curves remain the same after only a few minutes. For example, in Fig. 3 , except for the very start of the run, curve 6 is always the worst case.
A more important reason for accepting results for a run of 33 min is to recognize that with heavy load and high errors, and after almost 10 000 messages have been exchanged, the performance has still not stabilized. Perhaps we are asking the wrong question when we seek the "true, correct" values for highly volatile measures. We should, rather, identify these circuits as unusable and try to improve them, rather than try to refine our measurement.
v. ANALYSIS OF MAJOR RESULTS
A . Causes of Time Outs
In this study, it was found that the worst effects on performance were caused by time outs. In this study, we note that there are two ways time outs can occur. They are distinguished by whether or not the reject mechanism has been invoked, as follows.
I ) Reject Mechanism is Not
Invoked: This is the "classic" cause of time outs as illustrated in primers on linklevel protocol. A frame fails to get through, and there happens to be no subsequent frame to "signal" the other side that something is wrong. Hence, the receiver does not issue a REJECT, and the transmitter times out. This sequence, it turns out, is not the major contributor to performance impairment, since it usually occurs only under a light load.
2) Reject Works, But Retransmission Fails: This case occurs during bursts of noise when several frames in a row can be errored. Here, assume that a frame is errored, the receiver does receive at least one subsequent frame correctly, it detects the out-of-sequence condition, and sends a REJECT which happens to get through to the transmitter. The transmitter backs up and begins retransmission of frames. So far, so good.
NOW assume that during this same noise burst, the Same frame that was errored before is errored again. The standard (LAPB/D) protocol is not designed to recognize errors in retransmission of frames, and must recover by timeout.
This scenario is illustrated on the left side of Fig. 4. Side B , the receiver, has noted that frame 1 was lost and has issued a REJECT. Unfortunately, on retransmission, frame 1 is lost again, and since side B is already in the "reject condition," it cannot reissue a RWECT,-according to the rules of the Standard LAPD or LAPB protocol.
The results of Fig. 2 can now be discussed in terms of how the various protocol variations affect the prevention of time outs.
B. Multireject
Multireject is described in the Appendix. By examining the sequence numbers of frames arriving while the receiver is in the reject condition, the receiver can determine some cases in which the other side did back up, but the frames were lost again. With multireject, shown at the right of Fig. 4 , when frame 2 reappears, side B realizes that side A has backed up in response to the REJECT. This implies that frame 1 has again been lost. Another reject is issued and the protocol recovers.
Multireject can also be overlaid onto selective reject, using an algorithm described in the Appendix. In principle, the method is the same as above: the receiver tries to determine which frames were requested with SREJ and were lost again in retransmission. If such frames exist, issue additional SREJ's for them.
The success of multireject in preventing time outs is shown in Fig. 5 , which plots the number of time outs summed over both sides of the link during the simulated 33 min runs. Typically, under load, multireject reduced the number of time Outs from about 70 (over 2/min) to 10 or 15 (one every 3 min).
C. Selective Reject
Selective reject is initially appealing because the transmitter needs to retransmit only those frames specifically requested by the SREJ control frames issued by the receiver. The transmitter can then skip over the subsequent frames that did get through and save retransmission time.
It is more important, however, to prevent time outs than save occasional retransmission time because a retransmission recovery takes about 100 ms (or less, for rates higher than 16 kbits/s), while a time out recovery takes over 1 s . Selective reject does not perform well in this respect, as illustrated in Fig. 6 . In this example, three out of five frames are lost in the first transmission, and one of these same frames is lost the second time. On the left, with the standard protocol, even without multireject, the transmitter will back up (for this particular sequence of errors) and resend the packet. Some frames are transmitted several times, which appears inefficient, but there is no time out. On the right, with frame 3 lost on retransmission, there will be a time out.3
Thus, selective reject causes a net degradation of performance during those times when improvement is most needed, namely, periods of heavy traffic and errors.
As indicated in the Appendix, when multireject is added to selective reject, another SREl can be sent for frame 3 when 4. is received in this particular sequence. 
D. Window Size and Selective Reject
We note from Fig. 2 that increasing the window from 15 to 75 makes the selective reject case worse (curves 4-6). To understand why, assume that some frame (call it frame 1) has been requested by an SREJ and has failed during its retransmission. This means that regardless. of what happens to subsequent frames, we will eventually have a time out since this is the only way we will back up to frame 1.
In this implementation of SREJ, receipt of an SREJ restarts the acknowledgment timer T200. During error bursts, the additional unacknowledged frames that can be transmitted present more opportunities for errors and their resulting SREJ's. Assume that every eighth frame is errored. Then, every eight frames the receiver would send an SREJ, each resetting timer T200 at the transmitter. With a window of 15, only one or two of these would occur before the transmitter ~. stopped sending new frames, awaiting the acknowledgment of failed frame 1. Then, 1.5 s later (the time out value for 600 ms delay), a time out would occur and the protocol would back up and recover. But with a window of 75, the SREJ's would continue until the large window size was exhausted, and only then would T200 expire. Thus, a large window size coupled with selective reject tends to postpone-not eliminate-time out recovery. Additional delays are incurred during these postponements, and performance is degraded.
E. Combining Selective Reject, Multireject, and Large Window
When multireject is added to selective reject, some time outs are avoided by allowing certain SREJ's to be retransmitted. However, increasing the window to a huge value puts very great memory requirements on both the transmitter and receiver, whereas the standard protocol requires the receiver to have only a one-frame buffer, and the transmitter to have only a window of typically seven frames. Fig. 7 shows the zero-delay performance for the same error conditions and protocol versions of Fig. 2 (the window = 75 conditions are omitted because they are not of practical interest at zero delay). For zero delay, even at this high error rate, there is little difference in performance among the protocols. The "R2B4" condition, which was the "medium" error condition tested, yielded curves for the 600 ms delay circuit about 1/3 closer to the error-free curve than the higher error curves of Fig. 2 . These results are not presented here, but [6] provides performance data for the "Multi-REJ" protocol (curve 3 in our figures here) over a range of 40 noise conditions and two packet sizes.
F. Other Data Runs
G . Moderate to Light Errors
Of particular interest are the results obtained with the lightest error condition tested here, called "R2X4." The results are shown in Figs. 8 and 9 . The "R2X4" condition has an error burst on average every 40 s, a bit error ratio (BER) of 7.8E -6, and a measured 4.2 percent errored seconds-it is not of commercial quality. Even so, on zero delay, the R2X4 condition is only slightly worse than error free.
It is clear that with commercial quality circuits, which are superior to those tested here, there is essentially no dlyference in performance of the protocols. This is in agreement with the analytic findings of Pujolle [12] . It therefore does not pay to use a complex protocol, notably one that requires windows at the receiver as well as the transmitter.
VI. MULTIPLE SERVICE ACCESS POINTS The ISDN LAPD
protocol allows for multiple service access points (SAP's) at the link level.4 For performance purposes, this means that two or more link levels can be LAPD also allows for multiple terminal endpoint identifiers (TEI's) which combine with different SAP's to provide a complete datu link control identifier (DLCI) address for each frame. The multi-SAP results discussed here also apply to multi-TEI from a performance point of view. multiplexed onto the same layer 1 (physical) line.5 Each link handler has its own frame numbering, timers, error recovery, and so on. The multi-SAP design allows one to use one handler for call setup and control (SAP = O), one for user information frames (SAP = 16), and other SAP'S for special purposes.
The multi-SAP configuration was tested to see if its performance was better than one SAP. The hypothesis was that when an error occurs, it affects only one or two SAP'S, that is, affects only one or two link-level handlers. In the current simulation, up to eight link handlers were set up simultaneously on the same simulated physical line. When any handler finished transmitting a frame, a round-robin scheme was used to see if the next handler had a frame to transmit, each handler being polled in sequence. Each handler had its corresponding link-level SAP at the other end of the line.
Multi-SAP data from the "6 SAP's" run were typical of these runs and are reported here. Six SAP's also represents a practical case of three terminals on one ISDN line (i.e., one D channel) with two SAP's in each terminal. All SAP's had equal intensity, which summed to the total intensity on the x axis. For example, if the intensity were 0.05 for each of the'six SAP's, then the total intensity would be 0.3.
The results for zero delay are shown in Fig. 10 . (Similar comparative results occurred with 600 ms delay; these are not included here.) Having six SAP's introduces a slight additional degradation for all but the very lightest loads. These results, applied to ISDN, mean that the use of multiple SAP's and multiple TEI's has a negligible impact on link-level performance.
The results merit a brief explanation. There is some overhead in the round-robin selection, but this is done by the processor and does not enter into the link transmission. What is actually causing the response time delay is that whenever an information.frame arrives at the receiver, its acknowledgment often cannot be "piggybacked" on the next frame sent back because this next frame may be for another SAP. Thus, the receiver must queue the ack, to be sent when the round-robin finally gets to the proper SAP. It is this slight queueing delay that separates the curves in Fig. 10 .
VII. THE NULL INFORMATION FRAME
The null information frame (NIF) was an attempt by the author to avoid time outs by appending a special control frame to the end of every sequence of one or more consecutive information frames. It is a new (nonstandard), control frame containing a "proper" N(R) to acknowledge information frames, an N ( S ) , and no information field. This N ( S ) is the value the next information frame would take on if there were another frame. Thus, if the last information frame in the sequence were errored, the NIF control frame might get through and cause a reject. The NIF frame does not itself require acknowledgment so that if 'it failed by itself, it would not cause a time out.
A sample frame sequence could be Info#l, Info#2, NIF#3, (pause), Info#3, etc. Note that the next real information frame takes on the same N ( S ) as the prior NIF frame.
The results of Fig. 10 show NIF with multireject incorporated. (The technique of adding multireject to NIF turned out to be rather complex and' will not be described here.) There was only a miniscule performance gain, and this feature was not pursued further. error free) and delays of zero and 600 ms roundtrip. The following conclusions are drawn.
VIII. CONCLUSIONS
I ) Error Conditions: Data transmission facilities have to exhibit error conditions that are severe by commercial standards before differences can be observed in performance of the different protocols. Conversely, if a circuit has a very low error rate, all protocols will deliver response times virtually at the error-free level.
2) Multireject: Multireject improves performance when added to a protocol that uses either reject or selective reject logic.
3) Selective Reject: At present, there is no standard way of implementing selective reject. AS implemented here, it makes performance worse if multireject is not used. Performance is noticeably better only if all the following conditions are present.
a) The multireject feature is implemented.
b) The circuit has long (600 ms roundtrip) propagation c) The circuit has very high (commercially unacceptable)
d) The applied load is heavy, at least 0.5 Erlangs. e) A very large window (in these studies, 75) is used. , 4) Multiservice Access Point (SAP): The use of multiple SAP's, that is, multiple simultaneous link-level handlers on the same physical circuit, introduces only a minor performance impairment, This result is relevant to ISDN LAPD, which incorporates this feature.
) Null Information Frame (NIF):
Introduction of the NIF, as developed for this study, made only a slight performance improvement which, in the author's opinion, does not merit the additional complexity in the protocol.
In summary, the protocol of choice for best performance is the "Standard" LAPB or LAPD protocol with the multireject feature.
delay. error rates.
APPENDIX IMPLEMENTATION DETAILS OF THE PROTOCOLS
A . The "Standard" LAPB/LAPD Protocol
The LAPB/LAPD protocol used in this study followed the LAPD specifications of CCITT Document 4.921 141, with the following option.
When the acknowledgment timer T200 expires, an option is given to transmit either a command RR with poll bit (P) set to "1" or to retransmit the last information frame with P = 1. In these implementations, the RR method was always used; information frames never had P = 1. One can argue that under certain cases, sending that information frame might supply the exact missing frame, in which case the acknowledgment to the poll will be an "all is well" RR with N(R) equal to the next frame to be sent (no backup required). However, under heavy load, time outs occur because earlier frames had been retransmitted and lost a second time, in which case you should send the shortest frame possible (i.e., an RR with P = 1) to clear up this condition. The "information frame poll" option was not tested.
B. Implementation of Multireject
The multireject option for the standard LAPB/D protocol was developed by the author [5] and is included as an Appendix to the 1985 draft 4.921 CCITT recommendation [15] . It is described in Fig. 11 . Note that this logic is entered only when N ( S ) is out of sequence (if we were in the reject condition and N ( S ) were in proper sequence, then this would clear the condition). V ( M ) is the "multireject variable" and is set to the value of N ( S ) of the received out-of-sequence frame. The "rejflag" is a flag indicating that the transmitter will have to send a reject when the "transmit" part of the program is reached. The critical test is whether N ( S ) < = V ( M ) which, if true, means in effect that "we have seen this N ( S ) before; thus the other side must have backed up, so send another REJECT. " Although multireject works best when. implemented at both sides, it is "downward compatible" in that it can be implemented at only one side without notifying the other side of its use. Put another way, new equipment with the multireject option can be used as replacement without having to modify the rest of the network.
C. Implementation of Selective Reject
The SREJ frame is defined in Section 8.2.3 of ADCCP [ 11 to request retransmission of a specific frame. ADCCP gives some suggestions as to the implementation of SREJ, but does not give a complete specification. The method developed by the author is included here, as there appears to be no explicit documentation of selective reject in the literature. We describe selective reject first without multireject and then with multireThe REJECT frame is never issued.
All requests to retransmit frames are done via one or more SREJ's. However, time out recovery will cause the "traditional" backup and retransmission of an entire sequence to occur, as indicated below. The receiver maintains a buffer of received frames, as shown in Fig. 12 . The low end of the buffer is marked "vrec" as the highest frame number received and delivered up to layer 3; that is, vrec designates the end of the frames that were acknowledged. The high end is marked with "vrechigh," which is the highest numbered good frame (with proper CRC) received. The "reclist" (received list) between these frames is marked with ''0" for a good frame and " 1 " for a bad frame. Note that under error-free conditions, vrec = vrechigh and the reclist is null. (When reclist is nonnull, the first element (vrec + 1) must be "1" and the last element (vrechigh) "O".) Whenever the receiver gets a (good) frame that pushes up the value of vrechigh, it checks to see if new gaps were created. For example, if vrechigh moves from "5" to "9," this means that 6, 7, and 8 are missing.
(The link level gets only good frames; it never processes frames with bad CRC's.) When a new gap is detected, one or more SREJ's are queued to request each of the missing frames. These SREJ's take precedence over outgoing information frames. For all non-SREJ frames that incorporate an N ( R ) , namely, an RR response to a poll or an outgoing information frame, N ( R ) is set to vrec + 1, that is, the value of the next expected frame in the proper, completed sequence.
When a frame on the "reclist" is received, this is matched against the variable on the list. If the variable is "0," this is a protocol error (which did not occur in this simulation). If the variable is " 1 ," it is replaced with a "0. " If this element is vrec + 1, this means that we can advance vrec to the next gap (i.e., the next " 1 ") or to vrechigh, whichever comes first. The only kind of acknowledgment recognized by the transmitter is full acknowledgment of all frames up to (but not including) N ( R ) . That is, acknowledgments are never sent or received of frames that are above a gapWhenever vrec is advanced, the "acknowledge flag" is set to generate an RR or to piggyback the new N ( R ) on the next outgoing information frame. Whenever the receiver gets a poll, it destroys the incoming list, sets vrechigh to vrec, and responds with an RR with F = 1 and N ( R ) = vrec + 1.
Whenever the transmitter receives a response to a poll with an N ( R ) requiring a backup, it backs up to N ( R ) and simply begins the entire sequence of frames in its window (which are unacknowledged). That is, a time out (which results in a poll) causes both sides to back up to the last completely acknowledged point in the sequence. (This is not a link reset-it is merely a backup to a common point.
No frames are lost, and there is no error in bookkeeping.) 11) When the transmitter is in th'e timer recovery condition (because it issued a poll), it ignores incoming SREJ's. 12) At the transmitter, receipt of an acknowledgment of one or more new frames or of an SREJ will restart timer T200 (or clear it, if no unacknowledged frames are outstanding). This follows a general principle that timer T200 is cleared or restarted whenever an entity receives information-either positive (acknowledgments) or negative (rejects)-that the other side is indeed receiving its transmissions.
D. Multireject Applied to Selective Reject
Multireject is applied only to the receiver. It attempts to find out if the other side did retransmit the missing frame@), but they were errored in retransmission. The method developed and .used here is as follows. Fig.  1 3 is similar to Fig. 1 2 , except that the receive list can take on values higher than ' ' 1. ' ' The value is the number of times an SREJ f o r that frame has been sent.
After the first series of error bursts, shown in pait A, frames numbered 1, 5 , 6, and 1 1 were missing, and an SREJ was sent for each of these: Note that the SREJ's were sent out in that order, even though they were not sent immediately back-to' back. Now frame 6 .is received (part B). The rule is as follows: store the frame in the receiver buffer, change its "reclist" entry to "0," and then, beginning at vrec + 1 and ending at one prior to the received frame, resend an SREJ f o r every frame having an entry less than or equal to the entry of the received frame. For every resent SREJ, increment the entry. Thus, in our example, we scan from frames 1-5 and find that frames 1 and 5 each had a " 1 " in reclist (this " 1 " being < = to the " 1 " that was in position 6). Therefore, SREJ's are resent for 1 and 5 , whose entries now become ' ' 2 . " The reason we must test the reclist entry value before sending SREJ for earlier frames is that at any time, f o r any given frame, we can have one and only one SREJpending.
The need for this rule is illustrated as follows. Suppose now, after reaching the situation shown in part B, we receive frame 11, which had an entry of " 1 . " If we sent SREJ's for frames 1 and 5 again, these wili be right on the heels of the second set of SREJ's we just sent. This would cause the transmitter to send both frames again, causing the receiver to receive frames that may have already been received correctly. This is a protocol error and, in the author's implementation, would reset the link.
