Supplementary figure 1: Empirical variograms of school level random effects.
The black line indicates the empirical variogram of the predicted random effects. Dashed lines indicate the 95% pointwise tolerance envelope for the empirical variograms of 1000 random permutations of the predicted random effects. Supplementary figure 2: Scatter plot of school level standardized residuals against fitted values of the fitted fixed effect model.
Supplementary

Supplementary figure 3:
Scatterplot between explanatory variables. Note that there are inverse relationships between explanatory variables (e.g. elevation and estate population versus temperature and protected wells) and positive relationships between variables (e.g. elevation, estate population and semi-permanent houses).
Predictive inference and the prediction algorithm
A.1 Predictive inference
Let P(x) denote the spatially continuous prevalence surface over Sri Lanka
The spatial mean prevalence over a region A with area |A| is
The spatial upper quartile is the value P75 such that P(x) is less than P75 over 75% of A. Similarly, the spatial 90th centile, P90, is the value such that P(x) is less than P90 over 90% of A.
The true prevalence surface, and hence P, P75 and P90, are unknown. We call P, P75 and P90 our predictive targets. Our incomplete knowledge about a predictive target is represented by its predictive distribution, i.e. the probability distribution of the target conditional on the data that we used to fir our model. The mean of the predictive distribution is conventionally used as a point prediction of a target, i.e. a single "best guess". This choice makes the mean square prediction error as small as possible. Other useful summaries are the predictive probabilities that the target does or does not exceed a specified value.
More often than not, the predictive distribution of a target, T say, is mathematically intractable. In such cases, we simulate a large number of values T 1 ,….,T n from the predictive distribution and use this sample to approximate the required summaries.
A.2 Predictive algorithm
In the current context, we approximate the continuous surface P(x) over the whole of Sri Lanka by a grid of points at a spacing of 0.01 decimal degrees, and proceed as follows.
1. First draw a sample of parameter values from the multivariate Normal distribution of the maximum likelihood estimators for all parameters of the fitted multiple mixed-effect model (i.e. where i denotes an MOH and k = 1, 2,….,,10000.
5.
Use the values ik to construct predictive maps as follows.
(a) The point predictive map shows, for the i th MOH, the sample mean,
ik )/10000.
(b) The probability contour map (PCM) for non-exceedance of 1% prevalence shows, for the i th MOH, the proportion of the ik that are less than 0.01.
(c) The PCM for exceedance of 10% prevalence shows, for the i th MOH, the proportion of the ik that are greater than 0.10.
6. Repeat step 5 using the values of P75 ik in place of ik .
7. Repeat step 5 using the values of P90 ik in place of ik .
