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We study the Cauchy problem for the generalized IBq equation
with hydrodynamical damped term in n-dimensional space. We
observe that the dissipative structure of the linearized equation
is of the regularity-loss type. This means that we have the opti-
mal decay estimates of solutions under the additional regularity
assumption on the initial data. Under smallness condition on the
initial data, we prove the global existence and decay of the small
amplitude solution in the Sobolev space.
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1. Introduction
We consider the Cauchy problem of the following generalized IBq equation with hydrodynamical
damped term
utt − utt − u − νut =  f (u), x ∈Rn, t > 0, (1.1)
u(x,0) = u0(x), ut(x,0) = u1(x), x ∈Rn, (1.2)
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4244 S. Wang, H. Xu / J. Differential Equations 252 (2012) 4243–4258where u(x, t) denotes the unknown function, f ∈ Ck(R) and | f ()(u)| |u|α− for 0  k  α and
α > 1, u0 and u1 are the given initial value functions, ν is a positive constant, the subscript t indicates
the partial derivative with respect to t ,  is the n-dimensional Laplacian.
Scott Russell’s study [25] of solitary water waves motivated the development of nonlinear partial
differential equations for the modeling wave phenomena in ﬂuids, plasmas, elastic bodies, etc. It is
well known that the Boussinesq (Bq) equation can be written in two basic forms
utt − uxx + δuxxxx =
(
u2
)
xx, (1.3)
utt − uxx − uxxtt =
(
u2
)
xx. (1.4)
Eq. (1.4) is an important model that approximately describes the propagation of long waves on shal-
low water like the other Boussinesq equations (with uxxxx , instead of uxxtt ). In the case of δ > 0
Eq. (1.3) is linearly stable and governs small nonlinear transverse oscillations of an elastic beam (see
[27] and references therein). It is called the “good” Boussinesq equation, while this equation with
δ < 0 received the name of the “bad” Boussinesq equation since it possesses the linear instability.
Eqs. (1.3) and (1.4) were ﬁrst deduced by Boussinesq [3,4]. Eq. (1.4) is called improved Boussinesq
(IBq) equation [18].
Makhankov pointed out that the IBq equation
utt − u − utt = 
(
u2
)
can be obtained by starting with the exact hydrodynamical set of equations in plasma, and a modi-
ﬁcation of the IBq equation, analogous to the modiﬁed Korteweg–de Vries equation, yields (see [18,
pp. 13–15])
utt − u − utt = 
(
u3
)
, (1.5)
which is the so-called IMBq (modiﬁed IBq) equation. The propagation of longitudinal deformation
waves in an elastic rod is modeled by the nonlinear partial differential equation
utt − uxx − uxxtt = 1
p
(
up
)
xx (1.6)
with p = 3 or p = 5. Eq. (1.6) is the so-called Pochhammer–Chree (PC) equation [8].
Eq. (1.4) and its generalized form can describe the dynamical and thermodynamical properties of
anharmonic monatomic and diatomic chains [23,24]. To take into account internal friction (it is called
this type of friction hydrodynamical), which is due to irreversible processes taking place within the
system, the dissipation function depends on the time derivatives of the relative displacements, in [1]
the authors obtained a damped Boussinesq (Bq) equation
utt − uxx − uxxtt − νuxxt = f (u)xx. (1.7)
There is a considerable mathematical interest in the Boussinesq equations which have been studied
from various aspects (see [12,15,16] and references therein).
Liu [13] studied the global existence and scattering of small amplitude solution for the Cauchy
problem of the PC equation. Wang and Chen [5,28,29] studied the existence, both locally and globally
in time, and nonexistence of solutions, and the global existence of small amplitude solutions for the
Cauchy problem of the multidimensional generalized IMBq equation
utt − u − utt =  f (u). (1.8)
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[6,7]. Polat [20] studied the global existence and blow-up of solutions of the Cauchy problem for the
damped IMBq equation
utt − u − utt − ut =  f (u).
This result is similar to that in [28], however the author did not demonstrate what are the advantages
after adding a damped term.
The main purpose of this paper is to establish a global existence result of small amplitude solutions
of the Cauchy problem (1.1) and (1.2) for all space dimensions n 1. To this end, we ﬁrst investigate
the decay property of the corresponding linear equation
utt − u − utt − νut = g(x, t). (1.9)
We observe the decay structure of (1.9) is of the regularity-loss type which is characterized by the
property
Reλ(ξ)− c|ξ |
2
1+ |ξ |2 ,
where λ(ξ) denotes the eigenvalue of the equation obtained by taking Fourier transform of (1.9). The
study of decay properties for dissipative hyperbolic-type equations has a long history. We refer to [10,
19,21,26] for damped wave equations and [9,14,22] for wave equations of memory-type dissipation.
The contents of the paper are as follows. In Section 2, we show the decay estimates of the solution
of the corresponding linear equation. In Section 3, we prove the existence of global solutions and the
decay estimates to the Cauchy problem (1.1) and (1.2).
Before closing this section, we give some notations which are used in this paper. Let Fu denote
the Fourier transform of u deﬁned by
Fu(ξ) = uˆ(ξ) =
∫
Rn
u(x)e−ix·ξ dx,
and we denote its inverse transform by F−1.
For 1  p ∞, Lp = Lp(Rn) denotes the usual Lebesgue space with the norm ‖ · ‖Lp ; the usual
Sobolev space of order s is deﬁned by Hsp = Hsp(Rn) = (I −)−
s
2 Lp(Rn) with the norm ‖ f ‖Hsp = ‖(I −
)
s
2 f ‖Lp ; the homogeneous Sobolev space of order s is deﬁned by H˙ sp = H˙ sp(Rn) = (−)−
s
2 Lp(Rn)
with the norm ‖ f ‖H˙ sp = ‖(−)
s
2 f ‖Lp ; especially Hs = Hs2, H˙ s = H˙ s2, where 1 p ∞, s ∈ R . More-
over, we know that Hsp = Lp ∩ H˙ sp for s 0 (see [2]).
Finally, throughout this paper, we denote every positive constant by the same symbol C without
confusion. If not speciﬁed, the notation A  B denotes A  C B .
2. Decay property of solutions to the linear equation
In this section, we study the decay property of solutions to the linearized equation (1.9) with the
initial data
u(x,0) = u0(x), ut(x,0) = u1(x), x ∈Rn. (2.1)
First of all, we will introduce the solution operator of Eq. (1.9). Taking the Fourier transform with
respect to x, (1.9) is reduced to the following ordinary differential equation with parameter ξ ∈Rn:
4246 S. Wang, H. Xu / J. Differential Equations 252 (2012) 4243–4258(
1+ |ξ |2)uˆtt(ξ, t) + ν|ξ |2uˆt(ξ, t) + |ξ |2uˆ(ξ, t) = −|ξ |2 gˆ(ξ, t), (2.2)
uˆ(ξ,0) = uˆ0(ξ), uˆt(ξ,0) = uˆ1(ξ). (2.3)
The corresponding characteristic equation is
(
1+ |ξ |2)λ2 + ν|ξ |2λ + |ξ |2 = 0. (2.4)
The roots λ±(ξ) of (2.4) are given by formula
λ±(ξ) = −ν|ξ |
2 ± |ξ |√(ν2 − 4)|ξ |2 − 4
2(1+ |ξ |2) .
By applying the Duhamel principle, the solution of the problem (1.9), (2.1) is then given in the form
u(t) = G˜(t)u0 + G(t)u1 +
t∫
0
G(t − τ )(I − )−1g(τ )dτ , (2.5)
where the Green operators are
G(t) =F −1L(ξ, t)F ,
G˜(t) = (∂t − ν(I − ∂2x )−1∂2x )G(t) =F −1L1(ξ, t)F ,
and the symbol
L(ξ, t) = e
λ+(ξ)t − eλ−(ξ)t
λ+(ξ) − λ−(ξ)
= e−
ν
2
t|ξ |2
1+|ξ |2 2(1+ |ξ |2)
|ξ |√(ν2 − 4)|ξ |2 − 4 sinh
(
t|ξ |
2(1+ |ξ |2)
√(
ν2 − 4)|ξ |2 − 4),
L1(ξ, t) = ∂t L(ξ, t) + ν|ξ |
2
1+ |ξ |2 L(ξ, t) =
λ+(ξ)eλ−(ξ)t − λ−(ξ)eλ+(ξ)t
λ+(ξ) − λ−(ξ) .
Lemma 2.1. Assume that k 0, p ∈ [2,∞], q ∈ [1,2], r ∈ [1,2] and s > n( 1r − 1p ) or s 0 if r = p = 2. Then
the estimate
∥∥G(t)u1∥∥H˙kp  (1+ t)− n2 ( 1q − 1p )− k2−γ (‖u1‖H˙−2γ−1q + ‖u1‖H˙k+sr ) (2.6)
is valid for all t  0 provided that the right side is ﬁnite, where γ  0.
Proof. We will use the Hausdorff–Young inequality
‖vˆ‖Lp  ‖v‖Lp′ ,
valid for every 2 p ∞ such that 1/p + 1/p′ = 1. We also use the following inequalities
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|ξ |δ
|ξ |ke−c|ξ |2t dξ  (1+ t)− k+n2 , ∀t  0,
sup
0|ξ |δ
|ξ |ke−c|ξ |2t  (1+ t)− k2 , ∀t  0,
which are easily veriﬁed; here δ > 0, c > 0 and k 0 are arbitrary constants.
First we assume that 0< ν  2,
L(ξ, t) = e−
ν
2
t|ξ |2
1+|ξ |2 2(1+ |ξ |2)
|ξ |√(4− ν2)|ξ |2 + 4 sin
(
t|ξ |
2(1+ |ξ |2)
√(
4− ν2)|ξ |2 + 4).
According to Hausdorff–Young inequality and the Hölder inequality, we have
∥∥G(t)u1∥∥H˙kp

( ∫
Rn
∣∣|ξ |kL(ξ, t)uˆ1(ξ)∣∣p′ dξ
) 1
p′

( ∫
|ξ |1
(
e−
ν
4 |ξ |2t |ξ |k−1∣∣uˆ1(ξ)∣∣)p′ dξ
) 1
p′ + te− ν4 t
( ∫
|ξ |>1
(|ξ |k∣∣uˆ1(ξ)∣∣)p′ dξ
) 1
p′

∥∥e− ν4 |ξ |2t |ξ |k+2γ ∥∥Lq0 (|ξ |1)∥∥|ξ |−2γ−1uˆ1(ξ)∥∥Lq′ + e− ν8 t∥∥|ξ |−s∥∥Lr0 (|ξ |1)∥∥|ξ |k+suˆ1(ξ)∥∥Lr′
 (1+ t)− n2 ( 1q − 1p )− k2−γ ∥∥(−)−2γ−12 u1∥∥Lq + e− ν8 t∥∥(−) k+s2 u1∥∥Lr
 (1+ t)− n2 ( 1q − 1p )− k2−γ (‖u1‖H˙−2γ−1q + ‖u1‖H˙k+sr ), (2.7)
where 1q0 = 1p′ − 1q′ = 1q − 1p , 1r0 = 1p′ − 1r′ = 1r − 1p . Therefore (2.6) holds.
For ν > 2, by (ν2 − 4)|ξ |2 − 4 = 0 for |ξ | = 2(ν2 − 4)−1/2 ≡ ξ0, L(ξ, t) can be rewritten as
L(ξ, t) =
⎧⎪⎪⎨
⎪⎪⎩
e
− ν2 t|ξ |
2
1+|ξ |2 2(1+|ξ |2)
|ξ |
√
(4−ν2)|ξ |2+4 sin(
t|ξ |
2(1+|ξ |2)
√
(4− ν2)|ξ |2 + 4), |ξ | ξ0,
eλ+(ξ)t 1+|ξ |
2
|ξ |
√
(ν2−4)|ξ |2−4 (1− e
− t|ξ |
1+|ξ |2
√
(ν2−4)|ξ |2−4
), |ξ | > ξ0.
We take a small ﬁxed ξ1 such that 0< ξ1 < ξ0, then
∥∥G(t)u1∥∥H˙kp 
( ∫
|ξ |ξ1
∣∣|ξ |kL(ξ, t)uˆ1(ξ)∣∣p′ dξ
) 1
p′ +
( ∫
ξ1<|ξ |ξ0
∣∣|ξ |kL(ξ, t)uˆ1(ξ)∣∣p′ dξ
) 1
p′
+
( ∫
|ξ |>ξ0
∣∣|ξ |kL(ξ, t)uˆ1(ξ)∣∣p′ dξ
) 1
p′
≡ I1 + I2 + I3. (2.8)
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∣∣L(ξ, t)∣∣ (1+ ξ21 )e−k1|ξ |2t |ξ |−1.
Hence we can obtain
I1 
∥∥e−k1|ξ |2t |ξ |k+2γ ∥∥Lq0 (|ξ |ξ1)∥∥|ξ |−2γ−1uˆ1∥∥Lq′
 (1+ t)− n2 ( 1q − 1p )− k2−γ ‖u1‖H˙−2γ−1q . (2.9)
For ξ1 < |ξ | ξ0, there exists a positive constant k2 = νξ
2
1
2(1+ξ21 )
such that
∣∣L(ξ, t)∣∣ ξ−11 (1+ ξ20 )e−k2t .
Hence we obtain
I2  e−k2t
( ∫
ξ1<|ξ |ξ0
(|ξ |2γ+1|ξ |−2γ−1∣∣uˆ1(ξ)∣∣)p′ dξ
) 1
p′
 e−k2t
∥∥|ξ |−2γ−1uˆ1∥∥Lq′  e−k2t‖u1‖H˙−2γ−1q . (2.10)
For |ξ | > ξ0, according to the inequalities
1− e−s  s, ∀s ∈ [0,+∞),
and
2
ν
|ξ | ν|ξ | −
√(
ν2 − 4)|ξ |2 − 4 ν|ξ |,
we have
∣∣L(ξ, t)∣∣ te− t|ξ |2ν(1+|ξ |2)  te− 4ν3 t .
Then, from Hausdorff–Young inequality, similar to (2.7) we obtain
I3  te−
4
ν3
t
( ∫
|ξ |>ξ0
(|ξ |−s|ξ |k+s∣∣uˆ1(ξ)∣∣)p′ dξ
) 1
p′
 e−
2
ν3
t∥∥|ξ |k+suˆ1∥∥Lr′∥∥|ξ |−s∥∥Lr0 (|ξ |>ξ0)  e− 2ν3 t∥∥u1‖H˙k+sr . (2.11)
Therefore, from (2.8)–(2.11) we have (2.6). 
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u0 ∈ H˙−2γq ∩ H˙k+sr , we have
∥∥G˜(t)u0∥∥H˙kp  (1+ t)− n2 ( 1q − 1p )− k2−γ (‖u0‖H˙−2γq + ‖u0‖H˙k+sr ), (2.12)
where γ  0.
Proof. For 0< ν  2, we have
L1(ξ, t) = e−
ν
2
t|ξ |2
1+|ξ |2 cos
(
t|ξ |
2(1+ |ξ |2)
√(
4− ν2)|ξ |2 + 4)
+ e−
ν
2
t|ξ |2
1+|ξ |2 ν|ξ |√
(4− ν2)|ξ |2 + 4 sin
(
t|ξ |
2(1+ |ξ |2)
√(
4− ν2)|ξ |2 + 4).
So
∣∣L1(ξ, t)∣∣
(
1+ ν
2
t|ξ |2
1+ |ξ |2
)
e
− ν2 t|ξ |
2
1+|ξ |2 ,
the argument used in the proof of (2.7) can get (2.12).
For ν > 2, we split G˜(t)u0 into two parts
∥∥G˜(t)u0∥∥H˙kp 
( ∫
|ξ |ξ0
∣∣|ξ |kL1(ξ, t)uˆ0(ξ)∣∣p′ dξ
) 1
p′ +
( ∫
|ξ |>ξ0
∣∣|ξ |kL1(ξ, t)uˆ0(ξ)∣∣p′ dξ
) 1
p′
.
If |ξ | ξ0, there exists a positive constant k3 = ν2(1+ξ20 ) such that
∣∣L1(ξ, t)∣∣
(
1+ ν
2
|ξ |2t
)
e−k3|ξ |2t .
If |ξ | > ξ0, then
L1(ξ, t) = eλ+(ξ)t
[
1+ ν|ξ | −
√
(ν2 − 4)|ξ |2 − 4
2
√
(ν2 − 4)|ξ |2 − 4
(
1− e−
t|ξ |
1+|ξ |2
√
(ν2−4)|ξ |2−4)]
,
it follows that
∣∣L1(ξ, t)∣∣
(
1+ ν
2
t
)
e
− 4
ν3
t
.
Similar to the proof of Lemma 2.1, we can obtain the inequality (2.12). 
Lemma 2.3. Let k  0, p ∈ [2,∞], q ∈ [1,2], r ∈ [1,2] and s > n( 1r − 1p ) or s 0 if r = p = 2. Then for any
g(·, t) ∈ Lq ∩ H˙k+sr , we have
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t∫
0
G(t − τ )(I − )−1g(·, τ )dτ
∥∥∥∥∥
H˙kp

t∫
0
(1+ t − τ )− n2 ( 1q − 1p )− k+12 (∥∥g(·, τ )∥∥Lq + ∥∥g(·, τ )∥∥H˙k+sr )dτ . (2.13)
Proof. For 0< ν  2, we have
|ξ |2
1+ |ξ |2 L(ξ, t) = e
− ν2 t|ξ |
2
1+|ξ |2 2|ξ |√
(4− ν2)|ξ |2 + 4 sin
(
t|ξ |
2(1+ |ξ |2)
√(
4− ν2)|ξ |2 + 4).
Applying the Hausdorff–Young inequality and the Hölder inequality, we obtain
∥∥G(t)(I − )−1g∥∥H˙kp 
( ∫
Rn
∣∣∣∣ |ξ |21+ |ξ |2 L(ξ, t)|ξ |k gˆ(ξ)
∣∣∣∣
p′
dξ
) 1
p′

( ∫
|ξ |1
(
e−
ν
4 |ξ |2t |ξ |k+1∣∣gˆ(ξ)∣∣)p′ dξ)
1
p′ + te− ν4 t
( ∫
|ξ |>1
∣∣|ξ |k gˆ(ξ)∣∣p′ dξ)
1
p′
 (1+ t)− n2 ( 1q − 1p )− k+12 ‖g‖Lq + e− ν8 t‖g‖H˙k+sr . (2.14)
For ν > 2, we split G(t)(I − )−1g into three parts
∥∥G(t)(I − )−1g∥∥H˙kp

( ∫
|ξ |ξ1
∣∣∣∣|ξ |k |ξ |21+ |ξ |2 L(ξ, t)gˆ(ξ)
∣∣∣∣
p′
dξ
) 1
p′ +
( ∫
ξ1<|ξ |ξ0
∣∣∣∣|ξ |k |ξ |21+ |ξ |2 L(ξ, t)gˆ(ξ)
∣∣∣∣
p′
dξ
) 1
p′
+
( ∫
|ξ |>ξ0
∣∣∣∣|ξ |k |ξ |21+ |ξ |2 L(ξ, t)gˆ(ξ)
∣∣∣∣
p′
dξ
) 1
p′
.
If 0< |ξ | ξ1, then
|ξ |2
1+ |ξ |2
∣∣L(ξ, t)∣∣ |ξ |e−k1|ξ |2t .
If ξ1 < |ξ | ξ0, then
|ξ |2
1+ |ξ |2
∣∣L(ξ, t)∣∣ te−k2t .
If |ξ | > ξ0, it follows from
|ξ |2
1+ |ξ |2 L(ξ, t) = e
λ+(ξ)t |ξ |√
(ν2 − 4)|ξ |2 − 4
(
1− e−
t|ξ |
1+|ξ |2
√
(ν2−4)|ξ |2−4 )
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|ξ |2
1+ |ξ |2
∣∣L(ξ, t)∣∣ te− 4ν3 t .
As in the proof of Lemma 2.1, we can obtain the inequality similar with (2.14). Hence, (2.13) holds. 
Lemma 2.4. Let k  0, p ∈ [2,∞], q ∈ [1,2], r ∈ [1,2] and s > n( 1r − 1p ) or s 0 if r = p = 2. Then for any
u0 ∈ H˙−2γq ∩ H˙k+sr , u1 ∈ H˙−2γ−1q ∩ H˙k+sr and g ∈ Ł2([0, T ]; Lq ∩ H˙k+sr ), (1.9), (2.1) has a unique generalized
solution u(x, t) ∈ C2([0, T ]; H˙kp) (∀T > 0). Moreover, we have
∥∥u(·, t)∥∥H˙kp  (1+ t)− n2 ( 1q − 1p )− k2−γ (‖u0‖H˙−2γq + ‖u0‖H˙k+sr + ‖u1‖H˙−2γ−1q + ‖u1‖H˙k+sr )
+
t∫
0
(1+ t − τ )− n2 ( 1q − 1p )− k+12 (∥∥g(·, τ )∥∥Lq + ∥∥g(·, τ )∥∥H˙k+sr )dτ , (2.15)
∥∥ut(·, t)∥∥H˙kp  (1+ t)− n2 ( 1q − 1p )− k+12 −γ (‖u0‖H˙−2γq + ‖u0‖H˙k+sr + ‖u1‖H˙−2γ−1q + ‖u1‖H˙k+sr )
+
t∫
0
(1+ t − τ )− n2 ( 1q − 1p )− k+22 (∥∥g(·, τ )∥∥Lq + ∥∥g(·, τ )∥∥H˙k+sr )dτ , (2.16)
where γ  0.
Proof. By the Duhamel principle we can get the existence and uniqueness of the solution u(x, t) for
the problem (1.9), (2.1). And (2.15) follows immediately from Lemmas 2.1, 2.2 and 2.3.
Since
ut(x, t) = (I − )−1G(t)u0 + ∂tG(t)u1 +
t∫
0
∂tG(t − τ )(I − )−1g(τ )dτ ,
we can establish the conclusions, which are similar to Lemmas 2.1, 2.2 and 2.3. Hence we
have (2.16). 
3. The main theorem and its proof
After all the preparations of the above section, we will give our main result and its proof. For this
purpose, we introduce two lemmas. The ﬁrst lemma is a result proved in [11] concerning estimates
for fractional derivatives, see also [6, Lemma 3.1].
Lemma 3.1. For any s 0, we have
∥∥ f (u)∥∥H˙ sr  ‖u‖α−1L(α−1)r1 ‖u‖H˙ sr2 , (3.1)
where
1 = 1 + 1 , r1 ∈ (1,∞], r2 ∈ (1,∞);
r r1 r2
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‖uv‖H˙ sr  ‖u‖H˙ sr1 ‖v‖Lq2 + ‖u‖Lq1 ‖v‖H˙ sr2 , (3.2)
where
1
r
= 1
r1
+ 1
q2
= 1
q1
+ 1
r2
, ri ∈ (1,∞), qi ∈ (1,∞], i = 1,2.
Lemma 3.2. (See [29, Lemma 4.1].) Assume that a, b are constants satisfying 0 a b. Then
t∫
0
(1+ t − τ )−a(1+ τ )−b dτ  (1+ t)−a
t∫
0
(1+ τ )−b dτ .
Moreover, if b > 1, we have
t∫
0
(1+ t − τ )−a(1+ τ )−b dτ  (1+ t)−a. (3.3)
Theorem 3.3. Let s, q, γ be positive numbers, such that n2 < s k, q ∈ [1,2], γ  12 . If
α  2
q
, for n = 1, 1 q < 1+
√
17
4
,
α >
1+ 2q
1+ q , for n = 1,
1+ √17
4
 q 2,
α  2
q
, for n = 2, 1 q√5− 1,
α  4+ q
2+ q , for n = 2,
√
5− 1< q < 2,
α >
3
2
, for n = 2, q = 2,
α  2
q
, for n 3, 1 q <
√
n2 + 1− (n − 1),
α  2n + q
n + q , for n 3,
√
n2 + 1− (n − 1) < q 2, (3.4)
then there exists a positive constant δ, such that for any u0 ∈ H˙ s ∩ H˙−2γq ,u1 ∈ H˙ s ∩ H˙−2γ−1q satisfying
‖u0‖H˙−2γq + ‖u0‖H˙ s + ‖u1‖H˙−2γ−1q + ‖u1‖H˙ s  δ, (3.5)
problem (1.1), (1.2) has a unique global solution (u,ut)(x, t) ∈ C([0,∞); Hs × H˙ s). Moreover,
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0t<∞
[
(1+ t) n+q2q ∥∥u(·, t)∥∥L∞ + (1+ t)θ∥∥ut(·, t)∥∥L∞
+ (1+ t) n(2−q)+2q4q ∥∥u(·, t)∥∥Hs + (1+ t)θ∗∥∥ut(·, t)∥∥H˙ s] ρ, (3.6)
where
θ =
{ n(α−1)+αq
2q for α  2,
n+2q
2q for α > 2,
(3.7)
θ∗ =
{ n(α−1)+αq
2q for α 
n(4−q)+2q(s+2)
2(n+q) ,
n(2−q)+2q(s+2)
4q for α >
n(4−q)+2q(s+2)
2(n+q) ,
(3.8)
and the small positive constant ρ depends only on f and δ.
Remark 3.4. From Corollary 2 in [17] we see that
‖u0‖L2  ‖u0‖
s
s+2γ+n/q−n/2
H˙
−2γ
1
‖u0‖
2γ+n/q−n/2
s+2γ+n/q−n/2
H˙ s
is valid for all u0 ∈ H˙−2γq ∩ H˙ s . Therefore, for u0 ∈ H˙−2γq ∩ H˙ s and s > 0, we have u0 ∈ Hs .
Proof of Theorem 3.3. Let us deﬁne a nonlinear mapping N on (X,d) by
N (u) = G˜(t)u0 + G(t)u1 +
t∫
0
G(t − τ )(I − )−1 f (u(τ ))dτ , (3.9)
where
X =
{
u(x, t) ∈ L∞([0,∞) ×Rn)∩ L∞([0,∞); Hs): |||u||| ρ
2
}
(3.10)
with the norm
|||u||| = sup
t0
[
(1+ t) n+q2q ∥∥u(·, t)∥∥L∞ + (1+ t) n(2−q)+2q4q ∥∥u(·, t)∥∥Hs], (3.11)
and d(u, v) = ‖(1+ t) n(2−q)+2q4q (u − v)‖L∞([0,∞);L2) for u, v ∈ X . It is easy to prove that (X,d) is a com-
plete metric space. In fact, let {ui}∞i=1 ⊂ X be a sequence converging to u in L∞(0,∞; L2). Then by
weak-∗ compactness of L∞(0,∞; Hs), we ﬁnd a function w ∈ X such that there exists a subsequence
uik converging to w in weak-∗ in L∞(0,∞; L2) and hence in distribution sense. By the strong conver-
gence of uik in L
∞(0,∞; L2), we deduce that w = u. Since s > n2 , u ∈ L∞((0,∞) ×Rn). Moreover, by
the convergence in distribution, for any φ ∈ C∞0 and a.e. t ∈ [0,∞), we have
(1+ t) n+q2q
∫
Rn
uik (t)φ dx → (1+ t)
n+q
2q
∫
u(t)φ dx,
(1+ t) n(2−q)+2q4q
∫
n
uik (t)φ dx → (1+ t)
n(2−q)+2q
4q
∫
u(t)φ dx,R
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sup
t0
[
(1+ t) n+q2q ∥∥u(·, t)∥∥L∞ + (1+ t) n(2−q)+2q4q ∥∥u(·, t)∥∥Hs] ρ2 .
This proves the completeness of metric space (X,d).
We will prove that for suﬃciently small ρ , N is strictly contractive from (X,d) to (X,d). In fact,
taking k = 0, p = ∞, r = 2 in (2.15), noting that αq  2, applying the condition (3.5) and Lemma 3.1
we see that for any u ∈ X
∥∥N (u)∥∥L∞  (1+ t)− n2q −γ [‖u0‖H˙−2γq + ‖u0‖H˙ s + ‖u1‖H˙−2γ−1q + ‖u1‖H˙ s]
+
t∫
0
(1+ t − τ )− n+q2q (∥∥ f (u(τ ))∥∥Lq + ∥∥ f (u(τ ))∥∥H˙ s)dτ
 δ(1+ t)− n2q −γ +
t∫
0
(1+ t − τ )− n+q2q (∥∥u(τ )∥∥α− 2qL∞ ∥∥u(τ )∥∥ 2qL2 + ∥∥u(τ )∥∥α−1L∞ ∥∥u(τ )∥∥H˙ s)dτ
 δ(1+ t)− n2q −γ + |||u|||α
t∫
0
(1+ t − τ )− n+q2q [(1+ τ )− n(α−1)+αq2q + (1+ τ )− n(2α−q)+2αq4q ]dτ .
Since
n(2α − q) + 2αq
4q
 n(α − 1) + αq
2q
 n + q
2q
>
n(2− q) + 2q
4q
(3.12)
and
n
2q
+ 1
2
> 1, for n 3,
n + q
2q
α − n
2q
> 1, for n = 1,2,
by Lemma 3.2 we have for suﬃciently small δ and ρ
(1+ t) n+q2q ∥∥N (u)∥∥L∞  δ + ρα < ρ4 . (3.13)
On the other hand, taking k = s, p = 2, r = 2, s = 0 in (2.15), applying the condition (3.5) and
Lemma 3.1, it follows that
∥∥N (u)∥∥Hs
 (1+ t)− n(2−q)4q −γ [‖u0‖H˙−2γq + ‖u0‖H˙ s + ‖u1‖H˙−2γ−1q + ‖u1‖H˙ s]
+
t∫
(1+ t − τ )− n(2−q)+2q4q (∥∥ f (u(τ ))∥∥Lq + ∥∥ f (u(τ ))∥∥H˙ s)dτ0
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t∫
0
(1+ t − τ )− n(2−q)+2q4q (∥∥u(τ )∥∥α− 2qL∞ ∥∥u(τ )∥∥ 2qL2 + ∥∥u(τ )∥∥α−1L∞ ∥∥u(τ )∥∥H˙ s)dτ
 δ(1+ t)− n(2−q)4q −γ + |||u|||α
t∫
0
(1+ t − τ )− n(2−q)+2q4q [(1+ τ )− n(α−1)+αq2q + (1+ τ )− n(2α−q)+2αq4q ]dτ .
From (3.12) and Lemma 3.2 we obtain for suﬃciently small δ and ρ
(1+ t) n(2−q)+2q4q ∥∥N (u)∥∥Hs  δ + ρα < ρ4 . (3.14)
Combining (3.13) and (3.14), we obtain
∣∣∣∣∣∣N (u)∣∣∣∣∣∣< ρ
2
. (3.15)
Therefore, we know that N maps from X to X .
Now for any u, v ∈ X , we can show from (3.9) that
N (u) − N (v) =
t∫
0
G(t − τ )(I − )−1[ f (u(τ ))− f (v(τ ))]dτ . (3.16)
Taking k = 0, p = 2, r = 2, s = 0 in (2.15), and noting that
∣∣ f (u) − f (v)∣∣ (|u|α−1 + |v|α−1)|u − v|,
we get
∥∥N (u) − N (v)∥∥L2

t∫
0
(1+ t − τ )− n(2−q)+2q4q [∥∥ f (u(τ ))− f (v(τ ))∥∥Lq + ∥∥ f (u(τ ))− f (v(τ ))∥∥L2]dτ

t∫
0
(1+ t − τ )− n(2−q)+2q4q [(∥∥u(τ )∥∥α−1L∞ + ∥∥v(τ )∥∥α−1L∞ )∥∥u(τ ) − v(τ )∥∥L2
+ (∥∥u(τ )∥∥L∞ + ∥∥v(τ )∥∥L∞)α− 2q (∥∥u(τ )∥∥L2 + ∥∥v(τ )∥∥L2) 2−qq ∥∥u(τ ) − v(τ )∥∥L2]dτ
 ρα−1d(u, v)
t∫
0
(1+ t − τ )− n(2−q)+2q4q [(1+ τ )− n(α−1)+αq2q + (1+ τ )− n(2α−q)+2αq4q ]dτ .
Similar to (3.14), by Lemma 3.2 we have
(1+ t) n(2−q)+2q4q ∥∥N (u) − N (v)∥∥ 2  ρα−1d(u, v). (3.17)L
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ciple, we know that N has unique ﬁxed point u(x, t) on X , and u(x, t) is the solution of (1.1), (1.2)
and
u(x, t) = G˜(t)u0 + G(t)u1 +
t∫
0
G(t − τ )(I − )−1 f (u(τ ))dτ . (3.18)
The uniqueness and the time continuity of the solution u(x, t) follows from the standard argument
and we omit it.
Moreover, we observe that ut(x, t) satisﬁes a similar equation obtained by the differentiation of
(3.18) with respect to t
ut(x, t) = (I − )−1G(t)u0 + ∂tG(t)u1 +
t∫
0
∂tG(t − τ )(I − )−1 f
(
u(τ )
)
dτ . (3.19)
Therefore taking k = 0, p = ∞, r = 2 in (2.16), utilizing the condition (3.5) and Lemma 3.1 we see
that
∥∥ut(·, t)∥∥L∞
 (1+ t)− n+q2q −γ [‖u0‖H˙−2γq + ‖u0‖H˙ s + ‖u1‖H˙−2γ−1q + ‖u1‖H˙ s]
+
t∫
0
(1+ t − τ )− n+2q2q (∥∥ f (u(τ ))∥∥Lq + ∥∥ f (u(τ ))∥∥H˙ s)dτ
 δ(1+ t)− n+q2q −γ +
t∫
0
(1+ t − τ )− n+2q2q (∥∥u(τ )∥∥α− 2qL∞ ∥∥u(τ )∥∥ 2qL2 + ∥∥u(τ )∥∥α−1L∞ ∥∥u(τ )∥∥H˙ s)dτ
 δ(1+ t)− n+q2q −γ + |||u|||α
t∫
0
(1+ t − τ )− n+2q2q [(1+ τ )− n(α−1)+αq2q + (1+ τ )− n(2α−q)+2αq4q ]dτ .
Since
⎧⎪⎪⎨
⎪⎪⎩
1<
n(α − 1) + αq
2q
 n + 2q
2q
for α  2,
1<
n + 2q
2q
<
n(α − 1) + αq
2q
for α > 2,
by Lemma 3.2 we obtain for suﬃciently small δ and ρ
(1+ t)θ∥∥ut(·, t)∥∥L∞  δ + ρα < ρ4 . (3.20)
On the other hand, taking k = s, p = 2, r = 2, s = 0 in (2.16), utilizing the condition (3.5) and
Lemma 3.1 we have
S. Wang, H. Xu / J. Differential Equations 252 (2012) 4243–4258 4257∥∥ut(·, t)∥∥H˙ s  (1+ t)− n(2−q)+2q(s+1)4q −γ [‖u0‖H˙−2γq + ‖u0‖H˙ s + ‖u1‖H˙−2γ−1q + ‖u1‖H˙ s]
+
t∫
0
(1+ t − τ )− n(2−q)+2q(s+2)4q (∥∥ f (u(τ ))∥∥Lq + ∥∥ f (u(τ ))∥∥H˙ s)dτ
 δ(1+ t)− n(2−q)+2q(s+1)4q −γ
+
t∫
0
(1+ t − τ )− n(2−q)+2q(s+2)4q (∥∥u(τ )∥∥α− 2qL∞ ∥∥u(τ )∥∥ 2qL2 + ∥∥u(τ )∥∥α−1L∞ ∥∥u(τ )∥∥H˙ s)dτ
 δ(1+ t)− n(2−q)+2q(s+1)4q −γ
+ |||u|||α
t∫
0
(1+ t − τ )− n(2−q)+2q(s+2)4q [(1+ τ )− n(α−1)+αq2q + (1+ τ )− n(2α−q)+2αq4q ]dτ .
Since ⎧⎪⎪⎨
⎪⎪⎩
1<
n(α − 1) + αq
2q
 n(2− q) + 2q(s + 2)
4q
for α  n(4− q) + 2q(s + 2)
2(n + q) ,
1<
n(2− q) + 2q(s + 2)
4q
<
n(α − 1) + αq
2q
for α >
n(4− q) + 2q(s + 2)
2(n + q) ,
by Lemma 3.2 for suﬃciently small δ and ρ , we obtain
(1+ t)θ∗∥∥ut(·, t)∥∥H˙ s  δ + ρα < ρ4 . (3.21)
This completes the proof of Theorem 3.3. 
Remark 3.5. From Theorem 3.3, we know that the smaller we take q ∈ [1,2], then the interval of
α becomes smaller, and corresponding the time decay rate of the solution u becomes quicker. Con-
versely, if we take q ∈ [1,2] bigger, the interval of α becomes bigger, and corresponding the time
decay rate of the solution u becomes slower.
Remark 3.6. The best results up to now are α > 4 for n = 1,2 and α > 2n for n 3 of Cho and Ozawa
[7] for the multidimensional generalized IMBq equation (1.8). In this paper, for the multidimensional
generalized IMBq equation (1.1) with hydrodynamical damped term, we obtain that α 
√
17−1
2 for
n = 1, α > 32 for n = 2 and α  2n+2n+2 for n  3. This fully embodies the damped term can inﬂuence
the properties of the solution.
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