The paper solves a problem of the estimation of the moving vehicle position. The position is measured by global position system (GPS) but outages sometimes occur in the measurements. During these outages, the actual position is estimated using data from vehicle sensors. A moving vehicle is described by a discrete-time state-space model with bounded noise. This model is constructed using kinematics laws and it can be used for arbitrary type of ground vehicle. Bayesian approach is applied to obtain position estimates. The maximum a posteriori (MAP) estimation converts to the nonlinear programming. The paper also discusses a setting of initial conditions for successful running of estimation process.
Introduction
Today, an importance of the precise tracking of moving vehicle is growing. The knowledge of the vehicle position is required in many practical application, e.g. in a navigation or in a vehicle trajectory reconstruction. There are many methods how to solve this task using various data sources and their combination, see eg. [3] , [5] , [7] .
Frequently, the position of a moving vehicle is determined by means of global positioning system (GPS). The GPS provides the position directly in the Cartesian coordinates but signal outages can occur in the data that are caused e.g. by big trees or buildings that inhibit the signal receiving.
Inertial navigation system (INS) is often an alternative data source. INS is a navigation aid that uses a computer, motion sensors (accelerometers) and rotation sensors (gyroscopes) to continuously calculate via dead reckoning the position, orientation, and velocity (direction and speed of movement) of a moving object without the need for external references. The starting location and the initial orientation of a vehicle (azimuth) have to be known. But the data is relative and therefore, the estimation error has a cumulative character.
Many estimation algorithms combining the GPS/INS data were developed. GPS corrects the errors in INS, INS supplies data during GPS signal outages. For estimation purposes, a model is usually constructed that uses kinematics laws, i.e., it is not concerned with the causing forces. The estimation algorithms mostly use a various modification of Kalman filter (KF), see e.g. [10] , [11] , [12] . Nevertheless, KF is very sensitive to tuning covariances. In [4] , a scheme to integrate GPS/INS is proposed using a constructive neural network to overcome the limitations of schemes based on KF.
In [9] , the vehicle position is estimated using discretetime state-space model with non-linear state equation and with uniformly distributed noise. The problem of MAP estimation converts there into the problem of the non-linear programming.
Here, we generalize this model by introducing likewise nonlinear output equation and we construct alternative vehicle model that better utilizes available measurements. We focus on the precise off-line estimation based on a simple algorithm that uses readily available data sources and avoids demanding initial setting.
As additional data source during GPS data outages, we use data from vehicle sensors instead of commonly used INS data. These data are provided by controller area network (CAN) that is a bus network that connects devices, sensors and actuators in a vehicle for control applications. The CAN data include a complete information about vehicle velocity, yaw rate and lateral acceleration. The CAN measurements are at disposal during the whole driving time. These data are an adequate alternative to above mentioned INS data.
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The only properties of pdfs exploited within the paper are as follows, e.g., [6] . Let us consider the joint pdf f (a, b, c), then the chain rule f (a, b, c) = f (a|b, c)f (b|c)f (c) relates it to the conditional pdfs f (a|b, c), f (b|c) and marginal pdf f (c).
All pdfs are non-negative and normalised
Note that a factor in the denominator is determined uniquely by normalisation.
Basics of Bayesian learning
In Bayesian view [1] , [6] , the system is described by probability density functions (pdfs). The quantities describing the system consist generally of observable outputs y 1:T , optional inputs u 1:T and internal quantities X that are never observed directly. The internal quantities X consist of system states x 0:T and a time invariant unknown parameters Θ. The collection of the outputs and inputs is called data and denoted
Using the commonly accepted definition of the state as the collection of quantities comprising whole past history and taking into account that admissible input generator cannot exploit unknown quantities, the chain rule factorizes the joint pdf of all quantities as follows
The individual factors are, t ∈ t * , prior pdf:
As the controller does not depend on the internal quantities x t , Θ it plays no role in the estimation. Therefore, the knowledge of the controller is not required. Only, the generated input values have to be known.
The Bayesian learning works with characteristics of the joint pdf (2) . This pdf combines prior information in f (x 0 , Θ), theoretical knowledge described by both observation (4) and state evolution (5) models and observed data d 1:T by using deductive rules of the calculus with pdfs (1). Bayesian learning consists of evaluation of characteristics of the posterior pdf on (a part of) internal quantities conditioned on (a part of) observed data. For X consisting of x 0:T and Θ, the Bayes rule provides immediate formal solution
3 Discrete-time state-space model with bounded noise and partially missing data
We consider a discrete-time state space model that describes a system without an input, with state x t of length m and output y k of length n by the following non-linear state (8) and output (9) equations in the discrete time in-
where g is a real vector function, g : R m → R m ; h is a real vector function, h : R m → R n ; w t , e k are vectors of the state and output noises of lengths m and n, respectively, i.e., they are zero mean, mutually conditionally independent and identically distributed.
Here, w t , e k are assumed to have uniform distribution on a multivariate box with the center 0 and unknown halfwidths of the support intervals q and r, respectively, i.e,.
In the following, we consider only single uninterrupted data outage, i.e. available data are d 1:a;b:T , a < b, and k * = {1, 2, . . . , a, b, b + 1, . . . , T }; the number of all available data items is K, K ≤ T . Note that an extension to the more data outages is straightforward.
Further, we suppose that x 0 , q, and r are a priori mutually independent and that it holds
Note that restrictions in (11) are defined by the user so that they reflect the reality. These known optional values specify user's prior information.
Equations (8) and (9) together with the assumptions (10) and (11) , define the state uniform model (SU model).
We introduce the column vector X as follows
The joint pdf (2) 
where m, n are the lengths of the state and output vector, respectively, T , K are numbers of available states and outputs, respectively χ(S) is the indicator of the support S of this pdf. The set S is a set of X (12) such that (for given realization y 1:T ) the noise terms in (8) and (9) are inside multivariate box defined by (10) and (11), i.e.,
where S0 is the set of X that meet (11) . The linear version of SU model with complete data set was introduced in [8] and algorithms for both state filtering and parameters estimations were designed. In [9] , this model was generalized by assuming of a non-linear state equation and algorithm for state and parameter estimation with missing data was proposed. Here, we continue generalization of the original model by allowing of nonlinearities in both state (8) and output (9) equations and by considering of missing measurements. The output outages are easily introduced by using different time indexes, t and k, in (8) and (9).
One-shot state and parameter estimation
We suppose that the considered system is described by the SU model (13). Using knowledge of data d 1:T and prior information, we aim to estimate states x 0:T and the noise bounds q, r, i.e. vector X (12) . We focus on a maximum a posteriori (MAP) estimation, see e.g. [1] , that provides a point estimate of the internal quantity X
The MAP estimateX MAP of X with negative logarithm of a posteriori pdf has the following form
(15) where m, n are the lengths of the state and output vector, respectively, S is given by (14).
Notes to the estimation with missing data
The previous text implies that the problem of missing measurement data can be easily incorporated into the estimation algorithm. If all measurements are available, then (8), (9) . The missing measurement causes that the corresponding entry of the output inequality (9) is missing in the respective time instant. The more is missing data, the smaller is the number of corresponding constraint conditions in the set S (14) and the smaller is the weight of the second term in (15).
To prevent the state-estimates divergence in the case of measurement outage, the data have to be present both at the beginning and end of estimated time interval.
MAP estimation as a problem of mathematical programming
The MAP estimate (15) can be solved by the following nonlinear programming (NLP) form [2] FindX so as to
where (i) J : R (m+2)T +n → R is a real function onX (ii) C is a real vector function that corresponds to the inequalities describing S (14), i.e.,
(iii) X, X are known vectors; they stem from the set S0 that is given by (11) and have the following form
To solve (16), we use the function "fmincon" from optimization toolbox of MATLAB 1 . This function starts with searching ofX at user supplied pointX 0 . A starting pointX 0 of the optimization has to be set appropriately. Improper setting ofX 0 causes numerical instability. The setting ofX 0 is discussed in Section 4.2.
Estimation of moving vehicle position 4.1 Non-linear SU model of a moving vehicle
Here, we construct the state (8) and output (9) equations that relate the vehicle movements to GPS/CAN data. The list of available data and considered internal quantities is summarized in Table 1 . In the model, we do not consider altitude changes and use the Cartesian coordinate system. The position of a vehicle is measured in two spots, (p x1 , p y1 ) and (p x2 , p y2 ). These spots are placed on the lengthwise axis of the vehicle. This arrangement easily enables to estimate azimuth ϕ, which is defined as the horizontal angular distance between a direction of the vehicle moving and a northern direction, measured clockwise.
For measured yaw rate ω, an anti-clockwise direction is considered as a positive direction of rotation.
Using available data, a vehicle movement is characterized by a time evolution of the position vector p = (p x , p y ), whereas the following relationships between p and velocity v = (v x , v y ) hold
where v is absolute velocity value, v = v 2 x + v 2 y ; z means a time derivative of z.
The above relations cannot be used directly in the discrete-time equations (8) and (9) . Therefore, we approximate the differential equations by the difference ones. Then, using the assignment from Table 1 and the relationships (18), the state equation (8) 
where h is the time difference between two subsequent time instants of measurement, labeled by t and t − 1.
The last two equalities in (19) take into consideration that there are no fast changes of values of v and ω between two successive time instant.
The output equation (9) Note that the used indicator I t simplifies the notation and unifies the utilization of time indexes.
This model can be estimated using the technique described in Section 3.3.
Setting of starting point for NLP
To successfully run NLP, a starting pointX 0 of the optimization has to be set appropriately. In experiments, we set theX 0 in the following way. First, we estimate the approximate vehicle position with the undermentioned simplified linear SU model (21) and (22) 
Additional restrictions for state estimates
The knowledge of distance d between measuring spots (p x1;t , p y1;t ) and (p x2;t , p y2;t ) can be included into the estimation algorithm by imposing of additional restriction in the following form
where α is user supplied tolerance. We choose α in accordance with GPS measurement errors that are in centimeters.
Experiments

Data description
For experiments, we use real GPS and CAN data according to Table 1 .
The GPS data are sampled with frequency 10 Hz. Their precision is given by "circular error probable" (CEP) that corresponds to the radius of a circle inside which the true position is lying with 50% probability. Here, CEP is in centimeters.
The CAN data are provided with the frequency 50 Hz but we use only part of these data in accordance with GPS data frequency.
During the experiments, we have a complete GPS data set at disposal. We simulate data outages by an artificial omission of some GPS data items. In each experiment, only one continuous outage is considered.
Evaluation of experiments
The estimation of the vehicle position is performed using the proposed algorithm described in Section 3.3. The resulting estimates are compared with the actual values -we check whether the estimated values are within desired tolerance area that is 0.5 m. To evaluate the quality of the estimates, the absolute error of estimates Δ zt , t ∈ t * , is used. It is defined as the difference between the measured quantityz t and its estimated valueẑ t , z ∈ {p x1 , p y1 , p x2 , p y2 , ϕ}, i.e.,
The maximum entry of the sequence {Δ zt } t∈t * is denoted by max(Δ z ). The mean of this sequence is denoted by mean(Δ z ).
Results
The estimation of moving vehicle position during simulated GPS signal outages was performed. Figure 1 shows the whole vehicle trajectory where the triangle denotes a start of the vehicle movement. Note that the origin of coordinates lies past the considered area. We run the set of experiments with the same lengths of simulated data outages that were placed on different parts of the total vehicle trajectory. The length of the outages is δ = 5 s, i.e. 50 measurements are missing. During the set of experiments, a particular estimation run on the part of total trajectory that contains the data outage and some measurements before and after outage. Figures 2 -4 are illustrative. They show the courses of state estimation errors for one selected data outage. On Figure 2 is the course of Δ px1;t , Δ py1;t , t ∈ t * , on Figure 3 is the course of Δ px2;t , Δ py2;t , t ∈ t * . Figure 4 shows the course of Δ ϕt , t ∈ t * . Table 2 summarizes the results of the set of experiments for the estimation of the position of the spot (p x1 , p y1 ). It contains shapes of the courses of Δ zt with demarcated tolerance area 0.5 m, values of max(Δ z ) and mean(Δ z ), z ∈ {p x1 , p y1 }. Each row corresponds to one experiment. A shape of the relevant part of total trajectory is added. Note that estimation results for (p x2 , p y2 ) are very similar.
Discussion
In most of the experiments, a maximum of the absolute estimation error of vehicle position was less than 1m, mean values of the absolute estimation error within a particular experiment are from ca 5cm up to 30cm. A maximal deviation 0.5 m from true position coordinates is required. We observe that the quality of estimation results depends strongly on the trajectory shape. The less accurate results occur mostly when an outage is placed on the sharp turns of the trajectory. The used experimental data were obtained during a training drive that took place outside of road. A common drive is usually more quiet without such a sharp turns.
Further, the estimation quality depends on the amount of available measurements before (N B) and after (N A) data outage. In our experiments, N A = N B = 10 was appropriate for 50 missing measurements.
The necessity of properly chosen starting point X 0 for NLP was discussed in Section 4.2. We set X 0 using state estimate of simplified linearized SU model (21) and (22).
Proposed model of moving vehicle uses following CAN data during outages -velocity v and yaw rate ω. It does not use a knowledge of 3D acceleration that is also at disposal. The reason is that these measurements are very unprecise because of temperature-dependence and influence of gravity. Further, by using v and ω we avoid the transformation between local and global coordinate systems.
In proposed model, all involved quantities are considered as states/outputs. The model has no input. In such a way, we prevent the unprecise data to deteriorate the estimation results. We define inputs only in a linearized model that serves for setting of the starting point for NLP.
The proposed algorithm is an alternative to the KF based algorithms -it is simple to perform and it need no demanding initial setting. This feature is very important for practitioners. With proposed model, they avoid a complicated theoretical setting that is necessary for successful run of KF based algorithms.
Introduced model uses readily available data. CAN is commonly placed in present-day cars.
Note that idea of the estimation of the non-linear state space model with bounded uncertainty and missing data was introduced in [9] . Here, we construct alternative vehicle model that better utilizes available measurements by considering only outputs without inputs as discussed above. Here, we generalize this model by assuming non-linearity both in the state and output model equations. Further, the moving vehicle model is constructed in an alternative way that prevent an unprecise data to deteriorate estimation results. To properly set the initial point for NLP, a simplified linear model is constructed.
Conclusion
This paper presents an algorithm for the estimation of a moving vehicle position based on nonlinear programming. The proposed algorithm is advisable in the case of short GPS data outages when the precise reconstruction of moving vehicle position is required.
Future research aims a further improvement of the state estimates by imposing additional restrictions on state values. For this purpose, more data from vehicle sensors as a wheel angle or a distance moved will be included into the estimation algorithm. As well utilization of a fact that CAN data are provided with higher frequency than GPS data will be taken into account. 
