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Similarity measures based on correlation have been used extensively for matching tasks. However, traditional correlation-based
image matching methods are sensitive to rotation and scale changes. This paper presents a fast correlation-based method for
matching two images with large rotation and significant scale changes. Multiscale oriented corner correlation (MOCC) is used to
evaluate the degree of similarity between the feature points. The method is rotation invariant and capable of matching image pairs
with scale changes up to a factor of 7. Moreover, MOCC is much faster in comparison with the state-of-the-art matching methods.
Experimental results on real images show the robustness and eﬀectiveness of the proposed method.
1. Introduction
Matching two images of the same scene or object is one of the
fundamental problems in computer vision. Image matching
plays an important role in many applications such as stereo
correspondence, motion analysis, image registration, and
image/video retrieval. It has been an extensively studied topic
for the last several decades, and a large number of matching
algorithms have been proposed in the literature [1–3].
The methods for image matching can be broadly divided
into two classes: area-based matching and feature-based
matching. Area-based matching directly compares the gray
value distribution in image patches, and the similarity is
measured by cross-correlation or least-squares techniques.
Feature-based matching extracts salient features such as
corners in the two images and then establishes reliable feature
correspondences by comparing the feature descriptors. There
also have been some matching methods that can be regarded
as the combination of the two classes [4, 5].
Normalized cross-correlation is widely used as an eﬀec-
tive similarity measure for matching applications. Normal-
ized cross-correlation is invariant to linear brightness and
contrast variations, and its easy hardware implementation
makes it useful for real-time applications. However, tradi-
tional correlation-based image matching methods will fail
when there are large rotations or significant scale changes
between the two images. This is because the normalized
cross-correlation is sensitive to rotation and scale changes.
There also exist generalized versions of cross-correlation that
calculate the cross-correlation for each assumed geometric
transformation of the correlation windows [6, 7]. Although
they are able to handle more complicated cases, the compu-
tational load grows very fast in the mean time.
In this paper, we propose a fast and robust method
for matching two uncalibrated images based on normal-
ized cross-correlation. Our work addresses the problem of
matching image pairs with large rotation and significant scale
changes, which cannot be eﬃciently solved by traditional
correlation-based methods. We first build a multiscale
pyramid for each image and extract corner points as feature
points in each level of the pyramid. Compared with other
multiscale feature point detectors, our implementation is
simple and fast. Only one Gaussian smoothing operation is
required for building a multiscale pyramid, and there is no
scale-space extrema detection included. Each feature point is
assigned with one dominant orientation. Then a multilevel

























Figure 2: Repeatability of Harris points under diﬀerent scale
changes.
matching strategy is used to establish the correspondence
of feature points. The multilevel matching strategy makes
our method more eﬃcient by removing the redundant
computation in the matching procedure.
For similarity measure between two feature points, we
adopt the rotation invariant normalized cross-correlation.
The orientation of the correlation window is determined
by the dominant orientation of the feature point to achieve
rotation invariance. Moreover, both the shape and the size
of the correlation window are fixed, which contributes
to the simplicity of our method. The epipolar geometry
constraint is imposed to reject the false matches. We also
provide an eﬀective method to further improve the quality
of matching results based on the average diﬀerences of
dominant orientations. Experimental results on real images
of various contents demonstrate that our method can deal
with large rotation and significant scale changes eﬃciently.
Themethod can also tolerate weak aﬃne deformations and is
robust to illumination changes, occlusion, and other content
changes.
The remainder of this paper is organized as follows.
In Section 2, we briefly review the related work. Section 3
describes the multiscale feature point detection algorithm.
Section 4 presents the definition and calculation of similarity
measure in detail. Section 5 focuses on the multilevel
matching strategy. Section 6 describes false match rejection
by imposing epipolar geometry constraint and dominant
orientation constraint. Experimental results are presented in
Section 7, and conclusions are given in Section 8.
2. Related Work
The scale space representation of a digital image is a set of
images represented at various levels of resolutions [8]. It
can be built by sequential smoothing of the original image
with kernels of diﬀerent scales. The problem of finding
the characteristic scale of a local image structure has been
studied in depth by Lindeberg [9]. The concept of automatic
scale selection was used by Lowe [10] and Mikolajczyk
and Schmid [11] for scale invariant feature detection. The
multiscale representation of image can also be built as
an image pyramid, which is a collection of copies of the
original image at diﬀerent sizes. The typical method is to
smooth the higher resolution image with Gaussian kernels
and then downsampled it by the corresponding scale factor
to create the lower resolution level. Using image pyramid
to obtain computational eﬃciency in image processing can
be traced back to the early eighties of the last century [12].
The extensive study of the pyramid representation and its
property can be found in the studies by Burt and Adelson
[13] and Crowley and Parker [14].
Feature points (also called interest points) are charac-
teristic points in an image. They are stable and distinctive
image locations, and have high information content. Feature
points are useful in many research areas such as content-
based image retrieval [15]. Numerous approaches for feature
point detection exist in the literature. Corners are highly
informative image locations, and they are considered as good
candidates for feature points. The early work of using corners
for image matching is the study by Moravec [16] on stereo
matching. Among the most popular corner detectors, the
Harris corner detector [17] is known to be robust against
camera noise, image rotation, and illumination changes [18].
Using Harris corners as feature points has been proved to be
eﬀective for image matching applications [5, 19, 20].
However, the Harris corner detector is very sensitive to
changes in image scale. Its repeatability rate significantly
decreases when the scale change between two images is large.
In order to deal with the problem of scale changes, multiscale
versions of Harris detector are proposed. Dufournaud et
al. [21] proposed the scale-adapted Harris detector for
matching images with diﬀerent resolutions. Zhao et al.
[22] introduced multiscale Harris detector that detected
Harris corners in pyramid representation. Mikolajczyk
and Schmid [11] proposed a method for detecting scale
invariant Harris corners by finding local maxima in scale
space.
There are several other scale invariant feature point
detectors, such as the salient region detector proposed by
Kadir and Brady [23] and the edge-based region detector
proposed by Jurie and Schmid [24]. Focusing on the
speed, Lowe [10] proposed a method based on Diﬀerence
of Gaussian (DoG) for scale invariant feature detection.
Recently, Bay et al. [25] proposed a fast feature detector,
SURF. SURF is based on Hessian matrix, and it utilizes




Figure 3: Matching feature points under remarkable scale changes. (a) The feature point on fourth pyramid level for the first image. (b) The
feature point on first pyramid level for the second image. (c) and (d) 11×11 correlation window of the two feature points before orientation









Figure 4: Matching between feature point groups.
integral images to reduce the computation time. With the
development of local features, there has recently been an
impressive body of work onmatching images taken from very
diﬀerent viewpoints with aﬃne covariant features [20, 26–
29].
Our work is closely related to that of Dufournaud et al.
[21] that attempted to match two images with scale changes.
Their method is able to deal with very diﬀerent resolutions
but requires prior knowledge on the scale change between
the two images. To compute the Mahalanobis distance of
the invariant descriptors, the covariance matrix should be
estimated over a large set of image samples. Note that
Brown et al. [30] also introduced a matching method based
on a multiscale Harris detector, but they concentrated on
the panoramic image stitching application, where the scale
variation between images is expected to be fairly small.





Figure 5: Group-to-group matching results for image pair Laptop with significant scale changes. (a), (c), (e), and (g) Feature points in
matching results on pyramid levels 1, 2, 3, and 4 for the first image. (b), (d), (f), and (h) Corresponding feature points in matching results
on pyramid level 1 for the second image.
3. Multiscale Feature Point Detection
We propose a multiscale feature detection strategy in our
method. A fast multiscale corner detector is used to extract
feature points in diﬀerent scale levels.
3.1. Multiscale Pyramid Representation. We first build a mul-
tiscale pyramid representation for the image. The pyramid
consists of four levels. The first level of the pyramid is the
image itself. Other levels of the pyramid are created by
sampling the image with a set of scale factors kn (n = 1, 2, 3).
The original image is smoothed by a Gaussian function with
σinit = 1 before downsampling. The scale factor kn should be
chosen carefully since it greatly aﬀects the matching result.
Figure 1 shows the pyramid scale space representation.
The standard Harris detector will give a low repeatability
rate when the scale change between two images is beyond
1.5 [18]. Hence, the scale changes that can be handled by
the traditional matching methods based on standard Harris




2]. This means that












3 4 5 6 7 8 9 10 11 12 13












3 4 5 6 7 8 9 10 11 12 13






















Figure 6: The evaluation for diﬀerent correlation window radiuses. (a) This graph shows the number of correct matches as a function of
radius of the correlation window under diﬀerent scale changes. (b) This graph shows the ratio of correct matches to total matches as a
function of radius of the correlation window under diﬀerent scale changes. The results are obtained from images in “Boat” sequence (frame
0, 5, and 9). The scale change between frames 0 and 5 is 2.3, and the rotation angle is about 9 degrees. The scale change between frames 0
















































Figure 7: Evaluation for diﬀerent threshold tc. (a) This graph shows the number of correct matches with respect to the threshold tc under
diﬀerent scale changes. (b) This graph shows the ratio of correct matches to total matches with respect to the threshold tc under diﬀerent
scale changes. The results are obtained from images in “Boat” sequence (frames 0 and 5) and images in “East south” sequence (frames 0, and
9). The scale change between images in “Boat” sequence is 2.3, and the rotation angle is about 9 degrees. The scale change between images
in “East south” sequence is 5.2, and the rotation angle is about 59 degrees.
the scale change between consecutive scale levels should
not exceed 2 (
√
2 ∗ √2). Considering the above points and
after experimentation with diﬀerent sets of scale factors, we
choose the set of scale factors {1/2, 1/4, 1/5} in our method
as it provides the most stable results. Experimental results on
repeatability of Harris points under diﬀerent scale changes
are illustrated in Figure 2 to explain how to determine the
scale factors.
The test image set contains images with scale changes
from 1.05 to 1.9. At each scale change level, we get 5 pairs of
images in order to calculate the average repeatability under
this scale change level. Given two images, Harris points are
detected in them separately. The repeatability is defined as
the ratio between the number of potential point matches
and the smaller of the numbers of detected Harris points
in the pair of images. Homography between image pairs is
























Figure 8: Performance evaluation of diﬀerent downsampling
methods.
used to compute the number of potential point matches,
which indicate howmany point pairs correspond to the same
location of the scene. If the repeatability is too small, the
following matching process will probably fail because there
are not enough matched points.
From Figure 2, we can see that the Harris detector will
give a low repeatability rate when the scale change between
two images is beyond 1.5. Further experiments show that
the matching results will be unstable when the scale change
between two images is beyond 1.5. Therefore, the maximal
scale change covered by standard Harris detector is around
1.5 ≈ √2. In order to cover all the scales between consecutive
scale levels, the scale factor should not exceed
√
2∗√2 = 2.
Compared with the traditional Gaussian pyramid rep-
resentation, only one Gaussian smoothing operation is
required for building the multiscale pyramid and each level
is downsampled from the smoothed original image instead
of its lower level.
There are five points to be addressed here. Firstly,
the selection of sampling factors kn determines the scale
factors between consecutive levels. If the scale factor between
consecutive levels is too large, the matching procedure will
fail for image pairs with certain scale change. For example,
if we set k1 to 0.4, it means that the scale factor between the
first two levels is 2.5. Then the method will fail when the scale
factor between two images falls into the range of [1.5, 1.7].
Secondly, the order of smoothing and downsampling
operations also aﬀects the performance of the method.
Traditional Gaussian pyramid is built by smoothing current
level and downsampling by a constant scale factor to obtain
the higher level. We find that the matching results will be
very poor with such pyramid when the scale change between
two images is large. As for the downsampling operation, we
simply smooth the original image with a Gaussian function
and then downsample the smoothed one using bilinear
interpolation. We have tried more complex approaches such
as Bicubic, Lanczos, and Mitchell. But these approaches
give hardly distinguishable matching results. We will provide
more discussions on this issue with experimental results in
Section 7.2.
Thirdly, using pyramid representation introduces coor-
dinate transformation. The coordinates of the feature points
detected in diﬀerent levels are relative to their levels. They
should be mapped to the original image after matching
procedure if they are not detected in the first level. Therefore,
the error analysis should be performed for the matching
results with the transformed coordinates.
Fourthly, the third scale factor is set to 1/5 instead of 1/8.
We find that using 1/8 as the third scale factor results in too
few features in the fourth level when the image resolution
is under 1024 ∗ 768. Therefore, we increase the third scale
factor for more stable results at the cost of less scale changes
that can be handled. However, the proposed method can
match image pairs with scale changes up to a factor of about
7 (5∗√2) when the third scale factor is set to 1/5. We believe
that it is acceptable for most applications.
The last point we want to address is the number of the
scale images in pyramid’s generation. For each image, we
generate 3 scale images besides the original image, which
are directly downsampled by the scale factors from the
smoothed original image. The original image is treated as
the first scale level. Therefore, the scale representation in
our method consists of 4 scale levels for each image as
shown in Figure 1. There is a tradeoﬀ between the speed
and the capability of handling large scale changes. In current
implementation, we utilize 4 scale images to cover the scale
changes under 7. However, if the approximate scale changes
between images are known, we could generate less scale
images to achieve further speeding up. For example, if the
scale changes between images are always less than 2.8 (2 ∗√
2), we could generate only 1 extra scale image for matching
purpose.
3.2. Feature Point Extraction. Feature points are then
extracted using a standard Harris corner detector in each
level of themultiscale pyramid with a constant parameter set.
The Harris corner detector is based on the autocorrelation








where Ix and Iy indicate the x and y directional derivatives,
respectively. The autocorrelation matrix performs a smooth-
ing operation on the products of the first derivatives by
convolving with a Gaussian window function. Since we use
σh = 1 in each pyramid level, two 1D Gaussian convolutions
in the x-direction and y-direction are applied to perform
the Gaussian smoothing. It takes 8 multiplications and 12
additions per pixel, while the fastest Gaussian recursive filter
[31] requires 14 multiplications and 6 additions per pixel.
The Harris corner strength measure is then calculated
from the determinant and the trace of this matrix:
CH = det(M)− α trace2(M), (2)
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Figure 9: Matching result for image pair Residence (frames 0 and 9 of “Resid” sequence). The scale factor is 4.7, and the rotation angle is 5
degrees.
Figure 10: Matching result for image pair Boat (frames 0 and 9 of “Boat” sequence). The scale factor is 4.3, and the rotation angle is 45
degrees.
where α is a constant. A threshold th is used to select corner
points. A point is identified as a corner if CH > th and
CH is the local maximum in its 8 neighborhoods. In our
implementation, Ix and Iy are computed by convolution
with the mask [−1 0 1] for computation eﬃciency. The
parameter α is set to be 0.04. In order to select corners
with high significance, threshold th is set to be 15000. To
improve the accuracy of the localization, a parabola is fit to
the 3 values of CH closest to each corner to interpolate the
corner position. The interpolations are processed in x- and
y-directions separately.
Each feature point is assigned one dominant direction
to achieve invariance to rotation. We adopt the histogram-
based approach for dominant orientation assignment [10].
Somemodifications are made in order to adapt this approach
for our implementation. An orientation histogram with 36
bins covering the range of 360 degrees is used to accumulate
the local gradient orientations within a square region
centered on a feature point. The size of the region equals
the size of the correlation window used in the following
matching procedure, which is set to be 11 × 11 pixels. The
pixel diﬀerences for computing the gradient magnitude and
orientation are calculated on the pyramid level at which
the feature point is detected. The pixel value is obtained
by smoothing with a Gaussian window function with σp =
1. The gradient orientation of each sample in the region
is weighted by its gradient magnitude and by a Gaussian
window function with σr = 1.7 before being added to
the histogram. After building the orientation histogram, we
perform a smoothing operation on the histogram by iterative
local averaging of every 3 consecutive bins in a cyclical
fashion. The orientation corresponding to the largest bin
in the smoothed histogram is selected to be the dominant
orientation of the feature point. We also have tried to assign
multiple dominant orientations for one feature point as done
in [10]. But performance improvement is very limited, and
the number of features increases about 30%, which slows
down the whole matching procedure observably.
4. Similarity Measure Based on
Rotation Invariant Correlation
Traditional similarity measure based on correlation is not
invariant to image rotation. In our method, rotation
invariant normalized cross-correlation is used to evaluate
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Figure 11: Matching result for image pair East south (frames 0 and 9 of “East south” sequence). The scale factor is 5.2, and the rotation
angle is 59 degrees.
Figure 12: Matching result for image pair Bark (frames 1 and 6 of “Bark” sequence). The scale factor is 4.0, and the rotation angle is 154
degrees.
the diﬀerence between feature points. The orientation of
the correlation window is determined by the dominant
orientation of the feature point. Therefore, the similarity
measure between feature points is invariant to rotation.
Since our proposed method leverages both feature detection
strategy and correlation-based similarity measure, it can be
treated as a combination of feature-basedmatching and area-
based matching.
4.1. Definition of the Similarity Measure. The definition of
similarity measure is described as follows. Let p = Lm(x,y)
be a feature point at the mth pyramid level in the first
image with dominant orientation θ1, and let q = Ln′(x′, y′)
be a feature point at the nth pyramid level in the second
image with dominant orientation θ2. W1 and W2 are two
correlation windows of size (2w + 1)× (2w + 1) centered on
each feature point. W ′1 is the correlation window generated
by rotating W1 clockwise by θ1 around p, and W ′2 is the
correlation window generated by rotating W2 clockwise by
θ2 around q. Then W ′1 and W
′
2 can be represented as two
(2w + 1)× (2w + 1) arrays of pixel intensities A and B:
Auv = Lm
(









where u,v ∈ [−w,w]. Auv and Buv are calculated using
bilinear interpolation. The similarity measure between p and













(2w + 1)(2w + 1)σ(A)σ(B)
, (4)
where A(B) is the average and σ(A)(σ(B)) is the standard
deviation of all the elements in A(B). As mentioned in
Section 3, w is set to be 5 in our experiments. We will
provide the detailed discussion on w selection in Section 7.1.
Since the similarity measure is computed with respect to a
canonical orientation, the matching procedure is invariant to
EURASIP Journal on Advances in Signal Processing 9
(a) (b) (c) (d)
Figure 13: Morematching results under viewpoint changes and other imaging conditions. (a)Matching result for image pair Graﬃti (frames
1 and 3 of “Graﬀ6” sequence). The viewpoint angle is 30 degrees, and there are 49 matches, all of them are correct. (b) Matching result for
image pair UBC (frames 8 and 10 of “UBC v” sequence). The viewpoint angle is 30 degrees, and there are 65 matches with 1 false match.
(c) Matching result for image pair East park (frames 1 and 7 of “East park” sequence). The scale factor is 3.3, and the rotation angle is 16
degrees. Occlusion and illumination changes are also added. There are 59 matches, all of them are correct. (d) Matching result for image pair
Inria (frames 0 and 7 of “Inria” sequence). The scale factor is 3.4, and the rotation angle is 25 degrees. Occlusion and Gaussian noise are also
added. There are 40 matches, all of them are correct.
image rotation. The similarity measure decreases monotoni-
cally from 1 to−1 with the increase of the diﬀerence between
two feature points.
4.2. Acceleration of the Similarity Measure Calculation. We
also employ a strategy that will help to restrict the total
number of the feature points. We define NCn (n = 1,
2, 3) as the threshold of the number of feature points in
nth scale level. If the number of corners detected in nth
scale level is larger than NCn, all the detected corners in
this level are sorted in decreasing order of corner strength
measure CH . Then we choose the firstNCn corners as feature
points for matching. If the number of corners detected in
nth scale level is smaller than NCn, all the detected corners
in this level are adopted as feature points. Considering the
property of the pyramid representation, the values of NCn
are set to be {1500, 800, 600, 500} in our implementation.
Experimental results show that using this strategy can
eﬀectively speed up the matching procedure while almost
not aﬀecting the quality of matching result. For typical real
images with medium resolution such as 850 × 680 pixels,
the average number of feature points extracted using our
multiscale corner detector is about 3000, with the above
parameter setting.
The calculation of rotation invariant normalized cross-
correlation can be further accelerated by the following
strategy. Note that the size of the correlation window is
invariant in the whole matching procedure. For a given
feature point, the angle of rotation compensation is also





























Figure 14: Performance evaluation.
fixed. Therefore, for (4), Auv, Buv, the average and the
standard deviation of all the elements in A and B can be
precalculated before the matching process. For each feature
point, we use a feature array F to store all the elements
and the standard deviation. The number of the pixels in the
correlation windows is NF = 121 (11× 11). Thus, the length
of F should be NF + 1 because we need one more element
for the standard deviation. The first NF elements of F are the
































Figure 15: Precision comparison.



























Figure 16: False match rate comparison.
gray values of the pixels in the correlation windows, which
have been subtracted by the average. For two feature points,
p and q, the feature array for each feature point is denoted as
Fp and Fq, respectively. The similarity measure between them
can be calculated as
CFpq =
∑NF
i=1 Fp[i] · Fq[i]
NF · Fp[NF + 1] · Fq[NF + 1] . (5)
Now we need to perform 123 multiplications, 120
additions, and 1 division to calculate the similarity measure
between two feature points. Comparing with the similarity
measure calculation in SIFT, if the length of feature vector is
also 121, then we need to perform 121 multiplications and
241 additions to obtain the square of Euler distance between
two feature descriptors. This strategy increases the speed of
calculating rotation invariant normalized cross-correlation






















Figure 17: Matching results on images with illumination changes
(Leuven sequence).
by storing the precalculated correlation windows in the form
of feature arrays.
4.3. The Eﬀectiveness of the Similarity Measure. One may
argue that the pyramid-building process violates the Nyquist
theorem and the large sampling factor will cause aliasing
problems. Then simple similarity measures that rely on gray
value distribution will probably fail, especially when finding
correspondences between the top level and the bottom level.
We believe that the keys to the success of our method
are the following two characteristics. The first one is the
appropriate way of building the pyramid representation.
As mentioned in Section 3, we have tried the traditional
Gaussian pyramid, but it fails when the scale change between
two images is large. The current pyramid representation
indeed generates aliasing images for the top 2 levels, but it
provides the good basis for corner detection and matching.
The second one is the robustness of Harris corner detector.
The high accuracy of Harris corner locations contributes
to the successful matching under significant scale changes.
Figure 3 demonstrates an example for matching feature
points in two images with remarkable scale changes.
The two images used for matching test have the same
resolution 850 × 680, and the scale factor between them is
5.2. Figures 3(a) and 3(b) show the sample feature points
(white cross) that are detected in the corresponding levels.
The two feature points are correctly matched in our method.
Note that Figure 3(a) is the image of the fourth level of the
pyramid representation for the first image. Therefore, it is
downsampled by a factor of 5 from the original resolution.
Figure 3(b) is the second image itself (first pyramid level).
We make them the same size for convenient illustration
purpose. The real size of Figure 3(b) is five times larger
than that of Figure 3(a). Figures 3(c) and 3(d) show the
11 × 11 correlation window of the two feature points
before orientation normalization. Figures 3(e) and 3(f) show
EURASIP Journal on Advances in Signal Processing 11

























Figure 18: Matching results on images with Gaussian noise
corruptions.
























Figure 19: Matching results on images with blurring (Bikes
sequence).
the correlation window of the two feature points after
orientation normalization.
The dominant orientations of the two feature points
are 330 degrees and 260 degrees, respectively. While the
real rotation angle between the two images is 59 degrees,
the rotation angle between the dominant orientations of
the two feature points is 70 degrees. Experimental results
on matching without orientation normalization show that
the standard correlation-based matching can tolerate up
to 20 degrees rotation. Therefore, the approach of using
orientation normalization still works in our method.
We can see that the distribution of gray value for Figures
3(e) and 3(f) is similar (There are also some illumination
changes between the two images.) The normalized cross-
correlation score between Figure 3(e) and Figure 3(f) is
0.939, which means that the two feature points are very
similar under this similarity measure.
4.4. Nearest Neighbor-Based Matching. Suppose that there
are m feature points in the first group and n feature points
in the second group. Consider a matrix G ∈ Mm,n whose
element Gij stands for the similarity measure between the ith
feature point in the first group and the jth feature point in
the second group. If Gij is the greatest element both in its
row and in its column, these two points will be identified as a
candidate match. A threshold tc is used to reject the unstable
candidate matches with a low correlation score, which is
set to be 0.75 in our experiments. We will present detailed
discussion on tc selection in Section 7.1.
5. Multilevel Matching Strategy
A multilevel matching strategy is used to establish the
correspondences of feature points. Feature points are divided
into 4 groups according to the pyramid level at which they
are detected. The traditional matching strategy performs
full group-to-group matching, which requires 16 group-to-
group matching operations. We can speed up the matching
procedure by removing the redundant computation. Only
7 group-to-group matching operations are required in our
matching strategy, as shown in Figure 4.
The black dots labeled with numbers represent the
feature point groups of diﬀerent pyramid levels in the two
images. Each line segment connecting two feature point
groups denotes one group-to-group matching operation.
The multilevel matching strategy reduces the computation
cost in the matching procedure and makes our method more
eﬃcient.
For example, let m1, m2, m3, and m4 be the numbers of
features detected by MOCC for each pyramid level in the
first image, and let n1, n2, n3, n4 be the numbers of features
detected by MOCC for each pyramid level in the second
image. The numbers of features detected by traditional
matching method for the two images are (m1 +m2 +m3 +m4)
and (n1 + n2 + n3 + n4), respectively. Then the number of
feature comparisons for MOCC is (m1n2 + m1n3 + m1n4 +
m2n1 + m3n1 + m4n1 + m1n1), and the number of feature
comparisons for traditional matching method is (m1 +m2 +
m3 +m4)× (n1 + n2 + n3 + n4). It shows that using multilevel
matching strategy reduces (m2 + m3 + m4) × (n2 + n3 +
n4) feature comparisons. Since the number of the features
detected in the first pyramid level is about 50% of the total
feature number experimentally, the average performance
improvement is 25%.
MOCC has an inherent parallel architecture. The feature
detection in MOCC can be processed simultaneously in each
scale level, and the 7 group-to-group matching procedures
can also be processed at the same time. Therefore, potential
speedup can be achieved using parallel computing hardware.
Figure 5 shows group-to-group matching results for
image pair Laptop with a scale factor of 7. The first image
(Figure 5(a)) is frame 1 of “Laptop” sequence, and the
second one (Figure 5(b)) is the rescaled image of the frame
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21 of the same sequence with a scale factor of 0.9 (the scale
factor between frame 1 and 21 is 6.3).
Here we only present 4 group-to-group matching results
due to space limitations. Other 3 group-to-group matches
are matches between pyramid level 1 for the first image and
pyramid levels 2, 3, and 4 for the second image. Apparently
they will not give correct matches. These matching results
in Figure 5 are the final results after false match rejection,
and the coordinates have been mapped to the original image.
Obviously, the first 3 group-to-group matching results give
no correct matches. The fourth group-to-group matching
result contains 16 matches, and all of them are correct.
6. Rejection of False Matches
For each group-to-group matching operation, we obtain
an initial set of feature point matches. The initial set of
feature point matches usually contains some false matches
due to the inaccurate characterization of feature points or the
improper matches established in the matching procedure. In
the case of matching two uncalibrated images, the epipolar
constraint can be used to reject the false matches [32]. In our
experiments, the epipolar constraint is imposed based on the
robust estimator RANSAC [33]. The feature point matches
that are not consistent with the estimated epipolar geometry
are identified as false matches and rejected.
Suppose that F is the fundamental matrix. Point p (x,
y) can be represented as p˜ = [x, y, 1]T . For a feature point
match (p, q), the epipolar line of point p is defined as lp = F p˜.
If the match is perfect, point q should lie on the epipolar line














where (F p˜)i is the ith component of vector F p˜. The distance
dp of point p to the epipolar line lq is calculated similarly.
Then a threshold te can be used to find the bad matches.
A feature point match will be identified as a false match if
max(dp,dq) > te. False matches are removed from the initial
set of feature point matches.
After rejecting the false matches by using epipolar
constraint, we obtain the refined matching result for each
group-to-group matching. The matching result that has the
largest number of feature point matches will be selected as
the matching result between the two images.
We find that there still exist a few false matches in
the matching result after applying epipolar constraint. The
feature points of these false matches happen to locate around
the epipolar lines. Therefore, they cannot be identified only
using epipolar constraint. A simple constraint is employed to
further improve the quality of the selected matching result.
For all good matches, the diﬀerence between the dominant
orientations of the two feature points should be almost
equal. Suppose the dominant orientation of one feature point
is θ. After rotating the image by ϕ counter-clockwise, the
dominant orientation of this feature point should be θ + ϕ.
Since the feature points are detected separately in two images,
there always exist location errors and the assignment of
dominant orientation cannot be so accurate. Ideal in-plane
rotation is also hardly found in practice. So even for good
matches, the diﬀerences between the dominant orientations
of the two feature points could not be of the same value.
Considering the fact that the number of the false matches
is usually very small, we use the following process to identify
these false matches.
We first calculate the average of the diﬀerences between
the dominant orientations for all feature point matches.
Suppose θ is the average of the diﬀerences and θi is the
diﬀerence between the dominant orientations of the ith
feature point match. tθ is a threshold. If |θi − θ| > tθ , the
ith feature point match will be identified as a false match.
The thresholds te and tθ are empirically set to be 1.0 and 40
degrees, respectively.
7. Experimental Results
In this section, we will demonstrate more experimental
results on real images. The images used in our experiments
aremainly from the public image database in INRIA [34].We
will first discuss the parameter selection and the comparison
of diﬀerent downsampling methods. Then our proposed
method is evaluated with respect to the matching perfor-
mance under diﬀerent imaging conditions such as scale
changes, image rotation, illumination changes, and noise
corruption. We also provide the comparison of matching
performance and matching speed with other state-of-the-art
matching techniques.
7.1. Parameter Discussions. We can see that the only parame-
ter needed to be determined in the definition of the similarity
measures (see (3) and (4)) is the size of correlation window.
The experimental results on diﬀerent correlation window
radiuses are shown in Figure 6.
These results are broadly similar for other images in the
INRIA image database under diﬀerent scale changes. As this
graph shows, the maximum number of correct matches is
obtained when the radius of correlation window is around 6.
The radius of correlation window also aﬀects the detection
and matching speed significantly. For example, the whole
detection and matching time increases nearly 50% when w
changes from 5 to 6. The value of w is set to 5 in all other
experiments through this paper in consideration of speed.
Note that smaller values of w such as 3 and 4 will cause
unstable results when scale changes are large.
Figure 7 shows the evaluation for diﬀerent thresholds.
The initial set of feature point matches between the two
groups can be established by selecting all such elements in
G.
Since the nearest neighbor-based matchings are per-
formed in both the row and the column of G, decreasing in tc
has less impact on the number of correct matches when tc is
below 0.7. Although the percentage of correct matches keeps
increasing as tc increases, the number of correct matches
decreases significantly when tc is above 0.8.
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Residence 213/713 115 75 0.641 1
Boat 532/1500 140 64 0.669 0
East south 315/1500 124 100 0.759 0
Bark 220/1500 103 62 0.638 0
7.2. Comparison of Diﬀerent Downsampling Methods. We use
Gaussian smoothing combined with bilinear interpolation
for the purpose of generating the image pyramid. More com-
plicated approaches such as Bicubic, Lanczos, and Mitchell
have also been considered and tested. The performance
comparison is shown in Figure 8. The value of the x-axis is
the scale changes between matching images, and the y-axis
stands for the number of correct matches. The window size
of Lanczos algorithm is 3, and for Bicubic method we use
Bicubic spline interpolation.
From the results we can see that, when the scale changes
are small, our method and Bicubic spline interpolation
out-perform the rest of the methods. As the scale changes
increase, the performance diﬀerences of the four methods
decrease. Bicubic spline interpolation gives slightly better
matching results than other methods. Therefore, if the
computational cost of Bicubic spline interpolation is tol-
erable, one can use Bicubic spline interpolation to acquire
more correct matches under large scale changes. By using
Bicubic spline interpolation method, the feature detection
time is about 1.5 times longer than that of our proposed
downsampling method takes.
As we can observe from above discussions, the down-
sampling schemes will aﬀect the matching performance. It is
necessary to consider more downsizing methods to enhance
thematching performance. Therefore, in future work, we will
investigate diﬀerent downsizing methods in order to further
improve the proposed method.
7.3. Performance Evaluation under Significant Camera
Motions. Figures 9–12 show the final matching results for
four image pairs with significant camera motions (transla-
tion, rotation, and scaling). The details of the results are
illustrated in Table 1.
The second column of Table 1 gives the number of feature
points in the corresponding pyramid levels. For example,
the final matching result for image pair Bark falls into the
group-to-group matching between the third pyramid level
of the first image and the first pyramid level of the second
image. There are 220 and 1500 feature points detected in
the two pyramid levels, respectively. The third and fourth
columns provide the number of initial matches and final
matches obtained by our method. The fifth column gives the
average distance to epipolar lines. The fundamental matrix is
recalculated after performing the coordinate transformation
in final matches, and the average distance is computed
from the transformed coordinates. The last column presents
the number of false matches that exist in final matches.
False matches are determined using independently estimated
homography matrices (ground truth). These homography
matrices are included in the dataset [34]. The way of using
the ground truth homographies to evaluate the quality of
matches is also adopted in other research work [35, 36].
Figure 9 shows the matching result for image pair
Residence with significant scale changes and translation.
There also exist self-similarity structures in the two images.
Figures 10 and 11 show the matching results for image pairs
Boat and East south with large rotation and scale changes.
We also test our method on the textured scene. Figure 12
shows the matching result for the image pair Bark of a
textured scene with large rotation and scale changes. Note
that in each pair of images only several matched points are
connected by lines for a clear vision.
Figure 13 demonstrates matching results under view-
point changes and other examples under illumination
changes, partial occlusion, and addictive Gaussian noise.
The experiments on matching image pairs with viewpoint
changes show that our method can also tolerate weak aﬃne
distortion (up to 30 degrees of viewpoint change).
7.4. Performance Comparison with Other Matching Tech-
niques. In this section, the proposed method MOCC is
compared with other 5 state-of-the-art matching techniques
with respect to ratio between correct matches and total
features, precision, and false match rate. The results on a
standard evaluation set are presented. The first two classic
methods are SIFT [10] and SURF [25]. We use the latest
binary code available on the authors’ website for evaluation
[37, 38]. We also compare MOCC with 3 state-of-the-art
interest point detectors: FAST [39], Harris-Laplace [26], and
Hessian-Laplace [26], which are interest point detectors with
comparable performance to the above two methods. For
these detection methods, we use them to extract interest
points and then compute SIFT descriptors for matching
purpose. We use SIFT here because SIFT has been proven
to provide better matching results with these interest point
detectors [35]. Thematching strategy used in our evaluations
for all matching techniques is nearest neighbor distance ratio
method, which is implemented in [37].
Scale invariant feature transform (SIFT) proposed by
Lowe [10] is one of the state-of-the-art matching techniques.
It combines a scale invariant region detector and a descriptor
based on the gradient distribution of the regions. The region
detector convolves the image with a Diﬀerence of Gaussian
(DoG) kernels at diﬀerent scales and selects local maxima in
both space and scale. A 3D histogram of gradient locations
and orientations is utilized to represent the descriptor.
Since SIFT uses DoG as the approximation for Laplacian of
Gaussian (LoG) and DoG is much faster to compute, SIFT
achieves faster detecting speed than other scale invariant
feature detectors like Harris-Laplace and Hessian-Laplace
while keeping comparable matching results [35, 36]. Bay et
al. [25] propose speedup robust features (SURF) partially
inspired by SIFT, which is another popular scale- and
rotation-invariant detector and descriptor. SURF accelerates
the feature detection procedure by utilizing integral images
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for image convolutions and by using a Hessian matrix-
based measure for the detector. Its descriptor is built on
the distribution of first-order Haar wavelet responses in x
and y directions. The experimental results on SURF show
that SURF approximates or outperforms previously pro-
posed matching schemes with much faster speed in feature
detection, descriptor calculation, and matching process [40].
The evaluation image set consists of 5 groups of 10 test
images, which are chosen from the public image database in
INRIA. The test images contain rotation and scale changes.
For each group, we match the first image (reference image)
with the rest of the images in the same group, which are
indexed from 1 to 9. The match with the same index in the
diﬀerent group has the approximate scale changes. It makes
the average value response to the average performance under
such scale changes. With the increase of the match index, the
scale changes between images also increases from 1.9 to 5.8.
Note that we manually generate a few images in some groups
as the original image sets lack images at certain scale levels.
The method of synthesizing is simply rescaling the images
that have closest scale changes in the original database.
Figures 14–16 show the evaluation results. Figure 14
shows the ratio of correct matches/total features with respect
to diﬀerent scale changes. Here the numerator means
the number of correct matches in the final results. The
denominator is the sum of the numbers of features that
are detected in both images. This measure is similar to the
measure of the matching score used in [35]. It evaluates
the capability of generating more correct matches with less
detected features.
MOCC gets slightly better performance when the scale
change is above 3.5. The performance of FAST method is
lower than other methods when scale changes increase. This
is because FAST is not a scale invariant or multiscale feature
detection method.
Figure 15 shows the precision comparison of the three
methods. The precision is defined as the ratio of correct
matches to total matches [36]. The average precision of
MOCC is higher than SURF and FAST but lower than SIFT.
Figure 16 shows the false match rate comparison of the
three methods. The false match rate is defined as the ratio of
false matches to final matches. This measure indicates how
many false matches can survive from the outlier detection
using epipolar geometry. This time SIFT still gets the best
result among the three methods. MOCC has a higher false
match rate than SIFT but lower than SURF and FAST.
From these comparisons we should say that the methods
are competitive with each other according to the above
performancemeasures. However, the design aim ofMOCC is
to provide a fast and eﬀective matching method. Therefore,
we will provide some results on speed tests with these
methods.
7.5. Speed Comparison with Other Matching Techniques. The
speed test is performed on a notebook running Windows
XP Professional (Intel Pentium M 750, 1.86GHz, 512M
memory). The feature detection experiment is performed
on images from INRIA database with the same resolution
Table 2: Speed comparison.







850 ∗ 680, and the detected features for the three methods
are about 2400. The feature detection time includes feature
detecting time, descriptor computing time, and time of
writing to files. The matching experiment is also performed
on images with the same resolution 850 ∗ 680, and the
total detected features in two images for the three methods
are about 5400. The image matching time includes feature
detecting time, descriptor computing time, and matching
time. Note that we use the same set of parameters throughout
the paper for MOCC. The timings given in Table 2 are eval-
uated by repeating the experiments 50 times and calculating
the average.
Both the detection and matching speeds of MOCC are
faster than SIFT and SURF. The detection speed of MOCC
is 9.3 times faster than SIFT and 3.85 times faster than
SURF. The matching speed of MOCC is more than 6 times
faster than SIFT and 2.5 times faster than SURF. Note that,
from the results in Table 2, FAST-ER is the fastest feature
detector in this comparison. However, it has limitations
when handling large scale changes as it does not generate
scale space representation when detecting features.
We believe that the following 4 aspects contribute to the
high speed of MOCC. First, we introduce a fast multiscale
representation for generating image pyramid. Second, the
adopted scale space representation allows using the same
scale parameter in Harris algorithms. Therefore, two 1D
Gaussian convolutions in the x-direction and y-direction
could be applied to perform the Gaussian smoothing, which
greatly reduces the time needed for convolution operations.
Third, we compute normalized cross-correlation via feature
arrays in order to avoid repeated generation processes
of correlation windows. Fourth, the multilevel matching
strategy notably increases the matching speed.
7.6. Robustness against Imaging Variations. In order to
further evaluate our proposedmethod, we performmatching
experiments on images having diﬀerent imaging variations.
The following experiments use the Oxford image database
[41], which is used as a standard test set for image matching
tasks [35, 36, 40]. Note that we use images from INRIA
database to perform the experiments under diﬀerent scale
changes in Section 7.4, because the test set of images with
scale changes in Oxford database is a subset of that in INRIA
database.
Figures 17–19 illustrate the comparison of matching
results on the images with illumination changes, Gaussian
noise corruptions, and image bluring. The measure of
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matching score [35] is used for the evaluation. Here the
matching score is computed as the ratio between the number
of correct matches and the smaller number of detected
features in the pair of images. Note that for MOCC we use
the smaller number of detected features in the matched level
to compute the matching score. In Figures 17 and 19, the
x-axis is the image number in Leuven and Bikes sequences,
respectively. In Figure 18, the x-axis is the standard deviation
of additive Gaussian noise. We take the first image in Graﬃti
sequence for noise corruption test.
From the results we can see that the performance of
MOCC drops fast when the image noise increases. And its
performance under image blur is not as good as others.
This is partially because we use NCC as feature description,
while it is not as powerful as the descriptors used by
SIFT and SURF, which are based on gradient distributions.
Another point that needs to be addressed is that NCC
should be robust against local illumination changes. But the
inaccurate localization and the approximation of gray values
in local patches caused by downsampling will decrease its
performance.
In the proposed method, we focus on the speed of the
whole system; therefore, we make a compromise between
accuracy and eﬃciency. The great speedup achieved by
MOCC relies on the fast algorithms on scale representation,
feature point localization, simplified feature descriptor, and
group-based matching strategy. These fast algorithms also
lead to inaccurate localization of feature points and less
powerful feature description and will decrease the matching
performance under diﬀerent imaging variations. The other
fast method like SURF alsoraises similar problems as shown
in the above figures. As for the practical use, our method
could generate enough number of correct point matches
even in the current parameter settings. In future work,
we will improve the method by using more powerful
descriptors to enhance the performance under diﬀerent
imaging variations.
8. Conclusions
This paper presents a new method named MOCC (Mul-
tiscale Oriented Corner Correlation) for matching two
uncalibrated images under large scale changes. The method
is based on matching multiscale feature points using rotation
invariant normalized cross-correlation. Experimental results
on real images demonstrate that our method is eﬀective and
eﬃcient for matching two uncalibrated images with large
rotation and significant scale changes. The new method is
able to match image pairs with scale changes up to a factor
of 7. Although there have been a great many studies in the
image matching field, to the best of our knowledge, none of
the existing correlation-based approaches allows to deal with
such large changes in scale. Additional contribution is the fast
speed of MOCC. It is significantly faster than the state-of-
the-art matching schemes, and MOCC has potential ability
of speedup due to its inherent parallel architecture. Future
work will focus on further performance improvements in
order to make MOCC utilizable on mobile platforms.
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