As usual, for simple graphs G and H, let the Ramsey number r(G,H) be defined as the least number n such that for any graph K of order n, either G is a subgraph of K or H is a subgraph of/(. We shall establish the values of r(aC~,bCs) and r(aCv, bC7) almost precisely (where nG is the graph consisting of n vertex disjoint copies of G) extending the work of Mizuno and Sato, who proved similar results about r(aC4, bC4). Our technique also allows us to find a general upper bound for the Ramsey number r (aC,,, aC,,,) for any a >~1, n, m >/3.
Introduction
Let G and H be simple graphs. Then, as usual, we define the Ramsey number r(G,H) to be the least number n such that if the edges of K, are coloured red and blue, either the subgraph consisting of the red edges contains a copy of G, or the blue subgraph contains a copy of H. We shall say that K, contains a red G or a blue H.
The problem of finding the Ramsey number for various pairs of graphs has been studied extensively since its introduction, and many Ramsey numbers have been found exactly. Below are the values of r(C,,,C,) the Ramsey numbers for pairs of cycles (see [5, 9, 10] ). 
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An important extension of the basic Ramsey problem is to ask not only for one, but for many monochromatic copies of the graph or, in our notation, to take G and H to be the disjoint union of several copies of some fixed graph. This case was first studied by Burr et al. [4] where they found the Ramsey numbers for multiple copies of triangles, and stars exactly. More generally, Burr et al. also proved the following upper and lower bounds for multiple Ramsey numbers.
Theorem B. Let G and H be connected graphs. Then there & a C, depending only on G and H, such that for sufficiently large a r(aG, aH)= (aIV(G)I + alV(H)l) -(min{~(G),~(H)})a + C.

Furthermore, for any a and b r(aG, bH) >1 a[ V(G)[ + hi V(H)[ -min{a~(G), bee(H)} -1.
As usual 7(G) is the independence number of G, and aG the graph which consists of a vertex disjoint copies of G.
Theorem B has the drawback that it gives no sensible bound for how large C might be, or how large a need be for the Ramsey numbers to exhibit this kind of behaviour. In [2] and [3] Burr developed much more powerful techniques to investigate the behaviour of r(aG, bH) when either a or b is large, the 'long-run' behaviour of r (aG, bH) . In particular, Burr proved the following for multiple copies of cycles. However, Burr's results still provide no information of how the Ramsey numbers behave for any values of a and b. In [7] Mizuno and Sato provided just this type of result showing that Theorem C is correct for any values of a and b, for the cases k = 4 and l >~ 6. In similar vein, in this paper we find bounds for the Ramsey numbers r(aCs,bCn) and r(aC7,bCm) (for n>~5, m>~7), which allow us to find r(aCs,bCs) and r(aC7, bC7) almost exactly. The method used to provide these bounds also allow us to give a general upper bound for the Ramsey number r(aCm, aCn) for any values of a, m and n.
Some useful lemmas
Let H and K be graphs, and suppose that whenever a complete graph, edge coloured red and blue, contains a red H and a blue K that are vertex disjoint, it also contains a red H and a blue K having at least min{cc(H),~(K)) vertices in common. If B is the subgraph spanned by the vertices of these overlapping copies, in the terminology of [4] , we call B a bowtie for a red H and blue K. See Fig. 1 for an example of a bowtie for a red and blue 7-cycle. Burr et al. [4] proved the following results about multiple Ramsey numbers. These will be basic to the method we shall use. Clearly, once we have established the existence of a suitable bowtie Theorem D will immediately provide an upper bound of the required form. It remains only to show that bowties exist for pairs of cycles. In this section we shall prove several lemmas from which the existence of suitable bowties for 5-cycles and 7-cycles will easily follow. We begin by showing that we can always find a subgraph in which our cycles overlap by at least one vertex. To aid us in this we need the following observation. This simple lemma immediately enables us to make some progress towards finding a bowtie. Provided one of the cycles is odd we can already ensure that the two cycles overlap. Proof. Let R be the set of vertices of the red Cm and B the set of vertices of the blue C2,+1. We label the vertices of R with {1 ..... m} and the vertices of B with { 1 ..... 2n + 1 } in sequence around the cycles. We consider the edge-coloured complete bipartite graph with bipartition (R,B) and edge colouring induced by that of G.
First suppose that some vertex r E R has at least n + 1 neighbours in B to which it is joined by a blue edge. Then by Lemma 1 among these neighbours there must be a pair of vertices in B whose labels are 2 apart (mod 2n + 1), or in other words a pair of vertices that share a common neighbour, b, in the blue cycle. Then clearly B\{b} U {r} forms a blue 2n + 1-cycle sharing a vertex with R.
Otherwise each vertex of R can have at most n neighbours in B to which it is joined by a blue edge, and thus there are at least Proof. Let the vertices of the red path be OR1R2R3R4 and those of the blue path be OBIB2B3B4, and ~ = {RbR2,R3,R4}, .~ =-{BI,B2,B3,B4}. We shall call a vertex a blue-neighbour of v if it is joined to v by a blue edge. Likewise we define a redneighbour. Let us apply a counting argument to the edges joining vertices of ~? and vertices of M similar to that used in the proof of Lemma 2.
If some vertex, r, in ~ has 3 blue-neighbours in ~ then clearly two of these neighbours have a common neighbour, b, in ~, and just as in the proof of Lemma 2 we can form a blue path joining O to B4 by replacing b with r.
If however each vertex of ~ has no more than 2 blue-neighbours, but some vertex, r, has only 1 blue-neighbour, then in total there are at most 7 blue edges joining ~ to ~. Hence there are at least 9 red edges, and some vertex of ~ has 3 red-neighbours. Applying the argument as before produces a red path from O to,R4 sharing a vertex with ~.
Hence, we may assume that each vertex of J/and ~ has precisely 2 blue-neighbours and 2 red-neighbours in the other path. 
To see this let
Ai = {j : Bj is a red-neighbour of Ri}.
Notice that if any vertex r E ~ has two blue-neighbours in ~ which themselves have a common neighbour in ~, then just as in the previous argument, we can immediately form our paths. Hence, each Ai must be one of the sets {1,2},{2,3},{3,4}, or {1,4}.
Notice also that if At N A3 ¢ 0 or A2 f-)A4 ~ ~ then a vertex of ~ has redneighbours which have a common neighbour in ~, and we can again use the argument of Lemma 2. Hence, without loss of generality, A3 = A] and A4 = A~. Now suppose that A1 NA2 A {1,2} = 0 and A2 NA3 n {1,2} -----0. This can only be true, since A1 = A~, if A2 ----{3,4}, and thus Bl and B2 have R2 as a blue-neighbour. This proves our claim.
We shall now consider each of the cases (i) and (ii) in turn. Notice that by reversing the colours case (iii) reduces to case (i). Unfortunately, this involves some detailed Step 1 St, ep 2
Step 4 Forced coloufing
Fig. 2. Case (ia).
case analysis and we beg the indulgence of the reader throughout the proofs of this and the following lemmas. We shall say that a path forces an edge to be red or that an edge is forced to be red, if the edge being blue immediately gives paths which intersect as required. By finding suitable paths we shall build up a 'forced' colouring of the graph, and in each case show that a suitable path is forced to be formed. Fig. 2 shows in diagramatic form the steps of Case (ia). There the solid lines represent red edges, the dashed lines represent blue edges, and the dotted lines the edges under consideration in that step.
Case (ia): The vertices R1 and R2 have BI as a red-neighbour. Clearly then, since, by assumption each vertex has only two red-neighbours, the edges BIR3 and B1R4 must be blue.
1. Consider the paths OB1R3B3B4 and OBIR4B3B4, one of these forms a blue path unless both R3B3 and R4B3 are red edges.
Clearly, if some vertex r of ~ is joined to every vertex of ~ with a blue edge, then
XB1rB3Y is a blue path that proves the lemma. Thus, each vertex of ~ can have at most 2 blue-neighbours, and there can be at most 6 blue edges. Similarly, there can be at most 6 red edges. Thus, without loss of generality, we may assume that there are more blue edges than red, and that there are 6 blue edges and 3 red edges, or 5 blue edges and 4 red edges. We consider the following cases.
Case (1) : Some vertex of ~ has 3 blue-nei#hbours in ~. Firstly suppose this vertex is Bl. Since B3 cannot have 3 red-neighbours, B3 has some vertex as a blue-neighbour.
Hence, Bl and B3 have a blue-neighbour r in common and XBlrB3Y is a blue path.
Clearly, by symmetry a similar argument must also hold for B3. Now suppose that B2 has 3 blue-neighbours. We shall 'force' a path to exist, in the spirit of the proof of Lemma 4.
We have that B2R1, B2R2 and B2R3 are blue edges.
• 
. ,Bn}
Arguing in a similar way to that of the proof of Lemma 4 we can see that no vertex of ~ can be joined to every vertex of ~ by only blue, or only red, edges, or the paths can be found immediately. Hence, we may assume that each vertex of ~ has either 1 or 2 blue-neighbours in ~.
Firstly, let us consider the case when every vertex of ~ has precisely one blueneighbour in ~. Clearly, as usual, if a vertex b of ~ has both R1 and R3 as redneighbours, then XRIbR3Y is a red path. Thus, each vertex has either R1 or R3 as its blue-neighbour, and R2 is joined to each vertex of '~ by a red edge. Notice also that, as before, if Bi and B~+2 share a blue-neighbour, we also are done. Hence, there must be an i (1 <~i<<,n) with Bi and Bi+l sharing their blue-neighbour, ri. Since R2B2 and R2B~-I are red edges XRIR2Bn_IY and XBzR2R3Y force B~-IY and XB2 to be blue edges. Hence, either XBtrlB2B3... Bn-l Y, or XB2... BiriBi+l...BnY is a blue path. Now we may assume that some vertex B~ has two blue-neighbours. Since B~+2 can share no blue-neighbours with Bi, and cannot have Rj and R3 as red-neighbours, Bi must have either RI and R2 or R2 and R 3 as its blue-neighbours. We now consider several cases in turn, applying a forcing argument to each. Once again we beg the indulgence of the reader. In the next section we shall use these lemmas to construct the bowties that we need to prove our Ramsey results.
Finding bowties
Armed with the lemmas of Section 2 we can now easily construct the bowties we require. 
ORIR2RaR4... R~O and B,,O OB1B2B3B4.
form a red C~ and blue Cm which satisfy the lemma.
To assert the existence of a bowtie for a red Cs and any other blue cycle we now only need to recall that Lemma 2 gives a bowtie for C5 and Ca. Mizuno and Sato [7] show the existence of a bowtie for C4 and C5. [] Now we turn to the existence of a bowtie for C7 and Ca.
Lemma 8. Let m >~ 7 and n >~ 7. Let the edges of K,+m be coloured red and blue and the colourin9 contain a red C, and a blue Ca. Then the colourin9 also contains a red C, and a blue C,~ which intersect in at least 3 vertices.
In particular, any colouring of a complete graph containing a red C7 and blue Cm contains a bowtie for a red C7 and blue Ca.
Proof. Let J¢ and ~ be the red Cn and blue C,~. By applying Lemma 7 we immediately have the existence of a red Cn and blue Cm that intersect in at least two vertices. Let • ~ and ~ be the red Cn and blue Ca, respectively, and X and Y the common vertices.
We could regard ~ as two red paths joining X to Y, and clearly since n t> 7 one path must contain at least three vertices besides X and Y. []
We can also apply the lemmas of Section 2, in a similar way to that so far, to any pair of cycles. Unfortunately, these lemmas are not powerful enough to find a true bowtie for cases other than those above. However, we can prove the following theorem. Proof. Firstly since one of the cycles has odd length we can apply Lemma 2 to ensure that we can find cycles which have a single vertex in common, O say. Let ORl...Rm-1 and OB1 ...Bn-i be the red and blue cycles and suppose that m<~n. We shall apply the lemmas of Section 2 to ensure that these cycles may be assumed to intersect in sufficient vertices. Then the vertices of the intertwined cycles will form the subgraph B.
Let r(aC5, bCs) and r(aCT, bCT) Now that the existence of appropriate bowties has been established, bounds for the promised Ramsey numbers follow very easily from the results of Burr et al. [4] . [] Thus, these results show that Ramsey numbers involving 5-cycles and 7-cycles are always close to Burr's long-run behaviour.
Ramsey numbers
Indeed, we may also apply the same argument used in the proof of the first part of Theorem 10 to a general pair of cycles, and by applying Theorem 9, and Lemma 3 can give a general upper bound for the Ramsey number r(aCn, aCre). Of course, since Theorem 9 only finds an 'approximate' bowtie this result will not have the coefficient for a suggested by Theorem B, but it is an upper bound which holds for any number of disjoint copies of the cycles. 
