The atmospheric conditions during an observed case of open cellular convection over the North Sea were simulated using the Weather Research and Forecasting (WRF) numerical model. Wind, temperature and water vapour mixing ratio profiles from the WRF simulation were used to initialize an idealized version of the model, which excluded the effects of topography, surface inhomogeneities and large-scale weather forcing. Cells with an average diameter of 17.4 km developed. Simulations both with and without a capping inversion were made, and the cell-scale kinetic energy budget was calculated for each case. By considering all sources of explicit diffusion in the model, the budgets were balanced. In comparison with previous work based on observational studies, the use of three-dimensional, gridded model data afforded the possibility of calculating all terms in the budgets, which showed that the important terms in the budgets were buoyancy, pressure balance and inter-scale transfer to subgrid scales. Cells were also composited to calculate the average cell-scale flow and each of the budget terms on two-dimensional cross-sections through the cells, parallel and perpendicular to the mean wind direction.
variability on these time scales, such as the existing and planned large offshore wind-farm developments in the North Sea.
The length scales of OCC are well within the range of scales that can be simulated using a mesoscale numerical model. The purpose of this work is to examine open cells in the mesoscale Weather Research and Forecasting (WRF) model, and to calculate the cell-scale kinetic energy budget of the simulated phenomena. The work has implications not only for end users such as the wind energy industry, but for estimating the realistic transport of energy within the boundary layer and the free atmosphere. OCC is related to closed cellular convection, where cloudy cell centres with upwards vertical velocity are surrounded by clear cell walls and areas of downwards vertical velocity, and convective rolls, where two-dimensional, linear convection patterns result in characteristic lines of cumulus clouds, or 'cloud streets'.
In attempting to understand the physical forcing for convective rolls, LeMone (1973 LeMone ( , 1976 ) derived a roll-scale kinetic energy budget by decomposing the flow into mean, roll-scale and turbulent components. She calculated several terms in the budget using observational evidence, and found that shear and buoyancy were the most important terms in maintaining the roll-scale flow. Brümmer (1985) calculated a similar energy budget for convective rolls that were observed over the North Sea during the Convection and Turbulence experiment KonTur, and found that, of his three cases, two were shear-driven and one was buoyancy-driven. Cieszelski (1998) followed the same reasoning to calculate buoyancy and shear terms in the cell-scale kinetic energy budget for OCC, although the budget is more complicated in this case because the structure of the convection cannot be reduced to two dimensions, in contrast to the case of convective rolls. He used aircraft observations collected over the North Sea during KonTur for a case where relatively small cells of diameter 2-3 km could be identified from satellite and aircraft photographs. The cells that he studied were therefore much smaller that those studied here, but his basic methodology could still be adapted to the simulated OCC in the WRF model. The energy budgets of mesoscale shallow convection were an excellent way of quantifying the contribution of different energy sources to the convective processes. LeMone (1973 LeMone ( , 1976 , Brümmer (1985) and Cieszelski (1998) all used observations to calculate the roll-scale or cell-scale kinetic energy budget, which meant that they filtered out the turbulent fluctuations from the data using a filter with known spectral attenuation. In our case, we assume that there are no sub-cell-scale fluctuations in the model, so that the cell-scale flow encompasses the smallest resolved scales in the model. The disadvantage of this assumption is that we rely on the implicit and explicit filtering in the model, for which the spectral shape is not clearly defined.
There are some interesting advantages to using model data to calculate the energy budget of OCC. The model provides complete, gridded, three-dimensional coverage, so it is possible to calculate every term in the budget. Furthermore, it is possible to simplify the model so that the only mesoscale variation is due to the cells themselves, a situation that is rarely even approximated in the real atmosphere.
There are, however, serious disadvantages to relying on model data. Evidence from satellite pictures and in situ wind-speed measurements suggest that the modelled cells are realistic, but precise verification of the cell-scale flow and energetics remains an interesting challenge. In the real atmosphere, the cell walls are made up of rings of individual cumulus clouds, while the simulated cell walls are relatively homogeneous areas of upwards vertical velocity. Diffusion and turbulent energy transfer, surface fluxes and entrainment at the top of the boundary layer are heavily parametrized. All the diffusion in the model is combined into explicit and implicit diffusion terms that arise from the boundary-layer scheme, the standard horizontal diffusion, additional sixth-order horizontal diffusion and the discretized treatment of the advection terms. We assume that the spectral transfer of energy at the smallest simulated scales is mainly in the downscale direction. It has not been shown that up scale transfer from subgrid scales is significant for cell development, although Ross and Agee (1985) implied the potential for upscale transfer from scales between about 1 and 10 km. In calculating all terms in the cell-scale kinetic energy budget, it was necessary to account for every significant form of effective energy dissipation in the model. This illustrated the role of the explicit diffusion in the model solution, which parametrizes the effects of subgrid-scale mixing, and also revealed important results about the energetics of the modelled OCC.
The structure of the paper is as follows: in Sect. 2, observational, theoretical and modelling studies of OCC are reviewed. In Sect. 3, an observed case of OCC over the North Sea is presented, together with results from a simulation of the event using the WRF mesoscale model and a simplified WRF model simulation that neglects topography, surface inhomogeneities and large scale forcing. In Sect. 4, the theory of the cell-scale kinetic energy budget, based on that of LeMone (1973 LeMone ( , 1976 and Cieszelski (1998) , is presented, and in Sect. 5, the calculation of the cell-scale kinetic energy budget for the simplified WRF model simulation is described. Results are presented in Sect. 6, and the discussion and conclusions are given in Sects. 7 and 8.
Open Cellular Convection
Observational studies suggest that OCC is actually a frequently observed boundary-layer structure that covers large areas of the oceans. For example, Agee (1987) created a global map that showed preferred regions for OCC development to the east of major continents, where cold air tended to be advected over warm ocean currents. His preferred regions included an area covering the North Sea and the north-eastern Atlantic Ocean, where the warm gulf stream turns eastwards towards the west coast of Europe. Brümmer and Pohlmann (2000) used satellite pictures to quantify the occurrence of convective rolls and cellular convection over the Greenland Sea and the Barents Sea regions over 10 consecutive winters, and found that wintertime coverage of cellular convection was around 50% of days in the southern part of the region, while convective rolls were more common in the northern part. Atkinson and Zhang (1996) raised the prospect that OCC is of importance not only as an interesting and incompletely understood boundary-layer phenomenon, but as a feature that could have significant implications for the transport of heat, moisture and momentum to the free atmosphere as well as affecting cloud-top albedo and the radiation budget.
Various observational studies have explored the set of atmospheric conditions in which OCC tends to occur. For example, results of a large number of studies collated by Atkinson and Zhang (1996) suggest that OCC tends to occur over the sea when the water is 1-11 • C warmer than the near surface air. Using an extensive dataset of satellite images over the northeastern Atlantic Ocean, Bakan and Schwarz (1992) found a positive correlation between cell diameter and convection depth, but the results showed a great deal of scatter and indicated that convection height is probably not the only factor controlling cell diameter.
Under the combined classification of 'mesoscale shallow convection', Atkinson and Zhang (1996) reviewed the related phenomena of OCC, closed cellular convection and convective rolls. They argued that OCC and convective rolls tend to occur in cold-air outbreaks, with convective rolls forming first and later being transformed into three-dimensional OCC. Closed cells, which are the reverse of open cells, with cloudy centres and clear air in the walls, are commonly observed in association with stratocumulus decks. Mesoscale shallow convection phenomena are usually observed over the sea, but convective rolls are also found over land (for example, LeMone 1973 (for example, LeMone , 1976 , and even OCC can occasionally be detected over the land (Bennett et al. 2010) .
Apart from the work of LeMone (1973 LeMone ( , 1976 , Brümmer (1985) and Cieszelski (1998) in characterizing the energetics of roll-scale and cell-scale flow based on observational evidence, several authors have placed OCC within a theoretical framework. For example, Agee and Chen (1973) explained the formation of open or closed cellular convection as a function of the horizontal profile of eddy diffusivity, while Helfand and Kalnay (1983) addressed the same problem by showing that the convection developed as open or closed cells depending on whether the flow was heated from below (as in the case of cold air flowing over warmer water) or cooled from above (as in the case of radiational cloud-top cooling).
A realistic analysis of mesoscale shallow convection could be achieved using a largeeddy simulation (LES) model, where the larger turbulent eddies are modelled explicitly, but current LES modelling of mesoscale shallow convection is challenging because the domain must be both large enough to capture a representative sample of the phenomenon, and have a horizontal grid spacing small enough that the spectral cut-off of the model falls well within the inertial sub-range. These dual requirements place restrictive demands on large-eddy simulations of mesoscale shallow convection in terms of computing power, although Müller and Chlond (1996) simulated OCC using a LES domain where the horizontal grid spacing and domain size expanded as the cells grew, and Schröter et al. (2005) and de Roode et al. (2004) both simulated the growth of cells in the convective boundary layer directly on a LES domain. While Müller and Chlond (1996) found that the length scale of all variables, including the vertical velocity, was dominated by the cell size, Schröter et al. (2005) and de Roode et al. (2004) both found that the variance of the vertical velocity was distributed over a range of frequencies. In this study we restrict our simulations to the mesoscale model WRF, which, despite the absence of explicit turbulent processes, appears to capture the most important cell-scale properties of the OCC.
OCC has already been modelled using the WRF model. For example, Wang and Feingold (2009a,b) recently successfully simulated pockets of open cells (POC) within areas of marine stratocumulus clouds, using the WRF model in LES mode with horizontal grid spacings of both 300 and 100 m. They used their simulations to suggest that precipitating stratocumulus clouds are an important mechanism for the formation of POCs. This is a different mechanism for the development of open cells compared to the case we study here, where large areas of open cells develop as cold air is advected over the relatively warm sea water. Nonetheless, the open cells simulated by Wang and Feingold (2009a,b) have a similar length scale to the cells simulated here, and this supports the proposition that such phenomena can in fact be simulated in a mesoscale model or a coarse-resolution LES model.
Mesoscale Simulations of Open Cellular Convection
OCC was observed to cover a large area over the North Sea at 1100 UTC on 24 October 2002, as demonstrated by the satellite image in Fig. 1 . The existence of mesoscale structures in the boundary layer was supported by the observation of large fluctuations in wind speed in measurements from a cup anemometer mounted at a height of 62 m on an offshore measurement mast installed near the Horns Rev wind farm in the North Sea (Fig. 2, left) . The wind direction was such that the measurement mast was not influenced by the wake of the wind farm. The power spectrum (Fig. 2, right) for the 24-h period indicates that the predominant fluctuations had a period of around 47 min. Temporal variability such as that seen in Fig. 2 can be intuitively linked to the spatial variability of OCC if one considers, for The OCC event on 24 October 2002 was simulated using the WRF ARW version 3.0 mesoscale model . Initial and boundary conditions were obtained from the NCEP FNL operational global analysis, 1 which has a horizontal resolution of 1.0 degree in both longitudinal and latitudinal directions. The large-scale flow was downscaled to a domain covering most of Denmark and the eastern part of the North Sea using four nested domains, with respective horizontal grid resolutions of 54, 18, 6 and 2 km. The boundary-layer parametrization was the YSU scheme (Hong et al. 2006 ) and the microphysics parametrization was the Thompson scheme (Thompson et al. 2004 ). The larger three domains used the KainFritsch cumulus parametrization (Kain and Fritsch 1990) , while in the smallest domain the cumulus parametrization was turned off. The model had 37 vertical levels, with the lowest five levels at 14, 52, 103, 160 and 224 m, respectively. The vertical velocity from the 2-km domain for the third vertical model level is shown in Fig. 3 , and corresponds in time to the satellite image in Fig. 1 , which is hour 23 of the simulation. Cellular convection patterns began to develop in the seventh simulation hour, and persisted throughout the remainder of the 36-h simulation. Although there is a distribution of cell sizes in both the satellite image and the modelled vertical velocity, visual inspection confirms that the modelled and observed cells have a similar horizontal size. In the model simulation, the sea-surface temperature was between 1 and 3 • C higher than the air temperature at the lowest model level (14 m). In the regions where OCC developed, the planetary boundary-layer height was around 1600 m. In their early stages of development, the cells were arranged in a regular pattern and had a diameter of around three grid pointssome of this effect can be seen on the north-western edge of the area of cells in Fig. 3 . These cells were probably unphysical, since they occur at scales smaller than the effective resolution of the model, but they quickly expanded into cells with diameters of around 20 km.
To isolate the OCC from the large-scale flow and the influences of the land, vertical profiles of the u and v wind components, potential temperature and water vapour mixing ratio from the 12th hour of the real weather simulation shown in Fig. 3 were used to initialize a simplified WRF simulation. The temperature, dew-point temperature and wind-speed profiles, which were averaged over a 100 km 2 area to the west of the Horns Rev wind farm, are shown in Fig. 4 . An observed profile from the Ekofisk oil platform at the same time is also shown for comparison, to demonstrate that the WRF model profile was similar to the real atmosphere. The location of the Ekofisk oil platform is indicated in Fig. 1 . The satellite image suggests that, although the Ekofisk oil platform and the Horns Rev wind farm are geographically separated, in this situation they are both influenced by relatively homogeneous mesoscale convective patterns over the North Sea area, as expected in the west-north-westerly flow. It can be seen that the boundary-layer height and the temperature difference between the top and bottom of the boundary layer are similar in the modelled and observed profiles. Furthermore, both the observed and modelled wind-speed profiles show vertical wind shear less than Miura (1986) and Atkinson and Zhang (1996) , who both collated evidence to suggest that OCC tends to occur for vertical wind shear less than 2 m s −1 km −1 , while convective rolls tend to occur for higher values of shear.
The initial conditions for the simplified WRF simulation had horizontally homogeneous wind speed, temperature and water vapour mixing ratio profiles. The model ran with periodic boundary conditions in both the x and y directions, a horizontal grid spacing of 1 km, 349 grid points in the x and y directions and the same vertical resolution as for the real weather simulation shown in Fig. 3 . The sea-surface temperature was given a horizontally homogeneous, constant value of 286 K, corresponding to an initial sea-air temperature difference of 2.2 K. Experiments were conducted to test the impact of horizontal grid spacing, and it was found that the structures were better defined with a horizontal grid spacing of 1 km rather than 2 km, but that a further refinement to 700 m made little additional improvement. A horizontal grid spacing of 700 m might be misconstrued as fine enough to explicitly resolve some of the larger energy-containing turbulent eddies, but this is undesirable in the case of a mesoscale model with parametrized vertical mixing (Wyngaard 2004 ). These problems also exist somewhat for a horizontal grid spacing of 1 km, but since the spectra of WRF simulations begin to decay relative to observed spectra for wavelengths shorter than about seven times the horizontal grid spacing (Skamarock 2004) , it is clear that the cells (which have diameters of about 15-30 km) may not be properly resolved with a coarser grid spacing. The focus of this analysis is therefore the experiment with 1-km horizontal grid spacing, which had an integration timestep of 6 s.
Two simulations were conducted: the first was initialized with the WRF model profile shown in Fig. 4 . For the second simulation, a strong temperature inversion of 14 K was artificially added to the profile just above the top of the boundary layer. In the first simulation, the weakly defined top of the boundary layer allowed for strong updrafts to penetrate the top of the boundary layer and extend well into the free troposphere. This situation, while obviously dependent on the YSU boundary-layer scheme in the WRF model and the parametrized treatment of entrainment in the model, is consistent with the satellite image in Fig. 1 , where bright, large clouds in the cell walls could be plumes overshooting the top of the boundary layer. In the second simulation, the strong capping inversion was designed to minimize the momentum transfer into and out of the boundary layer, thus presenting a more idealized case where the flow was dominated only by the cell flow within the boundary layer.
The simplified simulations ran for a 12-h integration time during nighttime conditions, implying no incoming shortwave radiation. In both simulations, small grid-size dependent wind-speed fluctuations developed after 2-3 h, while open cellular patterns developed after 5-6 h, as shown in Fig. 5 . This sequence of development was similar to that seen in the real weather simulation. The sensible and latent heat fluxes were around 150 and 125 W m −2 , which are comparable with the observed values summarized in Atkinson and Zhang (1996) . In the last 5 h of the simulation, the cellular patterns broadened and decayed, leaving an irregular network of thin areas of upwards vertical velocity separated by areas of downwards vertical velocity. The environment was altered as the simulation progressed, since the initial energy was consumed and there was no source of new, unstable air as would occur in simulations of real weather scenarios. This meant that there was no time that could be considered exactly representative of the conditions in the real weather simulation, or of the real atmosphere. However, the realistic pattern of cells that developed after 5-6 h was similar to that in the real model, and the environment had not been significantly altered by this stage. Therefore, we chose to analyze the results at the end of the fifth simulation hour. The planetary boundary-layer height at the end of the fifth simulation hour, as diagnosed by the YSU planetary boundary-layer scheme, was 1700 m.
Theoretical Background to the Cell-Scale Kinetic Energy Budget
The expression for the mesoscale kinetic energy budget, which closely follows that of Cieszelski (1998) and LeMone (1973 LeMone ( , 1976 , is derived from the momentum and continuity equations by decomposing the wind vector, V, the virtual potential temperature, θ v and the pressure, p into three components consisting of the mean flow, the mesoscale fluctuations associated with the OCC, and the turbulent fluctuations,
where A ∞ refers to the mean flow, A l refers to the cell-scale fluctuations and A are the turbulent fluctuations. This decomposition was applied to the Navier-Stokes equations (Eq. 2) for incompressible flow.
where V is the three-dimensional wind vector, ρ is the air density, p is the air pressure, Ω e is the rate of rotation of the earth, θ v is the virtual potential temperature and θ v,0 is the virtual potential temperature at the surface.
In the idealized simulation of OCC, there are no scales larger than the cell-scale flow, so the mean flow is constant by definition in the horizontal directions. This implies that
, and the mean flow is assumed to be constant with time, so ∂U ∞ /∂t = ∂ V ∞ /∂t = 0. We also assume that there is no large-scale vertical movement, even though W ∞ is of order 10 −5 m s −1 in the actual simulations. Even though the WRF model is a fully compressible model, the incompressible continuity equation is assumed to be valid for each of the three scales in the calculation of the cell-scale energy budget, so that
Substituting the decomposition in Eq. 1 into Eq. 2, applying the assumptions in Eq. 3 and multiplying by the cell-scale velocity, gives a scalar equation for the mesoscale component of the kinetic energy,
where E l is the cell-scale kinetic energy. If we filter the budget by averaging over the whole domain, then the usual spatial-averaging rules for turbulent fluctuations apply. Furthermore, we assume that turbulent fluctuations are uncorrelated with cell-scale fluctuations, so that the relevant set of averaging rules are
where a and b are any combination of the three velocity components, pressure or virtual potential temperature and the denotes averaging over the whole domain. Expanding Eqs. 2 and 4 together with the assumptions discussed above gives a budget for the time rate of change of the mesoscale component of the domain-averaged kinetic energy. Inspection of a spatial spectrum of the simulated velocity fields indicates that the spectral slope decreases rapidly for scales much smaller than the cells themselves, a result that is supported by e.g. , who show the spectral slope of mesoscale simulations decreasing rapidly for scales smaller than about seven times the horizontal grid spacing. Furthermore, there is no explicit representation of turbulent processes in a mesoscale model. Therefore, we assume that in the case of the idealized WRF simulations, there are neither other mesoscale features nor sub-cell-scale fluctuations, which means that all of the mesoscale component of the domain-averaged kinetic energy is attributable to the OCC itself. The domain-averaged mesoscale kinetic energy budget, which is similar to that of LeMone (1973 LeMone ( , 1976 and Cieszelski (1998) , is given as
The first three terms in Eq. 6 are the Lagrangian rate of change of the cell-scale kinetic energy. The shear terms represent the generation of cell-scale kinetic energy due to shear in the mean flow, and the buoyancy term is the generation of cell-scale kinetic energy due to buoyancy. The cell-scale advection term is the advection of cell-scale kinetic energy due to the cell-scale flow itself. The pressure-wind balance is a restoring term that acts against cell-scale flow that is up-gradient to the cell-scale pressure fluctuations. The final term, the inter-scale transfer, is the loss or gain of energy to subgrid scales. As discussed in LeMone (1976) and Cieszelski (1998) , a term identical to this appears in the turbulent kinetic energy budget with the opposite sign. In the real atmosphere energy is lost through molecular dissipation, while in the mesoscale model this term accounts for all the energy that is lost through explicit and numerical diffusion, which ultimately act as a surrogate for dissipation.
Calculation of the Simulated Mesoscale Kinetic Energy Budget
The domain-averaged mesoscale kinetic energy budget was calculated after 5 h of simulation, and all fields were first interpolated to levels of constant height. The terms involving only u i,l , U i∞ , θ v,l and θ v∞ were straightforward to calculate, since the cell-scale fluctuation terms were calculated directly by subtracting the mean flow at each level from the total flow-that is, the buoyancy, shear, cell-scale advection and pressure-wind balance terms. ∂ E/∂t was estimated from a centred difference with a discrete timestep of 1 min.
Written in full, the inter-scale transfer term (IST) in the mesoscale kinetic energy balance is
where the terms constitute subgrid-scale momentum fluxes. As in all mesoscale models, the subgrid-scale fluxes in the WRF model are parametrized by the horizontal diffusion, the vertical diffusion from the planetary boundary-layer scheme, the optional sixth-order explicit diffusion and, depending on the order of the advection scheme, the implicit numerical diffusion. In the WRF model, the first three of these sources of diffusion are added to the three velocity components as additional tendency terms in the Navier-Stokes equations. All three sources are parametrized as a diffusion constant multiplied by a partial derivative, so that the explicit diffusion contribution to Eq. 7 can be written as
where K m is the horizontal diffusion constant, which is calculated according to the Smagorinsky first-order closure scheme (Smagorinsky 1963) and K pbl is the vertical diffusion constant, which is calculated from the YSU planetary boundary-layer scheme. K 6 is the diffusion constant for the additional sixth-order diffusion (Knievel et al. 2007 ) which is specified in the WRF model as
2 t , where t is the timestep of the model (6 s), and β is a constant (0.1 in this simulation).
The tendencies in Eq. 8 were calculated on-line in the model, so that they were the exact tendencies that were applied in the simulations. This was important, because if calculated off-line from saved model fields, diffusion would already have been applied, and the gradients would have been smoothed compared to the values that they had for the on-line calculations.
Additional implicit numerical diffusion arises from the odd-ordered Runge-Kutta advection schemes. The default schemes in the WRF model are the third-order upwind vertical advection, and fifth-order upwind horizontal advection. As described in Hundsdorfer et al. (1995) and Wicker and Skamarock (2002) , the odd-ordered Runge-Kutta advection schemes may be written as the next highest order even-ordered scheme plus a diffusion term, while the even-ordered schemes themselves are non-diffusive. To simplify the budget, the simulations were run with sixth-order horizontal advection and fourth-order vertical advection. These advection schemes are non-diffusive, and therefore all of the diffusion in the model can be quantified by the explicit definitions of the second-order and sixth-order horizontal diffusion and the planetary boundary-layer scheme.
Results
The domain-averaged mesoscale kinetic energy budgets for the two simulations are shown in Fig. 6 . Qualitatively, the budgets are similar, but buoyancy, pressure balance and explicit diffusion terms have greater magnitudes in the case without the inversion. For the case with the inversion, all terms in the budget become negligibly small immediately above the boundary-layer top, while for the case without the inversion there are continued contributions to the growth and decay of mesoscale kinetic energy above the top of the boundary layer, which reflect the plumes that overshoot the boundary-layer top. The budget terms integrated over the height of the boundary layer are shown for the case with the inversion in Table 1 . The sum of the five right-hand side (r.h.s) budget terms closely matches the rate of production of cell-scale kinetic energy; over the whole boundary layer, the buoyancy term is almost completely balanced by the pressure balance and explicit diffusion terms, while the contribution of the cell-scale advection and shear terms is an order of magnitude smaller.
To illustrate the energetics of the cell from a different perspective, the wind, temperature and pressure variables and each budget term were also averaged over 30 representative cells Fig. 6 The domain-averaged mesoscale kinetic energy budget for simulations with a strong capping inversion (top) and without a strong inversion (bottom). The shear and advection terms are small compared with the other terms, and are not visible at most heights. The height is scaled by the average of the boundary-layer height over the whole domain (1700 m), so z/z i = 1 corresponds to the top of the boundary layer for vertical cross-sections through the cells, perpendicular (cross-wind) and parallel (alongwind) to the mean wind. The cross-sections are from the simulation with the added inversion, since this case shows the flow within the cells in a clearer way. The chosen cells were the 30 cells with the most clearly defined, closed cell walls; their mean radius was 8.7 km, with a standard deviation of 1.6 km. Due to this distribution of sizes, the cells were scaled slightly in the horizontal extent, so that they all had the same radius. This will introduce slight errors into the analysis, but will not affect the qualitative description of the cell flow and energetics. The u l (along-wind) and v l (cross-wind) wind components are shown in Fig. 7 for the cross-wind and along-wind cross-sections through the composited cell. The vertical axis shows the height, z, scaled by the average boundary-layer height over the whole domain, z i , and the horizontal axis shows the relevant average horizontal position,x orŷ, scaled by the average cell diameter, 2r . It is found that, for the pressure and temperature fluctuations (not shown), the cross-wind and along-wind cross-sections are nearly identical, while for the u l and v l wind components, the largest fluctuations occur in the wind component that is perpendicular to the cell wall; that is, the u l wind component for the along-wind cross-section, and the v l wind component for the cross-wind cross-section. These results suggest an overall symmetry of the cells. In Fig. 8 , the cross-wind and vertical velocity components are shown as vector arrows for the cross-wind cross-section, and the vertical velocity is also contoured, showing the average cell flow for the 30 cells. The patterns of flow within the cell can be matched with those from composited aircraft observations of OCC over the North Sea presented by Brümmer et al. (1986) . The compositing and averaging operation over cross-wind and along-wind cross-sections can take the place of the whole-domain averages shown in Fig. 6 , since it similarly satisfies most of the averaging rules of Eq. 5, with the exception of a l = 0, which affects only the Coriolis term within the cell. In Fig. 9 , the six budget terms are shown for the cross-wind cross-sections. Note that the whole cell walls have been shown in Figs. 7, 8, 9 , and 10 in order to show more clearly the whole cell structure. In terms of the balanced budget, however, the horizontal extent of the cell should be considered as extending from the centre of one cell wall to the centre of the next. Cross-sections of the budget terms in the plane parallel to the mean wind direction (not shown here) are similar to those in the plane perpendicular to the mean wind direction, although the centre of the pressure balance and buoyancy terms is somewhat skewed towards 
Discussion
The budgets presented in Fig. 6 are qualitatively similar except for the magnitude of the budget terms, and the characteristics of the budget terms immediately above the boundary layer. The case without the inversion is more realistic, because it is based on conditions where OCC was actually observed in the atmosphere. On the other hand, the case with the inversion is more idealized and gives a clearer picture of the features of the budget that are directly attributable to the cells. The most striking aspect of the budgets is that the buoyancy term is nearly balanced by the pressure balance term above the surface, with a strong contribution from the inter-scale transfer close to the surface. In the case of the mesoscale model, this inter-scale transfer is parametrized by the explicit diffusion.
These results contrast with the results of LeMone (1973 LeMone ( , 1976 and Brümmer (1985) for convective rolls, who found that shear was also an important term in the maintenance of the rolls. Simple dimensional analysis of Eq. 6 shows that, for vertical wind shear <2 m s −1 km −1 , which is the criterion suggested by observational analyses of OCC such as Miura (1986) , the shear term will be an order of magnitude smaller than the pressure balance and buoyancy terms. If the shear term was to play a significant role in the energy budget, then vertical wind shear in the order of 10 m s −1 km −1 would be required, which is consistent with the magnitude of wind shear that has been observed for convective rolls (Atkinson and Zhang 1996) . Interestingly, Brümmer (1985) showed that the shear term was of comparable magnitude to the buoyancy term for two cases of convective rolls where the wind-speed difference over a transition zone near the top of the boundary layer was 6 and 8 m s −1 respectively, but that the shear term was of negligible magnitude compared to the buoyancy term for a case of convective rolls where the wind-speed difference was around 1 m s −1 . Based on the Fig. 9 Budget terms for the simulation with capping inversion. All terms are averaged over 30 cells for a cross-section through the cell, perpendicular to the mean wind. Note that the scales on the contouring are not the same. The height is the average of the boundary-layer height over the whole domain, and the horizontal axis shows the average horizontal position scaled by the average cell diameter observational evidence that wind shear is generally low during OCC, it seems likely that this term is seldom important in balancing the energy budget. LeMone (1973 LeMone ( , 1976 commented that, for convective rolls, the pressure balance term, together with the cell flow advection, should balance to zero when integrated over the roll. This is apparently not the case for the modelled OCC, where the pressure balance term plays a significant roll in balancing the buoyancy term at most heights, and does not integrate to zero over the depth of the boundary layer (Table 1) . Rolls tend to have a smaller length scale than OCC, and therefore may require a higher resolution LES model to study them in a similar framework to the results presented here for cells. The results are largely in agreement with Cieszelski (1998) , who showed cross-sections through aggregated cells for a case of OCC over the North Sea, where the shear term was about four times smaller than the buoyancy While LeMone (1976 ), Brümmer (1985 and Cieszelski (1998) all relied on incomplete observational evidence for their calculations, our study had the advantage of using model data, which made possible the calculation of every term in the budget. OCC is obviously a different phenomenon from convective rolls, and it would be interesting to repeat the work presented here for a modelled case of convective rolls, for comparison with the observational results of LeMone (1973 LeMone ( , 1976 and Brümmer (1985) .
The use of model data permitted the calculations of all the budget terms as cross-sections through the cells, as well as a cross-section of the flow within the cell. The cell cross-sections show that the maximum horizontal fluctuations occur just inside the cell walls, which is where the maximum surface divergence must occur. The fluctuation in cross-wind velocity is ±3 m s −1 , which is large enough to explain the fluctuations in the horizontal wind speed observed at the Horns Rev wind farm during the case of OCC on 24 October 2002, particularly considering that there is partial smoothing due to the averaging over 30 cells.
The cross-sections of the budget terms (Fig. 9 ) describe physically reasonable processes: the buoyancy has local maxima in the cell walls and in the cell centre, where negative fluctuations in both virtual potential temperature and vertical velocity combine to give a positive contribution to the buoyancy. The shear contribution is concentrated near the surface, where the strongest gradients are found but balances to nearly zero across the cell. The inter-scale transfer term is maximum near the surface, which is where the energy should be dissipated. The pressure balance term is largest at the surface, where the strong surface divergence results in strong up-gradient flow. The role of the pressure balance term is interesting because it is often neglected in observational studies, in part due to the difficulty in measuring accurate pressure fluctuations over a large spatial area. A further explanation of this term is given in Fig. 10 , where vectors of cross-wind and vertical wind fluctuations (v l and w l ) are superimposed on the pressure fluctuations, p l , projected onto a cross-section perpendicular to the mean wind direction. The plot matches with the pressure-wind balance term in Fig. 9 , since the largest positive contribution to the term is found at the surface where the cell-scale cross-wind flow advects higher-pressure air towards lower-pressure air in the cell walls, and the largest negative contribution is found in the centre of the cell, where the cell-scale vertical velocity transports lower pressure air from aloft towards the surface. The role of the term as a restoring force against the advection of air along the up-gradient pressure direction is therefore clear.
The budget terms are similar for the cross-sections perpendicular and parallel to the mean wind direction, which reveals overall symmetry in the cells. However, there is some indication that the region of maximum pressure-wind balance and buoyancy terms is skewed towards the leading edge of the cell in the parallel cross-sections, a result that is confirmed by inspection of the horizontal fields of buoyancy and pressure balance. This result mirrors the observational evidence presented by Sikora et al. (2011) , who used synthetic aperture-radar-derived wind-speed images and visual satellite images over the north-east Pacific Ocean to suggest that OCC often takes on an arc-shape, with the largest cumulus clouds at the leading edge of the cell and smaller cumulus clouds making up the ring of the sides and trailing edge of the cell. The link between these observational results and the modelling results presented here is an interesting area for further study.
Results from the mesoscale simulation showed realistic looking cells that were easy to analyze due to the availability of complete and gridded data, but there is also a danger in using a mesoscale model to study physical processes in the real atmosphere. There is no direct evidence that the budget of simulated OCC is a good model of the budget in the real atmosphere, and the coarse resolution and parametrized boundary layer mean that several important physical processes are simply omitted from the calculations. For example, diffusion and energy transfer due to turbulence, surface exchange and entrainment at the top of the boundary layer are combined into the model's explicit and implicit diffusion terms.
An interesting study would be to repeat these experiments with a large domain or nested LES model, where the larger turbulent eddies would be modelled directly, and the interscale transfer term would actually be a resolved transfer of energy between the mesoscale and turbulent eddies, and downscale transfer would be more reliably represented within the inertial range. Even then, a LES model is not the same as the real atmosphere, and extra observational evidence would be ideal. However, given the scale of the cellular convection and the density of measurements that would be required, calculating a fully balanced budget based on observations would be challenging. Volume-scanning remote-sensing techniques could be applied to the problem, although directly observing the pressure fluctuations would be remain problematic.
Conclusions
In this paper, the results of real and idealized simulations of OCC using the mesoscale WRF model were presented. The idealized simulations ran in isolation from the effects of topography, surface inhomogeneities and large-scale synoptic forcing, and were initialized based on vertical profiles of temperature, water vapour mixing ratio and u and v wind components that were extracted from a WRF numerical simulation of a real weather scenario where OCC was observed.
The simplified simulations were used to calculate the cell-scale kinetic energy budget of the modelled OCC. The averaging operation was vastly simplified by the assumption that the entire domain was filled with cells, and that no scale of motion smaller that the open cells existed. This meant that no filtering was required, and cell averaging was implemented by horizontal averaging over the whole domain. The inter-scale transfer term was taken into account through the boundary-layer parametrization and the second-and sixth-order horizontal diffusion. Precise analysis and identification of the physical processes that are simulated in a mesoscale model are important steps in model development and verification. The impact of processes such as OCC on surface wind fields will be masked in traditional time series and spatial verification methods. Not only will the wind fluctuations be spectrally blended with other mesoscale and topographically forced features, but there is no guarantee that even well-modelled fluctuations will have the correct phase, and they will therefore be heavily penalized when verified using skill metrics such as the root-mean-square error.
The results suggest that the OCC that is simulated in the WRF model is at least partly realistic, although how realistic is the magnitude of the plumes overshooting the top of the boundary layer in the case without the inversion is an interesting question. In general, this bodes well for the practical use of mesoscale modelling for forecasting and simulation applications that are sensitive to large, hour-scale wind fluctuations, including the offshore wind-energy developments in the North Sea. However, as already mentioned, it is unlikely that the phase of the forecast hour-scale wind fluctuations will show much skill, which implies that the use of such models for forecasting applications will benefit from a shift away from deterministic forecasting and towards stochastic forecasting.
The realistic modelling of mesoscale shallow convection in mesoscale models is not only important for end-users of mesoscale forecasts, but is also relevant to the correct transport of energy in and out of the boundary layer and for other larger scale processes in the model. For example, OCC, closed cellular convection and convective rolls all have unique impacts on the cloud fraction, thereby influencing the radiation budget. Furthermore, the strong mixing and the occasional updrafts that penetrate the top of the boundary layer suggest that the process is an important mechanism for transporting energy into the free atmosphere.
The results also showed, in a precise way, the contribution of the explicit diffusion to the cell-scale kinetic energy balance. The diffusive processes in a mesoscale model are heavily parametrized, but the combined effect of all the sources of diffusion in the model should closely approximate the equivalent removal of energy in the real atmosphere, which occurs through turbulence and ultimately molecular diffusion. The results, therefore, give an important oversight of the diffusive processes in the model, which could be verified through observational evidence or LES modelling.
