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COMBINATORIAL CHARACTERIZATION OF
PSEUDOMETRICS
OLEKSIY DOVGOSHEY AND JOUNI LUUKKAINEN
Abstract. Let X , Y be sets and let Φ, Ψ be mappings with the
domains X2 and Y 2 respectively. We say that Φ is combinatori-
ally similar to Ψ if there are bijections f : Φ(X2) → Ψ(Y 2) and
g : Y → X such that Ψ(x, y) = f(Φ(g(x), g(y))) for all x, y ∈ Y . It
is shown that the semigroups of binary relations generated by sets
{Φ−1(a) : a ∈ Φ(X2)} and {Ψ−1(b) : b ∈ Ψ(Y 2)} are isomorphic for
combinatorially similar Φ and Ψ. The necessary and sufficient con-
ditions under which a given mapping is combinatorially similar to
a pseudometric, or strongly rigid pseudometric, or discrete pseudo-
metric are found. The algebraic structure of semigroups generated
by {d−1(r) : r ∈ d(X2)} is completely described for nondiscrete,
strongly rigid pseudometrics and, also, for discrete pseudometrics
d : X2 → R.
1. Introduction
Recall some definitions from the theory of metric spaces.
A metric on a set X is a function d : X2 → R such that for all x, y,
z ∈ X:
(i) d(x, y) > 0 with equality if and only if x = y, the positivity
property ;
(ii) d(x, y) = d(y, x), the symmetry property ;
(iii) d(x, y) ≤ d(x, z) + d(z, y), the triangle inequality.
A useful generalization of the concept of metric is the concept of
pseudometric.
Definition 1.1. Let X be a set and let d : X2 → R be a nonnegative,
symmetric function such that d(x, x) = 0 holds for every x ∈ X. The
function d is a pseudometric on X if it satisfies the triangle inequality.
If d is a pseudometric on X, we say that (X, d) is a pseudometric
space.
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Let (X, d) and (Y, ρ) be pseudometric spaces. Then (X, d) and (Y, ρ)
are isometric if there is a bijective mapping Φ: X → Y , an isometry
of X and Y , such that
ρ(Φ(x),Φ(y)) = d(x, y)
holds for all x, y ∈ X. This classic (when d and ρ are metrics) concept
has numerous generalizations. Recall two such generalizations which
are closest to the object of the present research.
For pseudometric spaces (X, d) and (Y, ρ), a mapping Φ: X → Y is
a similarity if Φ is bijective and there is r > 0, the ratio of Φ, such
that
ρ(Φ(x),Φ(y)) = rd(x, y)
holds for all x, y ∈ X. A bijective mapping F : X → Y is a weak
similarity if there is a strictly increasing function f : ρ(Y 2) → d(X2)
such that the equality
(1.1) d(x, y) = f(ρ(F (x), F (y)))
holds for all x, y ∈ X. The function f is said to be a scaling function
of F .
It is clear that a similarity Φ is an isometry if the ratio of Φ is 1.
Analogically, a weak similarity F is a similarity if the scaling function
of F is linear.
The following definition can be considered as a further generalization
of the concept of similarity.
Definition 1.2. Let (X, d) and (Y, ρ) be pseudometric spaces. The
pseudometrics d and ρ are combinatorially similar if there are bijections
g : Y → X and f : d(X2)→ ρ(Y 2) such that
(1.2) ρ(x, y) = f(d(g(x), g(y)))
holds for all x, y ∈ Y . In this case, we will say that g : Y → X is a
combinatorial similarity.
It is easy to prove that, for every weak similarity, the scaling func-
tion is bijective (see [5, Corollary 1.4] for the proof of this fact in the
case of metric spaces). Consequently, we have the following chain of
implications (see Figure 1).
Let us expand now the concept of combinatorially similar pseudomet-
rics to the concept of combinatorially similar functions of two variables.
Definition 1.3. Let X, Y be sets and let Φ, Ψ be mappings with
the domains X2, Y 2 respectively. The mapping Φ is combinatorially
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similar to Ψ if there are bijections f : Φ(X2)→ Ψ(Y 2) and g : Y → X
such that
(1.3) Ψ(x, y) = f(Φ(g(x), g(y)))
holds for all x, y ∈ Y .
(X, d) and (Y, ρ)
are isometric
⇒ (X, d) and (Y, ρ)
are similar
⇒
(X, d) and (Y, ρ)
are weakly simi-
lar
⇒ (X, d) and (Y, ρ) are combinatorially
similar
Figure 1. From isometry to combinatorial similarity
Equality (1.3) means that the diagram
(1.4)
X2 Y 2
Φ(X2) Ψ(Y 2)
g ⊗ g
f
Φ Ψ
is commutative, where we use the denotation
(g ⊗ g)(〈y1, y2〉) := 〈g(y1), g(y2)〉
with 〈y1, y2〉 ∈ Y 2 and write
Ψ(Y 2) := {Ψ(y1, y2) : 〈y1, y2〉 ∈ Y 2},
Φ(X2) := {Φ(x1, x2) : 〈x1, x2〉 ∈ X2}.
The paper is organized as follows.
In Section 2 we briefly describe the well-known transition from pseu-
dometrics to the metrics corresponding to them and introduce the basic
concept of a0-coherent mappings. This concept can be considered as an
axiomatic description of those properties of pseudometrics which make
such a transition correct. The main result of Section 2 is Theorem 2.11
describing the concept of a0-coherent mappings in terms of semigroups
of binary relations generated by fibers of these mappings.
The main result of Section 3, Theorem 3.1, contains a necessary and
sufficient condition under which a mapping is combinatorially similar
to a pseudometric. Analyzing the proof of this theorem, we show that
a mapping is combinatorially similar to a pseudometric if and only if it
is combinatorially similar to a Ptolemaic pseudometric (Corollary 3.2
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and Corollary 3.3). A combinatorial characterization of a discrete pseu-
dometric is given in Theorem 3.9. It is shown in Proposition 3.10 that,
for a finite set X, the maximum number of discrete pseudometrics on
X which are pairwise not combinatorially similar equals the number of
distinct representations of |X| as a sum of positive integers.
The fourth section of the paper mainly deals with the strongly rigid
pseudometrics. In Proposition 4.4 and Theorem 4.13 we characterize
the mappings which are combinatorially similar to these pseudometrics.
Proposition 4.16 claims that, for combinatorially similar mappings Φ
and Ψ with domΦ = X2 and domΨ = Y 2, the semigroups of binary
relations BX(PΦ−1) and BY (PΨ−1) generated by fibers of Φ and Ψ are
isomorphic.
For the case when d : X2 → R is a strongly rigid and nondiscrete
pseudometric, a purely algebraic characterization of BX(Pd−1) is pre-
sented in Theorem 4.23. For a discrete d the algebraic structure of
BX(Pd−1) is completely described in Proposition 4.25. Theorem 4.26
contains an algebraic characterization of the semigroup generated by
all one-point subsets of X2.
2. Pseudometrics and equivalence relations
The main purpose of the present section is to describe a property of
pseudometrics that characterizes them within a combinatorial similar-
ity in Theorem 3.1.
Let X be a set. A binary relation on X is a subset of the Cartesian
square
X2 = X ×X = {〈x, y〉 : x, y ∈ X}.
A binary relation R ⊆ X2 is an equivalence relation on X if the follow-
ing conditions hold for all x, y, z ∈ X:
(i) 〈x, x〉 ∈ R, the reflexivity property;
(ii) (〈x, y〉 ∈ R)⇔ (〈y, x〉 ∈ R), the symmetry property;
(iii) ((〈x, y〉 ∈ R) and (〈y, z〉 ∈ R))⇒ (〈x, z〉 ∈ R), the transitivity
property.
If R is an equivalence relation on X, then an equivalence class is a
subset [a]R of X having the form
(2.1) [a]R = {x ∈ X : 〈x, a〉 ∈ R}
for some a ∈ X. The quotient set of X with respect to R is the set of
all equivalence classes [a]R, a ∈ X.
For every pseudometric space (X, d), we define a binary relation 0=
on X as
(2.2) (x 0= y)⇔ (d(x, y) = 0),
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where, as usual, the formula x 0= y means that the ordered pair 〈x, y〉
belongs to the relation 0=.
The following proposition is an initial point of our consideration.
Proposition 2.1. Let X be a nonempty set and let d : X2 → R be a
pseudometric on X. Then 0= is an equivalence relation on X and the
function d˜,
(2.3) d˜(α, β) := d(x, y), x ∈ α ∈ X/ 0=, y ∈ β ∈ X/ 0=,
is a correctly defined metric on X/ 0=, where X/
0
= is the quotient set of
X with respect to 0=.
The proof of Proposition 2.1 can be found in [8, Ch. 4, Th. 15].
In what follows we will sometimes say that d˜ : (X/ 0=)
2 → R is the
metric identification of a pseudometric d : X2 → R.
Let us now consider some examples of pseudometrics and equivalence
relations corresponding to them.
Example 2.2. Let X be a nonempty set. The Cartesian square X2 is
an equivalence relation on X. It is easy to see that the zero pseudomet-
ric d : X2 → R, d(x, y) = 0 for all x, y ∈ X, is the unique pseudometric
on X satisfying the equality
X2 = 0=.
Example 2.3. Let X be a nonempty set and let
∆X := {〈x, x〉 : x ∈ X}
be the diagonal on X. Then, for a pseudometric d : X2 → R, the
equality
∆X = 0=
holds if and only if d is a metric.
Example 2.4. Let X be a nonempty set and let PMX be the set
of all pseudometrics on X. For d1, d2 ∈ PMX we write d1 ≈ d2 if
d1 and d2 are combinatorially similar (see Definition 1.2). Then ≈ is
an equivalence relation on PMX . Indeed, it follows directly from the
definition that ≈ is reflexive and symmetric. Now if we have d1 ≈ d2
and d2 ≈ d3, then the diagrams
X2 X2
d3(X
2) d2(X
2)
g2 ⊗ g2
f2
d3 d2
X2 X2
d2(X
2) d1(X
2)
g1 ⊗ g1
f1
d2 d1
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are commutative, where g1, g2 and f1, f2 are defined as in (1.4). Con-
sequently, the diagram
X2 X2 X2
d3(X
2) d2(X
2) d1(X
2)
g2 ⊗ g2 g1 ⊗ g1
f2 f1
d3 d1
is also commutative. It implies that ≈ is transitive. Thus ≈ is an
equivalence relation on PMX .
The equality ≈= 0= holds for the pseudometric ρ : (PMX)2 → R
defined as
ρ(d1, d2) :=
{
0, if d1 ≈ d2
1, otherwise.
(An analogous formula could be used in the proof of Corollary 3.7.)
Let X be a nonempty set, let Φ be a mapping with the domain X2
and let a0 ∈ Φ(X2). In what follows we denote by a0= the binary relation
on X for which
(x1 a0= x2)⇔ (Φ(x1, x2) = a0)
is valid for all x1, x2 ∈ X, i.e.,
(2.4) a0= = Φ
−1(a0).
Definition 2.5. Φ is a0–coherent if a0= is an equivalence relation and
the implication
(2.5) ((x1 a0= x2) & (x3
a0= x4))⇒ (Φ(x1, x3) = Φ(x2, x4))
is valid for all x1, x2, x3, x4 ∈ X.
The notion of a0-coherent mappings can be considered as a special
case of the notion of functions which are consistent with a given equiv-
alence relation (see [9, p. 78]).
Example 2.6. From Proposition 2.1 it follows that every pseudometric
d is 0-coherent.
Remark 2.7. In the context of Proposition 2.1 the statement
• d is 0-coherent
means that
• the metric identification d˜ of d is correctly defined by for-
mula (2.3).
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Example 2.8. Let X and Y be sets, let a0 ∈ Y and let Φ: X2 → Y
be a mapping such that
Φ−1(a0) = ∆X = {〈x, x〉 : x ∈ X}.
Then Φ is a0-coherent.
Example 2.9. Let X = {0, 1} and Y = {a0, a1} with a0 6= a1 and let
Φ: X2 → Y be a function defined so that
Φ(x, y) =
{
a0, if 〈x, y〉 = 〈0, 0〉
a1, if 〈x, y〉 6= 〈0, 0〉.
It is easy to see that (2.5) is valid for all x1, x2, x3, x4 ∈ X but a0= is not
an equivalence relation on X because a0= is not reflexive. Consequently,
Φ is not a0-coherent.
The following lemma shows that the property “to be a0-coherent for
a suitable a0” is invariant under combinatorial similarities.
Lemma 2.10. Let X, Y be nonempty sets and let Φ, Ψ be mappings
with the domains X2, Y 2 respectively. If the mapping Φ is a0-coherent
and
f : Φ(X2)→ Ψ(Y 2), g : Y → X
are bijections for which diagram (1.4) is commutative, then the mapping
Ψ is f(a0)-coherent.
The proof is straightforward and we omit it here.
The concept of combinatorial similarity can be also given in the
language of the theory of semigroups.
Recall that a semigroup is a pair (S, ∗) consisting of a nonempty
set S and an associative operation ∗ : S × S → S, which is called the
multiplication on S.
A semigroup S = (S, ∗) is a monoid if there is e ∈ S, then unique,
such that
e ∗ s = s ∗ e = s
for every s ∈ S. In this case we say that e is the identity element of
the semigroup (S, ∗). A set G ⊆ S is a set of generators of (S, ∗) if,
for every s ∈ S, there is a finite sequence g1, . . . , gk of elements of G
such that
s = g1 ∗ . . . ∗ gk.
If A is a nonempty subset of a semigroup (S, ∗), A ⊆ S, we will
denote by S(A) the subsemigroup of (S, ∗) having A as a set of gener-
ators.
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Let X be a set. The composition ◦ of binary relations ψ, γ ⊆ X2
is a binary relation ψ ◦ γ ⊆ X × X for which 〈x, y〉 ∈ ψ ◦ γ holds if
and only if there is z ∈ X such that 〈x, z〉 ∈ ψ and 〈z, y〉 ∈ γ. It is
well-known that the operation ◦ is associative. Thus, the set BX of all
binary relations onX together with the multiplication ◦ is a semigroup.
Let Y be a nonempty set and let F be a mapping with the domain
Y . In what follows we will write
(2.6) PF−1 := {F−1(a) : a ∈ F (Y )}
for the set of fibers of F . In particular, if Y is the Cartesian square of
a set X, Y = X2, then the set PF−1 is a subset of BX .
Theorem 2.11. Let X be a nonempty set, let Φ be a mapping with
the domain X2 and let a0 ∈ Φ(X2). Then the following statements are
equivalent:
(i) Φ is a0-coherent.
(ii) BX(PΦ−1) is a monoid and Φ−1(a0) is the identity element of
this monoid.
Proof. It is easy to see that (2.5) is valid for all x1, x2, x3, x4 ∈ X if
and, whenever Φ−1(a0) is reflexive, only if
(2.7) Φ−1(a0) ◦ Φ−1(a) ⊆ Φ−1(a) and Φ−1(a) ◦ Φ−1(a0) ⊆ Φ−1(a)
is valid for every a ∈ Φ(X2).
(i) ⇒ (ii). Let Φ be a0-coherent. Then Φ−1(a0) is an equivalence
relation and (2.5) is valid for all x1, x2, x3, x4 ∈ X. Hence, (2.7) is
valid for every a ∈ Φ(X2). As Φ−1(a0) is reflexive, we also have
(2.8) Φ−1(a0) ◦ Φ−1(a) ⊇ Φ−1(a) and Φ−1(a) ◦ Φ−1(a0) ⊇ Φ−1(a)
for every a ∈ Φ(X2). From (2.7) and (2.8) it follows that
(2.9) Φ−1(a0) ◦ Φ−1(a) = Φ−1(a) ◦ Φ−1(a0) = Φ−1(a)
for every a ∈ Φ(X2). Thus, BX(PΦ−1) is a monoid with the identity
element Φ−1(a0).
(ii) ⇒ (i). Let Φ−1(a0) be the identity element of BX(PΦ−1). We
claim that the binary relation Φ−1(a0) is reflexive. Suppose there is
x1 ∈ X for which
(2.10) 〈x1, x1〉 /∈ Φ−1(a0)
holds. Then we can find a1 ∈ Φ(X2) such that
(2.11) 〈x1, x1〉 ∈ Φ−1(a1).
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The equality Φ−1(a1) ◦ Φ−1(a0) = Φ−1(a1) implies that there exists
x2 ∈ X such that
(2.12) 〈x1, x2〉 ∈ Φ−1(a1) and 〈x2, x1〉 ∈ Φ−1(a0).
Now from the definition of composition of binary relations, (2.11),
(2.12) and the equality Φ−1(a0) ◦ Φ−1(a1) = Φ−1(a1) we obtain
〈x2, x1〉 ∈ Φ−1(a1).
Consequently, we have the contradiction
〈x2, x1〉 ∈ Φ−1(a1) ∩ Φ−1(a0) = ∅.
Hence, Φ−1(a0) is reflexive.
Equalities (2.9) hold for every a ∈ Φ(X2) as Φ−1(a0) is the identity
element of BX(PΦ−1). This implies (2.7) for every a ∈ Φ(X2) and,
consequently, (2.5) is valid for all x1, x2, x3, x4 ∈ X. For a = a0, from
(2.9) it follows
Φ−1(a0) ◦ Φ−1(a0) ⊆ Φ−1(a0),
i.e., Φ−1(a0) is transitive. To complete the proof it suffices to show that
Φ−1(a0) is symmetric. Suppose contrary that
(2.13) 〈x1, x2〉 ∈ Φ−1(a0) but 〈x2, x1〉 /∈ Φ−1(a0)
for some x1, x2 ∈ X. Then there is a2 ∈ Φ(X2) such that a2 6= a0 and
(2.14) 〈x2, x1〉 ∈ Φ−1(a2).
The definition of the composition ◦ of binary relations and (2.13), (2.14)
imply
〈x1, x1〉 ∈ Φ−1(a0) ◦ Φ−1(a2) ⊆ Φ−1(a2).
It follows from the reflexivity of Φ−1(a0) that 〈x1, x1〉 ∈ Φ−1(a0). Con-
sequently, we have the contradiction
〈x1, x1〉 ∈ Φ−1(a0) ∩ Φ−1(a2) = ∅. 
The uniqueness of the identity elements of semigroups and Theo-
rem 2.11 imply the following.
Corollary 2.12. Let X be a nonempty set and let Φ be a mapping with
the domain X2. If Φ is a0-coherent and a1-coherent for a0, a1 ∈ Φ(X2),
then a0 = a1.
Remark 2.13. Corollary 2.12 can be derived directly from Defini-
tion 2.5.
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Example 2.14. Let (G, ∗) and (H, ◦) be groups, let e be the identity
element of (H, ◦) and let F : G→ H be a homomorphism of (G, ∗) and
(H, ◦). Then the mapping
Φ: G2 → H, 〈x, y〉 7→ F (x−1 ∗ y)
is e-coherent. Indeed, since F is a homomorphism, the set F−1(e) is a
normal subgroup of G. Then
Φ−1(e) = {〈x, y〉 ∈ G2 : x−1 ∗ y ∈ F−1(e)}
is an equivalence relation. For every h ∈ H , the set F−1(h) is a coset
of the subgroup F−1(e) in the group G. Now the validity of implica-
tion (2.5) can be derived from the fact that the set of all cosets F−1(h),
h ∈ F (G), forms a factor group of G by the subgroup F−1(e) with the
standard multiplication
(xF−1(e))(yF−1(e)) = ((x ∗ y)F−1(e))
(see, for example, [10, Theorem 4.5]).
Example 2.15. Let X = {0, 1}, and Y = {a0, a1, a2} with |Y | = 3,
and Φ: X2 → Y be a function defined so that
Φ(x, y) =

a0, if 〈x, y〉 = 〈0, 0〉
a1, if 〈x, y〉 = 〈1, 1〉
a2, otherwise.
Write PΦ−1 = {Φ−1(a0),Φ−1(a1),Φ−1(a2)}. It is easy to prove that
Φ−1(a2) ◦ Φ−1(a2) = ∆X /∈ PΦ−1 .
Since ∆X is the identity element of BX(PΦ−1), Theorem 2.11 implies
that BX(PΦ−1) is a monoid but there is no a ∈ Φ(X2) such that Φ is
a-coherent.
Example 2.16. Let X = {0, 1, 2} and Y = {a0, a1, a2} be three-point
sets and let Φ: X2 → Y be a mapping such that
Φ−1(a0) = ∆X ∪ {〈0, 1〉, 〈1, 0〉}, Φ−1(a1) = {〈2, 0〉}
and
Φ−1(a2) = {〈0, 2〉, 〈1, 2〉, 〈2, 1〉}.
Then a0= is an equivalence relation on X but Φ is not a0-coherent, be-
cause
2 a0= 2 and 0
a0= 1 but Φ(2, 0) 6= Φ(2, 1).
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Proposition 2.17. Let Φ: X2 → Y be a surjection and let a0 ∈ Y . If
the inequality
(2.15) |Y | 6 2
holds, then the following statements are equivalent:
(i) a0= is an equivalence relation on X.
(ii) Φ is a0-coherent.
The proof is straightforward and we omit it here.
Remark 2.18. Examples 2.8, 2.9, 2.15 and 2.16 show that the conditions
• a0= is an equivalence relation
and
• implication (2.5) is valid for all x1, x2, x3, x4 ∈ X
are logically independent and the constant 2 in inequality (2.15) cannot
be replaced by any integer which is strictly greater than 2.
3. Combinatorial similarity for general pseudometrics,
Ptolemaic pseudometrics, and discrete pseudometrics
The following result gives us a characterization of mappings which
are combinatorially similar to pseudometrics.
Theorem 3.1. Let X be a nonempty set. The following conditions are
equivalent for every mapping Φ with the domain X2:
(i) Φ is combinatorially similar to a pseudometric.
(ii) Φ is symmetric, there is a0 ∈ Φ(X2) such that Φ is a0-
coherent, and the inequality |Φ(X2)| 6 c holds, where c is
the cardinality of the continuum.
Proof. (i)⇒ (ii). Let (i) hold. It suffices to show that Φ is a0-coherent
for some a0 ∈ Φ(X2). This statement follows from Lemma 2.10 and
Example 2.6.
(ii)⇒ (i). Let Φ be symmetric and a0-coherent, a0 ∈ Φ(X2) and let
|Φ(X2)| 6 c. Let us consider a subset D of the set {0} ∪ [1, 21/2] such
that 0 ∈ D and |D| = |Φ(X2)|, where
[1, 21/2] = {x ∈ R : 1 6 x 6 21/2}.
(We use 21/2 in place of 2, which would suffice here, for an application
in the proof of Corollary 3.2.)
Let f : Φ(X2)→ D be a bijective mapping and let
(3.1) f(a0) = 0
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hold. Write d for the mapping such that
(3.2) d(x, y) = f(Φ(x, y)), x, y ∈ X.
It is clear that d and Φ are combinatorially similar. We claim that d is
a pseudometric on X.
The function d is symmetric and nonnegative because Φ is symmetric
and f is nonnegative. Since Φ is a0-coherent, ∆X ⊆ a0= and f(a0) = 0,
we have d(x, x) = 0 for every x ∈ X. Consequently d is a pseudometric
if the triangle inequality
(3.3) d(x, y) 6 d(x, z) + d(z, y)
holds for all x, y, z ∈ X. If d(x, z) and d(z, y) are strictly positive,
then, from the definitions of D and f , we obtain
1 6 d(x, z) and 1 6 d(z, y) and d(x, y) 6 21/2,
which implies (3.3). Suppose d(x, z) = 0 holds. Then, by definition
of d, we have x a0= z. Since Φ is a0-coherent, we also have the equality
Φ(x, y) = Φ(z, y). The last equality is equivalent to
(3.4) d(x, y) = d(z, y),
because f is injective. Equality (3.4) implies inequality (3.3). Analo-
gously, from d(z, y) = 0 we obtain d(x, y) = d(x, z). Inequality (3.3)
follows for all x, y, z ∈ X. Thus d is a pseudometric on X.
We also note that the equality f(a0) = 0 and (3.2) imply the equality
a0= =
0
=. 
Following Schoenberg [12, 13] we call a pseudometric d : X2 → R
Ptolemaic if the Ptolemy inequality
(3.5) d(x, z)d(y, t) + d(x, t)d(y, z) > d(x, y)d(z, t)
holds for all x, y, z, t ∈ X.
Corollary 3.2. If a mapping Φ is combinatorially similar to a pseudo-
metric, then there is a Ptolemaic pseudometric d such that Φ is com-
binatorially similar to d.
Proof. Let Φ be combinatorially similar to a pseudometric and let X
be a nonempty set for which domΦ = X2. Analyzing the proof of
Theorem 3.1 we can find a pseudometric d : X2 → R such that Φ and
d are combinatorially similar and
(3.6) 1 6 d(x, y) 6 21/2,
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whenever d(x, y) 6= 0. Consequently, if all distances between different
points of the set {x, y, z, t} are nonzero, then we have
d(x, y)d(z, t) 6 21/2 · 21/2 = 2
and
d(x, z)d(y, t) + d(x, t)d(y, z) > 1 + 1 = 2,
which imply (3.5). Moreover, since d is 0-coherent and symmetric, from
d(x, z) = 0 it follows that
d(x, t)d(y, z) = d(x, t)d(y, x) and d(x, y)d(z, t) = d(x, y)d(x, t).
Hence, (3.5) holds also for the case d(x, z) = 0. Analogously, we can
prove (3.5) when d(y, t) = 0 or d(x, t) = 0 or d(y, z) = 0.
Thus, d is a Ptolemaic pseudometric. 
Let X be a set. A semimetric on X is a nonnegative function
d : X2 → R such that d(x, y) = d(y, x) and (d(x, y) = 0)⇔ (x = y) for
all x, y ∈ X (see, for example, [2, p. 7]).
Example 2.3, Example 2.8, Theorem 3.1 and Corollary 3.2 imply the
following.
Corollary 3.3. Let X be a nonempty set. The following conditions
are equivalent for every mapping Φ with the domain X2:
(i) Φ is combinatorially similar to a Ptolemaic metric.
(ii) Φ is combinatorially similar to a metric.
(iii) Φ is combinatorially similar to a semimetric.
(iv) Φ is symmetric, |Φ(X2)| 6 c holds, and there is a0 ∈ Φ(X2)
such that Φ−1(a0) = ∆X , where ∆X is the diagonal on X.
Let AX be a subset of the set PMX(MX) of all pseudometrics (met-
rics) on a set X. We say that AX is combinatorially universal for
PMX(MX) if for every d ∈ PMX(MX) there is ρ ∈ AX such that d
is combinatorially similar to ρ.
The following problem seems to be interesting.
Problem 3.4. Find conditions under which a given subset of
PMX(MX) is combinatorially universal for PMX(MX).
We will not discuss this problem in details but note that, in ac-
cordance with Corollary 3.2 (Corollary 3.3), the set of all Ptolemaic
pseudometrics (metrics) d : X2 → R is combinatorially universal for
PMX (MX).
A simple example of a set of pseudometrics which is not combinato-
rially universal is the class of all discrete pseudometrics.
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We say that a pseudometric d : X2 → R is discrete if the inequality
(3.7) |d(X2)| 6 2
holds.
It is easy to see that a pseudometric d : X2 → R is discrete if and
only if there is k > 0 such that the implication
(3.8) (d(x, y) 6= 0)⇒ (d(x, y) = k)
is valid for all x, y ∈ X.
Remark 3.5. Implication (3.8) is vacuously true for the zero pseudo-
metrics. Hence, every zero pseudometric is discrete.
Proposition 3.6. Let X, Y be nonempty sets and let d, ρ be dis-
crete pseudometrics on X and Y respectively. Then, for every bijection
g : Y → X, the following statements are equivalent:
(i) g is a similarity.
(ii) g is a weak similarity.
(iii) g is a combinatorial similarity.
(iv) The logical equivalence
(3.9) (ρ(x, y) = 0)⇔ (d(g(x), g(y)) = 0)
is valid for all x, y ∈ Y .
Proof. The validity of the implications (i) ⇒ (ii) and (ii) ⇒ (iii) has
already been noted in the first section of the paper (see Figure 1).
(iii) ⇒ (iv). Let (iii) hold. By Example 2.6, the pseudometric
spaces (X, d) and (Y, ρ) are 0-coherent. By Definition 1.2, there exists
a bijection f : d(X2) → ρ(Y 2) such that (1.2) holds for all x, y ∈ Y .
From Lemma 2.10 it follows that the mapping ρ is f(0)-coherent. Now
using Corollary 2.12 we obtain the equality f(0) = 0. The last equality
and (1.2) imply the validity of (3.9) for all x, y ∈ Y .
(iv)⇒ (i). Let (iv) hold. Then from (3.9) it follows that
(3.10) ρ−1(0) = {〈x, y〉 ∈ Y 2 : d(g(x), g(y)) = 0}.
If |ρ(Y 2)| = 1 then the last equality implies (i) . Let |ρ(Y 2)| = 2.
From (3.10) it follows that |d(X2)| > 2. Using the definition of discrete
pseudometrics we obtain the equality |d(X2)| = 2. Consequently, we
have also
(3.11) ρ−1(ρ(Y 2) \ {0}) = {〈x, y〉 ∈ Y 2 : d(g(x), g(y)) 6= 0}.
Let rd ∈ d(X2)\{0} and rρ ∈ ρ(Y 2)\{0}. Then from (3.9), (3.10) and
(3.11) it follows that g is a similarity of pseudometric spaces (Y, ρ) and
(X, d) with the ratio rd/rρ. 
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Theorem 3.1 and Proposition 2.17 imply that every equivalence re-
lation coincides with 0= for a suitable discrete pseudometric.
Corollary 3.7. Let X be a nonempty set and let ≡ be an equivalence
relation on X. Then there is an up to a similarity unique discrete
pseudometric d : X2 → R such that ≡ = 0=.
Proof. Let ≡ be an equivalence relation on X. Define a mapping
Φ: X2 → R by Φ(x, y) = 0 if x ≡ y and Φ(x, y) = 1 other-
wise. Then Φ is symmetric. As Φ−1(0) is an equivalence relation
and |Φ(X2)| 6 2, Φ is 0-coherent by Proposition 2.17. Hence, as
|Φ(X2)| 6 2, Theorem 3.1 implies that Φ is combinatorially similar
to a pseudometric ρ on X. Choose bijections f : Φ(X2) → ρ(X2) and
g : X → X such that ρ(x, y) = f(Φ(g(x), g(y))) for all x, y ∈ X.
Then ρ is discrete. Define a discrete pseudometric d on X by d(x, y) =
ρ(g−1(x), g−1(y)) = f(Φ(x, y)) for all x, y ∈ X. Fix x0 ∈ X. Then
0 = d(x0, x0) = f(Φ(x0, x0)) = f(0). Hence for all x, y ∈ X we have
x ≡ y ⇔ Φ(x, y) = 0⇔ d(x, y) = 0, as wanted.
To complete the proof it suffices to note that if d1 : X
2 → R and
d2 : X
2 → R are discrete pseudometrics such that
{〈x, y〉 ∈ X2 : d1(x, y) = 0} = {〈x, y〉 ∈ X2 : d2(x, y) = 0},
then d1 and d2 are similar. 
Remark 3.8. The existence can also be shown by a simple independent
proof. For this, the reader can extract the following hint from the given
proof: d(x, y) = 0 if x ≡ y and d(x, y) = f(1) > 0 otherwise. Then
the reader may assume that f(1) = 1 and establish directly that d is a
desired pseudometric (even a pseudoultrametric).
Using Theorem 3.1 and Corollary 3.7 we obtain a combinatorial char-
acterization of discrete pseudometrics.
Theorem 3.9. Let X be a nonempty set. The following conditions are
equivalent for every mapping Φ with the domain X2:
(i) Φ is combinatorially similar to a discrete pseudometric.
(ii) There is a0 ∈ Φ(X2) such that Φ is a0-coherent and the in-
equality |Φ(X2)| 6 2 holds.
(iii) There is a0 ∈ Φ(X2) such that Φ−1(a0) is an equivalence rela-
tion on X and the inequality |Φ(X2)| 6 2 holds.
Proof. Using the definition of discrete pseudometrics and Theorem 3.1
we see that the logical equivalence (i)⇔ (ii) is valid. The implication
(ii)⇒ (iii) is valid by Definition 2.5.
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Let (iii) hold. Then Φ−1(a0) is an equivalence relation on X for
some a0 ∈ Φ(X2). From Corollary 3.7 it follows that there is a discrete
pseudometric d : X2 → R such that Φ−1(a0) = 0=. This equality, the
inequality |Φ(X2)| 6 2 and the definition of discrete pseudometrics
imply that Φ and d are combinatorially similar. Thus, (iii)⇒ (i) also
is valid. 
Suppose now that X is a finite, nonempty set and n = |X|. If
d : X2 → R is a pseudometric, then we evidently have the equality
(3.12) n =
∑
α∈X/ 0=
|α|,
where X/ 0= is the quotient set with respect to
0
= (see Proposition 2.1).
Thus, every pseudometric on X generates a representation of n as a
sum of positive integers (= a partition of n). Recall that a partition of
a positive integer n is a finite sequence {n1, . . . , nk} of positive integers
such that n1 > . . . > nk and
n =
k∑
i=1
ni.
In what follows we denote by DPX the set of all discrete pseudo-
metrics on a set X and write d1 ≈ d2 if d1, d2 ∈ DPX and d1 is
combinatorially similar to d2. By Example 2.4 the relation ≈ is an
equivalence relation on DPX .
Proposition 3.10. Let X be a finite, nonempty set and n = |X|. Let
us denote by DPX/ ≈ the quotient set of DPX defined by ≈. Then the
cardinality |DPX/ ≈ | equals the number of distinct representations of
n as a sum of positive integers.
Proof. Every d ∈ DPX generates a partition of n by formula (3.12).
It suffices to show that the partitions of n generated by arbitrary d1,
d2 ∈ DPX coincide if and only if d1 ≈ d2.
Let d1 and d2 belong to DPX and d1 ≈ d2. By Proposition 3.6, we
have d1 ≈ d2 if and only if there is a bijection g : X → X such that
(3.13) (d1(x, y) = 0)⇔ (d2(g(x), g(y)) = 0)
is valid for all x, y ∈ X. Write, for every x ∈ X,
(3.14) [x]1 := {y ∈ X : d1(x, y) = 0}, [x]2 := {y ∈ X : d2(x, y) = 0}.
(Cf. (2.1).) Condition (3.13) implies g([x]1) = [g(x)]2 for every x ∈ X.
In particular, we have |[x]1| = |[g(x)]2| and |[x]2| = |[g−1(x)]1| for every
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x ∈ X. Consequently, d1 and d2 generate one and the same partition
of n.
Conversely, let {
n
(s)
1 , . . . , n
(s)
ks
}
, s = 1, 2,
be partitions of n such that
n
(s)
1 =
∣∣∣[x(s)1 ]s∣∣∣ , . . . , n(s)ks = ∣∣∣[x(s)ks ]s∣∣∣ ,
where
[x
(s)
j ]s ∩ [x(s)i ]s = ∅
for 1 6 i < j 6 ks and [x
(1)
j ]1, [x
(2)
j ]2 are defined as in (3.14). Suppose
that {
n
(1)
1 , . . . , n
(1)
k1
}
and
{
n
(2)
1 , . . . , n
(2)
k2
}
coincide as partitions of n. Then k1 = k2 and n
(1)
i = n
(2)
i holds for
every i ∈ {1, . . . , k1}. Consequently, there are bijections
gi : [x
(1)
i ]1 → [x(2)i ]2, i = 1, . . . , k1.
Let us define g : X → X such that the restriction of g on [x(1)i ]1 satisfies
g|
[x
(1)
i ]1
= gi
for every i ∈ {1, . . . , nk1}. Then g is a bijection satisfying (3.13). 
Using Proposition 3.10 we can simply rewrite different results de-
scribing the behavior of partitions of positive integer numbers as some
statements related to discrete pseudometrics on finite sets. For exam-
ple, the famous Hardy–Ramanujan asymptotic formula
p(n) ∼ 1
4n
√
3
exp
(
pi
√
2n
3
)
for the number p(n) of the partitions of n (see [1], formula (5.12)) gives.
Corollary 3.11. Let {Xi}i∈N be a sequence of finite sets such that
lim
i→∞
|Xi| =∞.
Then the limit relation
lim
i→∞
|Xi| |DPXi/ ≈|
exp
(
pi
√
2|Xi|
3
) = 1
4
√
3
holds.
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4. Combinatorial similarity for strongly rigid
pseudometrics
Let (X, d) be a metric space. The metric d is said to be strongly
rigid if, for all x, y, u, v ∈ X, the condition
d(x, y) = d(u, v) 6= 0
implies
(4.1) (x = u and y = v) or (x = v and y = u).
(See [7, 11] for characteristic topological properties of strongly rigid
metric spaces.)
The concept of strongly rigid metric can be naturally generalized to
the concept of strongly rigid pseudometric.
Definition 4.1. Let (X, d) be a pseudometric space. We say that the
pseudometric d is strongly rigid if, for all x, y, u, v ∈ X, from
(4.2) d(x, y) = d(u, v) 6= 0
it follows that
(4.3) (x 0= u and y
0
= v) or (x
0
= v and y
0
= u).
Remark 4.2. If 0= = ∆X holds, then (4.3) coincides with (4.1). Thus,
a function d : X2 → R is a strongly rigid metric if and only if d is a
metric and a strongly rigid pseudometric.
Example 4.3. In the context of Proposition 2.1 the statements “the
pseudometric d is strongly rigid” and “the metric identification d˜ is
strongly rigid” are equivalent.
Proposition 4.4. Let X be a nonempty set. Then, for every mapping
Φ with the domain X2, the following statements are equivalent:
(i) There is a strongly rigid, Ptolemaic pseudometric d such that
Φ is combinatorially similar to d.
(ii) There is a strongly rigid pseudometric d such that Φ is com-
binatorially similar to d.
(iii) Φ is symmetric, the inequality |Φ(X2)| 6 c holds, there is
a0 ∈ Φ(X2) such that Φ is a0-coherent, and, for all x, y, u,
v ∈ X, the condition
Φ(x, y) = Φ(u, v) 6= a0
implies
(x a0= u and y
a0= v) or (x
a0= v and y
a0= u).
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Proof. (i)⇒ (ii). This is trivial.
(ii) ⇒ (iii). Let (ii) hold. Then (iii) follows from Definition 1.3,
Theorem 3.1 and Definition 4.1.
(iii) ⇒ (i). Suppose (iii) holds. As in Corollary 3.2, we see that
the pseudometric d : X2 → R, for which (3.1) and (3.2) hold, is Ptole-
maic and combinatorially similar to Φ. Now, from condition (iii) and
equality (3.2) it follows that d is strongly rigid. 
Using Proposition 4.4 and Remark 4.2 we obtain the following.
Corollary 4.5. Let X be a nonempty set. Then, for every mapping Φ
with the domain X2, the following conditions are equivalent:
(i) There is a strongly rigid, Ptolemaic metric d such that Φ is
combinatorially similar to d.
(ii) There is a strongly rigid metric d such that Φ is combinatori-
ally similar to d.
(iii) Φ is symmetric, the inequality |Φ(X2)| 6 c holds, there is
a0 ∈ Φ(X2) such that Φ−1(a0) = ∆X , and, for all x, y, u,
v ∈ X, the condition
Φ(x, y) = Φ(u, v) 6= a0
implies
(x = u and y = v) or (x = v and y = u).
Let X be a nonempty set and P = {Xj : j ∈ J} be a set of nonempty
subsets of X. Recall that P is a partition of X if we have⋃
j∈J
Xj = X and Xj1 ∩Xj2 = ∅
for all distinct j1, j2 ∈ J . In what follows we will say that the sets Xj,
j ∈ J , are the blocks of P .
Example 4.6. Let Y be a nonempty set and let F be a mapping with
domF = Y . Then PF−1 = {F−1(a) : a ∈ F (Y )} is a partition of Y
whose blocks are the fibers of F .
If P = {Xj : j ∈ J} and Q = {Xi : i ∈ I} are partitions of a set X,
then we say that P and Q are equal, and write P = Q, if and only if
there is a bijective mapping f : J → I such that Xj = Xf(j) for every
j ∈ J .
There exists a well-known, one-to-one correspondence between the
equivalence relations and partitions.
Proposition 4.7. Let X be a nonempty set. If P = {Xj : j ∈ J} is a
partition of X and RP is a binary relation on X defined as
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〈x, y〉 ∈ RP if and only if ∃j ∈ J such that x ∈ Xj and y ∈ Xj,
then RP is an equivalence relation on X with the equivalence classes
Xj. Conversely, if R is an equivalence relation on X, then the set PR
of all distinct equivalence classes [a]R is a partition of X with the blocks
[a]R.
For the proof, see, for example, [9, Chapter II, § 5].
Lemma 4.8 ([8, p. 9]). Let X be a nonempty set. If R is an equivalence
relation on X and PR = {Xj : j ∈ J} is the corresponding partition of
X, then the equality
(4.4) R =
⋃
j∈J
X2j
holds.
A proof of this lemma can be found in [4, Proposition 2.6].
For every partition P = {Xj : j ∈ J} of a nonempty set X we define
a partition P ⊗ P 1S of X2 by the rule:
• A subset B of X2 is a block of P ⊗ P 1S if and only if either
B =
⋃
j∈J
X2j
or there are distinct j1, j2 ∈ J such that
B = (Xj1 ×Xj2) ∪ (Xj2 ×Xj1).
Remark 4.9. If RP is the equivalence relation corresponding to a par-
tition P = {Xj : j ∈ J} of X, then using Lemma 4.8 we see that RP
belongs to the partition P ⊗ P 1S .
Lemma 4.10. Let X be a nonempty set and let Φ, Ψ be mappings such
that domΦ = domΨ = X2. If the equality
(4.5) PΦ−1 = PΨ−1
holds, then Φ and Ψ are combinatorially similar.
Proof. Let
PΦ−1 = {Φ−1(a) : a ∈ Φ(X2)} and PΨ−1 = {Ψ−1(a) : a ∈ Ψ(X2)}
be equal. Then there is a bijection f : Φ(X2) → Ψ(X2) for which the
diagram
X2
Φ(X2) Ψ(X2)
Φ Ψ
f
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is commutative. It implies the commutativity of diagram (1.4) with
X = Y and g the identity mapping of X. 
Definition 4.11. Let X be a nonempty set and let Q be a partition
of the set X2. Then Q is symmetric if the equivalence(〈x, y〉 ∈ B)⇔ (〈y, x〉 ∈ B)
is valid for each block B of Q and every 〈x, y〉 ∈ X2.
Thus, Q is a symmetric partition of X2 if every block of Q is a
symmetric binary relation on X.
Lemma 4.12 ([4, Lemma 2.21]). Let X be a nonempty set and let Φ
be a mapping with the domain X2. Then the mapping Φ is symmetric
if and only if the partition PΦ−1 is symmetric.
Theorem 4.13. Let X be a nonempty set and let Φ be a mapping with
the domain X2. Then the following conditions are equivalent:
(i) There is a strongly rigid pseudometric d : X2 → R such that
PΦ−1 = Pd−1.
(ii) Φ is combinatorially similar to a strongly rigid pseudometric.
(iii) There is a partition P of X such that the partitions P ⊗ P 1S
and PΦ−1 are equal, P ⊗P 1S = PΦ−1, and the inequality |P | 6 c
holds.
Proof. (i) ⇔ (ii). The implication (i) ⇒ (ii) is valid by Lemma 4.10.
Let Φ be combinatorially similar to a strongly rigid pseudometric
ρ : Y 2 → R. Then using the definition of combinatorial similarity with
Ψ = ρ we obtain the commutative diagram
X2 Y 2
Φ(X2) ρ(Y 2)
g ⊗ g
f
Φ ρ
with bijections f and g. Then the following diagram is also commuta-
tive:
(4.6)
X2 Y 2
Φ(X2) ρ(Y 2)
g−1 ⊗ g−1
f−1
Φ ρ
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(Φ and ρ are combinatorially similar if and only if ρ and Φ are combi-
natorially similar). Write d for
X2
g−1⊗g−1−−−−−→ Y 2 ρ−→ R.
Then d is a strongly rigid pseudometric on X. The equality
PΦ−1 = Pd−1
follows from the commutativity of (4.6). Hence, (ii)⇒ (i) is true. The
validity of (i)⇔ (ii) follows.
(i) ⇒ (iii). Let d : X2 → R be a strongly rigid pseudometric on X
satisfying the equalities
PΦ−1 = Pd−1 = {d−1(r) : r ∈ d(X2)}.
Let us denote by P = {Xj : j ∈ J} the partition of X corresponding
to the equivalence relation 0= generated by d (see formula (2.2)). We
claim that Pd−1 and P ⊗ P 1S are equal as partitions of X2,
(4.7) Pd−1 = P ⊗ P 1S .
Since d−1(0) = 0= is a block of Pd−1 , from Lemma 4.8 it follows that⋃
j∈J
X2j ∈ Pd−1 .
Suppose now r ∈ d(X2) \ {0} and consider the block r= = d−1(r) of
Pd−1 . Then there are distinct x, y ∈ X such that
(4.8) d(x, y) = d(y, x) = r > 0.
Since d is 0-coherent, Theorem 2.11, Lemma 4.8 and condition (4.8)
imply
r
= =
0
= ◦ r= ◦ 0= =
(⋃
j∈J
X2j
)
◦ r= ◦
(⋃
j∈J
X2j
)
⊇
(⋃
j∈J
X2j
)
◦ ({〈x, y〉, 〈y, x〉}) ◦
(⋃
j∈J
X2j
)
= (Xjx ×Xjy) ∪ (Xjy ×Xjx),
where Xjx and Xjy are the blocks of Pd−1 such that x ∈ Xjx and
y ∈ Xjy . Consequently, we have
r
= ⊇ (Xjx ×Xjy) ∪ (Xjy ×Xjx).
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If 〈u, v〉 is an arbitrary point of the block r=, then d(x, y) = d(u, v)
holds. This equality and (4.8) imply (4.3). Now using Proposition 4.7
and condition (4.3) we obtain
(u ∈ Xjx and v ∈ Xjy) or (u ∈ Xjy and v ∈ Xjx).
Hence,
〈u, v〉 ∈ (Xjx ×Xjy) ∪ (Xjy ×Xjx)
holds for all 〈u, v〉 ∈ r=. It implies
r
= = (Xjx ×Xjy) ∪ (Xjy ×Xjx).
Thus, the partition Pd−1 is a subset of the partition P ⊗ P 1S . It should
be noted that if we have two partitions of the same set and one of
these partitions is a subset of the other, then the partitions are equal.
Equality (4.7) follows.
To complete the proof of validity of (i) ⇒ (iii) we note that the
inequality |P | 6 c follows from
|P ⊗ P 1S | = |Pd−1 | = |{d−1(z) : z ∈ d(X2)}|
and the inequality |d(X2)| 6 c.
(iii)⇒ (ii). Let P := {Xj : j ∈ J} be a partition of X such that
P ⊗ P 1S = PΦ−1 and |P | 6 c.
Let us define a mapping Ψ: X2 → P ⊗ P 1S such that
(Ψ(〈x, y〉) = b)⇔ (〈x, y〉 ∈ b)
for every ordered pair 〈x, y〉 ∈ X2 and every block b ∈ P ⊗ P 1S . (If
RP⊗P 1
S
is the equivalence relation on X2 corresponding to the partition
P ⊗ P 1S of X2, then P ⊗ P 1S is the quotient set of X2 with respect to
RP⊗P 1
S
and Ψ is the natural projection of X2 onto this quotient set.) It
is clear that PΨ−1 = P⊗P 1S holds. Consequently, we have PΨ−1 = PΦ−1.
By Lemma 4.10, the mappings Φ and Ψ are combinatorially similar.
Thus, it suffices to show that Ψ is combinatorially similar to a strongly
rigid pseudometric.
By Lemma 4.12, the mapping Ψ is symmetric, because the partition
P ⊗ P 1S is evidently symmetric. Since Ψ and Φ are combinatorially
similar, the inequality |Φ(X2)| 6 c implies the inequality |Ψ(X2)| 6 c.
In accordance with Remark 4.9, we have RP ∈ P ⊗ P 1S . From the
definition of P⊗P 1S and the definition of composition of binary relations
it follows that RP is the identity element of the semigroup BX(A) with
A := {Ψ−1(b) : b ∈ Ψ(X2)}.
Hence, by Theorem 2.11, the mapping Ψ is b0-coherent with b0 = RP .
24 OLEKSIY DOVGOSHEY AND JOUNI LUUKKAINEN
Now suppose that
(4.9) Ψ(x, y) = Ψ(u, v) 6= RP .
Then using the definitions of Ψ and P ⊗ P 1S we can find some distinct
j1, j2 ∈ J such that
〈x, y〉 ∈ (Xj1 ×Xj2) ∪ (Xj2 ×Xj1)
and
〈u, v〉 ∈ (Xj1 ×Xj2) ∪ (Xj2 ×Xj1).
Suppose 〈x, y〉 ∈ Xj1 ×Xj2. Then we obtain either
(4.10) u b0= x and v
b0= y
if 〈u, v〉 ∈ Xj1 ×Xj2 or
(4.11) u b0= y and v
b0= x
if 〈u, v〉 ∈ Xj2 ×Xj1. Analogously, for 〈x, y〉 ∈ Xj2 ×Xj1, we also have
either (4.10) or (4.11). Hence Ψ is combinatorially similar to a strongly
rigid pseudometric by Proposition 4.4. 
Corollary 4.14. Let X be a nonempty set and let d : X2 → R be a
pseudometric. Then d is strongly rigid if and only if
Pd−1 = P ⊗ P 1S
holds with the partition P of X corresponding to the equivalence relation
0
= generated by d.
Proof. The “only if” claim follows from Theorem 4.13 and formula (4.7)
in its proof. For the “if” claim, note that Theorem 4.13 yields a strongly
rigid pseudometric ρ on X combinatorially similar to d, which implies
that d, too, is strongly rigid. 
Let us recall the concept of isomorphic semigroups.
Definition 4.15. Let (S, ◦) and (H, ∗) be semigroups. A mapping
F : S → H is a homomorphism if
F (s1 ◦ s2) = F (s1) ∗ F (s2)
holds for all s1, s2 ∈ S. A bijective homomorphism is an isomorphism.
Semigroups S and H are isomorphic if there is an isomorphism
F : S → H.
Proposition 4.16. Let X, Y be nonempty sets and let Φ, Ψ be map-
pings with the domains X2 and Y 2, respectively. If Φ and Ψ are com-
binatorially similar, then the semigroups BX(PΦ−1) and BY (PΨ−1) are
isomorphic, where PΦ−1 and PΨ−1 are the partitions of X
2 and, respec-
tively, of Y 2 defined as in (2.6).
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Proof. Let Φ and Ψ be combinatorially similar. Then there are bijec-
tions f : Φ(X2)→ Ψ(Y 2) and g : Y → X such that
(4.12) Ψ(〈x, y〉) = f(Φ(〈g(x), g(y)〉))
holds for every 〈x, y〉 ∈ Y 2 (see diagram (1.4)). It is easy to prove that
the mapping ĝ : BY → BX defined as
ĝ(A) := {〈g(x), g(y)〉 : 〈x, y〉 ∈ A}
for A ⊆ Y 2 is an isomorphism of the semigroups BX and BY . Moreover,
since f is bijective, the partitions PΦ−1 and P(f◦Φ)−1 of X
2 are equal,
PΦ−1 = P(f◦Φ)−1 , where f ◦ Φ is the mapping
X2
Φ−→ Φ(X2) f−→ Ψ(Y 2).
Consequently, the commutativity of diagram (1.4) implies that the set
PΦ−1 is the image of the set PΨ−1 under the mapping ĝ : BY → BX .
Since ĝ is an isomorphism of BY and BX and, moreover, PΨ−1 and PΦ−1
are the sets of generators of BY (PΨ−1) and BX(PΦ−1), respectively, the
semigroups BY (PΨ−1) and BX(PΦ−1) are isomorphic. 
(X, d) and (Y, ρ)
are isometric
⇒ (X, d) and (Y, ρ)
are similar
⇒
(X, d) and (Y, ρ)
are weakly simi-
lar
⇒
(X, d) and (Y, ρ)
are combinatorially
similar
⇒ BX(Pd−1) and BY (Pρ−1) are
isomorphic
Figure 2. From isometric pseudometric spaces to iso-
morphic semigroups
In accordance with Proposition 4.16, the chain of implications from
Figure 1 can be extended to the chain in Figure 2.
In the following proposition we use the notation of Proposition 2.1.
Proposition 4.17. Let X be a nonempty set, d : X2 → R a pseu-
dometric on X and d˜ : Y 2 → R the metric identification of d, where
Y = X/ 0=. Then the semigroups BX(Pd−1) and BY (Pd˜−1) are isomor-
phic.
Proof. Let P = {Xj : j ∈ J} be the partition of X corresponding to
the equivalence relation 0= generated by the pseudometric d. Using
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Example 2.6 and Theorem 2.11, for every r ∈ d(X2), we obtain the
equality
(4.13) d−1(r) =
⋃
〈x,y〉∈d−1(r)
Xjx ×Xjy ,
where Xjx and Xjy are the blocks of P such that x ∈ Xjx and y ∈ Xjy .
By Proposition 2.1, the elements of the Cartesian square Y 2 are the
ordered pairs 〈Xi, Xj〉,
Y 2 = {〈Xi, Xj〉 : Xi, Xj ∈ P}.
Let us consider a mapping Φ: BX → BY such that, for every A ⊆ X2,
(4.14) (〈Xi, Xj〉 ∈ Φ(A))⇔ (∃〈x, y〉 ∈ A with x ∈ Xi and y ∈ Xj).
From (4.13) and (4.14) it follows that
(4.15) Φ(Pd−1) = Pd˜−1
and
(4.16)
(
Φ(A) = Φ(B)
)⇔
 ⋃
〈x,y〉∈A
Xjx ×Xjy =
⋃
〈x,y〉∈B
Xjx ×Xjy

for all A, B ∈ BX(Pd−1), where Xjx and Xjy are defined as in (4.13).
Let 〈Xi, Xj〉 ∈ Φ(d−1(r) ◦ d−1(s)). Then there is 〈x, y〉 ∈ d−1(r) ◦
d−1(s) with x ∈ Xi and y ∈ Xj for some i, j ∈ J . Consequently, there
is z ∈ X such that
(4.17) 〈x, z〉 ∈ d−1(r) and 〈z, y〉 ∈ d−1(s).
Let k ∈ J be such that z ∈ Xk. Using Proposition 2.1 we see that
(4.17) holds if and only if
Xi ×Xk ⊆ d−1(r) and Xk ×Xj ⊆ d−1(s).
Now from (4.14) it follows that
〈Xi, Xk〉 ∈ Φ(d−1(r)) and 〈Xk, Xj〉 ∈ Φ(d−1(s)).
Thus, we have
〈Xi, Xj〉 ∈ Φ(d−1(r)) ◦ Φ(d−1(s)).
It implies the inclusion
Φ(d−1(r) ◦ d−1(s)) ⊆ Φ(d−1(r)) ◦ Φ(d−1(s)).
The converse inclusion can be proved similarly. The equality
(4.18) Φ(d−1(r) ◦ d−1(s)) = Φ(d−1(r)) ◦ Φ(d−1(s))
follows. Since Pd−1 and Pd˜−1 , respectively, are the set of generators of
BX(Pd−1) and BY (Pd˜−1), respectively, from (4.15), (4.16) and (4.18) it
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follows that the mapping Φ|BX(Pd−1 ) is an isomorphism of BX(Pd−1) andBY (Pd˜−1). 
Proposition 4.17 shows, in particular, that the converse to Proposi-
tion 4.16 is false in general.
Example 4.18. Let (X, d) and (Y, ρ) be nonempty pseudometric
spaces with the zero pseudometrics and let |X| 6= |Y |. Then the
semigroups BX(Pd−1) and BY (Pρ−1) are isomorphic to the trivial group
(consisting of a single element) but d and ρ are not combinatorially
similar.
Our next goal is to describe up to isomorphism the algebraic struc-
ture of the semigroups BX(Pd−1) for strongly rigid pseudometrics d. To
do this, we recall some concepts of semigroup theory.
In what follows we say that a nonempty subset H0 of a semigroup
(H, ∗), H0 ⊆ H, is a subsemigroup of (H, ∗) if H0∗H0 ⊆ H0. Moreover,
a subsemigroup H1 of a semigroup (H, ∗) is an ideal of H if
H1 ∗ H ⊆ H1 and H ∗H1 ⊆ H1
holds.
Remark 4.19. We write
(4.19) A ∗B := {x ∗ y : x ∈ A, y ∈ B}
for all nonempty subsets A and B of (H, ∗).
Let (S, ∗) be an arbitrary semigroup and let {e} be a single-point
set such that e /∈ S. We can extend the multiplication ∗ from S to
S ∪ {e} by the following rule:
(4.20) e ∗ e = e and e ∗ x = x ∗ e = x
for every x ∈ S. Following [3] we use the notation
(4.21) S1 :=
{
S, if (S, ∗) has an identity element
S ∪ {e}, otherwise.
It is clear that e is an identity element of (S1, ∗). Thus the semigroup
(S1, ∗) is obtained from (S, ∗) by “adjunction of an identity element to
(S, ∗)”.
Let (S, ∗) be a semigroup. If S is a single-point set, S = {e}, then
we conclude that e is the identity element of (S, ∗). Let |S| > 2. Then
we call θ ∈ S a zero element or simply zero of (S, ∗) if
θ ∗ s = s ∗ θ = θ
holds for every s ∈ S. A zero element, if it exists, is unique.
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An element i ∈ S is an idempotent element of (S, ∗) if
i2 = i ∗ i = i.
It is clear that the identity element e and the zero θ are idempotents.
We will say that e and θ are the trivial idempotent elements. In the
sequel “a nontrivial idempotent” means an idempotent which is not the
zero element if such exists and which is not the identity element if such
exists. A semigroup is a band if every element of this semigroup is
idempotent.
Definition 4.20 ([4]). Let (H, ∗) be a semigroup and let C be an ideal
of (H, ∗). The semigroup (H, ∗) is a band of subsemigroups with core
C if C 6= H and there is a partition {Hα : α ∈ Ω} of the set H \ C such
that every Hα is a subsemigroup of H and Hα1 ∗ Hα2 ⊆ C holds for all
distinct α1, α2 ∈ Ω.
If H is a band of subsemigroups with core C, then we write
H ≈ {Hα : α ∈ Ω} ⊔ C.
Recall that a semigroup (H, ∗) is a union of band of subsemigroups
Hα, α ∈ Ω, of (H, ∗) if {Hα : α ∈ Ω} is a partition of H and, moreover,
for every pair of distinct α, β ∈ Ω there is γ ∈ Ω such thatHα∗Hβ ⊆ Hγ
(see, for example, [3, p. 25]). The above defined band of subsemigroups
with given core can be considered as a special case of the union of band
of subsemigroups. Indeed, if H ≈ {Hα : α ∈ Ω}⊔C, thenH is the union
of band of subsemigroups Hα, α ∈ Ω, and C.
Let us denote by H1 the class of all semigroups (H, ∗) such that
either |H| = 1 or (H, ∗) satisfies the following conditions:
(1) H contains a zero element θ.
(2) The equality
x ∗ y = θ
holds for all distinct idempotent elements x, y ∈ H.
(3) If il and ir are nontrivial idempotent elements ofH, then there
is a unique nonzero a ∈ H such that
a = il ∗ a ∗ ir.
(4) For every nonzero a ∈ H there is a unique pair (ila, ira) of
nontrivial idempotent elements of H such that
a = ila ∗ a ∗ ira.
(5) For all nonzero a, b ∈ H and for all pairs (ila, ira) and (ilb, irb)
of nontrivial idempotent elements ofH such that a = ila∗a∗ira
and b = ilb ∗ b ∗ irb and ira = ilb it holds that a ∗ b 6= θ.
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Remark 4.21. By Lemma 3.13 of [4] a semigroup (H, ∗) ∈ H1 con-
tains an identity element if and only if |H| = 1. Thus, every nonzero,
idempotent element is nontrivial if |H| > 2, although this result is not
needed in the present paper.
Example 4.22. A semigroup (H, ∗) with |H| = 2 having a zero ele-
ment θ and an identity element e (e.g., (H, ∗) = (Z2, ·)) satisfies condi-
tions (1)–(3) and (5) but not condition (4) although for every nonzero
a ∈ H there is a unique pair (ila, ira) of nonzero idempotents such that
a = ila ∗ a ∗ ira.
Theorem 4.23. Let (H, ∗) be a semigroup. Then the following condi-
tions (i) and (ii) are equivalent:
(i) There are a nonempty set X and a nondiscrete, strongly rigid
pseudometric d : X2 → R such that the semigroup (H, ∗) is
isomorphic to BX(Pd−1).
(ii) The semigroup (H, ∗) is obtained by adjunction of an identity
element to a semigroup Ĥ for which the following statements
hold:
(ii1) Ĥ is a band of subsemigroups with core C,
Ĥ ≈ {Hα : α ∈ Ω} ⊔ C,
such that C ∈ H1 and Hα is a group of order 2 for
every α ∈ Ω.
(ii2) The double inequality 3 6 |Ω| 6 c holds.
(ii3) The set Ê of all idempotents of Ĥ is a commutative
band.
(ii4) If e1, e2 are two distinct nontrivial idempotents of C,
then there is a unique e ∈ Ê \ C such that
(4.22) e1 = e1 ∗ e and e2 = e2 ∗ e.
Conversely, if e ∈ Ê \ C, then there are exactly two
distinct nontrivial e1, e2 ∈ C ∩ Ê such that (4.22)
holds.
(ii5) For every x ∈ Ê ∩C and every y ∈ Ĥ \ Ê the equality
x ∗ y = θ (y ∗ x = θ) holds if and only if x ∗ y (y ∗ x)
is idempotent.
Theorem 4.23 follows from Theorem 4.13 of the present paper and
Theorems 4.6 and 4.9 of [4]. The following remark eliminates a gap in
the proof of Theorem 4.6 of [4].
Remark 4.24. To get the intended proof for x3 ∗ x = θ in (4.49) in the
proof of [4, Theorem 4.6], show x1 6= x3 ∗ x 6= x2 by contradiction.
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Alternatively, since x3 ∈ E ∩ C, x ∈ E \ C and j3 /∈ {j1, j2} and since
(4.30) holds in case (4.32), get directly
Φ1(x3 ∗ x) = Φ(x3) ◦ Φ1(x) = X2j3 ◦ (X2j1 ∪X2j2) = ∅ = Φ1(θ)
and apply the injectivity of Φ1.
For Theorem 3.2 of [4], used in the proof of Theorem 4.6 of [4], and
its proof, see Theorem 4.26 below.
We do not discuss the details of the proof of Theorem 4.23 but it
should be noted that:
• Theorem 4.9 [4] describes the algebraic structure of the sub-
semigroups of BX generated by partitions P ⊗ P 1S of X2 with
P a partition of X for the case when |P | > 2. There the con-
dition |P | > 2 must also be replaced by the condition |P | > 3.
• To apply Theorem 4.13, recall that if X is a nonempty set
and Q is a partition of X2, then PΦ−1 = Q for the surjection
Φ: X2 → Q with Φ(x, y) = A whenever 〈x, y〉 ∈ A ∈ Q.
• If d : X2 → R is a nondiscrete and strongly rigid pseudometric,
then we have
Pd−1 = P ⊗ P 1S
with a partition P of X such that |P | > 3.
The next proposition clarifies this situation.
Recall that a semigroup is said to be a null semigroup if a product
of every two elements is zero [6, p. 3].
Proposition 4.25. The following conditions are equivalent for every
semigroup (H, ∗):
(i) There are a nonempty set X and a discrete pseudometric
d : X2 → R such that (H, ∗) is isomorphic to BX(Pd−1).
(ii) Exactly one of the following three conditions holds:
(ii1) (H, ∗) is a trivial group.
(ii2) (H, ∗) is a group of order 2.
(ii3) (H, ∗) is obtained by adjunction of an identity element
to a null semigroup of order 2.
Proof. (i) ⇒ (ii). Let d : X2 → R be a discrete pseudometric for
which the semigroups (H, ∗) and BX(Pd−1) are isomorphic. Since d is
discrete, the inequality |d(X2)| 6 2 holds. Hence, we have |Pd−1 | 6 2.
If |Pd−1 | = 1 is valid, then d is the zero pseudometric on X and X2 = 0=
holds. Thus, Pd−1 = {X2} holds, which implies (ii1).
Let us consider the case when |Pd−1 | = 2. Then the relation d−1(0) ∈
Pd−1 is an equivalence relation on X and d
−1(0) 6= X2. By Lemma 4.8,
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there is a partition P = {Xj : j ∈ J} of X such that
|J | > 2 and d−1(0) =
⋃
j∈J
X2j
hold. If |J | = 2, then we obtain (for J = {1, 2})
Pd−1 = {X21 ∪X22 , (X1 ×X2) ∪ (X2 ×X1)}.
Write e := X21 ∪X22 and e1 := (X1×X2)∪ (X2×X1) for simplicity. A
direct calculation shows that
e1 ◦ e1 = e ◦ e = e and e1 ◦ e = e ◦ e1 = e1.
Hence, BX(Pd−1) is a group of order 2. Since (H, ∗) and BX(Pd−1) are
isomorphic, (ii2) holds.
Suppose now |J | > 3. Then we write Pd−1 = {e, e0}, where
e :=
⋃
j∈J
X2j and e0 := X
2 \
(⋃
j∈J
X2j
)
.
We claim that the equality
(4.23) e20 = X
2
holds. Indeed, it is clear that e0 ◦ e0 ⊆ X2, so it suffices to show that
(4.24) 〈x, y〉 ∈ e20
holds for all x, y ∈ X. Let x and y be points of X. Suppose 〈x, y〉 ∈ e.
Then there is j0 ∈ J such that
x ∈ Xj0 and y ∈ Xj0.
Let j1 ∈ J and j1 6= j0 and z ∈ Xj1. Then we obtain
(4.25) 〈x, z〉 ∈ Xj0 ×Xj1 ⊆ e0
and
(4.26) 〈z, y〉 ∈ Xj1 ×Xj0 ⊆ e0.
From (4.25) and (4.26) it follows that
(4.27) 〈x, y〉 ∈ e0 ◦ e0 = e20.
Similarly, if 〈x, y〉 /∈ e holds, then there are distinct i0, i1 ∈ J such that
x ∈ Xi0 , y ∈ Xi1 and i2 ∈ J with
i0 6= i2 6= i1
(recall that |J | > 3). Let z ∈ Xi2. Then
〈x, z〉 ∈ Xi0 ×Xi2 ⊆ e0 and 〈z, y〉 ∈ Xi2 ×Xi1 ⊆ e0
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are valid and, consequently, we have (4.27) again. Equality (4.23)
follows.
It is easy to prove that
e20 ◦ e0 = e0 ◦ e20 = e20 ◦ e = e ◦ e20 = e20.
Thus, the set {e0, e20} with the multiplication ◦ is a null semigroup of
order 2 and the semigroup {e0, e20, e} is obtained by adjunction of the
identity element e to this semigroup.
(ii) ⇒ (i). Suppose (ii) holds. Let X be a set with |X| > 3. To
prove (i) it suffices to note that each of conditions (ii1), (ii2) and (ii3)
describes (H, ∗) up to isomorphism and to consider discrete pseudomet-
rics d : X2 → R for which the equivalence relation 0= generates 1, or 2,
or 3 distinct equivalence classes. The existence of such pseudometrics,
which is obvious in itself, is also guaranteed by Corollary 3.7. 
The following theorem shows that the semigroups belonging to the
class H1 (see Theorem 4.23) coincide, up to isomorphism, with the
semigroups generated by all one-point subsets of the Cartesian square
X2 with X 6= ∅.
Theorem 4.26. Let (H, ∗) be a semigroup. Then the following two
statements are equivalent:
(i) There are a nonempty set X and a partition P = {Xj : j ∈ J}
of X such that (H, ∗) is isomorphic to BX(P ⊗ P ), where
P ⊗ P = {Xi ×Xj : i, j ∈ J}.
(ii) (H, ∗) ∈ H1.
Proof. In what follows we use the notation SP⊗P as in [4] in place of
BX(P ⊗ P ).
(i) ⇒ (ii). Let P = {Xj : j ∈ J} be a partition of a nonempty
set X such that the semigroup (H, ∗) is isomorphic to (SP⊗P , ◦). If
|P | = 1, then |H| = 1 implying (H, ∗) ∈ H1. Suppose |P | > 2. It
was shown in the proof of Theorem 3.2 [4] that now conditions (1)–
(4) from the definition of H1 are satisfied; here for (4) note that it
follows from formula [4, (3.4)], i.e., (4.28) below, that SP⊗P does not
contain an identity element. We must only prove that (H, ∗) satisfies
condition (5). We may assume that (H, ∗) = (SP⊗P , ◦).
Let a and b be elements of SP⊗P such that a 6= ∅ 6= b. If (ila, ira)
and (ilb, irb) are the pairs of nontrivial idempotent elements of SP⊗P
for which
a = ila ◦ a ◦ ira and b = ilb ◦ b ◦ irb
COMBINATORIAL CHARACTERIZATION 33
and if ira = ilb, then using the equality
(4.28) (Xj1 ×Xj2) ◦ (Xj3 ×Xj4) =
{
∅, if Xj2 6= Xj3
Xj1 ×Xj4, if Xj2 = Xj3
we can find i, j, k ∈ J such that
a = Xi ×Xj and b = Xj ×Xk
implying
a ◦ b = Xi ×Xk 6= ∅.
(ii)⇒ (i). Let (H, ∗) satisfy condition (ii). Condition (i) is trivially
valid for |H| = 1. Suppose that |H| > 2. Let E be the set of all
nontrivial idempotent elements of H and let P be the partition of E
into the one-point subsets of E,
P = {{i} : i ∈ E}.
We claim that the semigroup (SP⊗P , ◦) is isomorphic to (H, ∗).
By formula (4.28) we see that every element of (SP⊗P , ◦) is either
empty or has the form s = {i1} × {i2} for some i1, i2 ∈ E. From the
definition of the Cartesian product, we have the equality
{i1} × {i2} = {〈i1, i2〉};
thus
(4.29) s = {〈i1, i2〉},
where 〈i1, i2〉 ∈ E × E. Conditions (3) and (4) imply that there is
a bijection F : SP⊗P → H such that F (∅) = θ, where θ is the zero
element of (H, ∗), and F ({〈i1, i2〉}) = x, where x is the unique nonzero
element of H such that
x = i1 ∗ x ∗ i2.
It suffices to show that F : SP⊗P → H is an isomorphism. Let s1 and
s2 belong to SP⊗P . We must show that
F (s1) ∗ F (s2) = F (s1 ◦ s2).
This equality is trivially valid if s1 = ∅ or s2 = ∅. Suppose now that
s1 6= ∅ 6= s2 but
(4.30) s1 ◦ s2 = ∅
holds. Using (4.29) we can find i1,1, i1,2, i2,1, i2,2 ∈ E such that
(4.31) s1 = {〈i1,1, i1,2〉} and s2 = {〈i2,1, i2,2〉}.
From (4.30) it follows that i1,2 6= i2,1. By (3), there are unique nonzero
x1, x2 ∈ H such that
(4.32) x1 = i1,1 ∗ x1 ∗ i1,2 and x2 = i2,1 ∗ x2 ∗ i2,2.
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By definition of F , we have the equalities F (∅) = θ and F (si) = xi for
i = 1, 2. Now using (4.32), condition (2) and i1,2 6= i2,1 we obtain
F (s1) ∗ F (s2) = x1 ∗ x2 = i1,1 ∗ x1 ∗ (i1,2 ∗ i2,1) ∗ x2 ∗ i2,2
= i1,1 ∗ x1 ∗ θ ∗ x2 ∗ i2,2 = θ = F (∅).
Suppose now that s1, s2, s1 ◦ s2 are nonzero elements of (SP×P , ◦).
Then (4.31) and (4.32) hold with i1,2 = i2,1 and s1 ◦ s2 = {〈i1,1, i2,2〉}.
Hence, we get x1 ∗ x2 6= θ by (5) and
(4.33) F (s1) ∗ F (s2) = (i1,1 ∗ x1 ∗ i1,2) ∗ (i2,1 ∗ x2 ∗ i2,2) = x1 ∗ x2.
Since i1,1, i1,2, i2,2 are idempotent, from (4.32) we have
i1,1 ∗ x1 ∗ i1,2 = i1,1 ∗ x1 and i2,1 ∗ x2 ∗ i2,2 = x2 ∗ i2,2.
Now using (4.33) we obtain
F (s1) ∗ F (s2) = i1,1 ∗ (x1 ∗ x2) ∗ i2,2.
By definition of F , there is a unique nonzero y ∈ H such that
F ({〈i1,1, i2,2〉}) = y = i1,1 ∗ y ∗ i2,2.
Thus
F (s1 ◦ s2) = F (s1) ∗ F (s2)
holds for all s1, s2 ∈ SP⊗P . The implication (ii)⇒ (i) follows. 
The following example shows that condition (5) is independent of
conditions (1)–(4) in the definition of H1.
Example 4.27. Let X be a nonempty set and {Xj : j ∈ J} a partition
of X with |J | > 2. Write
H := {Xi ×Xj : i, j ∈ J} ∪ {∅},
and define a binary operation ∗ on H such that x ∗ y = ∅ if 〈x, y〉 =
〈Xi ×Xj, Xj ×Xk〉 for some i, j, k ∈ J with i 6= j 6= k and such that
x ∗ y = x ◦ y otherwise. Then, for all x, y, z ∈ H, we have
x ∗ (y ∗ z) = ∅⇔ (x ∗ y) ∗ z = ∅
and otherwise
x ∗ (y ∗ z) = x ◦ (y ◦ z) = (x ◦ y) ◦ z = (x ∗ y) ∗ z.
Thus, the operation ∗ is associative with a zero element ∅, and the
semigroup (H, ∗) satisfies conditions (1)–(4), but (H, ∗) does not satisfy
condition (5).
The initial variant of the definition of H1 [4, Theorem 3.2] contains
a gap. In particular, condition (5) was absent there.
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