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Abstract 
Medical datasets consume enormous amount of information about the patients, diseases and the physicians. Diseases diagnosis 
required many expensive tests to predict the diseases. Cost of disease prediction and diagnosis can be reduced by applying 
machine learning and data mining methods. Disease prediction and decision making plays asignificant role in medical diagnosis. 
In this study, a novel neighborhood rough set classification approach is presented to deal with medical datasets. Five 
benchmarked medical datasets have been used in this research work for studying the impact of proposed work in decision 
making.Experimental resultof the proposed classification algorithm is compared with other existing approaches such as rough set, 
ܭ௧௛ െnearest neighbor, support vector machine, Back propagation algorithm and multilayer perceptron to conclude that the 
proposed approach is cheaper way for disease prediction and decision making. The performance of classification algorithms 
measured based on various classification accuracy measures.  
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of organizing committee of the Graph Algorithms, High Performance Implementations and 
Applications (ICGHIA2014). 
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1. Introduction  
In the opening of 1980’s, Pawlak initiated new mathematical tool called as rough set theory for handling 
vagueness and uncertainty in certain dataset. Pawlak’s rough set based classification algorithms are recognized 
based on the equivalence relation and only appropriate for discrete data sets [1]. When handling continuous data 
with Pawlak model, the cost of computation becomes very high. Hence to overcome this problem, several 
extensions of rough set theory wereintroduced for replacing equivalent relation, dimensionality reduction and 
classification system, such as fuzzy rough set model [2], probabilistic rough sets [3], similarity rough set [4], 
tolerance relation rough set[5], decision-theoretic rough sets [6], covering rough set [7], dominance approximation  
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observe as a specified implementation of the neighborhood granular system. The neighborhood rough set can deal 
with both discrete and continuous data sets by using θ-neighborhood relation. NRS model has been applied in 
feature selection [9, 13], but it quiet undergoes the low computation performance of the given datasets. In this paper, 
we present neighborhood rough set based classification (NRSC) algorithm for handling medical diagnosis 
system.The NRS model describes the neighborhood connection among each two instances based on Euclidean 
metric function between those two records less than θ (θ>0) with θ- neighborhood relation.  
1.1. Problem statement 
Computer-based intelligent system is an important and sensational domain for many medical applications 
and also provides significant support for disease diagnosis. The identification of the exact diseases prediction 
approach depends upon doctor’s experience but the increasing of the new diseases and corresponding medicines, it’s 
quite difficult task to keepup-to-date medical information (diseases and medicines). To reduce deaths due to 
diseases, we need an initial diagnosis and prognosis, which necessitates an exact and a consistent diagnostic 
technique [15].There are various data mining techniques developed for medical diagnosis task. For example, neural 
network [16, 17], hybridized rough set and PSO [18, 19, 20], fuzzy learning vector quantization networks [21], 
Association rules [22], Principal Component Analysis and Radial Basis Function Neural Network [23], Rough set 
[24], fuzzy soft set [25], modified soft-rough [26], Bijective soft set theory [27, 28, 29], and hybrid rough set – 
Bijective soft set [30] have been used as classifier system for several medical applications. The utilization of 
computerized medical decision support systems turn out to be a practicable approach to assist doctors to quickly and 
perfectly diagnose patients [31]. So that, the main contribution of this paper is to exploit the neighborhood rough set 
classification system for diagnosis of five medical data sets. 
The remaining chapters of this paper are structured as Sections 2–6. In section 2, related notations and 
definitions of the NRS presented. Section 3 explains various steps of the proposed methodology. The proposed 
novel neighborhood rough set based classification algorithm (NRSC) is presented in Section 4. Section 5 reports the 
results of experimental evaluations and comparisons of the proposed algorithms to other classifiers and finally, in 
Section 6, we conclude the paper and discuss directions for future research. 
2. Neighborhood rough set 
The Neighborhood Rough Set (NRS) is used to replace the equivalent approximation of traditional rough 
set model with neighborhood relation, which supports both continuous and discrete datasets. In this section, we 
present various essential concepts in NRS used in this work [9, 10, 11, 12, 13]. 
2.1. ߠ െ Neighborhood relation: 
The complete NRS model works based onߠ െneighborhood relation which uses distance metric functions 
(Euclidean distance) based neighborhood relation to replace the equivalence relation in traditional rough set. The 
Euclidean distance metric function is defined as: 
݂ሺݔ௜ǡ ݔ௝ሻ ൌ෎ටሺݔ௜ ൅ ݔ௝
௡
௞ୀଵ
ሻ 
Definition 1. To the nonempty set, universeܷ ൌ ሼݔଵǡ ݔଶǡ ݔଷǡ ǥ ǡ ݔ௡ሽǡmetric function satisfies: 
(1) Non-negative: ݂൫ݔ௜ǡ ݔ௝൯ ൒ Ͳǡ if  ݔ௜ ൌ  ݔ௝ǡ then ݂൫ݔ௜ǡ ݔ௝൯ ൌ ͲǢ 
(2) Symmetry: ݂൫ݔ௜ǡ ݔ௝൯ ൌ ݂൫ݔ௝ǡ ݔ௜൯Ǣ 
(3) Triangle inequality: ݂൫ݔ௜ǡ ݔ௝൯ ൑ ݂ሺݔ௜ǡ ݔ௞ሻ ൅ ݂൫ݔ௝ǡ ݔ௞൯ 
Form the above notation ݂݅ݏdefined as metric function of universeܷ, and ۃܷǡ ݂ۄ is the neighborhood relation.  
 
Definition 2. Assuming ۃܷǡ ݂ۄ as the neighbourhood relation,׊ݔ௜ א ܷǡ ߠ ൒ Ͳ, having  
ߠሺݔ݅ሻ ൌ ሼݔȁ݂ሺݔ݅ǡ ݔሻ ൑ ߠǡ ݔ א ܷሽ 
Then,ߠሺݔ݅ሻis the ߠ- neighbourhood relation set ofݔ௜. 
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2.2. Neighborhood decision system (NDS): 
In general, a decision system can be denoted as ۃܷǡ ܣڂܦۄ, ܷ  is universe (set of records), ܣand ܦ  is 
respectively the conditional and decision attribute set, based on ߠሺߠ ൐ Ͳሻ  condition ܣ  will generate a ߠ െ
neighborhood relationܰ. Then basic decision system called asߠ െneighborhood decision system is represented 
asܰܦܵ ൌ  ۃܷǡ ܣڂܦǡ ߠۄ.  
  
Definition 3. Inܰܦܵ ൌ ۃܷǡ ܣڂܦǡ ߠۄ, ܤ is a subset ofܣሺܤ ك ܣሻ, for arbitraryܺ ك ܷ, two sets of records, called lower 
and upper approximations of ܺ in terms of relation ܰ with respect toܤ, are deﬁned as: 
஻ܰܺ ൌ ሼݔ௜ȁߠ஻ሺݔ௜ሻ ك ܺǡ ݔ௜ א ܷሽ 
஻ܰܺ ൌ ሼݔ௜ȁߠ஻ሺݔ௜ሻ ת ܺ ് ׎ǡ ݔ௜ א ܷሽ 
Here ߠ஻ሺݔ௜ሻ is calculated as follows: 
ߠ஻ሺݔ௜ሻ ൌ ሼݔȁ݂൫ܤሺݔ௜ሻǡ ܤሺݔሻ൯ ൑ ߠǡ ݔ א ܷሽ 
and ܤሺݔሻis a function to extract the sub vector fromݔ, only the dimensions whose attributes are contained in the 
attribute set ܤ will be chosen. That isܤሺݔሻ ൌ ሼܽሺݔሻȁ׊ܽ א ܤሽ. The boundary region of the decision ܦ with respect to 
attributes ܤ is defined as  
ܤܴܰሺܦሻ ൌ  ஻ܰܺ െ ஻ܰܺ 
The union of the lower approximation of each ܦclass is called as neighbourhood lower approximation. The 
neighbourhood lower approximation of decision is also called as positive region. The boundary region is used for 
reducing uncertainty in decision making process. 
 
Example 1. A sample dataset, containing of both continuous and discrete attributes is presented in Table 1. 
ܣሼܽͳǡ ܽʹ} is conditional attributes and ܦሼܦଵǡ ܦଶሽis decision attribute. 
Table 1 
Sample dataset of both continuous and discrete data 
Records ݔ௜ א ܷ ܽଵ ܽଶ ܦ௜  
ݔଵ 0.20 1 1 
ݔଶ 0.24 2 1 
ݔଷ 0.85 1 2 
ݔସ 0.69 2 2 
ݔହ 0.74 2 1 
ݔ଺ 0.72 2 2 
ݔ଻ 0.48 1 1 
ݔ଼ 0.52 1 1 
 
 Here we compute the distances metric values with each records of attributesܣሼܽͳǡ ܽʹ} respectively and 
neighborhood system of records withߠ ൌ ͲǤͳ.  
The Attribute ܽଵwith ߠ ൌ ͲǤͳǡthe neigborhood relations are, 
ߠሺݔଵሻ ൌ ሼݔଵǡ ݔଶሽǢ ߠሺݔଶሻ ൌ ሼݔଶሽ;ߠሺݔଷሻ ൌ ሼݔଷሽ;ߠሺݔସሻ ൌ ሼݔସሽǢ 
ߠሺݔହሻ ൌ ሼݔହǡ ݔ଺ሽǢ ߠሺݔ଺ሻ ൌ ሼݔହǡ ݔ଺ሽǢ ߠሺݔ଻ሻ ൌ ሼݔ଻ǡ ݔ଼ሽǢ 
For attribute ܽଶ, Equivalence relation are computed as follows:  
ܷȀܽଶ ൌ ൛ሼݔଵǡ ݔଷǡ ݔ଻ǡ ݔ଼ሽǡ ሼݔଶǡ ݔସǡ ݔହǡ ݔ଺ሽൟǢ 
At the same time, we can also divide the decision attributes based on decision classes into two subsets using 
equivalence relations: 
ܦଵ ൌ ሼݔଵǡ ݔଶǡ ݔହǡ ݔ଻ǡ ݔ଼ሽǢ 
ܦଶ ൌ ሼݔଷǡ ݔସǡ ݔ଺ሽǢ 
Apply ̶ ר ̶ operator applied for neighborhood granules of records ݔ induced by ܽଵܽ݊݀ܽଶare listed as follows: 
ߠሺݔଵሻ ൌ ሼݔଵሽǢ ߠሺݔଶሻ ൌ ሼݔଶሽ;ߠሺݔଷሻ ൌ ሼݔଷሽ;ߠሺݔସሻ ൌ ሼݔସሽǢ 
ߠሺݔହሻ ൌ ሼݔହǡ ݔ଺ሽǢ ߠሺݔ଺ሻ ൌ ሼݔହǡ ݔ଺ሽǢ ߠሺݔ଻ሻ ൌ ሼݔ଻ǡ ݔ଼ሽǢ 
Then we approximate (lower and upper) ܦሼܦͳǡ ܦʹሽ with the neighborhood granules brought by attributesሼܽͳ ר ܽʹሽ, 
we get  
ܰܦଵ ൌ ሼݔଵǡ ݔଶǡ ݔ଻ǡ ݔ଼ሽܰܦଵ ൌ ሼݔଵǡ ݔଶǡ ݔହǡ ݔ଺ǡ ݔ଻ǡ ݔ଼ሽ 
ܰܦଶ ൌ ሼݔଷǡ ݔସሽܰܦଶ ൌ ሼݔଷǡ ݔସǡ ݔହǡ ݔ଺ሽ 
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3. Proposed Methodology  
The complete methodology adopted in this work for the diagnosis of medical data sets is exposed in Fig. 1. 
First stage of the proposed system is the process of medical data sets gathered using various computerized 
devices.Real time medical data acquisition is quite difficult and extraordinary domain in data mining and machine 
learning. In this work, we acquired medical data sets form UCI machine learning repository. The basic information 
of the medical data sets is explained in section 5. In second stage, data sets are separated into training and testing 
based on K-fold cross validation. After the separation of data sets, neighborhood rough set is applied to training data 
set based medical data sets classification, NRSC algorithm is explained in section 4. In the next step, generated 
decision rules are matched with test data set for validating the proposed classifier algorithm. The various 
classification measures are applied to evaluate the performance of the proposed classification algorithm and the 
proposed approach is also compared with various classification algorithms for medical diagnosis. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4. Proposed Neighborhood rough set based classification algorithm 
The NRS classification algorithm is presented in Fig. 2. There are two importance causes given impression of the 
proposed algorithm. One is the distance metric function and other one is value of ߠ– neighborhood relation. The 
Euclidean distance function defines the shape of neighborhoods and value of ߠ– neighborhood relation is control the 
overall system. Neighborhood rough sets are called as generalization of traditional rough set, whenever the size of 
the neighborhood relation is equal to zero. When the relation is equal to zero, the neighborhood granules act as 
equivalence relation [11, 12, and 13]. 
As to classification, we are given a set of instance described with a ݉ ൈ ݊ matrix [ሿǡwhere ݔ௜௝is the jth feature 
values of instance ݔ௜ . Generally, supervised data sets can be written as ۃܷǡ ܣڂܦۄ , where ܷ ൌ ሼݔଵǡǥ ǡ ݔ௡ሽǡ ܣ ൌ
ሼܽଵǡǥ ǡ ܽ௡ሽ is the set of conditional attributes, ܦ ൌ ሼ݀ଵǡ ǥ ǡ ݀௡ሽ is the decision attributes. 
 
Fig. 2: Proposed Algorithm: Neighborhood Rough set based classification 
 
Input:ۃࢁǡ࡭ڂࡰۄ ,ࣂ // The size of Neighborhood relation  
Output: Set of  Decision Rules 
Step 1: Construct the neighborhood relation for the conditional attributes using Definition 1 and 2 (See. Example 1). 
Step 2: Construct the equivalence relation for the decision attribute.  
Step 3: Apply ̶ ר ̶ (“and”) operator of the neighborhood granules of records of  ࢁ brought by conditional attributes.  
Step 4: Construct the neighborhood rough set lower approximation space for decision attributes and the result of 
neighborhood granules after applying̶ ר ̶ to conditional attributes. (See. Example 1) 
Fig. 1. Block diagram of proposed method 
UCI Repository  
Medical datasets  
K-Fold cross 
validation K = 10 
Rules learning and 
matching 
 Training set 
9:10 
Apply NRSC 
algorithm  
Certain rule using NRS 
lower approximation 
Generate rules with 
boundary region 
Disease 
diagnosis  
 Testing dataset 
1:10 
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ࡺ࡮ࢄ ൌ ሼ࢞࢏ȁࣂ࡮ሺ࢞࢏ሻ ك ࢄǡ ࢞࢏ א ࢁሽ 
Step 5: Construct the neighborhood rough set upper approximation space for decision attributes and the result of 
neighborhood granules after applied ̶ ר ̶ to conditional attributes. (See. Example 1) 
ࡺ࡮ࢄ ൌ ሼ࢞࢏ȁࣂ࡮ሺ࢞࢏ሻ ת ࢄ ് ׎ǡ ࢞࢏ א ࢁሽ 
Step 6: Find the boundary region of data set by using neigborhood rough set boundary region. 
࡮ࡺࡾሺࡰሻ ൌ ࡺ࡮ࢄ െࡺ࡮ࢄ 
Step 7: Generate the certain rules using Neighborhood rough set based lower approximation space. 
Step 8: Generate the possible rules using Neighborhood rough set based upper approximation space. 
Step 9: Generate the boundary rules by using neighborhood rough set boundary region. 
 
The initial steps of the proposed classification algorithm is compute the neighborhood relation of the 
conditional attributes by using Definition 1, 2 and compute equivalence classes of decision attributes. Distance 
metrics values are calculated based on Euclidean distance and the size of the neighborhood is ߠ ൌ ͲǤͳǤApply “and” 
operator to neighborhood granules of conditional attributes. Furthermore, construct NRS lower and upper 
approximations to the result of after applied “and” operator and decision classes. The NRS lower approximation 
space of the decision attributes is definite as the union of the lower approximation space of each decision class. Find 
the boundary region, boundary region of the subset is come from more than one decision class. With the help of 
neighborhood approximation we generated two types of decision rules: certain rules (deterministic rules) and 
possible rules (non-deterministic rules). The certain rules are generated by applying lower approximation and 
possible rules are generated by applying upper approximation of neighborhood rough set. The proposed algorithm is 
explained with example in Fig. 3. Fig.3 depicts the example for the proposed algorithm provided in Fig.2. 
 
Fig. 3 : Example for the Proposed algorithm 
The following rules are extracted for example 1. 
 
Input:ۃࢁǡ࡭ڂࡰۄ ,ࣂ // The size of Neighborhood relation  
Output: Set of  Decision Rules 
Step 1: Construct the neighborhood relation for the conditional attributes (See. Example 1). 
Step 2: Construct the equivalence relation for the decision attribute. 
Step 3: Apply ̶ ר ̶ (“and”) operator of the neighborhood granules. (See. Example 1).  
Step 4: Construct the neighborhood rough set lower approximation space for decision attributes ࡰ૚ andࡰ૛࢘ࢋ࢙࢖ࢋࢉ࢚࢏࢜ࢋ࢒࢟Ǥ 
ࡺࡰ૚ ൌ ሼ࢞૚ǡ ࢞૛ǡ ࢞ૠǡ ࢞ૡሽ 
ࡺࡰ૛ ൌ ሼ࢞૜ǡ ࢞૝ሽ 
Step 5: Construct the neighborhood rough set upper approximation space for decision attributes ࡰ૚ andࡰ૛ respectively. 
ࡺࡰ૚ ൌ ሼ࢞૚ǡ ࢞૛ǡ ࢞૞ǡ ࢞૟ǡ ࢞ૠǡ ࢞ૡሽ 
ࡺࡰ૛ ൌ ሼ࢞૜ǡ ࢞૝ǡ ࢞૞ǡ ࢞૟ሽ 
Step 6: Find the boundary region of data set by using neigborhood rough set boundary region. 
࡮ࡺࡾሺࡰሻ ൌ  ሼ࢞૞ǡ ࢞૟ሽ 
Step 7: Generate certain rules using Neighborhood rough set based lower approximation. 
If ࢇ૚ = 0.20 and ࢇ૛ = 1 then D = 1If ࢇ૚ = 0.24 and ࢇ૛ = 2 then D = 1 
If ࢇ૚ = 0.48 and ࢇ૛ = 1 then D = 1If ࢇ૚ = 0.50 and ࢇ૛ = 1 then D = 1 
If ࢇ૚ = 0.85 and ࢇ૛ = 1 then D = 2If ࢇ૚ = 0.69 and ࢇ૛ = 2 then D = 2 
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Step 8: Generate the possible rules using Neighborhood rough set based Boundary region. 
If ࢇ૚ = 0.74 and ࢇ૛ = 2 then D = 1 
If ࢇ૚ = 0.20 and ࢇ૛ = 2 then D = 1 
5. Experimental result and discussion 
The simulation of proposed algorithm and benchmark algorithms used for comparison were performed using an 
Intel (R) Core (TM) i3 CPU 2330M–2.20 GHz machine with 4 GB RAM and a Microsoft Windows 7 64-bit 
operating system. The essential of the NRSC algorithm calculations was implemented using the MATLAB software 
package (MATLAB R2013b). 
5.1. Medical Data set descriptions 
The applicability of NRSC classification is validated in publicly available real-world medical data sets. In this 
paper, we used five different medical data sets acquired from the well-known UCI repository. The medical data sets 
are Pima diabetes database [32, 34], heart disease (echocardiogram data) [33], Breast cancer data set [28, 32], liver 
disorder [28] and Hepatitis’s [28, 32]. Pima diabetes database contains 768 instance, 7 attributes and 2 decision 
classes (negative and positive). In this diabetes dataset, all patients were females with ܽ݃݁ ൒ ʹͳand its disturbed 
with appearance or nonappearance of diabetes. Echocardiogram dataset contains 132 instance, 13 attributes and 2 
decision classes (Alive or Not alive). All samples of echocardiogram affected by heart attack, some patients are died 
and some are still alive. The major problem statement of this dataset is to exactly classify the NOT Alivepatient’s 
samples. The Wisconsin breast cancer data set contains 699 samples, 11 attributes and 2 decision classes (Benign 
and Malignant). Liver disorder data set covers 345 instances, 7 attributes and two decision classes (Sick or Normal). 
The major cause of the liver disorder is alcohol intake, so initially patient’s bloods are need for further diagnosis 
purpose. In this liver disorder data set initially 5 types of blood test are taken and recorded in first 5 attributes. The 
hepatitis’s contains 155 instance, 19 attributes and two classes (die and live). The k-fold cross validation (CV) 
method is applied for evaluate the classification accuracy of test results. The k-fold CV method is extensively used 
by many researchers with the purpose of random sampling of the training. Initially, all the data’s form database 
randomly separated to k equally select and almost same size subsets. Furthermore, the classification algorithm is 
trained and tested k times.  In this paper, we defined k as 10, so data is divided into ten subsets. 
5.2. Performance analysis 
The performance of the proposed Neighborhood rough set based classification algorithm is compared with 
traditional Pawlak’s  rough set (RS), K-nearest neighbor algorithm (KNN), Back propagation algorithm (BPN), 
Multilayer perceptron (MLP) and support vector machine (SVM). The obtained results of above classification 
algorithms are validated based on classification validation accuracy measures. Validation is important for the 
classification of medical data sets because accurate classification and decision making system is very important in 
data mining and medical diagnosis. There are many validation methods available for evaluating the accuracy of 
classification algorithm. In this paper, we demonstrated the performance of classification algorithm using the most 
familiar metrics such as Precision, Recall, F-Measure, and some other validation measures such as Folke-mallows 
Index, Kulcznski Index and rand Index [35]. These various measures are presented in Table 2. 
Sensitivity or recall is a measure of the ability of a prediction model to select instances of a certain class from a 
dataset. Positive predictive value is the amount of positive test results that are true positives (correct diagnoses). It is 
a critical measure of the performance of an analytical method, as it reproduces the probability that a positive test 
reflects the underlying conditions. Table 3shows the performance of proposed neighborhood rough set classification 
algorithm and comparative algorithms for the five medical data sets. 
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Table 2: Classification algorithms performance validation Measures used in this paper. 
ሺ૚ሻࡼ࢘ࢋࢉ࢏࢙࢏࢕࢔ሺ࢕࢘ሻࡼ࢕࢙࢏࢚࢏࢜ࢋ࢖࢘ࢋࢊ࢏ࢉ࢚࢏࢜ࢋ࢜ࢇ࢒࢛ࢋ ൌ  ࢀࡼሺࢀࡼ ൅ ࡲࡼሻ ሺ૛ሻࡾࢋࢉࢇ࢒࢒ሺ࢕࢘ሻࡿࢋ࢔࢙࢏࢚࢏࢜࢏࢚࢟ ൌ
ࢀࡼ
ሺࢀࡼ ൅ ࡲࡺሻ 
ሺ૜ሻࡲ െࡹࢋࢇ࢙࢛࢘ࢋ ൌ
ሺ૛ כ ࡼ࢘ࢋࢉ࢏࢙࢏࢕࢔ כ ࡾࢋࢉࢇ࢒࢒ሻ
ሺࡼ࢘ࢋࢉ࢏࢙࢏࢕࢔ ൅ ࡾࢋࢉࢇ࢒࢒ሻ  
ሺ૝ሻ۴ܗܔܓ܍ܛ െ ۻ܉ܔܔܗܟܛܑܖ܌܍ܠ ൌ ξ۾ܚ܍܋ܑܛܑܗܖ כ ܀܍܋܉ܔܔ 
ሺ૞ሻࡷ࢛࢒ࢉࢠ࢟࢔࢙࢑࢏ ൌ ૚૛ ሺ۾ܚ܍܋ܑܛܑܗܖ ൅ ܀܍܋܉ܔܔሻ 
ሺ૟ሻ܀܉ܖ܌ܑܖ܌܍ܠ ൌ ሺ܂ܚܝ܍ܘܗܛܑܜܑܞ܍ ൅ ۴܉ܔܛ܍ܖ܍܏܉ܜܑܞ܍ሻሺ܂ܚܝ܍ܘܗܛܑܜܑܞ܍ ൅ ܂ܚܝ܍ܖ܍܏܉ܜܑܞ܍ ൅ ۴܉ܔܛ܍ܘܗܛܑܜܑܞ܍ ൅ ۴܉ܔܛ܍ܖ܍܏܉ܜܑܞ܍ሻ 
 
Table 3: Performance analysis of proposed classification algorithm and other comparative algorithm 
 
Medical  
data set  
Classification 
algorithms 
Precision  Recall F-Measure  Folkes-
Mallows 
index       
Kulczyn
ski index 
Rand 
index       
Pima Indian 
diabetes  
NRSC 0.9730 0.9620 0.9674 0.9678 0.9675 0.9824 
RS 
KNN 
BPN 
0.8597 
0.6245 
0.8423 
0.6362 
0.6348 
0.7788 
0.6825 
0.6264 
0.7942 
0.6850 
0.6280 
0.8023 
0.7479 
0.6297 
0.8106 
0.7461 
0.6543 
0.8218 
MLP  0.7480 0.7510 0.7489 0.7494 0.7495 0.7779 
SVM 0.7024 0.7039 0.7031 0.7031 0.7032 0.7321 
Heart disease  NRSC 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
RS 
KNN 
BPN 
0.9386 
0.8173 
0.8561 
0.8542 
0.8458 
0.8148 
0.8819 
0.8192 
0.8311 
0.8861 
0.8248 
0.8456 
0.8964 
0.8163 
0.8369 
0.9054 
0.8478 
0.8402 
MLP  0.8230 0.8230 0.8230 0.8230 0.8230 0.3470 
SVM 0.7537 0.7536 0.7537 0.7538 0.7537 0.8095 
Breast Cancer  NRSC 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
RS 
KNN 
BPN 
0.9412 
0.7189 
0.9194 
0.8734 
0.7268 
0.9197 
0.8964 
0.7228 
0.9193 
0.9018 
0.7288 
0.9194 
0.9073 
0.7310 
0.9195 
0.9127 
0.6144 
0.9192 
MLP  0.9531 0.8564 0.9021 0.9034 0.9047 0.9028 
SVM 0.8054 0.8502 0.7965 0.8120 0.8278 0.8025 
Liver 
Disorder  
NRSC 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
RS 
KNN 
BPN 
0.8278 
0.6148 
0.6970 
0.669 
0.6092 
0.6934 
0.6558 
0.6089 
0.6947 
0.7016 
0.6104 
0.6949 
0.7534 
0.6120 
0.6952 
0.7217 
0.6204 
0.7027 
MLP  0.6782 0.6584 0.6685 0.6681 0.6682 0.6683 
SVM 0.6444 0.6529 0.6385 0.6436 0.6487 0.6431 
Hepatitis NRSC 0.9560 0.9832 0.9694 0.9699` 0.9696 0.9786 
RS 
KNN 
BPN 
0.7381 
0.4745 
0.6537 
0.5470 
0.4847 
0.6505 
0.6283 
0.4170 
0.6377 
0.4984 
0.4469 
0.6461 
0.6426 
0.4810 
0.6546 
0.5302 
0.4960 
0.6400 
MLP  0.7180 0.6504 0.6825 0.6064 0.6842 0.6928 
SVM 0.4872 0.5183 0.5014 0.5000 0.5264 0.5012 
 
Table 3 represents the classification accuracy of rough set is higher than of MLP, SVM, BPN and KNN for Pima 
Indian diabetes medical dataset. It also shows the effectiveness of proposed NRSC algorithm over the rough set 
classification algorithm. The proposed NRSC algorithm produces 96.75% accuracy and RS, KNN, BPN, MLP, 
SVM algorithms accuracies are 73.15%, 62.64%, 69.42%, 71.89%, 70.31% respectively. In heart disease data sets 
exact prediction of “NOT Alive” is very important. The experiment of heart disease data set the proposed NRSC 
algorithm provide 100% correctly identified heart failure patients “NOT Alive” and NRSC algorithm is over than 
other comparative classification algorithms. The table also represent the accuracy of BPN is higher than of MLP, 
RS, KNN and SVM for breast cancer and liver disorder datasets. The proposed algorithm provides 100% accuracy 
and it higher than BPN for both breast and liver disorder datasets. Hepatitis dataset’s accuracy of MLP is higher 
thanthe accuracy of BPN, RS, SVM and KNN. It also shows the effectiveness of proposed NRSC algorithm over 
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MLP classification algorithm. The proposed NRSC algorithm produces 96.94% accuracy and the accuracy of MLP, 
BPN, RS, SVM and KNN are 68.25%, 63.77%, 62.83%, 50.14%, and 41.70% respectively.   
5.3. Discussion 
Medical data classification is a major element of the many decision-making tasks. Decision-making tasks are 
instances of classification problem that can be easily formulated into a prediction tasks, diagnosis and pattern 
recognition.To avoid the risks of decision-making, we need computerized decision making techniques. In this work, 
we proposed the neighborhood rough set based classification for medical diagnosis. In previous study, neighborhood 
rough set theory was widely applied for feature selection and none of the approaches have been adoptedcompletely 
for medical diagnosis. The proposed work is applied for five medical data sets and evaluated the efficiency of NRSC 
compared with five different classification algorithms. The efficiency of the classification algorithm is validated 
from six performance measures. The performance resultsconfidently demonstrated that the neighborhood rough set 
based classification method is very effective for medical data classification. Furthermore, the NRSC delivered good 
results over Pawlak’s rough set (ߠ ൌ Ͳሻ, BPN, MLP, SVM, KNN. The result is intensely important in decision 
support tasks not only for exact prognostic or diagnostic prediction, but also would like to be convinced that the 
prediction is based on reasonable justifications; hence accepting the use of proposed classification system in clinical 
practice. 
6. Conclusion and future work 
The neighborhood rough set based classification algorithm has been demonstrated as a valuable method to solve 
the medical diagnosis problems. The medical big data analysis has become the widespread domain of pattern 
recognition. This paper presents neighborhood rough set based classification (NRSC) algorithm for classification of 
five medical data sets. Different experiments are carried out to evaluate the performance of the proposed 
classification algorithm and the propose approach is compared with different classification models. The acquired 
result illustrates that the proposed method performs relatively better than other classification algorithms. The 
experimental results strongly suggest that it can aid in the diagnosis of above five medical datasets and it can be very 
useful to the doctors for exact decision making task. The future investigations will be applied to evaluate NRS 
classifier with other medical diagnosis applications and Bio-signal such as ECG, EMG, EEG and EOG. 
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