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Hippocampal CA1 and CA3 pyramidal neuron place
cells encode the spatial location of an animal through
localized firing patterns called ‘‘place fields.’’ To
explore the mechanisms that control place cell firing
and their relationship to spatial memory, we studied
mice with enhanced spatial memory resulting from
forebrain-specific knockout of the HCN1 hyperpolar-
ization-activated cation channel. HCN1 is strongly
expressed in CA1 neurons and in entorhinal cortex
grid cells, which provide spatial information to the
hippocampus. Both CA1 and CA3 place fields were
larger but more stable in the knockout mice, with
the effect greater in CA1 than CA3. As HCN1 is only
weakly expressed in CA3 place cells, their altered
activity likely reflects loss of HCN1 in grid cells. The
more pronounced changes in CA1 likely reflect the
intrinsic contribution of HCN1. The enhanced place
field stability may underlie the effect of HCN1 dele-
tion to facilitate spatial learning and memory.
INTRODUCTION
Place cells in the hippocampus encode information about an
animal’s location in its environment by means of spatially
restricted firing patterns called place fields (O’Keefe and Dos-
trovsky, 1971; O’Keefe and Nadel, 1978). Recent findings have
demonstrated that spatial information to the hippocampus is
provided by layer II and layer III entorhinal cortex (EC)
neurons—grid cells—which fire at regular, triangularly spaced
locations as an animal traverses its environment (Hafting et al.,
2005). This regular grid-like firing pattern is then transformed
by the hippocampus into the unique place field firing pattern
typical of CA1 and CA3 pyramidal neuron place cells. At present,
it is unclear how this transformation takes place.
To begin to address this question we have asked: How do the
properties of EC grid cells influence the properties of CA1 and
CA3 neuron place cells? What is the role of intrinsic properties
of the CA1 and CA3 neurons as opposed to their extrinsic inputs
in regulating place cell firing? And finally how are place field
properties, such as their size and stability, important for spatial
representation and storage of spatial memories (Cho et al.,1998; Kentros et al., 1998; McHugh et al., 1996; Rotenberg
et al., 1996).
To obtain a better understanding of these questions, we
examined the properties of a mouse with a forebrain-restricted
knockout of the HCN1 gene. The HCN gene family (HCN1–4)
encodes hyperpolarization-activated cation channels that
generate the depolarizing current Ih, important for regulating
dendritic integration and oscillatory neuronal activity (Robinson
and Siegelbaum, 2003). The HCN1 knockout mice provide an
interesting model for investigating the link between place cells
and learning and memory as the mice show an enhancement
in spatial learning and memory in the Morris water maze (Nolan
et al., 2004). Moreover, the mice provide a useful tool for inves-
tigating the nature of the transformation from grid cell to place
cell firing as HCN1 is strongly expressed both in grid cells of
entorhinal cortex as well as in CA1 neuron place cells. In
contrast, HCN1 channels are weakly expressed in CA3 pyra-
midal neurons (Santoro et al., 2000).
In CA1 pyramidal neurons, HCN1 channels are localized to the
apical dendrites, where they are expressed in a gradient of
increasing density with increasing distance from the soma.
Channel density is greatest in the very distal dendrites in stratum
lacunosum moleculare, the site of direct input from entorhinal
cortex layer III neurons. HCN1 expression is much weaker in
stratum radiatum, the site of the Schaffer collateral (SC) inputs
from CA3 hippocampal neurons. As a result, HCN1 acts as a
selective inhibitory constraint on EPSPs and long-term synaptic
plasticity at the direct entorhinal cortex excitatory inputs to CA1,
with relatively little effect on the SC inputs. This inhibitory action
on CA1 EC inputs may contribute to the ability of the channels to
act as an inhibitory constraint on spatial learning and memory
(Nolan et al., 2004).
In addition to their role in CA1, HCN1 channels are also
strongly expressed in layer II stellate neuron grid cells of the en-
torhinal cortex (Nolan et al., 2007), which provide input to the
dentate gyrus and CA3 region of the hippocampus. HCN1
contributes to the oscillatory activity of the stellate neurons
and knockout of HCN1 alters stellate cell oscillations (Giocomo
and Hasselmo, 2009). As demonstrated by Giocomo et al.
(2011) in a companion paper, HCN1 deletion increases EC grid
cell spacing across the dorsal-ventral axis. We here ask: What
is the consequence of HCN1 deletion for hippocampal place
cell firing and place field properties? Do any changes evident
in the hippocampus reflect changes in the EC inputs to hippo-
campus, or are they a result of changes intrinsic to the CA1 orNeuron 72, 643–653, November 17, 2011 ª2011 Elsevier Inc. 643
Figure 1. CA1 Place Fields in Control and HCN1 KO Mice
(A andC) CA1 place cell firing ratemaps for CT (A) and KO (C)mice recorded as
they freely explored a 50 3 50 cm square box for 10–15 min. Numbers on the
left are peak firing rates (Hz). Representative 3D plots from CT and KO group
showing peak firing rates.
(B and D) Firing rate maps for CT (B) and KO (D) mice respectively after they
explored the 100 cm linear track for 10–15 min. The rightmost panels in (B) and
(D) show running paths (black) overlaid with place cell firing (green and red).
See Figure S4 for recording locations in CA1 region. Also see Figure S5 for
examples of place cell clusters, average waveforms and autocorrelations.
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Larger Place Fields in HCN1 Knockout MiceCA3 place cells? We find changes in CA1 and CA3 place cell
properties consistent with the observed changes in the EC grid
cell inputs to hippocampus. In addition, we observe a signifi-
cantly greater change in the response properties of the CA1
neurons consistent with an intrinsic change in CA1 pyramidal
cell firing and synaptic plasticity. These results demonstrate
how alterations in encoding of the spatial environment by the
EC and its transformation in the hippocampus may contribute
to changes in long-term spatial memory. Moreover, these results
suggest the interesting possibility that the fine accuracy of
spatial encoding and spatial memory storage may be separable.
RESULTS
We obtained extracellular recordings usingmultiple tetrodes and
compared firing properties of hippocampal CA1 and CA3
pyramidal neurons in forebrain-restricted HCN1 knockout mice
(KO) to those in control littermates (CT) (Nolan et al., 2003,
2004). We focused on these two populations of hippocampal
neurons because the CA3 neurons express HCN1 weakly (San-
toro et al., 2000) and therefore should not be affected directly by
the knockout, whereas the CA1 neurons strongly express HCN1
channels, which normally constrain the ability of the direct layer
III EC inputs to excite CA1 neurons.
Before examining place cell properties in vivo, we first directly
examined the influence of HCN1 in CA3 neurons in acute hippo-
campal slices, which has not been previously characterized.
Whole-cell current clamp recordings indicate that HCN1 plays
little direct role in regulating CA3 electrophysiological properties,
consistent with previous voltage-clamp results showing that
CA3 neurons had little Ih (Santoro et al., 2000). Because of
potential voltage clamp artifacts in slice patch clamp recordings,
we assayed Ih in CA3 neurons under current clamp conditions by
measuring the voltage sag in response to a hyperpolarizing
current injection, a characteristic property of the activation of
Ih. In contrast to the large sag in CA1 neurons, the sag in control
CA3 neurons was minute, with a sag ratio of only 0.99 (see
Experimental Procedures), compared to a typical sag ratio of
0.7 in CA1 (Chevaleyre and Siegelbaum, 2010). The small sag
in CA3 neurons was abolished in the KO mice (CT = 0.988 ±
0.001, n = 14; KO = 1.002 ± 0.001, n = 15, p < 0.001). Consistent
with a minor role for HCN1 in CA3, HCN1 deletion caused no
significant change in CA3 pyramidal neuron resting potential
(CT = 73.6 ± 0.8 mV; KO = 73.3 ± 1.4 mV; p = 0.820), input
resistance (CT = 133.2 ± 11.3 MU; KO = 129.7 ± 9.7 MU, p =
0.818), membrane time constant (CT = 21.0 ± 1.1 ms, KO =
21.6 ± 1.8 ms, p = 0.581), spike rheobase (CT = 202.9 ±
11.1 pA, KO= 264.0 ± 29.4 pA, p = 0.070) or the number of spikes
evoked in response to a series of increasing steps of current
injection (p = 0.328, F = 0.992) (see Figure S1 available online;
CT n = 14; KO n = 15). Additionally, the input-output curve re-
vealed no significant difference in conductance, except at the
most negative (320 pA) current step, an effect consistent with
the smaller sag seen in the KO group (Figure S1). Analysis of
action potential burst firing, a characteristic feature of CA3
neurons, yielded no significant difference between KO and CT
groups in either inter-spike interval (mean: CT = 33.0 ± 1.4 ms,
n = 14; KO = 32.0 ± 1.3 ms, n = 13, p = 0.815) or percent spikes644 Neuron 72, 643–653, November 17, 2011 ª2011 Elsevier Inc.fired in a burst (CT = 16.9% ± 3.1%, n = 14; KO = 13.5% ± 4.2%,
n = 13, p = 0.517; Figure S2). Furthermore, 93% of control CA3
pyramidal cells displayed burst activity at the 600 pA step,
whereas 77% of recorded neurons in knockout mice showed
bursting behavior, suggesting that CA3 neurons in the KO mice
are not inherently more excitable or likely to burst than cells in
littermate controls.
Place Fields in CA1 andCA3Regions Are Larger in HCN1
Knockout Mice
To determine whether HCN1 deletion altered spatial encoding in
the hippocampus, place cell properties were measured as mice
were allowed to run for 10–15 min in one of two enclosures, (1)
a square box (50 3 50 cm) or (2) a 100 cm long track (referred
to hereafter as box or track). We did not observe any differences
in running/stopping behaviors in the two groups of mice. Place
cell recordings were obtained in the dorsal hippocampus from
proximal regions of CA1 and CA3 (1.8 ± 0.06 mm lateral from
midline); there was no difference in cell sampling in knockout
and control mice (Figure S4).
We compared CA1 and CA3 place field size, stability, coher-
ence and information content in HCN1 knockout mice and their
control littermates. Place field size was measured as percentage
of total area in which a neuron fired above background in either
the box or track enclosures (see Experimental Procedures). The
fields were somewhat larger in the track (Figures 1B and 2B) than
in the box (Figures 1A and 2A).
For place cells in both CA1 (Figure 1) and CA3 (Figure 2)
regions, the size of the place fields in knockout mice was
Figure 2. CA3 Place Fields in Control and HCN1 KO Mice
(A andC) CA3 place cell firing ratemaps for CT (A) and KO (C)mice recorded as
they freely explored a 50 3 50 cm square box for 10–15 min. Numbers on the
left are peak firing rates (Hz). Representative 3D plots from KO and CT group
showing peak firing rates.
(B and D) Firing rate maps for CT (B) and KO (D) mice respectively after they
explored the 100 cm linear track for 10–15 min. The rightmost panels in (B) and
(D) show running paths (black) overlaid with place cell firing (green and blue).
See Figure S4 for recording locations in CA3 region.
Figure 3. Place Field Size Is Increased in Both CA1 and CA3 Regions
of HCN1 Knockout Mice
(A) CA1 place fields of KO mice were larger than those of CT mice in both Box
(p < 0.01) and Track (p < 0.01) enclosures.
(B) CA3 place fields of KO mice were larger than those of CT mice in both
Box (p < 0.05) and Track (p < 0.05) enclosures. Data show means ± SEM.
See Figure S3 for intrinsic frequencies of CA1 and CA3 place cells and
interneurons.
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Larger Place Fields in HCN1 Knockout Micesignificantly larger than in control mice. In the box, CA1 place
fields (Figure 3A, left) were on average 55.3% larger (p = 0.004,
t = 2.97, df = 83) in knockout mice (percent area = 32.3% ±
2.75%) compared to control mice (percent area = 20.8% ±
1.55%). In the track (Figure 3A, right), deletion of HCN1 resulted
in a similar increase in CA1 place field size; there was a 52.8%
increase in place fields (p=0.002, t =3.21, df = 70) in the knockout
mice (percent area = 37.9% ± 2.55%) compared to littermate
controls (percent area = 24.8% ± 1.8%).
Although CA3 place field size was also increased upon HCN1
deletion, the effect was significantly less than that seen in CA1. In
the box (Figure 3B, left) CA3 place fields were 25.5% larger (p =
0.041, t = 2.08, df = 69) in knockout mice (percent area = 29% ±
2.5%) compared to control mice (22.9% ± 1.3%). Similarly in the
track, CA3 place fields were 22.9% larger (p = 0.033, t = 2.19,
df = 47) in knockout mice (percent area = 33.7% ± 2.35%)
compared to control mice (27.4% ± 1.55%; Figure 3B, right).
Given the small contribution of HCN1 to CA3 neuron properties,
the difference in place field size in the CA3 region of knockout
compared to controlmice is likely attributable to a change in input
from the entorhinal cortex, where HCN1 deletion leads to an
increase in grid field size and spacing (Giocomo et al., 2011).
By contrast the finding that the change in place field size is
about twice as great in CA1 versus CA3, (box: p = 0.043, t =
2.04, df = 152; track: p = 0.037, t = 2.10, df = 117), likely reflects
the difference in expression levels of HCN1 in these regions.
We did not find any significant difference between peak
firing rates of place cells in control mice (Figures 1A, 1B, 2A,
and 2B) versus knockout mice (Figures 1C, 1D, 2C, and 2D).This is also evident from four representative 3D plots (Figures
1 and 2) from each group of mice in CA1 and CA3 regions.
Inhibitory Interneurons Do Not Contribute to the Large
Place Field Size in HCN1 KO Mice
HCN1 is also expressed in inhibitory basket cell interneurons in
the hippocampus (Aponte et al., 2006). We therefore examined
whether interneurons play a role in regulating place field size.
Properties of interneurons cannot be analyzed by the approach
used to characterize place cell firing, as the interneurons do
not have well defined firing rate peaks or complex spike bursts.
Hence we looked at the spike-timing of interneurons and
place cells in both CA1 and CA3. We analyzed the intrinsic
spike frequencies of theta modulated place cells and inter-
neurons of CT and KO mice by calculating the spike-time
autocorrelation histogram. It has been well established in
previous studies that the intrinsic spike frequencies of a cell
become slower if place fields expand and faster if place fields
shrink (Maurer et al., 2005). The intrinsic spike frequencies of
pyramidal neuron place cells were slower in KO mice compared
to CT mice in both CA1 (p = 0.006, t = 2.78, df = 155) and CA3
(p = 0.034, t = 2.14, df = 118) regions of hippocampus, consistent
with the larger place fields in the KO mice. In contrast, there
was no change in intrinsic spike frequencies of CT and KO inter-
neurons in either CA1 or CA3 regions (Figure S3). This indicates
that changes in interneuron firing may not contribute to the
change in place field size observed in the HCN1 KO mice.
Place Fields in the CA1 and CA3 Regions Are More
Stable and Coherent in Knockout Mice
The increase in place field size upon HCN1 deletion is somewhat
surprising given the enhanced spatial learning and memoryNeuron 72, 643–653, November 17, 2011 ª2011 Elsevier Inc. 645
Figure 4. Place Fields AreMore Stable in HCN1 KO
Mice
(A) Definition of shift in place field peak (in cm) over 2
consecutive sessions (day 1 versus day 2).
(B) Place fields shifted less in KO mice compared to CT
mice in CA1 (p < 0.01) and CA3 (p < 0.05).
(C) Cross-correlation measure. Left, raw place field firing
map. Middle, in-field firing map showing all spikes judged
part of place field. Right, normalized in-field firing map
scaled down in size to match size of in-field firing map of
CT mice (see text and Experimental Procedures).
(D) Cross-correlation for firing rate maps from 2 consec-
utive sessions compared using Pearson’s product
moment correlation (see Experimental Procedures). The
place fields from KO mice had higher correlation across
sessions compared to CT mice in both CA1 (p < 0.05) and
CA3 (p < 0.05) regions. Data show means ± SEM.
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Larger Place Fields in HCN1 Knockout Miceobserved in the KOmice (Nolan et al., 2004). We therefore exam-
ined the influence of HCN1 on stability of the place fields by
comparing the place fields from session 1 with those recorded
24 hr later during session 2. We considered fields to be stable
if place fields formed reliably in the same area of the enclosure
across sessions. To assess stability we used two independent
measures: the shift in the position of the place field firing peak
and the cross-correlation between place fields on successive
days (Figures 4A and 4C; also see Experimental Procedures).
Based on the peak shift measure we found that CA1 place
fields in knockout mice were significantly more stable than in
control mice (Figure 4B, left). Thus, place field peaks shifted
only 4.27 ± 0.3 cm after 24 hr in the knockout mice, about
36% less than the 6.68 ± 0.5 cm shift in control mice (p =
0.007, t = 2.73, df = 155). Similarly in CA3 (Figure 4B, right),
the shift in place field peaks after 24 hr in the knockout mice
was 22.7% less than the shift in littermate controls (5.95 ±
0.4 cm versus 7.70 ± 0.6 cm, respectively; p = 0.029, t = 2.21,
df = 118).
We observed similar changes in place field stability using the
cross-correlation measure. To correct for the influence of place
field size on cross-correlations, we compared normalized place
field maps from two sessions pixel-by-pixel (Figure 4C). Place
fields in knockout mice produced significantly higher correlation
measures across the two sessions compared to place fields in
control mice, in both CA1 (p = 0.022, t = 2.31, df = 155) and
CA3 (p = 0.041, t = 2.06, df = 118) regions (Figure 4D). The place
fields of knockout mice had correlations of 0.52 ± 0.026 and
0.42 ± 0.023 in CA1 and CA3, respectively, compared to corre-
lations of 0.39 ± 0.024 and 0.31 ± 0.019 in control mice in the
same regions. These results are similar to those obtained for
stability of grid cells of the entorhinal cortex by Giocomo et al.
(2011) in the companion paper.
Spatial coherence or the smoothness of the place fields was
calculated by comparing the firing rates of 8 neighboring pixels
(see Experimental Procedures). In both CA1 and CA3 place cells,
there was an increase in spatial coherence from session 1 to646 Neuron 72, 643–653, November 17, 2011 ª2011 Elsevier Inc.session 2 and this increase was significantly greater in knockout
mice than in control littermates (Figures 5A and 5B). Thus in CA1,
the coherence increased over the two sessions from 0.55 ± 0.03
to 0.62 ± 0.029 (a change of 0.07 ± 0.019) in control mice and
from 0.51 ± 0.027 to 0.68 ± 0.04 (a change of 0.17 ± 0.02) in
KO mice (p = 0.007, t = 2.73, df = 155). Similarly in CA3, coher-
ence increased from 0.52 ± 0.023 to 0.6 ± 0.028 (a change of
0.08 ± 0.017) in control mice and from 0.56 ± 0.028 to 0.7 ±
0.035 (a change of 0.14 ± 0.015) in the HCN1 knockout mice
(p = 0.04, t = 2.08, df = 118).
Spatial information content measures the amount of informa-
tion about the location of the animal carried by a single spike
and is expressed as bits per spike. We found that the information
content from session 1 to session 2 increased in both groups of
mice and the rate of increase was not significantly different
(Figures 5C and 5D).
CA1 Place Cells Show Greater Complex Bursting
in Knockout Mice
As HCN1 channels constrain the ability of the entorhinal cortex
inputs to excite CA1 pyramidal neurons (Nolan et al., 2004), we
wondered whether forebrain-specific knockout of HCN1 would
differentially affect pyramidal cell firing properties in the CA1
and CA3 regions. We examined the firing properties of place
cells in the CA1 region by identifying complex spike bursts in a
spike train (Figure 6A). A complex spike burst (Figure 6B) is
a unique property of a place cell consisting of 2–7 spikes in a
quick succession and decreasing amplitude over an approxi-
mately 15 ms period. We plotted histograms of the interspike
intervals (ISI) for every place cell for the entire session and deter-
mined the proportion of spikeswith ISIs of: (a) less than 10ms, (b)
10–100 ms, and (c) more than 100 ms. Spikes with ISIs less than
10 ms were considered part of a burst; the rest were judged to
occur outside of a burst.
Overall, there was nearly 75%more burst firing in CA1 neurons
in the knockout mice, indicated by the histogram of Figure 6C
(left), where ISIs are shifted toward shorter intervals. Most of
Figure 5. CA1 and CA3 Place Fields of KO Mice Show Rapid Increase in Spatial Coherence
(A) Spatial coherence in CA1 place fields of KO and CT mice increased from session 1 to session 2 but the increase was more rapid in KO mice compared to CT
mice (greater slope; p < 0.01).
(B) Spatial coherence in CA3 also increased more rapidly in KO mice (p < 0.05).
(C and D) Spatial information content in both CA1 andCA3 increased from session 1 to session 2with no significant difference in slopes between KO andCTmice.
Data show means ± SEM.
Neuron
Larger Place Fields in HCN1 Knockout Micethe increase results from enhanced firing of complex bursting
spikes in the knockout mice. The ISIs for control mice showed
an approximately normal (Gaussian) distribution (Figure 6C,
right). The percentage of complex bursting in CA1 place cells
of knockout mice (21.8% ± 1.20%) was significantly greater
than in control mice (12.7% ± 1.25%; p = 0.0061, t = 2.78, df =
155; Figure 6D). The number of spikes in a CA1 neuron during
a burst episode also was slightly, but not significantly, higher in
knockout mice (4.3) compared to control mice (3.9). In CA3,
the percentage of complex bursting was not significantly
different (p = 0.057, t = 1.92, df = 118) in the knockout mice
(17.1% ± 1.35%) compared to control mice (13.4% ± 2.2%),
consistent with the small contribution of HCN1 to CA3 electro-
physiological properties.
There Is an Increased Power in Theta Frequency
of HCN1 Knockout Mice
We next examined theta rhythms in local hippocampal field
potentials of knockout and control mice (Figure 7A), as theta is
thought to be important for encoding of spatial location and for
learning and memory (Buzsa´ki, 2005; Hasselmo, 2005; O’Keefe
and Recce, 1993). Consistent with a previous study (Nolan
et al., 2004), we found an increase in the power of theta (p =0.021, t = 2.33, df = 155) in the CA1 region of knockout mice
compared to control littermates (Figure 7B). There also was
a modest increase in gamma power (not significant: p = 0.09,
t = 1.71, df = 118) in the knockout mice. The peak of theta
occurred at a frequency of 7.7 Hz in knockout mice, similar to
the peak frequency of 7.3 Hz in control littermates. In contrast
to the marked change in theta in CA1, there was only a small,
statistically insignificant increase in both theta and gamma
power in the CA3 region (Figure 7C). Theta frequency peaked
at 7 Hz in both knockout and control mice. The difference
between CA1 and CA3 indicates that the change in theta may
reflect a local action of HCN1 in the CA1 region of the
hippocampus.
DISCUSSION
We find that hippocampal CA1 and CA3 place cells of HCN1
knockout mice have enlarged place fields that are more stable
and coherent than those in control animals. The knockout mice
also have enhanced theta power and complex burst firing in the
CA1 region of the hippocampus. These results correspond well
with those of the companion paper that describes a parallel
study on grid cells of medial entorhinal cortex, in whichNeuron 72, 643–653, November 17, 2011 ª2011 Elsevier Inc. 647
Figure 6. HCN1 KO Mice Show an Increase in Complex Spike Burst Firing
(A) Spike train recording of action potentials from a CA1 pyramidal neuron.
(B) Expanded trace from (A) showing a single complex spike burst.
(C) A histogram of interspike intervals (ISI) of place cells from CA1 showing more spikes in 0–10 ms bin (arrows) in KOmice compared to CTmice. Notice how the
histogram for KO mice is shifted toward shorter intervals.
(D) Plots show increase in percent of complex spike bursts in CA1 place cells for KO versus CTmice (p < 0.01). There is no significant difference in complex spike
bursts in CA3. Data show means ± SEM. See Figures S1 and S2 for intrinsic properties of CA3 and burst firing properties of CA3, respectively.
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Larger Place Fields in HCN1 Knockout MiceHCN1 deletion was found to increase grid cell spacing and
stability (Giocomo et al., 2011). As layer II and layer III EC
neurons project into CA3 and CA1 regions of hippocampus,
respectively, the two sets of results support the view that grid
cell properties are important determinants of the properties of
hippocampal place cells. Moreover, our results show how a
single type of ion channel, the HCN1 channel, exerts opposing
influences on spatial precision versus the stability of spatial
representation. A comparison of our results on place cells
with earlier behavioral studies on the same mice (Nolan et al.,
2004) indicate that the net effect of opposing changes of
decreased spatial precision with increased spatial stability
may contribute to an enhancement in hippocampal-dependent
spatial learning and memory.
Mechanism by which HCN1 Influences CA1 and CA3
Place Cell Properties
Because HCN1 expression in CA1 pyramidal neurons is high
whereas that in CA3 neurons is low, a comparison of place cell
properties between these two regions can, in principle, help
resolve the relative importance of HCN1 in regulating the
extrinsic activity of presynaptic EC neurons that provide input
to the hippocampus from its importance in regulating the intrinsic
activity of CA1 and CA3 neurons that process this EC input. The
fact that the two hippocampal regions showed qualitatively
similar changes in place field size and stability that were similar648 Neuron 72, 643–653, November 17, 2011 ª2011 Elsevier Inc.to changes in EC grid cell properties (Giocomo et al., 2011)
strongly suggests that the alterations in CA1 and CA3 place
cell properties are determined, at least in part, by the changes
in grid cell properties. However, as discussed below, quantita-
tive differences in the changes in properties of the EC, CA3,
and CA1 neurons are consistent with an intrinsic role of HCN1
in the CA1 neurons, as previously described (Nolan et al., 2004).
Place Field Size, the Power of Theta Frequency,
and Bursting of Complex Spikes
Several factors can affect place field size (Ekstrom et al., 2001;
McHugh et al., 1996; Mehta et al., 1997; Terrazas et al., 2005;
Wallenstein and Hasselmo, 1997). Place field size increases in
a gradient along the hippocampal dorsal-ventral axis (Jung
et al., 1994; Kjelstrup et al., 2008; Maurer et al., 2005) that
matches a similar dorsal-ventral gradient in spacing of vertices
in EC grid cells (although all of our results here were obtained
from dorsal hippocampus; Figure S4). It has been postulated
that the scale of place field size depends on the intrinsic
frequency of a neuron and its relationship with ongoing network
theta (Maurer et al., 2005). If the intrinsic frequency of a recorded
neuron is slowed then the fields are larger and this can be
inferred from slow phase precession (Ekstrom et al., 2001; Terra-
zas et al., 2005). Conversely an increase in phase precession
(due to an increase in intrinsic frequency) implies smaller place
fields (Huxter et al., 2003).
Figure 7. Theta and Gamma Power Are Enhanced in HCN1 KO Mice
(A) Examples of local CA1 field potentials in HCN1 KO and CT mice, showing theta and gamma oscillations.
(B) Power spectra for CA1 field potentials showing increased theta power in KO compared to CT mice (p < 0.05). There was a small statistically insignificant
increase in gamma power.
(C) Power spectra from CA3 region showing modest, statistically insignificant increases in theta and gamma frequencies in KO mice.
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Larger Place Fields in HCN1 Knockout MiceOne of the factors affecting intrinsic spike frequency of a cell is
its intrinsic membrane currents (Kamondi et al., 1998b; Magee,
2001). Studies on Ih in entorhinal cortex show a possible mech-
anism to account for an increase in grid size and scale (Garden
et al., 2008; Giocomo and Hasselmo, 2009) as a result of the
change in intrinsic oscillations. Interference models (Burgess
et al., 2007; Giocomo et al., 2007; Hasselmo et al., 2007; Has-
selmo, 2008) for subthreshold oscillations can replicate the
grid scale change observed along the dorso-ventral axis of ento-
rhinal cortex, and onemodel also accounts for place field scaling
due to phase precession (Burgess et al., 2007). These studies
suggest that Ih can potentially change the intrinsic oscillation
of a cell leading to altered scaling of fields in place cells of hippo-
campus and grid cells of entorhinal cortex. Our results show that
the intrinsic spike frequencies of place cells are indeed slower in
HCN1 KO mice compared to CT mice in both CA1 and CA3
regions of hippocampus, whereas the inhibitory interneurons
from the same regions of the hippocampus show no significant
change in their intrinsic frequencies. This suggests that place
field size is modulated through pyramidal neuron firing (placecells) rather than through a change in inhibitory interneuron firing.
A similar result has been obtained in layer II stellate cells and
interneurons of EC (Giocomo et al., 2011), suggesting that grid
size and scale is possibly modulated via the stellate neurons
(grid cells) of EC and not its interneurons.
We found that not only was place field size larger, but the fields
were more stable across sessions and had increased spatial
coherence in knockout compared to control mice. These results
could help explain why the HCN1 knockout mice perform better
in a spatial memory task (Nolan et al., 2004). Enhanced stability
and coherence in CA1 region might be a reflection of enhanced
LTP observed in distal synaptic inputs of pyramidal cells (Nolan
et al., 2004). In contrast, the stability and coherence increases in
CA3 are more likely to reflect the enhanced stability and coher-
ence in the EC grid cell inputs to hippocampus (Giocomo
et al., 2011).
Our finding that the power of theta frequency is significantly
enhanced in CA1, but not CA3, in the forebrain specific HCN1
knockout mice is consistent with a previous study in a mouse
line with an unrestricted deletion of HCN1 (Nolan et al., 2004).Neuron 72, 643–653, November 17, 2011 ª2011 Elsevier Inc. 649
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increased power in theta frequency in grid cell local field poten-
tials; however, this was not statistically significant. Thus the
large, selective changes in theta in CA1 may reflect, at least in
part, the direct role of HCN1 in regulating integration of the EC
inputs to the distal dendrites of the CA1 pyramidal neurons.
Since theta rhythms are known to be involved in memory related
functions (Buzsa´ki, 2005; Hasselmo, 2005), enhanced power of
theta in the hippocampus in HCN1 knockout mice point toward
another potential mechanism for enhanced spatial memory.
We also observed increased bursting of complex spikes in the
HCN1 knockout mice. Complex bursts are known to be impor-
tant for information coding in hippocampus (Lisman, 1997) and
bursts with shorter intervals are known to elicit LTP (Larson
et al., 1986) and have an important role in synaptic plasticity
(Thomas et al., 1998). We see a significant increase in complex
bursting of CA1 place cells whereas CA3 place cells show only
a small, statistically insignificant increase in bursting, probably
due to their low level of HCN1 expression. Complex bursts are
thought to depend on the firing of dendritic Ca2+ spikes
(Kamondi et al., 1998a). The increased CA1 bursting is consis-
tent with the observation that the dendritic spikes are enhanced
in CA1 neurons (Tsay et al., 2007). HCN1 channels are required
for the large Ih in the stellate neurons of layer II of EC (Garden
et al., 2008) where they regulate low-frequency membrane
potential oscillations (Giocomo and Hasselmo, 2009). Therefore,
one cannot rule out the possibility that the bursting properties of
the hippocampal neurons could be driven by grid cell inputs.
The results on the HCN1 knockout mice thus reveal a series of
phenotypic changes in learning and memory, on the one hand,
and place cell properties on the other. Comparison of changes
in CA1 and CA3 place cells indicate that these alterations are
likely to reflect both changes in the entorhinal cortex grid cell
inputs to these neurons as well as, in the case of CA1, a direct
influence of HCN1 intrinsic to the place cell. Taken together
with the results of Giocomo et al. (2011) on how HCN1 deletion
alters grid cell properties, these results provide strong evidence
that the firing properties of grid cells are important determinants
of the properties of the downstream hippocampal place cells.
Moreover, these properties are likely to contribute to the action
of HCN1 to constrain spatial learning and memory.
EXPERIMENTAL PROCEDURES
Mouse Strains and Animal Care
Forebrain restricted HCN1 KO mice (HCN1f/f,cre) and control littermates
(HCN1f/f) in a hybrid 50:50% C57BL/6J:129SVEV background were bred and
raised in the New York State Psychiatric Institute animal care facilities as
described (Nolan et al., 2004; Nolan et al., 2003). Mice were studied between
3 and 6 months of age and weighed about 26–37 g at the time of electrode
implantation surgery. The littermates were housed in groups of not more
than five per cage. Following surgery, all mice were individually housed under
12 hr light/dark cycle and provided with food and water ad libitum. All breeding
and housing procedures conformed to National Institute of Health (NIH) stan-
dards using protocols approved by the Institutional Animal Care and Use
Committee (IACUC).
CA3 Patch Clamp Recordings
Coronal brain slices containing the dorsal hippocampus were prepared from
HCN1 knockout and control littermatemalemice, age 5–11weeks.Whole-cell,650 Neuron 72, 643–653, November 17, 2011 ª2011 Elsevier Inc.current clamp slice electrophysiology recordings were obtained from pyra-
midal neurons in the CA3 region of the hippocampus corresponding to the
in vivo region of interest (see Figure S4). The brain was rapidly dissected
and coronal slices (350 mmthick) were prepared using a Vibratome 3000. Slices
were allowed to recover for 15min at 32C, then 60min at room temperature in
artificial cerebrospinal fluid (ACSF), containing the following (in mM): 125 NaCl,
2.5 KCl, 2 CaCl2, 1.25 NaH2PO4, 1MgCl2, 25 NaHCO3, 2 sodium pyruvate, and
25 glucose, saturated with 95% O2 and 5% CO2 before being transferred indi-
vidually to the recording chamber and superfused with a continuous flow (2ml/
min) of ACSF at 34C ± 1C.
Cells were visualized using an upright microscope with infrared illumination.
Current clamp recordings were made using a Mutliclamp 700A amplifier
(Molecular Devices) with 3–5 MU glass electrodes containing the following
(in mM): 130 K gluconate, 10 KCl, 10 HEPES, 0.1 EGTA, 4 NaCl, 5 10
Na2-phosphocreatine, 4 MgATP, and 0.3 Na3GTP (pH 7.3). Signals were
filtered at 4 kHz, digitized at 10–15 kHz, and recorded using pClamp software
(Axon Laboratories). Neurons within the pyramidal cell layer with thick apical
dendrites and cell bodies deep in the tissue were targeted and visually
patched. Electrophysiological properties confirmed cell identity. Cells
included in analysis (14 cells from 3CT animals and 15 cells from 4KO animals)
displayed a resting membrane potential negative to60 mV and access resis-
tance less than 20MU. Input resistance and themembrane time constant were
calculated from a 40 pA current step. The ‘‘sag,’’ a voltage change induced
by the hyperpolarization-activated, HCN-mediated Ih current, was measured
using a current step that brought the cell from 70 mV to 100 mV. The
steady-state voltage was divided by the initial maximal membrane potential
change to yield the sag ratio. The input-output curve was calculated from
a series of 500 ms current steps with a 40 pA increment from 320 pA to
680 pA. Bursting activity was induced by a 600 pA current step lasting 1 s.
All current steps were applied from the resting potential, except for the sag
test which required current clamping the membrane potential at 70 mV. A
two-way repeated-measures ANOVA with the Bonferroni post hoc test was
used for statistical analysis of the input-output curve and spike-current curve,
a Mann-Whitney U test for the inter-spike interval means and a two-tailed
Student’s t test for all other intrinsic properties of CA3 pyramidal neurons in
knockout and control mice.
Place Cell Recordings
A total of 277 place cells and 126 interneurons were recorded from 36 mice for
this study. In CA1, we recorded 80 place cells and 31 interneurons from 10
knockout mice and 77 place cells and 34 interneurons from 11 control mice.
In CA3, we recorded 63 place cells and 29 interneurons from 7 knockout
mice and 57 place cells and 32 interneurons from 8 control mice.
Microdrive Preparation and Implantation
Custom-made, reusable microdrives (Axona) were constructed by attaching
an inner (23 ga) and an outer (19 ga) stainless steel cannuli to the microdrives.
Tetrodes were built by twisting four 17 mm thick platinum-iridiumwires (Califor-
nia wires) and heat bonding them. Four such tetrodes were inserted into the
inner cannula of the microdrive and connected to the wires of the microdrive.
One day prior to surgery, the tetrodes were cut to an appropriate length and
plated with a platinum/gold solution until the impedance dropped to 200–
250 KU. All surgical procedures were performed following NIH guidelines in
accordance with IACUC protocols. Mice were anesthetized with a mixture of
0.11 ml of Ketamine and Xylazine (100 mg/ml, 15 mg/ml, respectively) per
10 g body weight. Once under anesthesia, a mouse was fixed to the stereo-
taxic unit with its head fixedwith cheek bars. The headwas shaved and an inci-
sion was made to expose the skull. About 3–4 jeweler’s screws were inserted
into the skull to support themicrodrive implant. An additional screw connected
with wire was also inserted into the skull which served as a ground/reference
for EEG recordings. A 2 mm hole was made on the skull at position 1.8 mm
lateral and 1.8mmposterior to bregma and the tetrodes were lowered to about
0.5 mm from the surface of the brain. Dental cement was spread across the
exposed skull and secured with the microdrive. Any loose skin was sutured
back in place to cover the wound. Mice were given Carprofen (5 mg/kg) prior
to surgery and post-operatively to reduce pain. Mice usually recovered within
a day after which the tetrodes were lowered.
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Following recovery, mice were taken to the recording area and the micro-
drives were plugged to a head stage pre-amplifier (HS-18-CNR, Neuralynx).
A pulley system was used to counter-balance the weight of the animal with
that of the head stage wire which allowed for free movement of the animal.
The wires from the 18-channel head stage (16 recording channels corre-
sponding to 4 tetrodes and 2 grounds) were connected to the recording
device (Cheetah, Neuralynx), which amplified the neuronal signals 10,000–
20,000 times. The recording device was connected to a PC installed with
data acquisition software (Cheetah Acquisition Software, Neuralynx) for
recording EEGs (4 channels, filtered between 1–475 Hz) and spike wave-
forms (16 channels, filtered between 600–9,000 Hz) and for sorting spike
clusters. Two colored LEDs on the head stage were used to track the
animal’s position with the help of an overhead camera hooked to the PC.
Each day tetrodes were lowered by 25–50 mm and neuronal activity was
monitored as animals explored a 50 cm diameter white cylinder. Initially
tetrode activity was mostly from the interneurons characterized by high
frequency nonspecific firing. When the tetrodes entered the hippocampus
there was enhanced theta modulation. Characteristic complex spike bursts
appeared when tetrodes entered the CA1 pyramidal cell layer. At this point
data was collected for 10–15 min with mice exploring one of the two enclo-
sures. One enclosure was a box (50 3 50 3 50 cm) with black walls, a white
floor and a white cue card (20 cm) on one wall. The other enclosure was
a track (100 3 15 3 30 cm) with white walls and floor with two black cues
(various shapes) each on adjacent wall. Mice were food deprived and
foraged for chocolate crisps that were randomly thrown into the enclosure.
The enclosure was surrounded by a circular black curtain (150 cm diameter)
and was dimly illuminated with incandescent bulbs facing upwards. Each
day mice were run for two 10-15 min sessions separated by 2–3 hr. Mice
were returned to their cages after each session. When a cell of interest
was found data was acquired (session 1) and compared with data acquired
in the same enclosure after 24 hr (session 2).
For CA3 place cell recording a total of 7 knockout mice and 8 control mice
were used. For 3 knockout mice and 4 control mice, tetrodes were implanted
at similar coordinates as for CA1 (1.8 mm lateral and 1.8 mm posterior to
bregma) but were lowered 1.4 mm below the surface of the brain to reach
CA3. Tetrodes were lowered 25–50 mm each day until the CA3 pyramidal layer
was reached. A few mice (4 KO and 4 CTs) from CA1 recordings were used for
CA3 recordings, as both CA1 and CA3 regions lie in the same vertical plane at
these coordinates. In these instances, tetrodes were lowered further from the
CA1 region until CA3 pyramidal cells were reached. This was indicated by
appearance of spikes with broadwidth and complex bursts (described above).
There was no difference in CA3 recordings between the two methods. Similar
to CA1 recordings mice explored one of the two enclosures, the box or the
track. In a few mice (2 KOs and 2 CTs), recordings were obtained from CA1
as well as CA3 place cells with 2-3 weeks between them. Data from such
micewere used if theywere exposed to only the box enclosure when recording
from CA1 and to only the track enclosure when recording from CA3 or vice
versa. The recorded data from Neuralynx was converted to Axona format for
use with the spike sorting software Tint. After conversion the tetrode data
had a time base of 96 KHz with 50 samples per spike sampled at 48 kHz
and EEG data sampled at 250 Hz. Position data had a time base of 50 Hz
sampled at 50 Hz and 300 pixels per meter.
Spike Sorting
Using the spike sorting software Tint (Axona), we plotted the spike amplitudes
of the electrode pairs obtained from each tetrode. The resulting scatterplot had
many overlapping clusters clumped together (Figures S5A and S5B). The
clusters were separated semiautomatically by first applying K means or EM
algorithms followed by manually coloring and replotting the clusters in various
dimensions using additional Tint parameters such as onset of spike, user-
defined amplitude, etc. Each separated cluster is a cell whose properties are
unique with respect to its waveform (Figure S5A, right, and S5B, right), spike
timing, autocorrelation (Figure S5C), spike width and firing location. The cells
had to meet a specific criteria to be included in the analysis, such as well sepa-
rated clusters, spikes with broad widths (peak-to-trough width > 300 ms), and
presence of complex bursts with 2–7 spikes within 5–15 ms. To ensure that werecorded from the same place cell across sessions, we confirmed that the
properties such as autocorrelation, waveform, firing rate and firing location
were similar in both sessions. The inhibitory interneurons were easily identified
by their high frequency of firingwith narrowwaveformwidth and place nonspe-
cific firing.
Place Field Size
Position data of the mice, tracked by two colored LEDs, were collected at
50 Hz and sorted into 3 3 3 cm bins. Each sorted place cell was visualized
by plotting its firing rate on top of an animal’s walking path, with heat map
colors ranging from blue (little or no firing) to red (high firing rate). A normalized
firing rate map was obtained by dividing the spiking activity with the animal’s
position at a particular place. Firing rate maps were smoothed with a filter such
that 1 cm equaled 2 pixels. Place field size was measured as in previous
studies (Muller et al., 1987). Briefly, we calculated the number of pixels inside
the enclosure where place cells fired normalized with the number of pixels the
mice visited. Only the top 80% of the firing peak with at least 8 contiguous
pixels was used and defined as the place field. The pixel area covered by
the mice in the box or track enclosure was converted to the respective
percentage (%) of total enclosure area for cross-comparison.
Place Field Properties: Stability, Coherence,
and Information Content
Two separate measures were used for calculating place field stability. First,
a peak-shift measure was used where the firing field peak of session 1 was
compared with the firing peak of session 2. A shift (in cm) in peak 1 to peak
2 was calculated by the formula
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx1 x2Þ2 + ðy1 y2Þ2
q
;
where x1, x2 are the x coordinates and y1, y2 are the y coordinates of peaks
1 and 2.
Second,across-correlationmeasurewasused.Prior toapplying thismeasure
the firing maps were normalized to a standard size (Figure 4C). From the place
field rate map only the in-field firing map (top 80% of the place field peak) was
extracted and scaled down to a standard size of about 20 cmusing the centroid
as themidpoint. Thiswasdone to eliminate cross-correlation bias; correlation of
larger place fields would produce better stability scores as there are more bins
available. Normalizedmaps from session 1were comparedwith session 2 using
Pearson’s product moment correlations, given by the formula:
r =
1
n 1
Xn
i =1

Xi  X
sX

Yi  Y
sY

where Xi  X=sX ;X and sx are the standard score, sample mean, and sample
standard deviation of data X, respectively.
Spatial coherence estimates smoothness of a place field. It was calculated
by correlating the firing rate in each pixel with firing rates averaged with its
neighboring 8 pixels. It measures the extent to which the firing rate in a pixel
is predicted by the rates in its neighbors (Muller and Kubie, 1989). Abrupt
changes in firing rates of neighboring pixels make the place fields incoherent.
Spatial information content is a measure used to predict the location of an
animal from the firing of a cell. Information content was calculated using
Skaggs’ formula (Markus et al., 1994; Skaggs et al., 1993) and measures the
amount of information carried by a single spike about the location of the animal
and is expressed as bits per spike:
Spatial information content=
X
Pi

Ri
R

log 2

Ri
R

Where: i is the bin/pixel number, Pi is the probability for occupancy of bin i, Ri
is the mean firing rate for bin/pixel i and R is the overall firing mean rate.
Spatial coherence and information content from session 1 were compared
with measures from session 2.
Local Field Potentials
Local field potentials were recorded from four continuous sampled channels
(CSC) in Neuralynx. The recorded data was speed-filtered between 5 and
30 cm/s. The EEG signals were band-pass filtered between 4 and 12 Hz forNeuron 72, 643–653, November 17, 2011 ª2011 Elsevier Inc. 651
Neuron
Larger Place Fields in HCN1 Knockout Micetheta and between 30 and 80 Hz for gamma. Power spectrum of the corre-
sponding signals was calculated using FFT (fast Fourier transform).
Complex Bursts
Complex bursts were identified by the characteristic 2–7 spikeswithin a span of
5–15 ms. To quantify them each sorted cell from the spike sorting procedure
was takenandahistogramof interspike intervals (ISI)wasplotted.Thehistogram
wasdivided into three time interval bins (1) less than10ms, (2)10–100ms,and (3)
more than 100 ms. Complex spike bursts were identified as those with ISIs of
10msor less. The restwere considered tobe fromperiodswhen theneuronfired
single spikes. The percentage of complex spike bursts of every cell in a session
was calculated and averaged for knockout and control mice.
Intrinsic Frequency
We analyzed the intrinsic spike frequencies of theta modulated place cells and
interneurons KO and CT mice by calculating the spike-time autocorrelations
(see Langston et al., 2010). Briefly, the autocorrelation function (ACF) of a spike
train was calculated by using a bin size of 2 ms and the autocorrelogram was
truncated at 500 ms. The ACF was mean-normalized and a power spectrum
was generated. Before applying the FFT, the signal was tapered with
a Hamming window to reduce spectral leakage. A cell was said to be theta
modulated if the mean power of the peak around theta frequency (4–11 Hz)
was 5 times greater than the mean power between 0 Hz and 125 Hz. Intrinsic
spike frequencies of two cells were compared by aligning two autocorrelo-
grams vertically and drawing a line along a predetermined peak.
Histology
To determine the exact position of the tetrodes in the brain, tetrodes were not
moved after the last recording session. The mice were anesthetized with an
overdose of 0.5 ml Ketamine and Xylazine solution (100 mg/ml and 15 mg/ml,
respectively) and perfused with 4% PFA solution, following which the tetrodes
were moved up and the mice decapitated. The skull was cut open to expose
the brain, which was gently removed and stored in 4% PFA solution for
24 hr. The brain was placed in 30% sucrose solution for 48–72 hr and was
coronally sliced in 30 mm thick sections using a vibratome. The sections
were stained with fluorescent Nissl dye (Neurotrace) andmounted onto a slide.
The brain sections were viewed under a confocal microscope and digital
pictures of the slices were acquired. For visualizing the recorded locations,
photographed slices were fit and overlaid onto slices from a standard mouse
brain (www.brainmaps.org). The tips of the tetrodes were identified visually
and marked with red dots (Figure S4).
Statistics
All statistical measures were performed using R statistical software. Unpaired
Student’s t tests were used for all inter-group comparisons and paired
Student’s t tests were used for all intra-group comparisons. The error bars indi-
cate standard error ofmeans (SEM). For statistical significance p < 0.01 (**) and
p < 0.05 (*) were used, t values indicate values from two-tailed t test with alpha
set to 0.5. Plots were made on R software and Excel spreadsheets.
SUPPLEMENTAL INFORMATION
Supplemental Information includes five figures and can be found with this
article online at doi:10.1016/j.neuron.2011.09.007.
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