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Abstract
We consider two-dimensional marked point processes which are Gibb-
sian with a two-body-potential of the form U = JV +K, where J and K
depend on the positions and V depends on the marks of the two particles
considered. V is supposed to have a continuous symmetry. We will gen-
eralise the famous Mermin-Wagner-Dobrushin-Shlosman theorem to this
setting in order to show that the Gibbsian process is invariant under the
given symmetry, when instead of smoothness conditions only continuity
conditions are assumed. We will achieve this by using Ruelle’s supersta-
bility estimates and percolation arguments.
1 Introduction
Gibbsian processes were introduced by R. L. Dobrushin (see [D1] and [D2]),
O. E. Lanford and D. Ruelle (see [LR]) as a model for equilibrium states in
statistical physics. (For general results on Gibbs measures on a d-dimensional
lattice we refer to the detailed book of H.-O. Georgii [G1], which covers a wide
range of phenomena.) The first results concerned existence and uniqueness
of Gibbs measures and the structure of the set of Gibbs measures related to
a given potential. The question of uniqueness is of special importance, as
the nonuniqueness of Gibbs measures can be interpreted as a certain type
of phase transition occurring within the particle system. A phase transition
occurs whenever a symmetry of the potential is broken, so it is natural to ask,
under which conditions symmetries are broken or conserved. The answer to
this question depends on the type of the symmetry (discrete or continuous),
the number of spatial dimensions and smoothness and decay conditions on
the potential (see [G1], chapters 6.2, 8, 9 and 20). It turns out that the case
of continuous symmetries in two dimensions is especially interesting. The
first progress in this case was achieved by M. D. Mermin and H. Wagner,
who showed for special two-dimensional lattice models that symmetries are
conserved ([MW] and [M]). In [DS] R. L. Dobrushin and S. B. Shlosman
established conservation of symmetries for more general potentials which
satisfy smoothness and decay conditions, and C.-E. Pfister improved this result
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in [P]; considering a continuous model J. Fro¨hlich and C. Pfister ([FP]) worked
with the concept of superstability (see [R]), whereas H.-O. Georgii gave a
fairly elementary proof in [G2]. All these results rely on the smoothness of the
interaction, and only recently D. Ioffe, S. Shlosman and Y. Velenik showed
that mere continuity suffices in the lattice model ([ISV]) using a perturbation
expansion and percolation theory.
We will generalise the last result from a lattice to a continuous model, using
superstability techniques. Apart from that we will mimic the proof of D. Ioffe,
S. Shlosman and Y. Velenik and use a very similar percolation argument.
In section 2 we will describe the situation considered and state the result
obtained. The precise setting is then given in section 3. In section 4 a proof of
a weaker version of the result is given. The proofs of all lemmas are relegated
to section 5, and in section 6 we will show how to deal with the general case.
Acknowledgement: I would like to thank Prof. Dr. H.-O. Georgii for sug-
gesting the problem and many helpful comments.
2 The Result
We consider infinitely many particles in the plane, where a particle has a posi-
tion in R2 and internal degrees of freedom. These can be modeled by assigning
to the particle a value from some measurable spin space (or mark space) S. The
particles may interact via a pair potential U . So U is a measurable function
U : (R2 × S)2 → R¯ := R ∪ {+∞}
such that U(y1, y2) = U(y2, y1) for all (y1, y2) ∈ D, i. e. U is symmetric. Here
we assume U to be of the form
U(x1, σ1;x2, σ2) = J(x1 − x2)U˜ (σ1, σ2) +K(x1 − x2) (2.1)
such that the functions U˜ : S2 → R, J : R2 → R and K : R2 → R¯ are
measurable and symmetric, and J is ψ-dominated, i. e.
|J(x)| (1 + ‖x‖2) ≤ ψ(‖x‖) ∀ x ∈ R2,
where ψ : R+ := [0,∞[→ R+ is a given decreasing function such that∫ ∞
0
ψ(r)r dr := ψs <∞.
We will call a potential U of the above form (2.1) a ψ-dominated potential
corresponding to J,K, U˜ .
We are only interested in the equilibrium states of a thermodynamical sys-
tem as described above, and as a model for these we take the concept of Gibbs
measures. Supposing that the given potential has some internal symmetry, we
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would like to know whether the possible equilibrium states inherit this sym-
metry necessarily. For example, considering a potential which does not change
under rotation of spins, under what conditions are the equilibrium states invari-
ant under spin rotation? Here we are concerned with continuous symmetries
only, so that we can model the symmetries by a Lie-group G acting on the spin
space S. Our result is then the following:
Theorem 1 Let (S,B(S), λS) be a probability space such that S is a compact
topological space and B(S) its Borel-σ-algebra. Let G be a compact connected
Lie-group operating on S such that the operation is continuous and the reference
measure λS is G-invariant. Let U be a superstable, lower regular, ψ-dominated
potential corresponding to J,K, U˜ such that U˜ is continuous and G-invariant.
Then every tempered Gibbs measure corresponding to U is G-invariant.
The exact definitions of the objects and properties in the formulation of the
above theorem will be given in the next section.
3 The Setting
3.1 Configurations of particles
We consider the plane R2 with maximum norm ‖.‖. Let
Λt := [−t, t[
2 for t ∈ R+ and Cr := r +
[
−
1
2
,
1
2
[2
for r ∈ Z2
be subsets of R2. On R2 let B2 be the Borel-σ-algebra, and B2b ⊂ B
2 the set
of all bounded Borel sets. The Lebesgue measure on (R2,B2) will be denoted
by λ2.
For describing the marks or spins of the particles let S be a topological
space, B(S) the Borel-σ-algebra on S and λS a normed reference measure on
(S,B(S)). As λS is the only measure to be considered on (S,B(S)), we will
simply write dσ := dλS(σ) when integrating with respect to λS .
A configuration Y of marked particles is described by a subset of R2 × S
which is a locally finite, in that |Y ∩ (Λ× S)| <∞ for all Λ ∈ B2b , and simple,
in that for all (x1, σ1) 6= (x2, σ2) ∈ Y we have x1 6= x2. The configuration space
Y is defined to be the set of all locally finite and simple subsets of R2 × S. A
configuration Y ∈ Y is said to be finite if |Y | <∞. Given a particle y ∈ R2×S,
we want to consider the position yo ∈ R2 and the spin σy ∈ S of the particle,
and given a configuration Y ∈ Y let Y o := {x ∈ R2 : ∃ σ ∈ E : (x, σ) ∈ Y }.
For Y ∈ Y and x ∈ R2 such that (x, σ) ∈ Y let σx(Y ) := σ and σx := σx(Y ) if
it is clear which configuration is to be considered.
For Y ∈ Y,Λ ∈ B2, B ∈ B(S) let YΛ,B := Y ∩ (Λ × B) and YΛ := YΛ,S the
restriction of Y to Λ × S and Λ respectively, YΛ := {Y ∈ Y : Y ⊂ Λ × S} the
set of all configurations in Λ, NΛ,B(Y ) := |YΛ,B| the number of particles of Y
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in Λ with marks in B and NΛ := NΛ,S. The counting variables NΛ,B generate
a σ−algebra FY on Y. For Λ ∈ B
2 let F′
Y,Λ be the σ-algebra on YΛ obtained by
restricting FY to YΛ, and let FY,Λ := e
−1
Λ F
′
Y,Λ be the σ-algebra on Y obtained
from F′
Y,Λ by the restriction mapping eΛ : Y → YΛ, Y 7→ YΛ. For disjoint sets
Λ1,Λ2 ∈ B
2 and configurations Y, Y¯ ∈ Y let YΛ1 Y¯Λ2 := YΛ1 ∪ Y¯Λ2 .
The mean quadratic particle density per unit square for Y ∈ Y is defined by
sn(Y ) :=
1
λ2(Λn+ 1
2
)
∑
r∈Z2∩Λ
n+12
N2Cr(Y ).
A configuration Y ∈ Y is said to be tempered if s(Y ) := supn∈N sn(Y ) < ∞.
Let Yt ∈ FY be the set of all tempered configurations.
Now similar objects can be considered for particles without marks. Let
X := {X ⊂ R2 : |X∩Λ| <∞ ∀ Λ ∈ B2b} be the configuration space of particle
positions. The restrictions XΛ, the set of configurations in Λ XΛ, the counting
variables NΛ, the σ−algebras FX, F
′
X,Λ and FX,Λ and XΛ1X¯Λ2 are then defined
analogously to the objects above. The projection o : Y→ X, Y 7→ Y o obviously
is measurable, so FX can be considered as a subset of FY via the identification
of a set X1 ∈ FX with o
−1X1 ∈ FY. For example we have that Yt ∈ FX. For
any X ∈ X and a family of marks (σx)x∈X let (X,σ) := {(x, σx) : x ∈ X} the
configuration determined by X and σ.
Let z > 0 be an activity parameter which will be fixed throughout this
paper. Let ν := νz be the distribution of the Poisson point process on (Y,FY)
with intensity z and distribution of marks λS , and ν
o := νoz be the distribution
of the Poisson point process on (X,FX) with intensity z. So∫
fdνo = e−zλ
2(Λ)
∑
k≥0
zk
k!
∫
Λk
dx1...dxk f({xi : 1 ≤ i ≤ k}),
for any FX,Λ−measurable nonnegative function f : X→ R+ and∫
fdν =
∫
νo(dX)
∫
SXΛ
dσXΛ f((XΛ, σ)),
for any FY,Λ−measurable nonnegative function f : Y→ R+.
3.2 Configurations of bonds
For any set Z and distinct z1, z2 ∈ Z let z1z2 := {z1, z2} be the bond joining z1
and z2. Let E(Z) := {z1z2 : z1, z2 ∈ Z, z1 6= z2} be the set of all bonds in Z.
On E(R2) the σ-algebra
FE(R2) := {{x1x2 ∈ E(R
2) : (x1, x2) ∈ B} : B ∈ (B
2)2}
is given. Let
E := {E ⊂ E(R2) : |{xy ∈ E : xy ⊂ B}| <∞ ∀ B ∈ B2b}
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be the configuration space of bonds, i. e. the set of all locally finite bond sets.
On E the σ-algebra FE is defined to be generated by the counting variables
NE′ : E→ N, E 7→ |E
′ ∩ E| (E′ ∈ FE(R2)).
For a countable set E ∈ E one can also consider the Bernoulli-σ-algebra
BE on EE := P(E) ⊂ E, which is defined to be generated by the family
of sets ({E′ ⊂ E : e ∈ E′})e∈E . It is easy to check that the inclusion
(EE ,BE) → (E,FE) is measurable. Thus any probability measure on (EE ,BE)
can trivially be extended to (E,FE).
Given a countable set E and a family (ǫe)e∈E of real numbers in [0, 1] the
Bernoulli measure on (P(E),BE) is defined as the unique probability measure
for which the events ( {E′ ⊂ E : e ∈ E′} )e∈E are independent with probabilities
(ǫe)e∈E .
3.3 Interaction and superstability
Our next step is to introduce the interaction between particles. As mentioned
before we will consider a ψ-dominated potential corresponding to J,K, U˜ as
defined in and below of (2.1). The energy of a finite configuration Y ∈ Y is
defined as
HU (Y ) :=
∑
y1y2∈E(Y )
U(y1, y2),
and for two finite configurations Y, Y ′ ∈ Y let
WU(Y, Y ′) :=
∑
y1∈Y
∑
y2∈Y ′
U(y1, y2) (3.1)
be the interaction energy of the configurations. Definition (3.1) can be
extended to infinite configuration Y ′ whenever WU(Y, Y ′Λ) converges as Λ ↑ R
2
through the net B2b .
For a configuration Y ∈ Y let Z2(Y ) := {r ∈ Z2 : NCr(Y ) > 0} be the
minimal set of lattice points such that the corresponding squares cover Y . Then
a potential is called superstable if there are real constants A > 0 and B ≥ 0
such that for all finite configurations Y ∈ Y
HU(Y ) ≥
∑
r∈Z2(Y )
[ANCr(Y )
2 −BNCr(Y )].
A potential is called lower regular if there is a decreasing function Ψ : N→ R+
such that ∑
r∈Z2
Ψ(‖r‖) < ∞ and
WU(Y, Y ′) ≥ −
∑
r∈Z2(Y )
∑
s∈Z2(Y ′)
Ψ(‖r − s‖) [
1
2
NCr(Y )
2 +
1
2
NCs(Y
′)2]
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for all finite configurations Y, Y ′ ∈ Y. Note that any ψ-dominated potential
corresponding to J,K, U˜ such that also K(x) ≥ −ψ(‖x‖) for all x ∈ R2 is
lower regular.
It is well known that for any superstable and lower regular potential U ,
any finite configuration Y ∈ Y and any tempered configuration Y ′ ∈ Yt the
interaction energy WU(Y, Y ′) exists in ]−∞,∞], see [R] for example.
3.4 Gibbs measures
Given a superstable and lower regular potential U , the Hamiltonian of a con-
figuration Y ∈ Y in Λ ∈ B2b with boundary condition Y¯Λc ∈ Yt is defined by
HUΛ (YΛY¯Λc) := H
U (YΛ) +W
U (YΛ, Y¯Λc) =
∑
y1y2∈E(YΛY¯Λc ): y
o
1y
o
2∩Λ 6=∅
U(y1, y2).
The integral
ZUΛ (Y¯ ) :=
∫
ν(dY ) e−H
U
Λ (YΛY¯Λc)
is called the partition function in Λ ∈ B2b for the boundary condition Y¯Λc ∈ Yt.
Using superstability and lower regularity of U and temperedness of Y¯ one can
show that ZUΛ (Y¯ ) is finite (see [R] for example), and considering the empty
configuration Y one can show that ZUΛ (Y¯ ) is positive. The Gibbs distribution
γUΛ (.|Y¯ ) in Λ ∈ Bb with boundary condition Y¯Λc ∈ Yt, potential U and activity
z is thus well defined by
γUΛ (A|Y¯ ) := Z
U
Λ (Y¯ )
−1
∫
ν(dY ) e−H
U
Λ (YΛY¯Λc )1A(YΛY¯Λc) for A ∈ FY.
γUΛ is a probability kernel from (Y,FY) to (Y,FY). Let γΛ := γ
U
Λ if it is clear
which potential is considered. Let
G(U) := {µ ∈P(Y,FY) : µ(Yt) = 1
µ(A|FY,R2\Λ) = γ
U
Λ (A|.) µ-a.s. ∀ A ∈ FY,Λ ∈ B
2
b}
be the set of all tempered Gibbs measures for the potential U and the activity
z. It is easy to see that for any probability measure µ ∈ P(Y,FY) such that
µ(Yt) = 1 the equivalence
µ ∈ G(U) ⇐⇒ (µγUΛ = µ ∀ Λ ∈ B
2
b)
holds. So for every µ ∈ G(U), f : Y→ R+ measurable and Λ ∈ B
2
b we have∫
µ(dY ) f(Y ) =
∫
µ(dY¯ )
∫
γUΛ (dY |Y¯ ) f(YΛY¯Λc). (3.2)
For a superstable and lower regular potential U and a tempered Gibbs
measure µ ∈ G(U), the correlation function ρU,µ of µ is defined by
ρU,µ(Y ) = e−H
U (Y )
∫
µ(dY¯ ) e−W
U (Y,Y¯ )
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for any finite configuration Y . It is a remarkable consequence of Ruelle’s su-
perstability estimates that there is a constant ξ ∈ R such that
ρU,µ(Y ) ≤ ξ|Y | (3.3)
for any finite configuration Y ∈ Y. (For a proof see [R].) We will call a
ξ ∈ R satisfying (3.3) a Ruelle bound. Actually we will need this bound on the
correlation function in the following way:
Lemma 1 Let U be a superstable and lower regular potential, µ ∈ G(U) a
tempered Gibbs measure and ξ ∈ R a Ruelle bound. Then we have∫
µ(dY )
∑6=
x1,...,xm∈Y o
f(x1, ..., xm) ≤ (zξ)
m
∫
dx1...dxm f(x1, ..., xm) (3.4)
for every integer m ≥ 0 and every measurable function f : (R2)m → R+.
We use Σ 6= as a shorthand notation for a multiple sum such that the summation
indices are assumed to be pairwise distinct.
3.5 Transformations of spins
Now let the spin space S be a compact topological space, and G be a compact,
connected Lie-group operating on S,
op : G× S → S, (τ, σ) 7→ op(τ, σ) =: τ(σ),
such that the operation is measurable.
For every τ ∈ G we also consider τ˜ : Y→ Y, τ˜(Y ) = {(x, τ(σ)) : (x, σ) ∈ Y },
and τ¯ : D → D, τ¯(x1, σ1;x2, σ2) = (x1, τ(σ1);x2, τ(σ2)). Usually these map-
pings will again be denoted by τ . Furthermore, for a configuration Y ∈ Y and
τ : Y o → G we write τY := τ(Y ) := {(x, τ(x)(σ)) : (x, σ) ∈ Y }.
τ ∈ G is called a symmetry of a given pair potential U if U ◦ τ = U . If this
holds for every τ ∈ G, then U is said to be G-invariant. The reference measure
λS is called G-invariant if λS ◦ τ
−1 = λS for all τ ∈ G, and a Gibbs measure
µ ∈ G(U) is called G-invariant if µ ◦ τ−1 = µ for all τ ∈ G.
4 The case of S1-action
We will first consider the mark space (S,B(S), λS) := (S
1,B(S1), λS1), where
S1 is the unit circle, B(S1) is the Borel-σ−algebra on S1 and λS1 is the
Lebesgue-measure on S1, and transformations τ ∈ G := {τσ : σ ∈ S
1}, where
τσ is defined to be the rotation with angle σ. For σ, σ
′ ∈ S1 = R/(2πZ)
we write τσ(σ
′) =: σ′ + σ. In order to simplify notation we identify
a rotation with its angle, i. e. we identify S1 = R/2πZ with [0, 2π[, and
so we consider functions on S1 as 2π-periodic functions on R whenever possible.
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If all rotations τ ∈ G are symmetries of the ψ-dominated potential U cor-
responding to J,K, U˜ , then U can also be written in the form
U(x1, σ1;x2, σ2) = J(x1 − x2)V (σ1 − σ2) +K(x1 − x2),
where V : S → R is defined by V (σ) := U˜(σ, 0). On the other hand a potential
of the above form is G-invariant. It is called the ψ-dominated potential cor-
responding to J,K, V . As an additional preliminary simplification we assume
that J ≥ 0. So we consider the follwing special case of theorem 1:
Theorem 2 Let U be a superstable, lower regular ψ-dominated potential cor-
responding to J,K, V such that J ≥ 0 and V is continuous.
Then every tempered Gibbs measure corresponding to U is G-invariant.
In the following subsections we will give a proof of this theorem.
4.1 Constants and Decomposition of V
Let U be a potential with the properties stated in Theorem 2, µ ∈ G(U) a
tempered Gibbs measure and ξ ∈ R a Ruelle bound satisfying (3.3) and 1 < 2zξ,
where again z is the intensity of the underlying Poisson point process. As a
consequence of the ψ-domination of J and the integrability condition on ψ there
is a real constant cJ such that
1 + ψ(0) +
∫
J(x)(1 + ‖x‖2)dx ≤ cJ ,
and there are real constants c(R) for R ≥ 0 such that limR→∞ c(R) = 0 and for
all R ≥ 0 ∫
1{|x|≥R} J(x)dx ≤ c(R). (4.1)
We want to show the G-invariance of µ by an argument similar to the one given
in [G1], chapter 9.1, proposition (9.1). So we fix a transformation τ ∈]0, π[,
a test cylinder event B ∈ FY,Λn′ (n
′ ∈ N) and a real δ > 0. Furthermore let
1 > ǫ > 0 such that
cJǫ < 2cJzξǫ < 1, (4.2)
As the above parameters are fixed for the whole proof we will ignore the
dependence of any variable on any of the above parameters.
As V is a continuous function on S1, V can be approximated by trigonomet-
ric polynomials due to the Weierstraß theorem. So we have the decomposition
V = V˜ − v˜, such that V˜ is smooth (i. e. twice continuously differentiable), and
|v˜| < ǫ2 . Defining v := v˜ +
ǫ
2 and V¯ := V˜ +
ǫ
2 we get the decomposition
V = V¯ − v with smooth V¯ and 0 < v < ǫ.
By symmetrizing V¯ and v we can assume V¯ and v to be symmetric. Let U¯ be
the ψ-dominated potential corresponding to J,K, V¯ .
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4.2 Decomposition of µ and the bond process
For n ∈ N and X ∈ X we consider the bond set
E(X,n) := {x1x2 ∈ E(X) : J(x1 − x2) 6= 0, x1x2 ∩ Λn 6= ∅}.
In order to be able to extend the decomposition of the potential function V to
a decomposition of the Hamiltonian we need :
Lemma 2 For each n ∈ N there is a set Xn ∈ FX such that µ(Xn) = 1 and∑
x1x2∈E(X,n)
J(x1 − x2) < ∞ ∀ X ∈ Xn.
Now let n ∈ N and Y ∈ Xn be fixed. Because of lemma 2 we have
HUΛn(Y ) = H
U¯
Λn(Y )−
∑
x1x2∈E(Y o,n)
J(x1 − x2) v(σx1(Y )− σx2(Y )),
and therefore
e−H
U
Λn
(Y ) =
∑′
A⊂E(Y o,n)
Vn(A,Y ), (4.3)
where we have used the shorthand notation
Vn(A,Y ) := e
−HU¯Λn (Y )
∏
x1x2∈A
[eJ(x1−x2) v(σx1 (Y )−σx2 (Y )) − 1]
for n ∈ N, Y ∈ Y and finite A ⊂ E(Y o, n). The summation symbol
∑′ in (4.3)
indicates that the sum extends over finite subsets only. For n ∈ N, X ∈ XΛn ,
Y¯ ∈ YΛcn such that XY¯
o ∈ Xn, finite A ⊂ En := E(XY¯
o, n), E′ ∈ BEn and
D ∈ FY we define
Wn(X, Y¯ ) :=
∫
dσX e
−HUΛn ((X,σ)Y¯ )
Wn(A,X, Y¯ ) :=
∫
dσX Vn(A, (X,σ)Y¯ )
πn(E
′|X, Y¯ ) :=
∑′
A∈E′
Wn(A,X, Y¯ )
Wn(X, Y¯ )
αn(D|A,X, Y¯ ) :=
1
Wn(A,X, Y¯ )
∫
dσX Vn(A, (X,σ)Y¯ ) 1D((X,σ)Y¯ ).
As J and v are nonnegative the above factors and integrands are nonnegative,
too, and so all products and integrals are well defined. If Wn(X, Y¯ ) = 0 or
XY¯ o /∈ Xn we define πn(.|X, Y¯ ) to be the probability measure on (EEn ,BEn)
with whole weight on the empty set. If Wn(A,X, Y¯ ) = 0 or XY¯
o /∈ Xn or A ∈ E
is not a finite subset of En let αn(.|A,X, Y¯ ) be an arbitrary fixed probability
measure on (Y,FY). For n ∈ N, X ∈ XΛn and Y¯ ∈ YΛcn such that Wn(X, Y¯ ) > 0
and XY¯ o ∈ Xn we have by (4.3)
πn(EEn |X, Y¯ ) =
1
Wn(X, Y¯ )
∑′
A⊂En
∫
dσX Vn(A, (X,σ)Y¯ ) = 1.
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Therefore πn(.|X, Y¯ ) is a probability measure on (EEn ,B(EEn)) and can be con-
sidered as a probability measure on (E,FE) as remarked earlier. All above func-
tions are measurable in their arguments with respect to the given σ-algebras,
which is an easy application of the measurability parts of Fubini’s theorem and
Campbell’s theorem (see [MKM], Proposition 5.1.2. for example). Hence both
πn and αn are probability kernels. By the above definitions and by (4.3) for
every D ∈ FY and Y¯ ∈ Y one has the decomposition
γΛn(D ∩ Xn|Y¯ )
=
1
ZUΛn(Y¯ )
∫
νo(dX)
∫
S
XΛn
dσXΛn e
−HUΛn ((XΛn ,σ)Y¯Λcn ) 1(D∩Xn)((XΛn , σ)Y¯Λcn)
=
∫
γoΛn(dX|Y¯ ) 1Xn(XΛn Y¯
o
Λcn
)
∫
πn(dA|XΛn , Y¯Λcn) αn(D|A,XΛn , Y¯Λcn),
(4.4)
where γoΛn(.|Y¯ ) := γΛn(.|Y¯ ) ◦ o
−1. Now we want to examine the percolation
process given by πn. So let n ∈ N, Y ∈ Y and En := E(Y
o, n). πn(.|Y
o
Λn
, YΛcn)
has its whole weight on the countable set of finite subsets A ⊂ En, but this
measure shows a strong dependence of different bonds. Fortunately, this mea-
sure is stochastically dominated () by a Bernoulli measure, where the order on
the underlying space EEn is given by the inclusion. This stochastic domination
will be an important tool for evaluating bond probabilities. For a definition of
stochastic domination see [GHM], for example.
More precisely, for given X ∈ X let π(.|X) be the Bernoulli measure on
(EE(X),BE(X)) with bond probabilities ǫx1x2 := J(x1 − x2)ǫ for x1x2 ∈ E(X).
Note that 0 ≤ ǫx1x2 ≤ 1 for all bonds x1x2 ∈ E(X), which is a consequence of
the condition on ǫ in (4.2), and even 0 < ǫx1x2 for all x1x2 ∈ E(X,n). Again
π(.|X) can be considered as a probability measure on (E,FE), and indeed is a
probability kernel. We now have
Lemma 3 For all n ∈ N and Y ∈ Y,
πn(.|Y
o
Λn , YΛcn)  π(.|Y
o). (4.5)
4.3 Deforming the spin transformations
For a configuration of positions X ∈ X and a bond set A ⊂ E(X) let
A
←→ :=
A,X
←→ be the equivalence relation on X such that for all x1, x2 ∈ X we have
x1
A,X
←→ x2 iff either x1 = x2 or there is a finite path in X joining x1 and x2 and
using bonds in A only. For x1 6= x2 ∈ X, the inequality
π(x1
.
←→ x2|X) ≤
∑
m≥1
∑6=
x′0,...,x
′
m∈X:
x′0=x1,x
′
m=x2
ǫm
m∏
i=1
J(x′i − x
′
i−1) (4.6)
is an easy consequence of the above definition. For a configuration X ∈ X, a
bond set A ⊂ E(X) and a point x ∈ X let
CA,X(x) := {x
′ ∈ X : x
A
←→ x′}
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be the percolation cluster of x in (X,A). Furthermore we want to consider the
range of clusters, so for x ∈ X and Λ ∈ B2b let
rA,X(x) := sup{‖x
′‖ : x′ ∈ CA,X(x)} and
rA,X(Λ) :=
{
max{rA,X(x
′) : x′ ∈ Λ ∩X} for Λ ∩X 6= ∅
0 for Λ ∩X = ∅.
Obviously ‖x‖ ≤ rA,X(x) ≤ ∞ and rA,X(Λ) ≤ ∞. Now we have an estimate
for the range of the cluster of the given set Λn′ , where n
′ is the natural number
fixed in section 4.1.
Lemma 4 There exists an integer R > n′ and a set XR ∈ FX such that
µ(XR) ≥ 1− 2δ and, for every Y ∈ XR and n ≥ n
′,
πn({A : rA,Y o(Λn′) ≥ R} | Y
o
Λn , YΛcn) ≤ δ. (4.7)
From now on let an integer R ≥ 2 with the above property be fixed. In order to
construct the spin deformation we define the functions q : R→ R, Q : R→ R,
r : R×R+ → R and τn : R
2 → S1 for n > R by
q(s) := 1{s≤2} +
1
s log(s)
1{s>2}, Q(k) :=
∫ k
0
q(s)ds,
r(s, k) := 1{s≤0} +
∫ k
s
q(s′)
Q(k)
ds′1{0<s<k}, τn(x) := τ · r(‖x‖ −R,n−R).
Lemma 5 For all n > R and x, x′ ∈ R2 such that ‖x′‖ ≥ ‖x‖ we have
0 ≤ τn(x)− τn(x
′) ≤ τ‖x− x′‖
q(‖x‖ −R)
Q(n−R)
, (4.8)
limn→∞Q(n) =∞,
τn(x) = τ for ‖x‖ ≤ R and τn(x) = 0 for ‖x‖ ≥ n. (4.9)
However, what we really need here is a spin deformation which is constant on
points joined by a bond of a given set A. So, for n ∈ N, X ∈ X and A ⊂ E(X,n)
we define τX,An : X → S1 by
τX,An (x) := min { τn(x
′) : x′ ∈ X and x
A
←→ x′ }.
This spin deformation can be seen to be measurable in x,X and A with respect
to the given σ-algebras using Campbell’s theorem. Because of (4.9) we have
τn(x
′) = 0 for ‖x′‖ ≥ n, so the minimum is attained at some point tA(x) ∈ X
(tA(x) := x for ‖x‖ ≥ n). By construction we have
‖tA(x)‖ ≥ ‖x‖, tA(x)
A
←→ x, τX,An (x) = τn(tA(x)) ∀ x ∈ X
and τX,An (x) = τ
X,A
n (x
′) ∀ x, x′ ∈ X such that x
A
←→ x′.
(4.10)
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4.4 Proof of Theorem 2
In order to simplify notation, for n ∈ N, X ∈ X and En := E(X,n) let fn,X :
EEn → R be defined by
fn,X(A) :=
∑
xx′∈En
J(x− x′)(τX,An (x)− τ
X,A
n (x
′))2. (4.11)
Lemma 6 There exists an integer n > R and a set of configurations XR,n ∈ FX
such that µ(XR,n) ≥ 1− δ and, for every Y ∈ XR,n,
πn
(
fn,Y o ≥
2
‖V¯ ′′‖
∣∣∣ Y oΛn , YΛcn) ≤ δ. (4.12)
Let such an n be fixed for the rest of the proof, let Xδ := XR,n ∩ XR ∩ Xn be
the set of good configurations of positions, and for X ∈ X let
An,X :=
{
A ⊂ E(X,n) : rA,X(Λn′) < R, fn,X(A) <
2
‖V¯ ′′‖
}
be the set of good bond sets.
Lemma 7 For every Y ∈ Xδ and A ∈ An,Y o we have
µ(Xδ) ≥ 1− 3δ and πn(An,Y o | Y
o
Λn , YΛcn) ≥ 1− 2δ, (4.13)
τY
o,A
n (x) = τ ∀ x ∈ Y
o
Λn′
and τY
o,A
n (x) = 0 ∀ x ∈ Y
o
Λcn
, (4.14)
e
2
e−H
U¯
Λn
((τY
o,A
n )
−1Y ) +
e
2
e−H
U¯
Λn
(τY
o,A
n Y ) ≥ e−H
U¯
Λn
(Y ). (4.15)
All these facts together imply
Lemma 8 For the integer n and the set Xδ we have
e
2
γΛn(τ
−1B ∩Xδ|Y¯ ) +
e
2
γΛn(τB ∩Xδ|Y¯ ) ≥ γΛn(B ∩Xδ|Y¯ ) − 2δ. (4.16)
Now integrating (4.16) - using property (3.2) of µ and (4.13) - yields
e
2
µ(τ−1B) +
e
2
µ(τB) ≥ µ(B) − 5δ
for arbitrary µ ∈ G(U), τ ∈ G, n′ ∈ N,B ∈ FY,Λn′ and δ > 0. Letting δ → 0
the assertion of the theorem follows by using results from the general theory of
Gibbs measures, see [G1], chapter 9.1, proposition (9.1) for example.
5 Proofs of the lemmas
5.1 Property of the correlation function: Lemma 1
Let U be a superstable and lower regular potential, µ ∈ G(U) a tempered Gibbs
measure, ξ ∈ R a correlation bound, m ≥ 0 an integer and f : (R2)m → R+ a
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measurable function. The Poisson point process ν satisfies for every measurable
g : YΛn → R+∫
ν(dY )
∑6=
x1,...,xm∈Y oΛN
f(x1, ..., xm) g(Y )
= zm
∫
Λm
N
dx1...dxm
∫
Em
dσ1...dσm f(x1, ..., xm)
∫
ν(dY ′) g((X,σ)mY
′),
where (X,σ)m := {(xi, σi) : 1 ≤ i ≤ m}. Using this equality, the characterisa-
tion of Gibbs measures (3.2), the definition of the conditional Gibbs distribution
and the definition of the correlation function we get∫
µ(dY )
∑6=
x1,...xm∈Y oΛN
f(x1, ..., xm)
=
∫
µ(dY¯ )
1
ZUΛN (Y¯ )
∫
ν(dY )
∑6=
x1,...xm∈Y oΛN
f(x1, ..., xm) e
−HUΛN
(YΛN Y¯ΛcN
)
=
∫
Λm
N
dx1...dxm
∫
dσ1...dσm f(x1, ..., xm) z
m ρU,µ((X,σ)m)
≤ (zξ)m
∫
Λm
N
dx1...dxm f(x1, ..., xm),
where we have used the bound (3.3) on the correlation function in the last step.
Letting N →∞ the assertion (3.4) follows from the monotone limit theorem.
5.2 Convergence of energy sums: Lemma 2
Let n ∈ N. For every X ∈ X we have
∑
x1x2⊂E(X,n)
J(x1 − x2) ≤
∑6=
x1,x2∈X
1{x1∈Λn} J(x1 − x2), so
∫
µ(dY )
∑
x1x2⊂E(Y o,n)
J(x1 − x2) ≤ (zξ)
2
∫
dx1dx2 1{x1∈Λn} J(x1 − x2)
by lemma 1, and the right hand side of the last inequality is at most
cJ(2nzξ)
2 <∞. So the assertion is true for
Xn :=
{
X ∈ X :
∑
x1x2⊂E(X,n)
J(x1 − x2) < ∞
}
.
5.3 Stochastic domination: Lemma 3
A general sufficient condition for stochastic domination in a situation like the
one considered is given by R. Holley (see [H] e. g.). The result is the following:
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Lemma 9 Let Z = {e1, e2, ...} be a countable set, (ǫe)e∈Z a familiy of reals
in ]0, 1], BZ the Bernoulli-σ-algebra on P(Z), and let A and Aǫ be random
variables with values in (P(Z),BZ) such that Aǫ is a Bernoulli process with
bond probabilities ǫe, and for every e ∈ Z we have P (e ∈ A|A \ e) ≤ ǫe a. s. .
Then L(A)  L(Aǫ).
Proof: Let all assumptions of the lemma hold. First we consider the finite sets
Z(n) := {e1, ..., en} and let A
(n),A
(n)
ǫ be the restrictions of A,Aǫ to Z
(n), i. e.
A(n) = A ∩ Z(n) and A
(n)
ǫ = Aǫ ∩ Z
(n). For any n ∈ N and e ∈ Z(n) we have
P (e ∈ A(n)|A(n) \ e) ≤ ǫe a. s. , which is a straightforward consequence of
P (e ∈ A|A \ e) ≤ ǫe a. s. and the properties of conditional probabilities. Now
the criterion of R. Holley (as presented in [GHM], Theorem 4.8., for example)
gives L(A(n))  L(A
(n)
ǫ ). If L(A(n)) and L(A
(n)
ǫ ) are considered as measures
on (P(Z),BZ) we observe that
L(A(n))→ L(A) and L(A(n)ǫ )→ L(Aǫ) weakly as n→∞.
As stochastic domination is preserved under weak limits (see [GHM], Cor. 4.7.,
for example) we get L(A)  L(Aǫ). 
Now, turning to the proof of lemma 3 let n ∈ N, Y ∈ Y and En := E(Y
o, n).
In order to show that πn(.|Y
o
Λn
, YΛcn)  π(.|Y
o) we may consider both mea-
sures as measures on (EEn ,BEn). We also may assume that Y
o ∈ Xn and
Wn(YΛn , Y
o
Λcn
) > 0. By lemma 9 it is sufficient to show that, for every bond
x1x2 ∈ En and every finite bond set D ⊂ En \ {x1x2},
πn({x1x2} ∪D | Y
o
Λn , YΛcn) ≤ ǫx1x2 πn({D, {x1, x2} ∪D} | Y
o
Λn , YΛcn).
(Here we have used that the whole weight of πn(.|Y
o
Λn
, YΛcn) is on the countable
set of finite bond sets.) So let x1x2 ∈ En and D ⊂ En \ {x1x2} be finite. By
the definition of πn the last inequality is equivalent to∫
dσY oΛn Vn(D, (Y
o
Λn , σ)YΛcn)
[
ǫx1x2
+ (ǫx1x2 − 1)
(
eJ(x1−x2)v(σx1 ((Y
o
Λn
,σ)Y¯Λcn )−σx2 ((Y
o
Λn
,σ)Y¯Λcn )) − 1
) ]
≥ 0.
But since 0 < ǫx1x2 ≤ 1 and 0 < v < ǫ, the term in the brackets is at least
ǫx1x2 + (ǫx1x2 − 1)(e
ǫx1x2 − 1) ≥ 0,
which completes the proof of the Lemma 3.
5.4 Cluster bounds: Lemma 4
Let n ≥ n′ be a fixed integer. For a given configuration X ∈ X and a bond set
A ∈ E(X,n) we consider the cardinality of the cluster of points from Λ := Λn′ ,
which is defined by
CΛ(A) := |
⋃
x∈XΛ
CA,X(x)|.
14
For all X ∈ X we have the estimate∫
π(dA|X) CΛ(A) ≤
∫
π(dA|X)
∑
x∈XΛ
∑
x′∈X
1
{x
A
←→x′}
=
∑
x∈XΛ
∑
x′∈X
π(x
.
←→ x′|X)
≤
∑
m≥0
ǫm
∑6=
x0,...,xm∈X
1x0∈Λ
m∏
i=1
J(xi − xi−1) =: f(X),
where we have used (4.6). By Lemma 1 we have∫
µ(dY )f(Y o) ≤
∑
m≥0
ǫm (zξ)m+1
∫
dx0...dxm 1x0∈Λ
m∏
i=1
J(xi − xi−1)
≤ zξ(2n′)2
∑
m≥0
(zξǫcJ )
m =: c < ∞
due to (4.2). Letting
X′R :=
{
X ∈ X : f(X) ≤
c
δ
}
we get µ(X′R) ≥ 1 − δ from Chebyshev’s inequality, and for any X ∈ X
′
R we
have again by Chebyshev’s inequality that
π
(
CΛ >
2c
δ3
∣∣∣ X) ≤ δ3
2c
∫
π(dA|X) CΛ(A) ≤
δ2
2
.
Now let n ≥ n′, R > n′ and X ∈ X′R. Then, by the above estimate,
π(r.,X(Λ) ≥ R | X)
≤ π
(
CΛ >
2c
δ3
∣∣∣ X) + π(CΛ ≤ 2c
δ3
, r . ,X(Λ) ≥ R
∣∣∣ X)
≤
δ2
2
+ π
({
A : ∃ 1 ≤ m ≤
2c
δ3
∃ distinct x0, ..., xm ∈ X :
∃ 1 ≤ j ≤ m : x0 ∈ Λ, ‖xj − xj−1‖ ≥
(R−n′)δ3
2c
, xi−1xi ∈ A ∀ i
} ∣∣∣ X)
=
δ2
2
+
∑
m≥1
m∑
j=1
∑ 6=
x0,...,xm∈X
1
{x0∈Λ,‖xj−xj−1‖≥
(R−n′)δ3
2c
}
ǫm
m∏
i=1
J(xi − xi−1)
=:
δ2
2
+ fR(X),
and Lemma 1 yields∫
µ(dY )fR(Y
o) ≤
∑
m≥1
ǫm
m∑
j=1
(zξ)m+1
∫
dx0...dxm
[
1
{x0∈Λ,‖xj−xj−1‖≥
(R−n′)δ3
2c
}
m∏
i=1
J(xi − xi−1)
]
≤ zξ
∑
m≥1
(zξǫ)m m (2n)′2 cm−1J c
(
(R−n′)δ3
2c
)
.
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In the last step, the integrals have been estimated backwards from xm to x0,
where integration over xj gives the constant c
( (R−n′)δ3
2c
)
defined in (4.1). As
limR→∞ c
( (R−n′)δ3
2c
)
= 0 and the sum over m is finite by condition (4.2), we can
fix an R > n′ such that∫
µ(dY )
( δ2
2
+ fR(Y
o)
)
≤ δ2. (5.1)
Now let
X′′R :=
{
X ∈ X :
δ2
2
+ fR(X) ≤ δ
}
and XR := X
′′
R ∩ X
′
R, then by Chebyshev’s inequality and (5.1) we have
µ(X′′R) ≥ 1 − δ, and hence µ(XR) ≥ 1 − 2δ. For every Y ∈ XR the event
{A : rA,Y o(Λ) ≥ R} is increasing, so by stochastic domination (4.5) we have
πn({A : rA,Y o(Λ) ≥ R} | Y
o
Λn , YΛcn) ≤ πn,ǫ({A : rA,Y o(Λ) ≥ R} | Y
o)
≤
δ2
2
+ fR(Y
o) ≤ δ.
5.5 Properties of τn and Q: Lemma 5
(4.9) is evident from the definition of τn, and limn→∞Q(n) = ∞ is a con-
sequence of log log n ≤ Q(n) for n ≥ 2. For (4.8) let x, x′ ∈ R2 such that
‖x′‖ ≥ ‖x‖. The left inequality is trivial and for the right inequality we may
assume that ‖x′‖ > R and ‖x‖ < n because of (4.9). Hence
r(‖x‖ −R,n−R)− r(‖x′‖ −R,n−R) =
∫ min{‖x′‖,n}
max{R,‖x‖}
q(s′ −R)
Q(n−R)
ds′
≤ (‖x′‖ − ‖x‖)
q(‖x‖ −R)
Q(n−R)
≤ ‖x′ − x‖
q(‖x‖ −R)
Q(n−R)
,
where we have used the monotonicity of q and the triangle inequality. Now
(4.8) follows immediately.
5.6 Probability of bad bond sets: Lemma 6
First of all we state two easy facts. First,
‖xm − x0‖
2 ≤ m
m∏
i=1
(‖xi − xi−1‖
2 + 1) ∀ m ≥ 1, x0, ..., xm ∈ R
2, (5.2)
by the triangle inequality and the arithmetic-quadratic mean inequality. Sec-
ondly,∫
Λn
dx q(‖x‖ −R)2 ≤ 8(R+ 3)2 + 8RQ(n−R) ∀ n ≥ R, (5.3)
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which is obtained by the substitution t := ‖x‖:
∫
Λn
dx q(‖x‖ −R)2 ≤
∫ R+3
0
dt 8t +
∫ n−R
3
dt 8(t+R)q(t)2
≤ 8(R + 3)2 + 8R
∫ n−R
0
q(t)dt = 8(R + 3)2 + 8RQ(n−R),
where we have used in the first step that q(t) ≤ 1 ∀ t ∈ R, and in the second
step that t+R ≤ tR for t, R ≥ 2, and tq(t) ≤ 1 ∀ t ≥ 3.
Now for the proof of Lemma 6 let n > R and Y ∈ Y be arbitrary. Using the
arithmetic-quadratic mean inequality to estimate (τX,An (x)− τ
X,A
n (x′))2 we get
fn,Y o(A) ≤ 6
∑
x,x′∈Y o
1{x 6=x′} J(x− x
′) (τn(tA(x))− τn(x))
2
+ 3
∑
x,x′∈Y o
1{‖x‖≤‖x′‖} J(x− x
′) (τn(x)− τn(x
′))2.
Substituting z := tA(x) and introducing 1{z=tA(x)} in the first sum we need only
consider z ∈ Y o such that ‖x‖ ≤ ‖z‖ and x 6= z. By distinguishing the cases
z 6= x, x′ and z = x′ and by using {A : tA(x) = z} ⊂ {A : x
A
←→ z} we can
estimate the expectation value of fn,Y o by∫
πn(dA|Y
o
Λn , YΛcn) fn,Y o(A)
≤ 6
∑6=
x,x′,z∈Y o
1{‖x‖≤‖z‖} J(x− x
′) (τn(z)− τn(x))
2 πn(x
.
←→ z|Y oΛn , YΛcn)
+ 9
∑ 6=
x,z∈Y o
1{‖x‖≤‖z‖} J(x− z) (τn(x)− τn(z))
2
Next we use the stochastic domination (4.5) for the increasing events x
.
←→ z
to estimate πn(x
.
←→ z|Y oΛn , YΛcn), and we use (4.8) from Lemma 5, noting that
τn(x) = 0 = τn(z) for n < ‖x‖ ≤ ‖z‖. So we get∫
πn(dA|Y
o
Λn , YΛcn) fn,Y o(A)
≤ 6
∑6=
x,x′,z∈Y o
1{x∈Λn} J(x− x
′) τ2 ‖x− z‖2
q(‖x‖ −R)2
Q(n−R)2
π(x
.
←→ z|Y o)
+ 9
∑ 6=
x,z∈Y o
1{x∈Λn} J(x− z) τ
2‖x− z‖2
q(‖x‖ −R)2
Q(n−R)2
=: Σ1(Y
o, n) + Σ2(Y
o, n).
In order to deal with Σ1(Y
o, n) we distinguish the paths x0, ..., xm from x to z
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analogously to (4.6) and distinguish the cases xj = x
′ and xj 6= x
′ ∀ j. Hence
Σ1(Y
o, n) ≤ 6
∑
m≥1
ǫm
∑ 6=
x′,x0,...,xm∈Y o
1{x0∈Λn} J(x0 − x
′)
τ2 ‖x0 − xm‖
2 q(‖x0‖ −R)
2
Q(n−R)2
m∏
i=1
J(xi − xi−1)
+ 6
∑
m≥1
ǫm
m−1∑
j=1
∑ 6=
x0,...,xm∈Y o
1{x0∈Λn} J(x0 − xj)
τ2 ‖x0 − xm‖
2 q(‖x0‖ −R)
2
Q(n−R)2
m∏
i=1
J(xi − xi−1).
Applying Lemma 1 we thus find∫
µ(dY ) Σ1(Y
o, n)
≤ 6
∑
m≥1
ǫm (zξ)m+1
∫
dx0...dxm
[
1{x0∈Λn} τ
2 ‖x0 − xm‖
2 q(‖x0‖ −R)
2
Q(n−R)2
m∏
i=1
J(xi − xi−1)
(
zξ
∫
dx′J(x0 − x
′) +
m−1∑
j=1
J(x0 − xj)
)]
.
After applying (5.2) to ‖x0−xm‖
2 and estimating the parentheses (.) by zξcJm
we evaluate the integrals backwards from xm to x1:∫
µ(dY )Σ1(Y
o, n)
≤ 6
∑
m≥1
m2ǫm cJ(zξ)
m+2 (2cJ )
mτ2
∫
dx 1{x∈Λn}
q(‖x‖ −R)2
Q(n−R)2
≤ 6 cJ(ξzτ)
2 [
∑
m≥1
m2(2ǫcJξz)
m]
8(R + 3)2 + 8RQ(n−R)
Q(n−R)2
,
where we have used (5.3) in the last step. The expectation value of Σ2 can be
treated similarly, and the estimates together give∫
µ(dY )
[
Σ1(Y
o, n) + Σ2(Y
o, n)
]
≤
[
6
∑
m≥1
m2(2ǫcJξz)
m + 9
]
cJ (τzξ)
2 8(R + 3)
2 + 8RQ(n−R)
Q(n−R)2
.
The sum over m is finite by the choice of ǫ (4.2), and because of limk→∞Q(k) =
∞ the fraction on the right hand side can be made arbitrarily small choosing
n large enough. So there is an integer n > R such that∫
µ(dY )
[
Σ1(Y
o, n) + Σ2(Y
o, n)
]
≤
2δ2
‖V ′′‖
. (5.4)
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Let
XR,n :=
{
X ∈ X : Σ1(X,n) + Σ2(X,n) ≤
2δ
‖V ′′‖
}
,
then we have found n and XR,n as desired, as by (5.4) and Chebyshev’s inequal-
ity we have µ(XR,n) ≥ 1− δ, and for every Y ∈ XR,n we have by the definition
of XR,n, Σ1 and Σ2 and again by Chebyshev’s inequality
πn
(
fn,Y o ≥
2
‖V¯ ′′‖
∣∣∣ Y oΛn , YΛcn) ≤ δ.
5.7 Properties of good configurations and bond sets: Lemma 7
Let Y ∈ Xδ, A ∈ An,Y o and En := E(Y
o, n). The inequalities (4.13) then follow
immediately from Lemma 4 and Lemma 6. (4.14) follows from (4.9) because
rA,Y o(Λn′) < R. For (4.15) we consider V¯ as a 2π-periodic function on R. By
the smoothness of V¯ we can use a Taylor expansion to obtain for all a, b ∈ R
V¯ (a+ b) + V¯ (a− b)− 2V¯ (a) ≤ ‖V¯ ′′‖b2,
where ‖V¯ ′′‖ < ∞, as V¯ ′′ is continuous on a compact space. W.l.o.g. we may
assume the right hand side of (4.15) to be positive, hence |H U¯Λn(Y )| <∞. So we
have, introducing ηx1,x2 := σx1(Y )−σx2(Y ) and ϑx1,x2 := τ
X,A
n (x1)− τ
X,A
n (x2),
H U¯Λn((τ
X,A
n )
−1Y ) + H U¯Λn(τ
X,A
n Y ) − 2H
U¯
Λn(Y )
=
∑
x1x2∈En
J(x1 − x2)
[
V¯ (ηx1,x2 − ϑx1,x2) + V¯ (ηx1,x2 + ϑx1,x2)− 2V¯ (ηx1,x2)
]
≤
∑
x1x2∈En
J(x1 − x2) ‖V¯
′′‖ ϑ2x1,x2 = ‖V¯
′′‖ fn,Y o(A).
By the convexity of the exponential function we conclude
e
2
e−H
U¯
Λn
((τX,An )
−1Y ) +
e
2
e−H
U¯
Λn
(τX,An Y ) ≥ e1−
1
2
HU¯Λn ((τ
X,A
n )
−1Y )− 1
2
HU¯Λn (τ
X,A
n Y )
≥ e1−
‖V¯ ′′‖
2
fn,Y o (A) · e−H
U¯
Λn
(Y ) ≥ e−H
U¯
Λn
(Y ).
5.8 Inequality for the specifications: Lemma 8
By (4.4) it is sufficient to prove that for every Y ∈ Xδ we have∫
πn(dA|Y
o
Λn , YΛcn)
[ e
2
αn(τ
−1B|A,Y oΛn , YΛcn)
+
e
2
αn(τB|A,Y
o
Λn , YΛcn) − αn(B|A,Y
o
Λn , YΛcn)
]
+ 2δ ≥ 0,
and because of (4.13) it suffices to show that, for every Y ∈ Xδ and every
finite A ∈ An,Y o such that Wn(A,Y
o
Λn
, YΛcn) > 0, the term in square brackets is
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nonnegative. By definition of αn, this will follow once we have shown that for
every X ∈ XΛn , Y ∈ YΛcn and every finite A ∈ An,XY o we have∫
dσ′Xe
−HU¯Λn (Y σ
′)
( e
2
1τ−1B(Y σ
′) +
e
2
1τB(Y σ
′)− 1B(Y σ
′)
)
·
∏
x1x2∈A
(eJ(x1−x2)v(σx1 (Y σ
′)−σx2 (Y σ
′)) − 1) ≥ 0,
(5.5)
where we have used the notation Y σ := (X,σ)Y . So let X, Y and A as above.
The integral on the left hand side of (5.5) can be split into the three parts
I−, I+ and I0 corresponding to the terms τ
−1B, τB and B, and for any x ∈ X
we make the substitutions σx := σ
′
x+τ
X,A
n (x) and σx := σ
′
x−τ
X,A
n (x) in I− and
I+ respectively. Because of (4.14) the spin transformation τ
X,A
n has no effect
outside of Λn, so that Y σ
′ = (τX,An )−1(Y σ) and Y σ′ = τ
X,A
n (Y σ) respectively.
Because of (4.14) we have τ−1B = (τAn )
−1B and τB = τAn B, so that after
the substitution the indicator functions simplify to 1B(Y σ). Because of (4.10),
τX,An is constant on particles joined by bonds in A, so in I− we have
σx1(Y σ)− σx2(Y σ) = σx1(τ
X,A
n (Y σ
′))− σx2(τ
X,A
n (Y σ
′))
= σx1(Y σ
′) + τX,An (x1)− σx2(Y σ
′)− τX,An (x2) = σx1(Y σ
′)− σx2(Y σ
′),
for every σ ∈ (S1)X and for every bond x1x2 ∈ A, and the same holds for I+.
Therefore the left hand side of (5.5) is equal to∫
dσX
[
1B(Y σ)
∏
x1x2∈A
(
eJ(x1−x2)v(σx1 (Y σ)−σx2 (Y σ)) − 1
)
·
( e
2
e−H
U¯
Λn
((τX,An )
−1(Y σ)) +
e
2
e−H
U¯
Λn
(τX,An (Y σ)) − e−H
U¯
Λn
(Y σ)
) ]
,
which is nonnegative by (4.15) from Lemma 7. This proves (5.5) and completes
the proof of the Lemma 8.
6 Proof of Theorem 1
Let the assumptions of Theorem 1 hold. First we observe that for every τ ∈ G
there is a torus T such that τ ∈ T and T is a subgroup of G. Every torus is
a finite product of compact 1-dimensional subgroups of G, so w.l.o.g. we may
assume that τ is contained in such a subgroup, i. e. we may assume that G
is a compact 1-dimensional Lie-group, and hence that G = S1 (for details see
[DS] for example).
For general S we have to modify the decomposition of V . What we need is
a decomposition V = V¯ − v as guaranteed by Lemma 10 presented below.
In order to deal with general J we have to construct two different decom-
positions of V : For (x1, σ1), (x2, σ2) ∈ R
2 × S such that J(x1 − x2) ≥ 0 we
decompose as before: V (σ1, σ2) = V¯+(σ1, σ2)−v+(σ1, σ2), but if J(x1−x2) < 0
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we decompose V (σ1, σ2) = V¯−(σ1, σ2) + v−(σ1, σ2), where v− and V¯− have the
same properties as v+ and V¯+ respectively. This decomposition is also obtained
analogously to the following lemma.
The rest of the proof simply carries over. 
We still need
Lemma 10 Let E be a compact topological space and let S1 operate on E
continuously. Let V : E2 → R be a continuous mapping. Then we have a
decomposition V = V¯ −v such that 0 < v < ǫ, V¯ is symmetric and S1-invariant
and such that V¯ (a, τb) is twice continuously differentiable with respect to τ such
that ∂2τ V¯ (a, τb) is bounded uniformly in a and b.
Proof:
Here we consider S1 = R/Z and we identify functions on S1 with periodic
functions on R. As a function of all three arguments V (a, τb) is continuous on
the compact space E2 × S1, and therefore uniformly continuous. Hence there
exists a δ > 0 such that
∀ a, b ∈ E ∀ τ ′, τ ∈ R : |τ ′ − τ | < 2δ ⇒ |V (a, τ ′b)− V (a, τb)| <
ǫ
2
. (6.1)
For this δ we choose a twice continuously differentiable symmetric probability
density fδ : R→ R+ with support in [−δ, δ], for example
fδ(t) := c · 1]−δ,δ[(t) · e
− δ
2
δ2−t2 with c :=
∫ δ
−δ
e
− δ
2
δ2−t2 dt.
Setting
V¯ (a, b) :=
∫
dt fδ(t)V (a, tb) +
ǫ
2
and v := V¯ − V
gives us the desired decomposition. V¯ is measurable by Fubini’s theorem, and
symmetric, because V is symmetric and S1-invariant and fδ is symmetric. V¯ is
S1-invariant because V is. 0 < v < ǫ is a straightforward consequence of (6.1)
and the small support of fδ. Finally, V¯ (a, τb) =
∫
dt fδ(t−τ)V (a, tb)+
ǫ
2 , which
is twice continuously differentiable with respect to τ such that ∂2τ V¯ (a, τb) =∫
dt f ′′δ (t− τ)V (a, tb) is bounded by 2δ‖f
′′
δ ‖‖V ‖. 
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