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B~§icssi 
Results are presented showing the comparative 
performance of two tests of location, one being the 
classic t-test and the other being a robust version of a 
t-test. The robust version is based on the location and 
scale estimates, Tbi and Sbi. Tbi is a biweight 
M-estimate of location and Sbi is the square root of the 
sample estimate of the asymptotic variance of Tbi. 
The robust test is shown to have at least the power 
of the classic t-test for detecting a shift in location, 
although it also exhibits at least the probability, of the 
classic version, of making an error when there is no 
shift, The tests were carried out using a contaminated 
Gaussian population, 
A new robust Gaussian test is presented, based on a 
robust version of the Monro-Berry statistic. Its 
performance is compared with that of the test based on the 
Martinez & Iglewicz I-statistic, a very powerful test for 
detecting heavy-tailed distributions. 
From a power standpoint, the robust test appears to 
be at least the equal of the I-statistic test over the 
range of contaminated Gaussian and skewed distributions 
us~d here. 
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Introduction 
Classic statistical procedures hav
e long been used in 
many diverse applications. Quality contro
l, the 
development of insurance mortality
 tables, and even the 
projection of election results all draw heav
ily from the 
body of statistical theory. Many o
f the statistical 
proced1.1res in use have been design
ed to provide the "best 
11 
results possible given the presenc
e of certain underlying 
conditions. This, however, is a lo
aded statement. What 
basis is used to judge a particular procedur
e "best"? And 
what of these underlying condition
s? Do they reflect the 
reality of the situation? Is the p
erformance of the 
procedure sensitive to changes in 
those conditions? 
The Normal, or Gaussian, distribut
ion is frequently 
used to model some variable cf int
erest. If we have a 
sample of data which we assume to 
be derived from a 
Gaussian distribution, we would ca
lculate the sample mean 
and sample variance and use them a
s estimates of the true 
population mean and variance. We u
se these statistics 
because they are the minimum varia
nce unbiased estimators 
of location and scale for the Gau
ssian distribution, the 
"best" estimates. 
The problem is that there are prob
ably no processes 
which produce truly Gaussian data.
 The true distribution 
may have heavier tails Cie. Slash,
Cauchy,etc.) or may be 
2 
somewhat skewed. Since we can never be certain of the 
underlying distribution, it is impossible to assure 
situation specific 11 best 11 estimates. One means of dealing 
with this problem is to use statistics which provide good 
results across a range of distributions, although not 
necessarily the best results for a specific case. This is 
the area of robust statistics. 
While a lot of developmental work has been done in 
this area, it has yet to be readily accepted and put to 
use outside of academia. One of the problems is that if 
we give up the assumption of the Gaussian distribution, we 
also lose the mathematically tractable derivations of a 
whole host of statistics based on the Gaussian assumption 
(ie. t-statistics, F-statistics,etc.>. So while we might 
be able to assert the superiority of robust estimates of 
location and scale, it is not all that clear how to go 
about using them in an actual application. 
Robust versions of at-test and robust Gaussian tests 
show some promising results and it is these areas we 
investigate here. Comparisons are made based on the power 
of the tests since we're concerned with the practical 
applications. 
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Section_!. I=i~§i§ 
One statistical procedure where we might be able to 
put robust statistics to work is the t-test. We can use 
robust estimates of location and scale in place of the 
sample mean and sample variance in computing a robust t 
statistic, say tr. We would then compare tr to a critical 
value of tr as in a regular t-test. 
Results presented here are for the robust pair of 
location and scale estimates, Tbi and Sbi. Tbi is a 
biweight M-estimate of location and Sbi is the square root 
of the sample estimate of the asymptotic variance of Tbi. 
t2, pp. 417,421J A.M.Gross shows that this pair performs 
quite efficiently in a study of robust confidence 
intervals Can analogous situation to the t-test). t1J 
Of course, if at-test is to be performed we must 
have some critical value against which to test the 
statistic. Gross presents empirically determined critical 
values of tr which yield conservative 95i. confidence 
intervals. t1J Here, however, we will follow the lead of 
Mosteller and Tukey who claim that a good approximation of 
the critical tr values for this biweight pair would be the 
standard critical values of the t distribution using 
.7(n-1) degrees of freedom. t5 p.209J In finding the 
critical values, linear interpolation is carried out in 
11 1/(degrees of freedom)". This approximation of the 
4 
critical values was chosen here because what we•re really 
concerned with here is how this robust theory might be put 
to use II out on the f 1 oor", and it would be an easy matter 
for someone to go to a standard t-table and obtain the 
value. 
Aside from easing the implementation, one other way 
of getting robust procedures into use would be to provide 
information about what sort of results one might expect to 
see. A person putting t-tests to some practical use would 
be wary, and rightfully so, of switching to a different 
test statistic without some idea of the drawbacks and 
benefits. The next two sections attempt to shed some 
light on this question of what might be expected. 
Comparative results are presented for the classic t 
statistic and the robust t statistic based on the biweight 
pair of 9stimates. A sample size of 20 was used, with the 
samples being drawn from a contaminated Gaussian 
population. 
The density function of the contaminated Gaussian 
distribution used has the form: 
f(x) = (1-e) NC0,1} + e NCO,h} 
where NCa,b} implies a Gaussian density function with 
mean "a" and standard deviation 11 b 11 • The level of 
5 
c:ontamination is represented by "e", and 11 h 11 is the 
standard deviation of the contaminant. 
This models the situation where, for the most part, 
the data c:ome from a Gaussian distribution, but a small 
percentage of the time, they derive from a Gaussian 
distribution with a larger varianc:e. It has been shown 
that in this situation the sample mean and sample variance 
are no longer the minimum variance unbiased estimates of 
loc:ation and scale. [2, p.406J 
All simulations and the subsequent analysis were 
c:arried out on the Lehigh University DEC-20 c:omputer. 
Copies of the programs used will be plac:ed on file in the 
Industrial Engineering Department office. 
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Secti on_1. 1 Distribution_Centered_at_Ze
ro 
In this section we compare the performance
 of the 
classic and robust t-tests in the following
 situation. The 
contaminated Gaussian distribution is cent
ered at zero 
with a contaminant standard deviation, h, 
of 3. Three 
thousand samples of 20 are tested at each 
level of 
contamination, the levels of contamination
, e, being in 
the range (.00 - .10), observed at intervals of .005
. We 
test the null hypothesis that the mean is 
equal to zero 
with two-tailed tests at the five and ten 
percent levels 
of significance. With the distribution cen
tered at zero we 
would expect to see five and ten percent o
f the observed t 
statistics outside ~f the critical limits. 
The observed 
frequencies of critical t values for the t
wo tests are 
tabulated in Table 1. Also included in Ta
ble 1 are the 
observed frequencies of samples having bot
h the classic and 
robust t-tests yielding critical results. 
The term 
"critical freqL1ency" will hereafter be used
 to refer to the 
fraction of samples having test statistics
 exceeding the 
critical value test criterion. 
One of the things we notice about these re
sults is the 
statistically significant difference betwe
en the critical 
frequencies of the classic and robust test
s. The use of the 
approximation for the conservative critica
l values may 
require us to accept a few more "false ala
rms" with the 
7 
robust procedure. 
We also see that there is a significant nu
mber of 
cases where the classic and robust tests d
isagree as to 
the nature of the distribution. It is not 
just a case of 
the robust test kicking out a few extra cr
itical results 
beyond those detected by the classic t-tes
t. Although it 
was not part of this research, it would be
 interesting to 
study the properties of those samples wher
e a disagreement 
occured. 
We also find the first indication, albeit 
an 
insignificant one, of a possible negative 
correlation 
between the critical frequencies and the le
vel of 
contamination. This will become more appar
ent in the next 
section as we observe the performance as th
e mean shifts. 
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.ooo 
.005 
.010 
.015 
.020 
.025 
.030 
.035 
.040 
.045 
• 050 
.055 
.060 
.065 
• 070 
.075 
.080 
.085 
.090 
.095 
.100 
Tab! e 1. 
Observed_Freguencies_of_Critical_t~s 
1or._significance_level 5Y._significance_level 
• 0890 
.0883 
.0790 
.0770 
.0743 
• 0783 
• 083(1 
• 0833 
• 0847 
.0797 
• 0713 
• 0713 
• 0803 
• 0820 
• 0763 
• 0747 
.0780 
• 0733 
• 0730 
.0757 
• 0757 
.1025 
• 1053 
.0950 
.0897 
.0903 
.0963 
.0987 
.0990 
. 1040 
.1010 
.0887 
.0867 
.0990 
.1050 
.1056 
.0957 
.0997 
.0943 
.0943 
.0977 
.0937 
.1098 
.1097 
.1015 
.1007 
.0963 
.0987 
. 1080 
.1100 
.1110 
.1040 
.0993 
.1037 
.1097 
.1067 
.1023 
. 1007 
• 1083 
.1027 
• 1067 
.1067 
• 1027 
.0408 
.0423 
.0400 
.0403 
.. 0323 
.0373 
.0387 
.0407 
.0420 
.0357 
.0340 
.0340 
.0397 
.0387 
.0327 
.0383 
.0360 
.0373 
.0347 
.0367 
.0370 
--~--
• 0485 
• 0493 
.0495 
• 0493 
.0437 
. 0447 
.0483 
. 0523 
• 0507 
• 0463 
. 0433 
.0417 
.0517 
.0537 
• 0420 
• 0463 
• 0510 
• 0477 
• 0443 
• 0477 
• 0460 
• 0560 
• 0540 
• 0548 
• 0550 
• 0453 
• 0493 
• 0520 
• 0553 
. 0580 
.0507 
• 0513 
.0537 
.0567 
• 0530 
.0490 
.0540 
• 0533 
• 0510 
.0487 
.0557 
• 0533 
note: the col Ltmn 1 abel ed "both" gives the frequency 
of samples with both the classic t statistic 
and the robust t statistic exceeding their 
associated critical values. 
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Section_1.2 Distribution_Mean_Shifted 
In this section we observe the performance of the 
tests as the theoretical mean of the distribution shifts 
away from zero. Since we still test the null hypoth~sis 
that the mean equals zero, what we see is an empirical 
representation of the power of the tests. 
Presented in Tables 2 and 3 are the observed 
frequencies of critical t's at the 10X and 5X levels of 
significance. Each cell in the tables represents one 
thousand samples of 20, again from a contaminated Gaussian 
distribution with contaminant standard deviation equal to 
three. 
Again, with the robust test, we observe consistantly 
higher frequencies oft values being critical. This might 
be considered beneficial since we're looking at the power 
of the tests. The robust procedure appears to have a 
higher probability of detecting the shift. From a 
practical standpoint, however, the average number of tests 
performed until the shift is detected doesn't seem 
appreciably different for the two methods. 
If we look at the effects of contamination level we 
see that the performance of both methods deteriorates 
wit~ increasing contamination. The robust procedure is 
somewhat less sensitive to the increased contamination 
10 
. - .. . "' 
... ., . ... . . . 
. - . . , ~. .. . . 
, ' . ~ . . . .. . 
(as we should expect>, although this really doesn~t become 
evident until the larger shifts in the mean. Again, 
practic~lly speaking, by this point both methods have
 a 
high probability of detecting the shift. It is theref
ore 
debatable whether this insensitivity really benefits
 us 
in any appreciable way. 
11 
Table 2. 
Observed_Critical_Freguencies 
(10t. significance level) 
.oo .103 .111 .122 .159 .239 .273 .668 .936
 .997 
.110 .107 .127 .166 .237 .280 .668 .934 .996
 
• 01 • 095 • 113 • 151 • 164 • 202 . 271 • 705 • 931 
• 994 
.102 .124 .150 .166 .216 .271 .701 .935 .993 
• 02 • 091 • 109 • 139 • 159 • 225 . 243 • 657 • 914
 • 985 
.097 .114 .138 .167 .229 .251 .671 .927 .994 
• 03 • 099 • 108 • 133 • 168 • 216 • 26 7 • 66 7 • 908
 • 984 
.108 .108 .143 .168 .220 .287 .690 .937 .999
 
• 04 • 104 • 095 . 116 • 162 • 208 . 263 • 619 • 885
 • 97 4 
.111 .106 .124 .163 .213 .293 .643 .911 .989
 
• 05 • 089 • 084 • 11 7 • 149 • 197 . 258 • 618 • 878
 • 969 
.100 .101 .125 .166 .212 .282 .666 .920 .994 
.06 .099 .099" .109 .180 .201 .239 .583 .862
 .963 
.110 .1P4 .131 .180 .204 .260 .642 .911 .993
 
.07 .106 .112 .108 .142 .198 .269 .585 .846
 .962 
. 103 • 119 • 101 • 142 • 228 • 263 • 618 • 894 • 990
 
• 08 . 100 • 099 • 137 . 135 • 199 • 269 • 56 7 • 840
 • 953 
.109 .100 .153 .167 .208 .297 .627 .883 .980 
.09 .095 • 105 .104 .168 .187 .227 .558 .811 
.948 
.107 .107 .120 .172 .203 .251 .628 .878 .983 
.10 .094 .094 .122 .135 .196 .230 .547 .815
 .911 
.103 .099 .129 .149 .210 .252 .607 .879 .977 
avg .098 .103 .124 .156 .206 .255 .616 .875
 .967 
.106 • 108 .131 .164 .216 .272 .651 .910 .989 
upper entry - classic t-test 
lower entry - robust t-test 
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Table 3. 
Observed_Critical_Freguencies (5t. significi:1nce level) 
______________ Distribution_mean _____________________ _!\L _!,.QQ _!,.Q§ 
-!..!Q 
_!,..!.§ 
-!..6Q -!-~§ _!,.§Q 
-!..Z§ b.QQ .oo 
.049 .(>53 .062 .106 .148 .183 • 571 .889 .987 .056 .058 .067 .114 .150 .187 • 555 .886 .985 
.01 
.050 .057 .078 .082 .132 .158 • 561 .886 .981 .055 .058 • 079 .086 • 131 .177 • 565 .877 .984 
.02 .044 .056 .079 .096 .126 .161 • 515 .851 .969 .046 .059 .069 .086 .133 .164 • 522 .858 .985 
.03 .049 .055 • 073 • 10(1 
.136 .165 .534 .841 .965 .052 .047 .076 .092 .145 .188 .550 .857 .982 
.04 .051 .050 .049 .091 .127 .164 • 499 .827 .952 .058 .053 .060 .093 .134 .174 • 509 .844 .973 
.05 .044 .041 .053 .090 .122 • 15(l • 494 .809 .937 • 052 .048 .065 .096 .127 .163 • 531 .851 .974 
.06 .052 .052 .061 .091 .116 .150 • 456 .805 .929 .057 .056 .068 .109 .124 .165 • 503 .852 .976 
.07 .(142 .056 .(158 
.070 .112 • 16(1 • 446 .754 .922 • 049 .069 .058 • 071 .128 .167 • 480 • 811 .973 
.08 .051 .042 .068 .076 .110 .172 . 432 .746 .914 .054 .050 .079 .092 .120 .185 • 479 .809 .961 
.09 .045 .048 .057 .082 .116 .144 • 434 .739 • 911 .049 .051 .062 .079 .131 .165 .486 .807 • 951 
.10 .046 .044 .049 .(183 • 109 .135 .422 .726 • 878 .054 .054 .057 .088 .122 .160 .458 .801 .949 i:IVQ .048 .050 .062 .088 .123 .158 .488 .807 .940 .053 .055 .067 .092 .131 .172 .512 .841 • 972 Lipper entry - c: l a.ssi c: t-test lower entry 
- robust t-test 
13 
Section_2. Gaussian_Test_Statistics 
A second area of statistics investigated here is that 
of testing for a departure from a Gaussian distrubution. 
Any time a statistical procedure, which has a Gaussian 
assumption as a tenet of its derivation, is used it is 
wise to check whether this, in fact, holds. If we see an 
indication of non-Gaussian data structure, certain steps 
may have to be taken (such as a transformation of the 
data>, to bring the analysis more into line with its 
underlying assumptions. 
The first Gaussian test looked at here is one based 
on the I-statistic. (see appendix> This statistic has been 
evaluated by Martinez and Iglewicz, who provide accurate formulas fer approximating the 90 and 95 percentage points 
cf its distribution. They also provide the 90, 95, 97.5, 
and 99 percentage points in tabular form for a number of different sample sizes. C4.J 
They compare their I-test with the Shapiro~ Wilk W 
test, D'Agcs~ino~s Y test, Spiegelhalter's T' test, and 
two one tailed tests: square root bl and the b2 test. They 
estimate the power of each test by performing extensive 
simulations involving Tukey's T<h,g) distribution. The 
T<h,9) can be used to model skewness and/or heavy tails, 
by choosing appropriate parameters. With both parameters 
equal to zero, the standard Gaussian results. C4.J 
14 
Their results show that the I-test dominates the b2, T", and Y tests for all situations and that it dominates square root bl and W for the heavy tailed case. They state the fol lowing claim for the I-statistic:, "The proposed test outperforms all considered competitors for long tailed symmetric alternatives and performs well for all 
other cases considered." C4. J 
The second test presented here is based on a robust adaptation of the Monro-Berry statistic:. This statistic, here called the MBE statistic:, uses the biweight location estimate, Tbi, in place of the sample average. (see 
appendi >:) C3. J 
Table 4 presents an empirical look at the 
distribution of the MBE statistic, resulting from 20,000 
samples of size 20 drawn from a standard Gaussian distribution. As the Gaussian becomes more heavily tailed the distribution of the MBE tends to become more evenly dispersed in the interval (0.-3.). For this reason a 
one-tailed test was chosen with smaller MBE values being indicative of non-Gaussian behavior. 
Critical values to be used in the MBE test were 
empirically developed as follows. 1000 samples of size 20 were drawn from a standard Gaussian population. From the 1000 associated MBE"s we obtained an estimate of the fifth and tenth percentage points. The order statistics number 
15 
49, 50, and 51 were averaged to estimate the fifth 
percentage point, while the tenth was estimated by the 
average of order statistics 99, 100, 101. This process was 
replicated 100 times and the letter values of those 100 
estimates are shown in Table 5. 
In the next two section we will be looking at the 
performance of the I and MBE statistics for the 
contaminated Gaussian and skewed cases. We will look at 
the power of the tests and compare it with results of 
other research. 
16 
Table 4. 
Em9.i ri call ~-Deter mi ned_Di stri bLtti on_of _MB'E (Gaussian case~ n=20) 
interval number estimated estimated 
---------
99.§~[~~!:! __ f(MBE>_ 
__ F<MBE) _ 
1. 1 
- 1. 2 1 
.0005 • 0000 1.2 - 1.3 1 
.0005 
.0001 1. 3 - 1.4 12 
.0060 
• 0007 1.4 - 1.5 15 
.0075 
.0015 1.5 - 1. 6 33 
.0165 
.0031 1. 6 - 1. 7 71 
.0355 
.0067 1. 7 - 1.8 196 
.0980 
.0165 1.8 - 1.9 364 
.1820 
.0346 1. 9 - 2.Q 770 
.3850 
.0732 2.0 - 2. 1 1449 
.7245 
.1456 2.1 - 2.2 2532 1.2660 
.2722 2.2 - 2.3 3767 1.8835 
.4606 2.3 - 2.4 4421 2.2105 
.6816 2.4 - 2.5 3751 1.8755 
.8692 2.5 - 2.6 2058 1.0290 
.9720 2.6 - 2.7 515 
.2575 • 9978 2.7 - 2.8 43 
.0215 • 9999 2.8 - 2.9 1 
.0005 1. 000 2.9 - 3.0 0 
.0000 1. (100 
. ~..t1fiI'._ ,;....-·-· ---
__ . ____ :.··- .. 
--_· 
______ .., __________ _ 
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Table 5. 
MBE_Critical_Value_Determination 
Letter_Values_of_100_Estimates 
__ §~--
_!Q~--
min 1. 8981 2.0044 
El 1.9293 2.0313 
Fl 1. 9385 2.0389 
M 1. 9478 2.0467 
Fu 1. 9601 2.0545 
Eu 1. 9690 2.0609 
max 1. 9858 2.0759 
------
------
critical 
value 1. 948 2.046 
18 
Section_2.1 Contaminated_Gaussian_Case In this section we compare the performance of the I and MBE statistics in the case of a contaminated Gaussian distribution. The form of the distribution is as specified in Section 1 and again contamination level is in the range (.00-.10), observed in increments of .005. Sample size remains at 20. 
Table 6 contains the observed critical frequencies of the I and MBE statistics and lists the number of samples simulated at each contamination level. These two tests seem to perform fairly evenly from a practical standpoint, although the differences are statistically significant. And again we see that for the most part they agree on which samples are non-Gaussian. To compare the estimated powers of these tests with some of the many other Gaussian tests, we present some results taken from an article by Pearson, D'Agostino, and Bowman. C6.J Table 7 contains the results of the six tests (all based in part on sample moment ratio statistics) from Pearson and those of the I and MBE tests for contaminated Gaussian distributions withe= .05 and .10, and h=3. While Pearsons results are based on only 200 samples cf size 20 it is apparent that the robust tests have a much higher probability of detecting a non-Gaussian sample, at least for this contaminated Gaussian case. 
19 
Table 6. 
Observed_Freguencies_of_Critical_I/MBE~s (Contaminated Gaussian Case) 
101._sig._level ____ _ __51._sig._level ___ _ 
samples 
-~--
__ ! __ 
__ ! __ 
.0468 
.0680 
.0837 
.1047 
.1166 
. 1350 
. 1498 
.1667 
. 1777 
.2033 
.2179 
i11QQQl 
.000 
.005 
.010 
.015 
.020 
.025 
.030 
.035 
• 040 
.045 
.050 
.055 
.060 
.065 
.070 
.075 
.080 
.085 
.090 
.095 
.100 
.0794 
.1017 
.1212 
,1463 
.1594 
• 1740 
.1982 
,2193 
.2242 
.2497 
.2678 
.2880 
.2986 
,2917 
,3145 
.3360 
.3461 
.3467 
.3504 
.3593 
,3767 
.0937 
.1117 
.1340 
• 1600 
. 1757 
.1887 
.2139 
.2397 
.2627 
.2826 
.3023 
.3139 
• ::W50 
.3311 
.3520 
.3604 
, 3667 
.3671 
.3720 
.3919 
.0950 
.1170 
• 1378 
.1593 
.1784 
, 1943 
,2182 
,2397 
,2436 
,2700 
.2869 
. 3080 
,3190 
.3170 
,3520 
.3666 
.3663 
,3707 
.3790 
.4005 
.0387 
.0613 
.0763 
.0960 
• 1104 
.1303 
.1412 
. 1586 
• 1685 
. 1947 
.2082 
.2210 
.2362 
.2230 
.2471 
.2637 
.2656 
.2697 
.2789 
.2883 
.2984 
''J'?',..,'':" 
......... -" .... ' 
.2460 
.2317 
.2572 
.2717 
.2775 
.2817 
.2896 
.2990 
.3099 
.0458 
.0707 
.0854 
.1050 
.1215 
.1397 
.1558 
.1703 
.1819 
.2067 
.2217 
.2410 
.2502 
.2407 
.2653 
.2813 
.8884 
.2927 
.2968 
.3070 
.3175 
note: the colL1mn labeled "both" lists the observed frequency of samples with both the I statistic and MBE statistic exceeding their associated critical valL1es. 
2(1 
11 
3 
11 
3 
10 
3 
10 
3 
10 
3 
10 
3 
10 
3 
10 
3 
10 
3 
10 
3 
11 
_ !L 
.05 
.10 
Table 7. 
Comearison_of_Power_Estimates 
with_Pearson's_Results 
( 51. significance level) 
__________ from_Pearson _________________ _ 
-'~~!!6 __ fL_ 
--~--
__ !'..! _ __ e6_ __ y6 _ 
.12 • 11 .10 • 10 .12 • 11 
.18 • 17 1""' . .,;) .14 • 17 .16 
Pearson~ s results are based on 200 samples 
__ ,! __ 
• 218 
• 310 
of 20 
K**2 - the K-square test (based on the 3rd and 4th 
sample moment ratio statistics) 
R - R test with rectangular contours 
W - Shapiro & Wilk W test 
Yl - D'Agostino's Y test (two-tailed) 
_ti§§; _ 
.222 
• 317 
b2 - based on the 4th sample moment ratio statistic 
Y2 - D'Agostino's Y test Cone-tailed) 
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Section_2.2 Skewed_Distribution_Case 
The distribution chosen for the skewed case has the 
following form: 
fCx) = Cl-e) NC0,1> + e NC0,1) 
The results for this case (shown in Table 8.) are 
very similar to those we saw in the previous section, in 
that the powers seems to closely follow the same trend 
with the MBE test yielding slightly higher estimates in 
nearly every instance. 
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_ §!_ 
.oo 
• 1 (I 
.20 
.30 
.40 
.so 
.60 
• 70 
• 80 
note: 
Table 8. 
Observed_Freguencies_of_Critical_I/MBE's 
(Skewed Case) 
_101._sig._level 
__ 51._sig._level 
__ _! __ 
_ tJ~s- __ ! __ 
-t!~!L 
.0890 
.0966 
• 0464 
.0476 
.0982 • 1050 
.0544 
.0562 
.1204 • 1272 
.0654 
.0700 
• 1554 
.1618 
.0898 
.0886 
.2009 
.2108 
• 1208 • 1260 
.2724 
.2898 
. 1798 • 1844 
.3172 
.3398 
.2138 
.2180 
.3890 
.4002 
.2568 • 2678 
.3954 
.3922 
.2736 • 2742 
All val LISS in table are based on 5(100 samples of size 20 
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Conclusions 
As we're somewhat concerned with the practical 
asp~cts of robust methods here, we must be careful about the type of conclusions we draw. 
Concerning the t-tests, at least for the contaminated Gaussian studied here, we cannot claim any practical difference between the performances of the classic and robust versions. Perhaps if we were to look at a wider selection of distribution families we could distinguish certain areas where the robust twas clearly dominant. Then, if one were especially skilled at identifying data that derive from a particular distribution family, the robust t-test could be put to good use. 
We must also remember that the pair of estimators we used for the robust t-statistic is by no means the only pair we could have selected. And since nearly all of the robust statistics require empirical evaluation, the task of finding which robust t-test will outperform the 
classic t-test across a wide selection of distributions is quite laborious. 
We should not, then, be surprised that robust 
statistics, for the most part, exist only in academia. With regard to the Gaussian tests, it should probably be said that the last thing that would make a significant impact in statistical thought would be another Gaussian 
24 
test. Martinez and Iglewicz have shown that their 
I-statistic is superior to the usual competitors when 
dealing with heavy tails, and will suffice in the skewed 
situations. 
The MBE statistic performs on a par with the 
I-statistic over the limited range of distributions 
studied here. Further investigation is needed before the 
final judgement on the MBE statistic can be made. 
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Bee!!QQ!.~ (Formulae> 
X = ( LXi)/20 s2= { L<Xi-x)2}/19 t =~(x-m)/s 
Tbi = M 
Sbi = 
+ 
L (Xi-M) ( 1-Ui2) 2 L (1-Ui2) 2 
Xi - M where: Ui = -------
c MAD 
M = median of X MAD = median absolute deviation from M 
c: = tuning constant = 9 m = theoretical distribution mean note: The summations used in Tbi and Sbi are over 
the range of i : for fUil < 1. Other summations are over \:.he range of i: 
for i= 1,2,3~ ••• ,20 
tr= 
I = 
MBE = 
where: 
Sbi 
L (Xi-M) 2 
~~=;;-;~;2-
-L{Pi ln(Pi>} 
(Xi-Tbi>2 
Pi= f~;;:r~;~z 
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