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A Note on a General Expansion of Functions of 
Binary Variables 
TAIC~YASU ITO 
Stanford  Un ivers i ty  
In this note a general expansion of functions of binary variables 
is presented, which has been obtained from our study of pattern 
recognition. We show that this result ,nay be t~ken as a generaliza- 
tion of some well-known expansions. 
1. INTRODUCTION 
There is, as yet, no gcneral theory of pattern recognition. However, 
from a classification-theoretic point of view, it has been recognized that 
orthogonal decompositions of recognition procedures will have signifi- 
cant roles (Hawkins, 1961; Fukunaga and Ito, 1965; Nilsson, 1965; and 
]to and Fukunaga, 1966). R~ent ly,  in connection with pattern recog- 
nition, much attention has been given to a class of functions of binary 
variables. In this paper we present a new general expansion of functions 
of binary variables, obtained from our study on pattern recognition. It 
will turn out that our expansion may be taken to be a generalization of
the finite W~tlsh function and Lazarsfeld-Bahadur's expansion. We think 
that our result in his paper would be applicable to some problems in 
pattern classification. 
2. A GENERAL EXPANSION OF FVNCTIONS OF BINARY 
VAR IABLES 
Let {xl denote the set of 2" states of x = (xt, x2 ,  • • • , x , , ) ,  with each 
x~ taking on values - 1 and 1. Let f (x)  t)e the real-valued function defined 
on {x}. In this paper we shall discuss the expansion problems of f (x ) .  
Before beginning our discussion, we give several definitions and basic 
properties. 
(i) "Boolean function": the function f (x)  defined with range 
{ -1 ,  1} is called a Boolean function. 
(ii) Basic properties of x~ : 
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(a) x~ ~ = 1; x~ ~+~ = xi for any integer m, 
(b) ~ x~ = 0. 
{x} 
(iii) " Inner product," Norm"  and "Kernel":  Let the inner produc~ 
of functions f (x)  and g(x) be defined as 
(f, g)k = ~ k (x ) f (x )g (x ) ,  
{x} 
where k(x) is a positive-valued function called the "kernel." The 
equation 
defines the "norm" with respect o the kernel k(x).  The expansion prob- 
lems ~nd approximation problems in this paper are based on the iimer 
product space and the normed linear space formed from the above inner 
product and norm. 
(iv) "BVF" :  Function of binary variables. 
The following lemma is a direct consequence from "Linear algebra." 
LEMMA. Any  set of 2 ~ linear independent functions defined on {x} is 
complete. 
We have the following m~in theorem. 
TI-IEOREVi 1. Let the kernel be defined by 
k(x)  = (1/2  + a5  (1 - , ( t )  
i=1 
where [ a~ ] < 1 and y~ = (x~ + 1) /2for  i = 1~ 2, • • • , n. Then the follow- 
ing set of functions X is a complete orthonormal set with respect to the 
kernel k(x) : 
Xl  - -  a l  
X = l ,~v /1  _ a~2,  . . .  
Xn - -  ~n Xl  - -  51 X2 - -  ~7~2 
'~v /1  - -  a~ 2 'x /1  - -  al 2" V/1 - -  c~2 2' 
Xl -  a l  x~ - -  an  
• "" , %/~- a12 "'" ~¢~-~aa 2] ' 
(2) 
Remark. The above theorem is to say that 
(X i ,  Xy)k = ~y for VX~,  X j  ~ X (i,.?" = 0, 1, ---  , 2 ~ - 1), 
where ~ij is the Kronecker delta and X~ is the (i + 1)th element of X. 
The proof of this theorem is straightforward, since the orthogonality 
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can be easily shown by induction on n and the completeness follows 
from the above lemma. The detailed proof is left for the readers. 
THEOREM 2. Any BVF f(x) can be uniquely expanded as follows: 
2n--1 
f(x) = ~ (f(x), xO~x~,  (3) 
i=0 
where 1~ (x) is as ( 1 ) and X ~ is the ( i + 1 ) th element of X as in Theorem 1. 
Also we can expand f(x)/(I-[~=l (1 + a~)V~-(1 -- a¢)i-Y~), so that 
the following corollary can be obtained. 
COROLLARY 1. Any BVF f(x) can be expanded as follows: 
2n--1 
f(x) = I I  (1 + a,) ~'. (1 - a01-~'- ~ (f, X, ) lZ, ,  (4) 
i~l i=0 
where (f, g)l = (1/2 n) ~-~ix~ f(x)g(x). 
DEFINITION. We call Eqs. (2) and (4) the "kernel series" and "kernel 
expansion", respectively. 
2.1. I=~ELATIONS WITH THE FINITE WALSI-I I~U~CTION AND ~AZARSFELD-- 
]~AHADUR EXI~ANSION 
In this paragraph we shall show that the finite Walsh function and 
Lazarsfeld-Bahadur expansion can be obtained as special cases of our 
kernel expansion. 
A. Relations whh the Finite Walsh Function 
Originally, the Walsh function is an infinite orthonormal complete set 
obtained by completion of Rademacher series, but this paragraph 
discusses the relations with the finite Walsh function given in several 
articles (Golomb 1959; Wong and Eisenberg, 1965; and Winder, 1965), 
The finite Walsh function Z can be given as follows: 
Z = (1, x~, . . .  , x~, x l .x~, . . .  , x~. . .  xo). (5) 
This set Z is a complete orthonormal set with respect to the inner 
product 
(g~, zj)~ = (1/2 ~) ~E z,zj 
ix} 
= ~ij. 
Th~s finite Walsh series can be obtained from our kernel series by setting 
a i~ 0 for all i. 
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The finite Walsh function has been widely applied for the expansion of 
Boolean functions (Winder, 1965), whereas only few studies have been 
concerned with expanding BVF (see Fukunaga nd Ito, 1965). 
B.  Relat ions with Lazars fe ld-Bahadur  Express ion 
The Lazarsfeld-Bahadur expansion (Bahadur, 1961) was derived 
from expanding joint distribution functions of binary events. Suppose 
that p(y) is a joint distribution function of binary events 
y = (yl ,  y2, • • • , y~), each y~ talcing 1 or 0. That is, let 
p(y) = 1, 1 ~ p(y) _-_ 0; 
~Y~ (6) 
p~ = ~p(y)Y i ,  where pi # 0 or 1 for all i, 
[y} 
and 
s~ = (yi  -- p i ) /%/p~(1 -- p~) for all i. (7) 
Then the following set of functions S is a complete orthonormaI set with 
respect o the inner product (Si, Sj)B. 
S = (1, s l ,  s2 ,  " .  , s~,  s l . s2 ,  . . .  , s~.s~ . . .  sn ) ,  (8) 
where 
S. 
\ i=1 / 
Bahadur showed that any joint distribution function f binary events 
can be expanded as follows: 
+ 
~<j<]¢ / 
where 
(yl ly~ = ~- ' Jp(y)s ls2" ' "  s,,. (9) 
Equation (9) is called Lazarsfeld-Bahadur expansion. This expansion 
can be obtained from our kernel expansion by transforming x~ into y~ 
using the relation x~ = 2y~ -- 1 and by setting 
ai = 2p i -  1. 
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The notable fact is that, as is seen in Eq. (9), ~-'~i%1 r~si does not appear 
in the Lazarsfeld-Bahadur expansion, since r~ becomes identically zero. 
In  other words, the Lazarsfeld-Bahadur expansion can be obtained from 
Eq. (4) by setting a~ in such a way that  the coefficients of linear terms 
are z~ro. 
2.2. Ax  EXTENSION OF THE I~ERNEL ORTHOGONAL SYSTEM 
The set of 2 ~ vectors, Ix/, can be uniquely expressed by the vector of 
n independent variables out of the finite Walsh function Z. Hence we 
can obtain the following slightly extended results. 
COROLLARY 2. Let f: be the vector of n independent variables out of the 
finite Walsh function Z, i.e., ~ = (21, 22, • • • , 2.) ,  where 21 = Zi l ,  
x~ = Zi2, • • • , x~ = Z~ for 0 < i~, i2, • • • , i~ _-< 2 ~ - 1. Let the kernel be 
l~(i) (1/2 ~) I I  (1 + a~) ~. (1 - "1-;~ = a~) , (10) 
where l a~l < 1 and ~i = (2~ + 1)~2for i = 1, 2, . . .  , n. Then the fol- 
lowing set of functions ~ is a complete orthonormal set with respect to k( f; ) : 
21 - -a l  2~-- a~ 21-- al 
x= 1, lv~_z~_~, ,~ i__~y,v~_~ 
(11) 
22-  a2 21- -  al 2~-  a~ 
lV~-'-~-~ ~' ' v~ - ~ ~ / "  
COROLLAI~Y 3. Any BVF f (x)  can be expressed as 
/(x)= (,I] 1 (1 + al)~.(1 - a~)~--;~) • (~_~11 (/(x), '~)lX~), (12) 
where f~i is the (i + 1)th element of X and ( f(x),  J~) l  = (1/2 '~) ~l~} 
/ (x)2~. 
Henceforth, our discussions in this paper will be concerned ~th  the 
nonextended case in order to avoid complications of expressions. 
2.3. APP IZOXIMATION AND ERRO]~ EST IMATION 
Let us consider approximating f(x) by  linear combinations of m 
terms out of X. 
DEFINITION.  Let f(x) be any  BVF  and g(x) a function wh ich  mini- 
mizes II f(x) - g(x)112. Then g(x) is called a least-square approximat ion 
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function of f(x) and ~2 = I[ f(x) - g(x)[l 2 is the "least-square error" 
between f(x) and g(x). 
We can easily obtain the following corollary, since our kernel series 
is a complete orthonormal set. 
COnOLLARV 4. Let f(x) be a BVF and g(x) the least-square approxi- 
mation function o f f (x ) .  Then g(x) can be given as: 
g(x) = (f(x),  xj) x . (13) 
~'EJ 
Then the least-square rror between f(x) and g(x) is 
2n--1 
2 Z 2 ~2 ~ (f(x), Xj)k -- ~ (f(x), j)k (14) 
j=o j~j 
where J = (jx, "'" , j~,,), (0 < j l ,  " ' "  , j,~ =< 2 '~ - 1) ; i.e., J is any subset 
of size "m"  out of (0, 1, . . -  , 2 ~ - 1). 
Remark. The results of this section may be directly applicable to 
pattern recognition problems if we choose a appropriately. We may 
think of various criterions of choosing a--for example, 
(1) }--]~2=1 (f(x), X~)I 2 --+ minimum, which gives the Lazarsfeld- 
Bahadur expansion. 
nC 2 2 (2) ~i=~+1 (f(x), Xi)l -~ minimum, 
etc. However, the best and simple way to determine a is a difficult and 
unsolved problem. 
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