Abstract-A direct adaptive simultaneous perturbation stochastic approximation (DA SPSA) control system with a diagonal recurrent neural network (DRNN) controller is proposed. The DA SPSA control system with DRNN has simpler architecture and parameter vector size that is smaller than a feedforward neural network (FNN) controller. The simulation results show that it has a faster convergence rate than FNN controller. It results in a steady-state error and is sensitive to SPSA coefficients and termination condition. For trajectory control purpose, a hybrid control system scheme with a conventional PID controller is proposed.
I. INTRODUCTION
Nonlinear adaptive control system design is a challenge in nonlinear control system theory. In general, one may use neural networks (NN) to identify and/or control unknown and/or uncertain nonlinear Manuscript received May 9, 1996; revised March 6, 1998 . Recommended by Associate Editor, J. C. Spall.
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Publisher Item Identifier S 0018-9286(99)04545-6. systems. To accomplish this, one needs to train (usually, offline) an inverse neural network as a controller. This is generally difficult since the system is unknown. An ideal scheme is a direct adaptive (DA) neural network control system. Spall described a generalized NN based on the simultaneous perturbation stochastic approximation (SPSA) approach to estimate the gradient of the performance function of an unknown nonlinear system [1] . Such a direct adaptive SPSA approach does not require any prior knowledge of the unknown system and does not need a separate training phase. An SPSA direct adaptive control system will converge to an optimal neural network parameter set, if it exists 2;20;10;1 ), has 280 elements in the parameter vector. Other things being equal, its increased computational cost results in a slow performance measurement period (i.e., sampling period), and the performance measurement period is very important for a real-time control application.
As is well known, a recurrent neural network (RNN) has some advantages over FNN such as faster convergence, more accurate mapping ability, etc., but it is difficult to apply the gradient-descent method to update the neural network weights in RNN [4] . Ku et al. [5] , [6] proposed the DRNN scheme that captures the dynamic behavior of a system and, since it is not fully connected, training is expected to be much faster than RNN. DRNN with time delay has RNN behavior but simple connections and is easy to use when applying the gradient-descent method. Therefore, in this paper, a diagonal recurrent neural network (DRNN) is employed in a DA SPSA control system. Simulation results are compared with those of the FNN SPSA scheme. These results also show that in general, after the SPSA process, the fixed DA SPSA neural network-based control results in a steady-state error because of the finite sample constraint of the SPSA approach. To improve the control performance, a conventional PID controller was employed to form a hybrid DA SPSA scheme. The proposed hybrid DA SPSA control system was examined by simulation and showed good performance. In the SPSA method,ĝ k (1) is estimated by the "simultaneous perturbation" method as follows. Let 1 k 2 R p be a vector of p mutually independent mean-zero random variables f1 k1 ; 1 k2 ; 111 1 kp g satisfying certain important conditions [1], [7] . Furthermore, let f1 k g be a mutually independent sequence with 1 k independent of 0 ; 1 ; 11 1 k . We make two measurements
where " (+) k and " (0) k represent measurement noise terms that satisfy 
The members of f1 k g are chosen here with a Bernoulli 61 distribution with a probability of 1=2 for each outcome. The name "simultaneous perturbation" as applied to this method arises from the fact that all elements of the k vector are being varied simultaneously. proposed two kinds of adaptive control systems with SPSA algorithm: direct adaptive control and self-tuning adaptive control. When virtually nothing is known about the plant, the direct approximate or adaptive (DA) control approach is appropriate but the self-tuning adaptive control (STA) requires that some prior information exist about the plant. Fig. 1 shows block diagrams of the DA scheme employed in our study.
An unknown nonlinear plant, y(k +1) = 0:82sin(2y(k))+1:22 u(k), previously employed by other authors, was used as the test plant in this study [4] , [10] . The desired plant output is a sinusoidal wave. FNN and DRNN neural network controllers were employed for comparison purposes. In both cases, the tanh(1) function was employed as a sigmoidal function and each iteration involved two measurements (samplings).
In the FNN case, the size of the parameter vector is p = 280 2;9;1 ) were investigated and the results show no significant difference. Therefore, we choose the simplest one as the appropriate one in our study. We performed a simulation of the DRNN case with the same termination condition as in the FNN case. After 1500th measurements, the system satisfied the requisite condition and the SPSA was terminated. Since FNN and DRNN have different net architectures with different parameters, it is difficult to compare their convergence speeds directly, but the computational cost for each measurement shows that the DRNN converges faster than the FNN. Fig. 3 shows the final results of the DRNN system after the SPSA. As pointed out in [11] , there are steady-state errors in both cases, with the DRNN system having a larger steady error than the FNN system.
IV. A HYBRID DIRECT ADAPTIVE SPSA CONTROL SYSTEM
As mentioned above, after the SPSA algorithm the direct adaptive SPSA control system may have a steady-state error due to finitesample considerations and limitations of the NN structure. Thus, at termination, the SPSA neural network-based controller has converged nearly to the optimal equilibrium point in the parameter space, and the system output is close to the desired system output. Therefore, at this point a linear controller was employed to compensate for the error. The hybrid control scheme shown in Fig. 4 was proposed. For the trajectory control case, a conventional PID controller may be connected to the fixed SPSA neural network-based controller in parallel after the SPSA algorithm. The control force then becomes u = un + uc where un is the fixed SPSA neural network controller output and u c is the PID compensator output. The conventional PID algorithm is uc(k) = b0 2 e(k) + b1 2 e(k 0 1) + b2 2 e(k 0 2)+ uc(k 0 1), where e(k) is the error signal and b0; b1, and b3 are designed constants. In the presented case, we implemented the proportional component of the PID by setting b0 = 0:19, and b 1 = b 2 = 0. conditions. Fig. 5 shows the simulation result of the proposed hybrid control system with termination condition k1k < 0:0005 for 100 successive measurements. The system satisfied the termination condition after 8062 measurements with zero initial parameter vector. Fig. 6 shows the simulation result of the proposed hybrid control system with termination condition k1k < 0:001 for 50 successive measurements. The termination point number is the 1534 measurements with zero initial parameter vector. These simulation results show that with the proposed hybrid control scheme the termination condition of the neural network-based SPSA DA control system may be relaxed while reaching almost the same control performance. 
V. CONCLUSION
This short study confirms that the SPSA approach is appropriate for direct adaptive control scheme in the sense of statistical modeling and control. It can be applied to an unknown nonlinear system without the need to construct either a forward or an inverse model of the system. The DA SPSA system is stable and converges to an optimal state under certain conditions. The numerical experiments in this study suggest that use of DRNN for SPSA controller has the advantages of a simpler network architecture, reduced size of the parameter vector, and faster convergence rate than FNN controller.
Our study showed that for the trajectory control problem, SPSA has a steady-state error because of the finite iteration number. A good performance after SPSA also depends on the termination condition. The risk of reaching a local minimum is inherent in most realistic adaptive estimation schemes and is not unique to SPSA. Although such local minima may be good enough for certain practical applications, the initial parameter vector must be close to the optimal parameter vector if it is necessary to avoid being stuck in a local minimum. The unknown global optimal parameter vector may be found using the SPSA alone, but system performance may possibly be improved by combining it with other methods (such as genetic algorithm, AI control, knowledge-based, etc.) as upper level control components.
Although only a proportional controller was implemented in this study, we suggest that the performance of this hybrid DA SPSA control scheme may be improved with a conventional PID controller as compensator. It should improve the control performance and relax the SPSA termination condition [12] .
