The Mel frequency cepstral coefficient (MFCC) model, which is widely used in speech detection and recognition, is introduced to extract features from hyperspectral image data. The similarities and differences between speech signals and spectral image data are compared and analyzed. The standard MFCC model is then improved to suit the characteristics of spectral image data by reintroducing the discarded phase information. Finally, the proposed model is applied to two real hyperspectral subimages. Experimental results show that the MFCC feature is sensitive and discriminative among reflectance spectra. It can be used as an effective feature extraction method for hyperspectral image classification.
Introduction
Hyperspectral imaging, also known as imaging spectrometry, is a well-recognized concept in the field of remote sensing. Hyperspectral imaging systems produce a three-dimensional data array with the width and length corresponding to spatial dimensions, while the third dimension describes the spectrum of each pixel. Thus, they can provide much more information than panchromatic or multispectral images for scene classification [1] . Unfortunately, increasing the number of spectral bands over a threshold for a fixed training sample size will lead to the decline of classification accuracy. This behavior is known as the Hughes phenomenon [2] . Therefore, much work has been carried out in the literature to overcome this methodological issue. In the past decade, great attention has been paid to designing appropriate classifiers, such as neural networks [3, 4] , support vector machines [5, 6] , and expectation-maximization (EM) procedures [7, 8] . In fact, applying feature extraction or selection to reduce the dimensionality can also overcome this problem. The feature selection method aims to select a suitable subset of the original set of features [9, 10] . However, most of the existing feature selection methods are suboptimal because optimal search algorithms are time consuming for high-dimensional data, and the information in the discarded bands is also abandoned. In contrast, feature extraction methods use all the spectral bands to construct a transformation that maps the original data to a low-dimensional subspace [11, 12] . The main advantage of feature extraction over feature selection is that no information of the original bands is wasted. One of the most widely used algorithms for feature extraction is principal component analysis (PCA) [13, 14] . PCA is a mathematical procedure that transforms a number of possibly correlated variables into a smaller number of uncorrelated variables, while retaining as much as possible of the variation present in the original data set. Another well-known feature extraction algorithm is linear discriminant analysis (LDA) [15, 16] . LDA is a statistics method that finds the linear combination of features while preserving the best separability of the original classes. Many improvements to LDA have been presented in recent years [17] , however, the discrimination performances of LDA-based algorithms are strongly dependent on the training samples used. Different training samples may produce very different results. As we all know, one spectral signal discriminates from the other because they have different waveform and absorption bands. By investigating speech signals and spectral reflectance signals, we found that spectral reflectance signals are similar to speech signals in waveform. Therefore, we introduce the Mel frequency cepstral coefficient (MFCC) to extract the features of spectral image data. MFCC is designed to simulate the nonlinear responses of the human ear to frequencies of the speech signal, and it is widely used in speech detection and recognition algorithms. Meanwhile, the MFCC method has been shown to be effective in discriminating among speech signals and independent of training samples. In this paper, a speech signal is compared to a spectral reflectance signal first, and the MFCC calculation scheme is then demonstrated. The proposed method is applied to two real hyperspectral subimages for classification. The experimental results show that MFCC has demonstrated promising discrimination performance for hyperspectral image classification.
The organization of this paper is as follows: in Section 2 a speech signal is compared to a spectral reflectance signal; in Section 3, the scheme of MFCC calculation is given; and, finally, in Section 4, the experimental results are demonstrated.
Speech Signal and Spectral Reflectance Signal
As an important medium for human communication, speech signals are produced by the vibration of human vocal cords, while spectral reflectance signals are produced by hyperspectral sensors and may reveal physical properties of the land surface. Both data express variations with frequency (or inverse frequency), and the variations in the signals are often nonlinear. The ability of the MFCC to characterize the nonlinear signals is very attractive. In order to compare the similarity of speech signals and spectral image data, we cut a fraction from a speech signal and selected a spectral reflectance signal from an AVIRIS data set. All the curves are normalized between 0 and 1, as shown in Fig. 1 . Figure 1 (a) is a speech signal; Fig. 1(b) is a fraction of the speech signal; Fig. 1(c) is the selected fraction; Fig. 1(d) is a hyperspectral scene; Fig. 1 (e) is a local region of the hyperspectral scene; Fig. 1(f) is the selected spectral reflectance signal. The speech signal changes slowly and smoothly from beginning to end, with a decline in the middle [ Fig. 1(c) ], while the spectral reflectance signal has a similar waveform, except for more severe fluctuations [ Fig. 1(f) ]. This result shows that a spectral reflectance signal demonstrates similarity to some extent to a fraction of a speech signal under certain circumstances.
For the similarity of speech signal and spectral reflectance signal, we introduce MFCC to extract the feature of the reflectance spectra for scene classification. MFCC is a widely used model for feature extraction in speech recognition and detection, and has shown excellent performance in accuracy. MFCC, which is recognized as a bionic model, is designed based on the nonlinear response of human ears to the speech signal. The feature that MFCC extracts is the information about the one-dimensional speech signal in the frequency domain. This differs from the information accessed by the available feature extractors designed specifically for spectral image data. In fact, both spectral signals and speech signals are onedimensional signals; thus, they can be analyzed by using frequency analysis methods. If we transform a spectral signal into the frequency domain, we will find that the information of a rough outline of the spectral signal is present in low-frequency bands, and absorption bands with minor fluctuations are present in high-frequency bands. Therefore, the MFCC model can be used for feature extraction from spectral image data. However, we must point out that the translation of a speech signal along the time axis does not change the MFCC feature, while the translation of the reflectance spectra along the wavelength axis will produce a new spectral reflectance signal. Consequently, the MFCC model used in speech signal processing must be modified. In this paper, the standard MFCC model is improved by reintroducing the information of phase that is discarded in speech processing.
Mel Frequency Cepstral Coefficient Calculation
If we treat a spectral reflectance signal as a speech signal, we can use the MFCC model to extract its features. The calculation scheme of MFCC signals introduced here was proposed by Davis and Mermelstein [18] . More details of MFCC can be found in [19] [20] [21] .
Before the calculation of MFCC, a procedure named preemphasis is executed:
where n is a spectral band index, μ is the preemphasis factor, whose value is generally between 0.9 and 1.0 [22] , and xðnÞ is the reflectance value of a pixel in band n. The purpose of preemphasis is to elevate the high frequencies of the spectral reflectance signal. For a spectral reflectance signal, the energy in highfrequency bands is always much weaker than that in low-frequency bands. As discussed in Section 1, the energy of absorption bands is generally present in high-frequency bands, and absorption bands often play important roles in spectral image data classification. To elevate the high frequencies of the spectral reflectance signal, the preemphasis procedure is introduced as it is in speech processing. In the meantime, the preemphasis procedure may promote the noise level of the spectral reflectance signal. However, since the spectral noise level of the spectral image data is much lower than that of the absorption bands, the noise promotion does not significantly affect the spectral feature. Next, the preemphasized spectral signal is windowed. As we all know, the discrete Fourier transform (DFT) of a finite function (equal to an infinite function windowed by a rectangle) will lead to frequency leakage. A generally used method to reduce the leakage of frequencies is windowing. Here, we chose the popular Hamming window:
where N is the number of spectral bands.
After windowing, the DFT of the windowed spectral reflectance signal is calculated:
where RðnÞ and IðnÞ denote the real part and the imaginary part, respectively. The magnitude of PðnÞ is then filtered by using Mel filters. The output of each Mel filter is
where HðmÞ is the mth Mel filter. The Mel filters are a collection of triangular filters whose center frequency is equally spaced in Mel frequency. Mel frequency is obtained based on the response of human ears to speech frequencies. The relationship of Mel frequency and linear frequency is computed by the following approximation [20] :
where f is frequency in Hertz. Note that this equation is nonlinear for all frequencies. To get the center frequencies of Mel filters, we apply the inverse of Eq. 
where f ðnÞ denotes the frequency in Hertz that corresponds to the index n in Eq. (5).
Calculating the natural logarithm of F P ðmÞ, we can get
MFCC is obtained by computing the discrete cosine transform of L P ðmÞ:
where m ¼ 1; 2; …; M, M is the number of Mel filters, and C P ðkÞ is the kth MFCC. As discussed above, the standard MFCC involves only the power information after DFT by discarding the phase information. As we have already pointed out, the translation of a speech signal along the time axis does not change its feature, while the translation of a spectral reflectance signal along wavelength axis will produce a new spectral reflectance signal. Therefore, in this paper, the standard MFCC is improved by reintroducing the information of phase that is discarded in speech processing.
The phase of each frequency after DFT is ΦðnÞ ¼ arctan IðnÞ
To make ΦðnÞ positive, an offset is added in Eq. (12):
The following procedure is the same as that for PðnÞ. Φ N ðnÞ is filtered by using Mel filters:
By calculating the natural logarithm of F Φ ðmÞ,
the MFCC for the phase is
The final MFCC feature for the spectral reflectance signal is
where v k ¼ C P;s ðkÞ þ C Φ;s ðkÞ; ð18Þ
Experimental Results and Discussion
The proposed MFCC model is tested by using Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) images that are acquired by the Jet Propulsion Laboratory. The AVIRIS sensor generates 244 band images across a spectral range from 0.4 to 2:5 μm, with each band covering a narrow spectral range of 10 nm. We use only 175 band images by discarding bands with water absorption and of low signal-to-noise ratio. The bands discarded are the first to the 13th, the 106th to the 113th, the 153rd to the 170th, and the 215th to the 224th. The first test image is a subimage that is taken from an AVIRIS image at low altitude. The image is composed of four regions, which are water body (C1), trees (C2), grass (C3), and bare ground (C4). To evaluate the performance of our proposed method, PCA-and LDA-based feature extraction methods are selected as references.
The classifier that we introduce here is an EM cluster. The EM cluster is used for finding maximum likelihood estimates of parameters in probabilistic models. It can consider both distance and variance in the clustering process. We first extract the features of the spectral image data using PCA (15 dimensions preserved), LDA, and MFCC (15 dimensions preserved), and then cluster the features using an EM cluster. The results are shown in Fig. 2 . Figure 2(a) is the hyperspectral scene. Figure 2(b) is the standard classification, in which the black region is a water body, the dark is gray trees, the light gray is grass, and the white is bare ground. The standard classification map is generated by combining the spectral image data with the true color image of the same place. First, the typical reference reflectance spectra are selected and the spectral angle map (SAM) values are calculated by using the reference reflectance spectra and the spectral image data. The rough cluster map is then obtained by thresholding the SAM value. By refining the rough cluster map through the true color image, the standard classification map can be obtained. The EM cluster that uses the PCA feature misclassifies the water body region and the bare ground on the right of the image [ Fig. 2(c) ]. The EM cluster that uses LDA feature performs better than the PCA version. However, some pixels of the water body are classified as bare ground [ Fig. 2(d) ]. The EM cluster that uses the MFCC feature classifies the water body well [ Fig. 2(e) ], but there is still a small portion of bare ground pixels that are classified as water body. The details of the confusion matrix of each feature extraction method are listed in Table 1 , where Acc stands for accuracy and Avg Acc stands for average accuracy. Classification using the MFCC feature performs best among the three feature extraction models. Although there are some random misclassified pixels in the grass, tree, and bare ground regions, the MFCC feature has the highest accuracy among the evaluated methods.
The next test image is a subimage that is taken from an AVIRIS image of the Washington, D.C., Mall. The subimage is composed of four regions, which are water body (C1), vegetation (C2), soil (C3), and concrete road (C4). We first extract the features of the spectral image data using PCA (12 dimensions preserved), LDA, and MFCC (12 dimensions preserved), and then cluster the features using an EM cluster. The results are shown in Fig. 3 . Figure 3(a) is the hyperspectral scene. Figure 3(b) is the standard classification, in which the black region is water body, the dark gray is vegetation, the light gray is soil, and the white is concrete road. The standard classification map is generated based on the same procedure as in the previous test. The EM cluster that uses the PCA feature misclassifies the concrete road region around the water body [ Fig. 3(c) ]. The LDA feature performs worse than PCA; the concrete road region is misclassified as water body [ Fig. 3(d) ]. The MFCC feature performs well in all four regions [ Fig. 3(e) ]. The details of the confusion matrix of each feature extraction method are listed in Table 2 . As shown in Table 2 , the MFCC feature performs best among the three feature extraction models. This is similar to the previous test. The results show that MFCC can be used as an effective feature extractor for spectral image data classification.
Conclusion
We proposed a spectral image data feature extraction method based on MFCC. Since speech signals and spectral reflectance signals are similar in waveform, we introduced the MFCC model to extract the features of spectral reflectance signals. We also gave the calculation scheme of the MFCC. We applied the proposed method to real spectral image data. Experimental results show that MFCC can be used as an effective feature extraction method for hyperspectral image classification.
