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In this paper, we consider the asymptotic behavior for the degenerate nonlocal parabolic
equation
ut = ∇ ·
(
u3∇u)+ λ f (u)
(
∫
Ω
f (u)dx)p
, x ∈ Ω, t > 0,
with a homogeneous Dirichlet boundary condition, where λ > 0, p > 0 and f is decreasing.
It is found that (a) for 0 < p  1, u(x, t) is globally bounded and the unique stationary
solution is globally asymptotically stable for any λ > 0; (b) for 1 < p < 2, u(x, t) is
globally bounded for any λ > 0, moreover, if Ω is a ball, the stationary solution is
unique and globally asymptotically stable; (c) for p = 2, if 0 < λ < 2|∂Ω|2, then u(x, t)
is globally bounded, moreover, if Ω is a ball, the stationary solution is unique and globally
asymptotically stable; if λ > 2|∂Ω|2, there is no stationary solution and u(x, t) blows up
in ﬁnite time for all x ∈ Ω; (d) for p > 2, there exists a λ∗ > 0 such that for λ > λ∗, or
for 0 < λ λ∗ and u0(x) suﬃciently large, u(x, t) blows up in ﬁnite time for all x ∈ Ω .
Moreover, some formal asymptotic estimates for the behavior of u(x, t) as it blows up are
obtained for p 2.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The aim of this paper is to investigate the blow-up and the asymptotic behavior of solutions for the degenerate nonlocal
parabolic equation⎧⎪⎨
⎪⎩
ut = ∇ ·
(
u3∇u)+ λ f (u)
(
∫
Ω
f (u)dx)p
, x ∈ Ω, t > 0,
u = 0, x ∈ ∂Ω, t > 0,
u(x,0) = u0(x), x ∈ Ω,
(1.1)
where λ > 0, p > 0, u(x, t) = u(x, t, λ) stands for the dimensionless temperature of a conductor when an electric current
ﬂows through it [6,10,14,15], Ω is a bounded domain of Rn with C2 boundary. The nonlinear function f (s) satisﬁes the
condition
f (s) > 0, f ′(s) < 0, s 0,
∞∫
0
s3 f (s)ds < ∞. (1.2)
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with u0(x) = 0, x ∈ ∂Ω and u0(x) > 0, x ∈ Ω . The degeneracy of problem (1.1) only comes from the boundary data, thus
we assume u0(x) > 0 in order to obtain classical solutions inside Ω . Without loss of generality, we may assume that∫∞
0 s
3 f (s)ds = 1.
For the derivation of the model of a nonlocal problem, we refer to [2,3,10–12,15] and references therein. In 1995,
Lacey [10] derived the following nonlocal parabolic model related to Ohmic, or Joule heating⎧⎪⎨
⎪⎩
ut − u = λ f (u)
(
∫
Ω
f (u)dx)2
, x ∈ Ω, t > 0,
u = 0, x ∈ ∂Ω, t > 0,
u(x,0) = u0(x), x ∈ Ω,
(1.3)
where u represents the temperature of the material being heated. The equation comes from a more general parabolic–elliptic
system{
ut − ∇
(
κ(u)∇u)= σ(u)|∇φ|2, x ∈ Ω, t > 0,
∇ · (σ(u)∇φ)= 0, x ∈ Ω, t > 0, (1.4)
where φ is the electric potential. For the study of system (1.4), we refer to [1,4,5,8,9,16] and references therein. For prob-
lem (1.3) of 1-D (−1 < x < 1), in [10,11], among other things, it was proved that for the case of decreasing f (s), (i) if∫∞
0 f (s)ds = ∞, there is a unique steady state which is globally asymptotically stable; (ii) if
∫∞
0 f (s)ds = 1 (which is scaled
from
∫∞
0 f (s)ds < ∞), (a) there is a unique steady state which is globally asymptotically stable if λ < 8, (b) there is no
steady state and u is unbounded if λ = 8, (c) there is no steady state and u blows up in ﬁnite time for all −1 < x < 1 if
λ > 8. In [2], Bebernes and Lacey considered the following problem of high dimension⎧⎪⎨
⎪⎩
ut − u = λ f (u)
(
∫
Ω
f (u)dx)p
, x ∈ Ω, t > 0,
u = 0, x ∈ ∂Ω, t > 0,
u(x,0) = u0(x), x ∈ Ω,
(1.5)
and its associated steady-state problem⎧⎨
⎩−w =
λ f (w)
(
∫
Ω
f (w)dx)p
, x ∈ Ω,
w = 0, x ∈ ∂Ω,
(1.6)
where p > 0, f (s) is positive and locally Lipschitz continuous. Existence–nonexistence results are proven for (1.6) when
f (s) = es or e−s and Ω is a ball or star-shaped domain. For f (s) = es , n = 2, Ω = B1 and u0 radially symmetric, nonnegative,
if p > 1, problem (1.5) has a unique, globally bounded solution for any λ > 0; If p = 1, 0 < λ < 8π , problem (1.5) again has
a bounded global solution, see [2]. For f (s) = es , n = 1 or 2, if p < 1 and λ > λ∗ (critical value for existence–nonexistence
for (1.6)), then the solutions of problem (1.5) blow up in ﬁnite time. In [12], Q.L. Liu et al. considered problem (1.5) with
decreasing f (s) and they have obtained similar results as in [10,11].
Our problem differs signiﬁcantly from the above-mentioned problem, not only in technical details, due to the change
of the diffusion term, but also in the behavior of the model and its physical applications (see [15]). The diffusion term u3
accounts for heat transport dominated by thermal radiation. The third power in ∇ · (u3∇u) or the fourth in the case of u4
comes by assuming the Stefan–Boltzmann law for emission of thermal radiation, see [14]. More precisely, when an electric
current ﬂows through a conductor in very high temperature, heat is produced and electromagnetic radiation is created. The
Ohmic-heating term is as in the standard problem, see [13]. The behavior of the solution of (1.1) for one-dimensional model
with p = 2 had been studied by Tzanetis and Vlamos in [15].
The main purpose of this paper is to obtain similar results as in [2,10–12] and to generalize and improve the results
for dimensions n 2 and p > 0 obtained in [15]. Throughout this paper, we have assumed that the domain Ω satisﬁes the
following condition:
(H) for any point y0 ∈ ∂Ω , there exist two balls B1 and B2 such that B1 ⊂ Ω ⊂ B2 and ∂B1 ∩ ∂Ω ∩ ∂B2 = {y0}.
Our main results read as follows.
• If 0 < p  1, then u(x, t) is globally bounded and there exists a unique stationary solution which is globally asymptoti-
cally stable for any λ > 0.
• If 1 < p < 2, then u(x, t) is globally bounded for any λ > 0. Moreover, if Ω is a ball, the stationary solution is unique
and globally asymptotically stable for any λ > 0.
• Assume p = 2, let λ∗ = 2|∂Ω|2. If 0 < λ < λ∗ , u(x, t) is globally bounded; moreover, if Ω is a ball, the stationary solution
is unique and globally asymptotically stable. If λ > λ∗ , there is no stationary solution and u(x, t) blows up globally in
ﬁnite time T for any initial data u0(x).
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u(x, t) blows up globally in ﬁnite time T .
• We also obtain some formal asymptotic estimates for the local behavior of u(x, t) as it blows up for p  2.
This paper is organized as follows. In Section 2 we consider the steady-state problem corresponding to (1.1). Section 3 is
devoted to some formal asymptotic estimates for the local behavior of u(x, t) as it blows up in ﬁnite time for p  2.
2. Steady-state problem
The steady states of the problem (1.1) play an important role in the description of the asymptotic behavior of the
solutions of (1.1), and hence we ﬁrst consider the stationary problem of (1.1). The stationary problem corresponding to (1.1)
is
∇ · (w3∇w)+ λ f (w)
(
∫
Ω
f (w)dx)p
= 0, x ∈ Ω; w = 0, x ∈ ∂Ω. (2.1)
In order to study the nonlocal problem (2.1), let us ﬁrst consider the following local problem:
∇ · (w3∇w)+μ f (w) = 0, x ∈ Ω; w = 0, x ∈ ∂Ω, (2.2)
where μ 0 and f (s) satisﬁes (1.2). Let v = w4/4, g(s) = f ( 4√4s ), then (2.2) can be written as
v +μg(v) = 0, x ∈ Ω; v = 0, x ∈ ∂Ω. (2.3)
It is well known that the basic theory of monotone schemes can be carried out for the problem (2.3). Therefore, there
exists a solution in H10(Ω). Moreover, the straightforward argument, based on the coercivity of − with Dirichlet boundary
condition, implies that (2.3) has a unique positive solution vΩμ in H
1
0(Ω), see [12]. It follows that (2.2) also has a unique
positive solution wΩμ in H
1
0(Ω). The above arguments are classical and known in the literature [7]. In order to establish a
relationship between the local problem (2.2) and the nonlocal problem (2.1), we deﬁne a real function λ(μ) by
λ(μ) = μ
( ∫
Ω
f
(
wΩμ
)
dx
)p
, (2.4)
for any μ 0. This function is well deﬁned due to the positive character of wΩμ . From the analyticity of the solutions wΩμ
on μ, we deduce that the function λ(μ) is analytical on μ. It is easy to see the relation between the solutions of prob-
lem (2.2) and of problem (2.1).
Theorem 2.1. If w is a solution of problem (2.1) for λ = λ0 , then w is a solution of problem (2.2) for μ = λ0/(
∫
Ω
f (w)dx)p . Con-
versely, if w is a solution of problem (2.2) for μ = μ0 , then w is a solution of problem (2.1) for λ = λ(μ0).
Theorem 2.1 allows us to study problem (2.1) by analyzing the behavior of the function λ(μ). Now we give some
qualitative properties of the proﬁle of the bifurcation diagram of the local problem (2.2).
Lemma 2.2. (See [3, Proposition 2.2].) Let wΩμ be the solution of (2.2), then:
(1) ∂wΩμ /∂μ > 0 for x ∈ Ω .
(2) limμ→∞(wΩμ (x))4/ΦΩ1 (x) → ∞, uniformly in Ω , where ΦΩ1 (x) is the ﬁrst normalized eigenfunction of − in H10(Ω).
Set Γ (x) : ∂Ω → R ∪ {−∞,+∞}, Γ (x) = limx0→x w3∂w/∂ν , x0 ∈ Ω ∩ Vx , where ∂/∂ν is the outward normal derivative
and Vx stands for the inward vector ﬁeld to Ω at x. Now we prove that the solution of (2.1) is unique for any 0 < p  1.
Theorem 2.3. For any 0 < p  1, there exists a unique solution of the problem (2.1) for any λ > 0.
Proof. Let us prove that λ(μ) is strictly increasing. Integrating Eq. (2.2) over Ω , we have∫
∂Ω
Γ (x)ds + λ 1p μ p−1p = 0,
which implies
λ(μ) = μ1−p
(
−
∫
Γ (x)ds
)p
. (2.5)∂Ω
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λ′(μ) > 0 for μ > 0 and lim
μ→∞λ(μ) = ∞. 
We need two lemmas concerning the solution to the problem in a ball
∇ · (w3∇w)+ μ f (w) = 0, x ∈ B; w = 0, x ∈ ∂B, (2.6)
where B = {x ∈Rn: |x− x0| < R}, r = |x− x0|.
Lemma 2.4. (See [15, Lemma 3.1].) If w is a solution of (2.6), then M =max0rR w(r) = w(0) and w ′(r) < 0.
Lemma 2.5. Let f (s) satisfy (1.2),
∫∞
0 s
3 f (s)ds = 1 and w be a solution of (2.6), then we have
−L/√μ < √2 and − lim
μ→∞ L/
√
μ = √2,
where L = limr→R− w3(r)w ′(r).
Proof. Without loss of generality, we may assume x0 = 0. From (2.6), we have(
w3w ′
)′ + n − 1
r
w3w ′ + μ f (w) = 0, 0 < r < R; w(R) = w ′(0) = 0. (2.7)
Multiplying (2.7) by 2w3w ′ and again integrating on (0, R), we get
L2 + 2
R∫
0
(n − 1)(w3w ′)2
r
dr = 2μ
M∫
0
s3 f (s)ds, (2.8)
where M =max0rR w(r) = w(0). By Lemma 2.4,
∫∞
0 s
3 f (s)ds = 1 and (2.8), we have
−L/√μ < √2
M∫
0
s3 f (s)ds
√
2.
Again multiplying (2.7) by r2(n−1)w3w ′ and integrating on (0, r), we have
−w3(r)w ′(r) =√2μr1−n
√√√√√−
r∫
0
s2(n−1)w3w ′ f (w)ds, 0 r  R,
which implies that
−w3(r)w ′(r)√2μ
√√√√√√
M∫
w(r)
s3 f (s)ds
√
2μ
√√√√√
∞∫
w(r)
s3 f (s)ds, 0 r  R (2.9)
and
−L √2μR1−n
√√√√√√−
R∫
R/2
s2(n−1)w3w ′ f (w)ds 21−n
√
2μ
√√√√√
w(R/2)∫
0
s3 f (s)ds. (2.10)
By Lemma 2.2 and
∫∞
0 s
3 f (s)ds = 1, it follows from (2.9) and (2.10) that
lim
μ→∞ w
3(r)w ′(r)/L = 0, ∀r ∈ [0, R). (2.11)
Using w3w ′  0 (Lemma 2.4) and (2.7), we have(
w3w ′
)′ −μ f (w), 0 r < R; w(R) = w ′(0) = 0,
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M∫
w(r)
s3 ds√
F (s) − F (M) 
√
2μr, 0 r  R, (2.12)
where F (s) = ∫∞s σ 3 f (σ )dσ . Since
M4 f (M) 64
15
M∫
M/2
s3 f (s)ds 64
15
∞∫
M/2
s3 f (s)ds
and
∞∫
M/2
s3 f (s)ds → 0 as M → ∞,
we have
M4 f (M) → 0 as M → ∞. (2.13)
For s M , we have F (s) − F (M) = θ3 f (θ)(M − s), θ ∈ [s,M], and due to f ′(s) < 0 for s 0, we get
s3(M − s) f (M) F (s) − F (M) M3(M − s) f (s). (2.14)
Noting w is continuous, w(0) = M and w(R) = 0, so there exists δ ∈ (0, R) such that w(δ) = M/2. Set
R∫
0
(w3w ′)2
r
dr =
δ∫
0
(w3w ′)2
r
dr +
R∫
δ
(w3w ′)2
r
dr := A + B.
For A, combining (2.9), (2.12) with (2.14) we have
A 
√
2μ
δ∫
0
(w3w ′)2∫ M
w(r)
s3 ds√
F (s)−F (M)
dr −2μ
δ∫
0
√
F (w) − F (M)w3w ′∫ M
w(r)
s3 ds√
F (s)−F (M)
dr
−2μ
δ∫
0
√
F (w) − F (M)w3w ′∫ M
w(r)
s3 ds√
F (w)−F (M)
dr  2μ
M∫
M/2
F (s) − F (M)
M − s ds
 2μ
M∫
M/2
M3 f (s)ds 16μ(M/2)4 f (M/2). (2.15)
By Lemma 2.2, (2.13) and (2.15), we get
lim
μ→∞ A/μ = 0. (2.16)
For B , from (2.11), we have
lim
μ→∞ B/L
2 = 0. (2.17)
Combining (2.8), (2.16) and (2.17), we get
− lim
μ→∞ L/
√
μ = √2. 
The following results give us a way to construct a sub-solution of wΩμ in order to estimate the function λ(μ).
Lemma 2.6. (See [12, Lemma 2.4].) Let Ω ′ ⊂ Ω , wΩ ′μ and wΩμ be the solutions of (2.2) on the domains of Ω ′ and Ω , respectively.
Then wΩ
′
μ  wΩμ on Ω ′ for any μ > 0.
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Theorem 2.7. Let f (s) satisfy (1.2),
∫∞
0 s
3 f (s)ds = 1 and Ω be a bounded domain satisfying (H). Then the following assertions hold.
(1) For 1< p < 2, there exists at least one solution of the problem (2.1) for any value λ > 0.
(2) For p = 2, let λ∗ = 2|∂Ω|2 , then there exists at least one solution of the problem (2.1) for 0 < λ < λ∗ and no solution for λ λ∗ .
Moreover, λ(μ) < 2|∂Ω|2 for μ > 0 and limμ→∞ λ(μ) = 2|∂Ω|2 .
(3) For p > 2, there exists a critical value λ∗ > 0 such that there exist at least two solutions of the problem (2.1) for 0 < λ < λ∗ , at
least one solution for λ = λ∗ and no solution for λ > λ∗ . Moreover, limμ→∞ λ(μ) = 0.
Proof. Let y0 ∈ ∂Ω . Without loss of generality we assume that y0 = 0. By (H), there exist two balls B1, B2 (B1 ⊂ Ω ⊂ B2)
which are tangent to Ω at y0, where Bi = {x ∈ Rn: |x − yi | < Ri, yi = (Li,0′)}. Let wΩ , wB1 and wB2 are the solutions
of problem (2.2) on the domains of Ω , B1 and B2, respectively. Lemma 2.6 implies that wΩ  wB1 on B1 and wB2  wΩ
on Ω . Applying Lemma 2.5, we conclude that
√
2 > −L3/√μ−Γ (y0)/√μ−L4/√μ, μ > 0
and
√
2= − lim
μ→∞ L3/
√
μ− lim
μ→∞Γ (y0)/
√
μ− lim
μ→∞ L4/
√
μ = √2,
where L3 = limr2→R2− w3B2 (r2)w ′B2 (r2), L4 = limr1→R1− w3B1 (r1)w ′B1 (r1), r1 = |x− y1|, r2 = |x− y2|, which imply
−Γ (y0)/√μ <
√
2 and − lim
μ→∞Γ (y0)/
√
μ = √2.
Since y0 is arbitrary, it follows that
− 1√
μ
∫
∂Ω
Γ (x)ds <
√
2|∂Ω| for μ > 0 and − lim
μ→∞
1√
μ
∫
∂Ω
Γ (x)ds = √2|∂Ω|.
By (2.5), we obtain:
(i) If 0 < p < 2, then limμ→∞ λ(μ) = ∞.
(ii) If p = 2, then λ(μ) < 2|∂Ω|2 for μ > 0 and limμ→∞ λ(μ) = 2|∂Ω|2.
(iii) If p > 2, then limμ→∞ λ(μ) = 0. 
Moreover, if Ω is a ball B , we have the following results.
Theorem 2.8. Assume f (s) satisfy (1.2),
∫∞
0 s
3 f (s)ds = 1, Ω is a ball B. Then we have:
(1) For 1< p < 2, there exists a unique solution of the problem (2.1) for any λ > 0.
(2) For p = 2, there exists a unique solution of the problem (2.1) for any 0 < λ < 2|∂B|2 .
Proof. From Theorem 2.7, we only prove that λ(μ) is strictly increasing. Without loss of generality, we may assume B is
the unit ball centered at 0. From (2.2), we have
(
w3w ′
)′ + n − 1
r
w3w ′ + μ f (w) = 0, 0 < r < 1; w(1) = w ′(0) = 0. (2.18)
Multiplying (2.18) by r2(n−1)w3w ′ and integrating on [0,1], we have
L25 = 2μ
1∫
0
r2(n−1)w3w ′ f (w)dr, (2.19)
where L5 = limr→1− w3(r)w ′(r). Set F (s) =
∫∞
s σ
3 f (σ )dσ . For (2.19) using partial integration, we have
L25/μ = 2− 4(n− 1)
1∫
r2n−3F (w)dr,0
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d(L5/
√
μ)2
dμ
= 4(n− 1)
1∫
0
r2n−3wμw3 f (w)dr > 0 (using wμ  0). (2.20)
For 1 < p < 2, from (2.5), we get
λ1/p(μ) = −|∂B|μ1/p−1/2L5/√μ. (2.21)
Combining (2.20) with (2.21), we have λ′(μ) > 0. For p = 2, from (2.5), we get
λ(μ) = |∂B|2(L5/√μ)2.
From (2.20), λ′(μ) > 0 is obviously. 
Using Theorems 2.3, 2.7 and 2.8, similarly as in [11,12,15], we can prove the following global existence results.
Theorem 2.9.
(i) If 0 < p  1, then u(x, t) is globally bounded and the unique steady state is globally asymptotically stable for any λ > 0.
(ii) If 1 < p < 2 and
∫∞
0 s
3 f (s)ds = 1, then u(x, t) is globally bounded for any λ > 0. Moreover, if Ω is a ball, the stationary solution
is unique and globally asymptotically stable.
(iii) If p = 2, ∫∞0 s3 f (s)ds = 1 and 0 < λ < 2|∂Ω|2 , then u(x, t) is globally bounded for any initial data. Moreover, if Ω is a ball, the
stationary solution is unique and globally asymptotically stable.
3. Blow-up and asymptotic behavior
In this section, we deal with the blow-up solutions of problem (1.1). By Theorem 2.7, in the case of λ > λ∗ = 2|∂Ω|2
and
∫∞
0 s
3 f (s)ds = 1, there is no steady solution to (2.1). Since λ(μ) < λ for any μ > 0, we can ﬁnd an increasing, with
respect to t , lower solution v(x, t) = w(x;μ(t)) with μ and v → ∞ as t → T ∞ (see [11,12,15]). Thus u(x, t) is globally
unbounded. We shall show that T < ∞. Therefore, we look for a lower solution V (x, t) which blows up at a ﬁnite time. Let
d(x) = dist(x, ∂Ω). Set⎧⎨
⎩
V (x, t) = w(y(x, t);μ(t)), 0 d(x) ε(t), x ∈ Ω, t > 0,
V (x, t) = M(t) = max
0d(x)ε(t)
w
(
y(x, t);μ(t)), d(x) ε(t), x ∈ Ω, t > 0, (3.1)
where 0 y(x, t) = d(x)/ε(t) 1, ε(t) > 0 is a function to be chosen later and w(y(x, t);μ(t)) satisﬁes(
w3wy
)
y + μ(t) f (w) = 0, 0 < y < 1, t > 0; w
(
0;μ(t))= w ′(1;μ(t))= 0, (3.2)
or equivalently
(
w3wr
)
r +
μ(t)
ε2(t)
f (w) = 0, r = d(x), 0 r  ε(t), t > 0; w(0) = dw
dr
∣∣∣∣
r=ε(t)
= 0, (3.3)
which implies
⎧⎪⎨
⎪⎩
∇ · (w3∇w)− w3wrd + μ
ε2
f (w) = 0, 0 d(x) ε(t), t > 0,
w
(
y(x, t);μ(t))= 0, x ∈ ∂Ω, t > 0, dw
dr
∣∣∣∣
r=ε(t)
= 0.
(3.4)
From the deﬁnition of w , it is obvious that w , wr are continuous at r = ε(t). We can choose μ(0) (or equivalently M(0))
suﬃciently large so that V (x,0) u0(x) (such a choice is possible since w → ∞ as μ → ∞ and provided that u0(x), u′0(x)
are bounded). To prove that V (x, t) is a lower solution, we need some preliminary results.
Lemma 3.1. Let f (s) satisfy (1.2) and
∫∞
0 s
3 f (s)ds = 1, then we have
lim
M→∞
√
μ(M) f (M) = 0.
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lim
r→0+ w
3(r)wr(r) =
√
2μ
ε
√√√√√
M∫
0
s3 f (s)ds, (3.5)
and
w3wr√
F (w) − F (M) =
√
2μ
ε
, (3.6)
where F (s) = ∫∞s σ 3 f (σ )dσ > 0. Relation (3.6) gives
√
μ(M) =
√
2
2
M∫
0
s3 ds√
F (s) − F (M) . (3.7)
From (2.14) and (3.7), we get
√
μ(M)
√
2
2
M∫
0
s
3
2 (M − s)− 12 f − 12 (M)ds
√
2M2√
f (M)
,
and hence
μ(M) f (M) 2M4, M > 0. (3.8)
Combining (2.13) with (3.8), we ﬁnally get
lim
M→∞
√
μ(M) f (M) = 0. 
As it is indicated in [2], d(x) is smooth and more precisely |d| K , for some K , in a neighborhood of the boundary if
∂Ω is smooth. For any ε > 0, set Ωε = {x ∈ Ω: 0 < d(x) < ε(t)}.
Theorem 3.2. Let f (s) satisfy (1.2),
∫∞
0 s
3 f (s)ds = 1, p = 2 and Ω satisfy (H). If λ > λ∗ = 2|∂Ω|2 , the solution of the problem (1.1)
blows up globally in ﬁnite time T .
Proof. We look for a lower solution V (x, t) to satisfy (3.1)–(3.4). From (3.3) and (3.5), we have
ε(t)∫
0
f (w)dr = ε
2(t)
μ(t)
lim
r→0+ w
3(r)wr(r) = ε(t)
√
2
μ
√√√√√
M∫
0
s3 f (s)ds ε(t)
√
2
μ
. (3.9)
Set ε = α√μ f (M), where α is a suitable chosen constant; in particular choose α > |Ω|/(√λ−√2|∂Ω|) for λ > λ∗ = 2|∂Ω|2.
Such an α gives, see also [10,11,15],
3Λ = λ
(|Ω| + √2α|∂Ω|)2 −
1
α2
> 0.
From Lemma 3.1, we also note that with such a ﬁxed α, ε → 0 as M → ∞. From (3.3) and (3.9), we have
∫
Ω
f (V )dx =
∫
Ω\Ωε
f (M)dx+
∫
Ωε
f (w)dx |Ω| f (M) + |∂Ω|
ε(t)∫
0
f (w)dr
 |Ω| f (M) + |∂Ω|ε
√
2
μ
= √2|∂Ω| f (M)
( |Ω|√
2|∂Ω| + α
)
.
Integrating (3.6) on (0, r), we get
w∫
s3 ds√
F (s) − F (M) =
√
2μr
ε
=
√
2r
α f (M)
. (3.10)0
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F (V ) = M˙ − λ f (M)
(
∫
Ω
f (V )dx)2
 M˙ − λ
2|∂Ω|2 f (M)( |Ω|√
2|∂Ω| + α)2
 M˙ − Λ
f (M)
 0.
For x ∈ Ωε , we ﬁrst differentiate (3.10) with respect to t and get
wt = − f
′(M)
f (M)
M˙(t)
(
F (w) − F (M)) 12 w−3
w∫
0
s3 ds√
F (s) − F (M)
+ 1
2
f (M)M3M˙(t)
(
F (w) − F (M)) 12 w−3
w∫
0
(
F (s) − F (M))− 32 s3 ds := A + B.
Since F ′(s) < 0, for 0 s w , we have
s3(F (w) − F (M)) 12
w3
√
F (s) − F (M)  1.
For A we have
A = − f
′(M)
f (M)
M˙(t)
(
F (w) − F (M)) 12 w−3
w∫
0
s3 ds√
F (s) − F (M)
− f
′(M)
f (M)
M˙(t)M − f
′(M)
f 2(M)
MM˙(t) f (w) Λ f (w)
f 2(M)
,
provided that
M˙(t)− Λ
Mf ′(M)
and taking into account that f ′(s) 0 so that f (w)/ f (M) 1 for w  M . For B , when w > M/2, from (2.14) and F ′(s) < 0
we have
B = 1
2
M3 f (M)M˙(t)
(
F (w) − F (M)) 12 w−3
( M/2∫
0
(
F (s) − F (M))− 32 s3 ds +
w∫
M/2
(
F (s) − F (M))− 32 s3 ds
)
 1
2
M3 f (M)M˙(t)
(
F (M/2) − F (M)) 12 w−3
M/2∫
0
(
F (M/2) − F (M))− 32 s3 ds
+ 1
2
M3 f (M)M˙(t)
(
F (w) − F (M)) 12
w∫
M/2
(
F (s) − F (M))− 32 ds
 M
3 f (M)M˙(t)(M/2)4
8w3(F (M/2) − F (M)) +
M
9
2 M˙(t) f
1
2 (w)(M − w) 12
2 f
1
2 (M)
w∫
M/2
(M − s)− 32 s− 92 ds
 M
3 f (M)M˙(t)(M/2)4
8(M/2)3 f (M)(M/2)4
+ M
9
2 M˙(t) f
1
2 (w)(M − w) 12
2 f
1
2 (M)(M/2)
9
2
w∫
M/2
(M − s)− 32 ds
 f (M) f (w)M˙(t)
f 2(M)
+ 2
9
2 f (M) f (w)M˙(t)
f 2(M)
 33 f (M) f (w)M˙(t)
f 2(M)
;
when 0 < w  M/2, then
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2
M3 f (M)M˙(t)w−3
w∫
0
(
F (s) − F (M))−1s3 ds
 1
2
M3 f (M)M˙(t)w−3
w∫
0
(
F (M/2) − F (M))−1s3 ds
= M
3 f (M)M˙(t)w
8(F (M/2) − F (M)) 
f (M) f (w)M˙(t)
f 2(M)
.
Hence, for any 0 < w < M , we have
B  33 f (M) f (w)M˙(t)
f 2(M)
 M
3 f (M) f (w)M˙(t)
f 2(M)
 Λ f (w)
f 2(M)
, for M  1,
provided that
M˙(t) Λ
M3 f (M)
.
Also, using (3.4) and (3.6), we have the estimate
−∇(w3∇w)= −w3wrd + μ
ε2
f (w) Kw3wr + μ
ε2
f (w)
(
using |d| K )
= K
√
2μ
ε
(
F (w) − F (M)) 12 + f (w)
α2 f 2(M)

√
2K
α
(M4 f (M))
1
2 f (w)
f 2(M)
+ f (w)
α2 f 2(M)
 Λ f (w)
f 2(M)
+ f (w)
α2 f 2(M)
, for M  1,
since M4 f (M) → 0 as M → ∞. Thus for x ∈ Ωε if
0 M˙(t) =min
{
Λ
M3 f (M)
,− Λ
Mf ′(M)
}
(3.11)
and using the previous estimate we obtain
F (V ) = wt − ∇
(
w3∇w)− λ f (w)
(
∫
Ω
f (V )dx)2
= A + B − w3wrd + μ
ε2
f (w) − λ f (w)
(
∫
Ω
f (V )dx)2
 3Λ f (w)
f 2(M)
+ f (w)
α2 f 2(M)
− λ f (w)
2|∂Ω|2 f 2(M)( |Ω|√
2|∂Ω| + α)2
= 0.
Also V (x, t) = u(x, t) = 0 on the boundary ∂Ω and taking V (x,0) u0(x), the function V (x, t) is a lower solution to prob-
lem (1.1). Hence u(x, t) V (x, t) for M large enough (after some time at which u(x, t) is suﬃciently large if T = ∞).
Now we show that u(x, t) blows up in ﬁnite time. Indeed, from (3.12) we have
Λ
dt
dM
=max{M3 f (M),−Mf ′(M)}
 M3 f (M) − Mf ′(M) M3 f (M) − M4 f ′(M), for M  1,
which implies
Λt 
M∫ (
s3 f (s) − s4 f ′(s))ds < ∞,
since M4 f (M) → 0 as M → ∞ and ∫∞0 s3 f (s)ds = 1. Hence V (x, t) blows up at t∗ < ∞ and u(x, t) must blow up at
T  t∗ < ∞.
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Ω
f (u)dx→ 0 as t → T .
Indeed,
M˙  λ f (M)
(
∫
Ω
f (u)dx)2
= h(t),
giving
M(t) − M(0)
t∫
0
h(s)ds → ∞ as t → T .
This implies
∫
Ω
f (u)dx → 0 as t → T since f (s) is bounded. Thus, for λ > λ∗ = 2|∂Ω|2, u(x, t) blows up globally. 
Theorem 3.3. Let f (s) satisfy (1.2),
∫∞
0 s
3 f (s)ds = 1, p > 2 and Ω satisfy (H). Then there exists a critical value λ∗ such that for
λ > λ∗ or for any 0 < λ λ∗ but with initial data suﬃciently large, the solution of the problem (1.1) blows up globally in ﬁnite time T .
Proof. Using Theorem 2.7, it follows that for λ > λ∗ or for any 0 < λ  λ∗ but with initial data u0 more than the greater
steady state u(x, t) is globally unbounded (see [11,12]). In order to prove u(x, t) blows up in ﬁnite time T < ∞, we also
look for a lower solution V (x, t) to satisfy (3.1)–(3.4). Then
∫
Ω
f (V )dx =
∫
Ω\Ωε
f (M)dx+
∫
Ωε
f (w)dx |Ω| f (M) + |∂Ω|
ε(t)∫
0
f (w)dr
 |Ω| f (M) + |∂Ω|ε
√
2
μ
= √2|∂Ω| f (M)
( |Ω|√
2|∂Ω| + 1
)
,
on choosing ε = √μ f (M). From Lemma 3.1, we also note that ε → 0 as M → ∞.
For x ∈ Ω \ Ωε ,
F (V ) = M˙ − λ f (M)
(
∫
Ω
f (V )dx)p
 M˙ − λ
(
√
2|∂Ω|)p f p−1(M)( |Ω|√
2|∂Ω| + 1)p
 M˙ − 1
f (M)
 0 for M  1,
on choosing M˙  1/ f (M) and taking into account p > 2 and f (M) → 0 as M → ∞.
For x ∈ Ωε , similar to the proof of Theorem 3.2, we have wt = A + B . For A, from (2.14) we have
A = − f
′(M)
f (M)
M˙(t)
(
F (w) − F (M)) 12 w−3
w∫
0
s3 ds√
F (s) − F (M)
− f
′(M)
f (M)
MM˙(t) f (w)
f 2(M)
,
provided that
M˙(t)− 1
Mf ′(M)
.
For B we have
B  33 f (M) f (w)M˙(t)
f 2(M)
 M
3 f (M) f (w)M˙(t)
f 2(M)
 f (w)
f 2(M)
, for M  1,
provided that
M˙(t) 1
3
.
M f (M)
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−∇(w3∇w)= −w3wrd + μ
ε2
f (w) Kw3wr + μ
ε2
f (w)
(
using |d| K )
= K
√
2μ
ε
(
F (w) − F (M)) 12 + f (w)
f 2(M)

√
2K
(M4 f (M))
1
2 f (w)
f 2(M)
+ f (w)
f 2(M)
 2 f (w)
f 2(M)
, for M  1,
since M4 f (M) → 0 as M → ∞. Thus for x ∈ Ωε if
0 M˙(t) =min
{
1
M3 f (M)
,− 1
Mf ′(M)
}
(3.12)
and using the previous estimate we obtain
F (V ) = wt − ∇
(
w3∇w)− λ f (w)
(
∫
Ω
f (V )dx)2
= A + B − w3wrd + μ
ε2
f (w) − λ f (w)
(
∫
Ω
f (V )dx)p
 4 f (w)
f 2(M)
− λ f (w)
(2|∂Ω|)p f p(M)( |Ω|√
2|∂Ω| + 1)p
 0 for M  1,
since p > 2 and f (M) → 0 as M → ∞.
Also V (x, t) = u(x, t) = 0 on the boundary ∂Ω and taking V (x,0) u0(x), the function V (x, t) is a lower solution to the
problem (1.1). Hence u(x, t) V (x, t) for M is large enough (after some time at which u is suﬃciently large if T = ∞).
The rest of the proof is the same as in Theorem 3.2, so we omit it here. 
Now we will consider the formal asymptotic approximation for u(x, t) near the blow-up time T . For simplicity, we only
consider the radial solutions of (1.1). Hence, Ω is taken as B1 ⊂Rn which is the unit ball centered at 0, and u0(x) satisﬁes
u0(x,0) = u0(r), u′0(r) < 0 and u0(1) = 0 (r = |x|). Set g(t) = λ/(
∫
B1
f (u)dx)p , then u(x, t) satisﬁes⎧⎨
⎩
ut = ∇ ·
(
u3∇u)+ g(t) f (u), x ∈ B1, t > 0,
u(x, t) = 0, x ∈ ∂B1, t > 0,
u(x,0) = u0(x), x ∈ B1,
(3.13)
where still taking f to be decreasing and to satisfy
∫∞
0 s
3 f (s)ds = 1. Set M(t) =maxx∈B1 u(x, t).
As in [11], we obtain that limt→T g(t) = ∞ and u(x, t) ∼ M except in some boundary layers near ∂B1. In the main core
(outer) region we neglect ∇ · (u3∇u), so
dM
dt
∼ g(t) f (M)
and signiﬁcant contributions to the integral
∫
B1
f (u)dx can come from the largest (core) region which has volume ∼ |B1|
(contribution ∼ |B1| f (M)) and from the boundary layers where f is larger, f (u) is O (1) where u(x, t) is O (1). If the
boundary layers have volume O (δ), for some small δ, then to obtain a balance involving ∇ · (u3∇u), either δ−2 = O (g) or
δ−2 = O ((T − t)−1), whichever is the larger, see [11].
Supposing that g(t)  (T − t)−1 for t → T the contribution to the integral from the boundary layer is O (δ) = O (√T − t ),
whereas∫
B1
f (u)dx= O (g(t)−1/p) (T − t)1/p √T − t as t → T .
This suggests that the core dominates and∫
f (u)dx∼ |B1| f (M).
B1
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g(t) ∼ λ|B1|p f p(M) , f (M) ∼
1
|B1|
(
λ
g
)1/p
,
and
dM
dt
∼ g(t) f (M) ∼ 1|B1|λ
1/p g(p−1)/p  (T − t)(1−p)/p for t → T .
This would indicate that M is actually bounded as t → T . Contradicting the occurrence of blow-up.
Next we suppose that g(t) = O ((T − t)−1) for t → T . Since
|B1| f (M)
∫
B1
f (u)dx =
(
λ
g
)1/p
,
we must have f (M) O ((T − t)1/p). Again,
dM
dt
∼ g(t) f (M) O ((T − t)(1−p)/p),
which contradicts the assumption of blow-up. There remains only one possibility:
g(t)  (T − t)−1 for t → T .
The boundary layer has volume O (g(t)−1/2)  √T − t , where u(x, t) is O (1) and ut is negligible compare to ∇ · (u3∇u).
There has to be a balance between ∇ · (u3∇u) and g(t) f (u), that is,
−∇ · (u3∇u)∼ g(t) f (u).
Let d(x) = dist(x, ∂B1) and Bδ(t) = {x ∈ B1: d(x) < δ(t)}. Then⎧⎪⎪⎨
⎪⎪⎩
−(u3ur)r − n− 1r u3ur ∼ g(t) f (u), ε(t) < r < 1, T − t  1,
u(1, t) = 0, u(r, t)|r=ε(t)  1 du
4
dr
∣∣∣∣
r=ε(t)
, T − t  1,
(3.14)
where ε(t) = 1− δ(t) and δ(t) → 0 as t → T . Multiplying (3.14) by rn−1 and integrating on (ε(t), r), we get
rn−1u3ur ∼ −g(t)
r∫
ε(t)
sn−1 f (u)ds, ε(t) < r < 1, T − t  1.
Using ε(t) = 1− δ(t) → 1 as t → T , (3.14) takes the form:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
u3ur ∼ −g(t)
r∫
ε(t)
f (u)ds, ε(t) < r < 1, T − t  1,
u(1, t) = 0, u(r, t)|r=ε(t)  1 du
4
dr
∣∣∣∣
r=ε(t)
, T − t  1.
(3.15)
We consider the auxiliary problem:⎧⎨
⎩
(
w3wx
)
x = −g(t) f (w), ε(t) < x < 1, T − t  1,
w(1, t) = w ′(ε(t))= 0, M1(t) = max
ε(t)x1
w(x, t) = w(ε(t)), T − t  1, (3.16)
where M1(t) → ∞ as t → T . For any constant t0 > 0, (3.16) has a unique positive solution. Multiplying (3.16) by 2w3wx
and integrating on (ε(t),1), we get
−L6 =
√
2g(t)
√√√√√
M1(t)∫
0
s3 f (s)ds, T − t  1,
where L6 = limx→1− w3(x)wx(x). From
∫∞
0 s
3 f (s)ds = 1 and limt→T M1(t) = ∞, we have
lim −L6/
√
g(t) = √2.t→T
F. Liang / J. Math. Anal. Appl. 365 (2010) 590–604 603Formally, (3.16) can be viewed as the limit of (3.14), thus,
−L7/
√
g(t) ∼ √2, T − t  1,
where L7 = limr→1− w3(r)wr(r). By (3.14), we get∫
Bδ(t)
f (u)dx ∼ −
∫
∂B1
L7 ds/g(t) = −|∂B1|L7/g(t) ∼
√
2|∂B1|/√g.
We deduce that the contribution to
∫
B1
f (u)dx from the boundary layers ∼ √2|∂B1|/√g .
Now∫
B1
f (u)dx∼ |B1| f (M) +
√
2|∂B1|/√g
and
g ∼ λ
(|B1| f (M) +
√
2|∂B1|/√g )p
, t → T (g,M → ∞).
We see that
λ
1
p ∼ g 1p (|B1| f (M) + √2|∂B1|/√g )= |B1| f (M)g 1p + √2|∂B1|g 2−p2p ,
i.e.:
(i) If p = 2, then f (M) ∼
√
λ−√2|∂B1|
|B1|√g .
(ii) If p > 2, then f (M) ∼ 1|B1| ( λg )
1
p .
Therefore, in the core region u(x, t) ∼ M which satisﬁes
dM
dt
∼ g(t) f (M) ∼ Λ
2
1
f (M)
, p = 2, (3.17)
and
dM
dt
∼ g(t) f (M) ∼ Λ2
f p−1(M)
, p > 2, (3.18)
where Λ1 = (
√
λ − √2|∂B1|)/|B1|, Λ2 = λ/|B1|p .
Remark 3.4. By (3.17) and (3.18), we obtain that the signiﬁcant contributions to integral
∫
B1
f (u)dx come from the largest
core region and the boundary layers where f is large if p = 2, but the core dominates for p > 2.
4. Discussion
In this paper we have considered the multi-dimensional problem
ut = ∇ ·
(
u3∇u)+ λ f (u)
(
∫
Ω
f (u)dx)p
, x ∈ Ω, t > 0,
with a homogeneous Dirichlet boundary condition. The conduction term is of the form ∇ · (u3∇u) and comes from the
Stefan–Boltzmann law for emission of thermal radiation, see [14]. Since f is decreasing, we can use comparison methods.
We have seen that in a physically important case of p = 2 with Ω satisfying (H), the critical value of λ for the elliptic
problem (2.1) is λ∗ = 2|∂Ω|2 in the sense that there exists at least one solution of (2.1) for 0 < λ < λ∗ and no solution for
λ λ∗ . Next, we saw that for p = 2 the solution u of (1.1) is globally bounded if 0 < λ < λ∗ and u blows up globally in ﬁnite
time if λ > λ∗ . We also proved that for 0 < p < 2, u is globally bounded for any λ > 0. For p > 2, which is also of practical
signiﬁcance, there exists a critical value λ∗ such that for λ > λ∗ or for any 0 < λ  λ∗ and u0(x) suﬃciently large, u(x, t)
blows up globally in ﬁnite time. We obtained some formal asymptotic estimates for the local behavior of u as it blows up
for p  2.
If p = 2, for general domain without assumption (H), we are now unable to verify λ∗ = 2|∂Ω|2. Also, the behavior of the
time-dependent solutions of λ = λ∗ for p = 2 have not been completely answered yet.
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