We consider the problem of approximating an analytic function on a compact interval from its values at M +1 distinct points. When the points are equispaced, a recent result (the so-called impossibility theorem) has shown that the best possible convergence rate of a stable method is root-exponential in M , and that any method with faster exponential convergence must also be exponentially ill-conditioned at a certain rate. This result hinges on a classical theorem of Coppersmith & Rivlin concerning the maximal behaviour of polynomials bounded on an equispaced grid. In this paper, we first generalize this theorem to arbitrary point distributions. We then present an extension of the impossibility theorem valid for general nonequispaced points, and apply it to the case of points that are equidistributed with respect to (modified) Jacobi weight functions. This leads to a necessary sampling rate for stable approximation from such points. We prove that this rate is also sufficient, and therefore exactly quantify (up to constants) the precise sampling rate for approximating analytic functions from such node distributions with stable methods. Numerical results -based on computing the maximal polynomial via a variant of the classical Remez algorithm -confirm our main theorems. Finally, we discuss the implications of our results for polynomial least-squares approximations. In particular, we theoretically confirm the well-known heuristic that stable least-squares approximation using polynomials of degree N < M is possible only once M is sufficiently large for there to be a subset of N of the nodes that mimic the behaviour of the N th set of Chebyshev nodes.
Introduction
The concern of this paper is the approximation of an analytic function f : [−1, 1] → C from its values on an arbitrary set of M + 1 points in [−1, 1] . It is well known that if such points follow a Chebyshev distribution then f can be stably (up to a log factor in M ) approximated by its polynomial interpolant with a convergence rate that is geometric in the parameter M . Conversely, when the points are equispaced polynomial interpolants do not necessarily converge uniformly on [−1, 1] as M → ∞; an effect known as Runge's phenomenon. Such an approximation is also exponentially ill-conditioned in M , meaning that divergence is witnessed in finite precision arithmetic even when theoretical convergence is expected.
Many different numerical methods have been proposed to overcome Runge's phenomenon by replacing the polynomial interpolant by an alternative approximation (see [13, 26, 27] and references therein). This raises the fundamental question: how successful can such approximations be? For equispaced points, this question was answered recently in [27] . Therein it was proved that no stable method for approximating analytic functions from equispaced nodes can converge better than rootexponentially fast in the number of points, and moreover any method that converges exponentially fast must also be exponentially ill-conditioned.
A well-known method for approximating analytic functions is polynomial least-squares fitting with a polynomial of degree N < M . Although a classical approach, this technique has become increasingly popular in recent years as a technique for computing so-called polynomial chaos expansions with application to uncertainty quantification (see [14, 15, 23, 24] and references therein), as well as in data assimilation in reduced-order modelling [10, 18] . A consequence of the impossibility theorem of [27] is that polynomial least-squares is an optimal stable and convergent method for approximating one-dimensional analytic functions from equispaced data, provided the polynomial degree N used in the least-squares fit scales like the square-root of the number of grid points M + 1 [2] . Using similar ideas, it has also recently been shown that polynomial least-squares is also an optimal, stable method for extrapolating analytic functions [17] .
Contributions
The purpose of this paper is to investigate the limits of stability and accuracy for approximating analytic functions from arbitrary sets of points. Of particular interest is the case of points whose behaviour lies between the two extremes of Chebyshev and equispaced grids. Specifically, suppose a given set of points exhibits some clustering near the endpoints, but not the characteristic quadratic clustering of Chebyshev grids. Generalizing that of [27] , our main result precisely quantifies both the best achievable error decay rate for a stable approximation and the resulting ill-conditioning if one seeks faster convergence.
This result follows from an extension of a classical theorem of Coppersmith & Rivlin on the maximal behaviour of a polynomial of degree N bounded on a grid of M equispaced points [16] . In Theorem 3.1 we extend the lower bound proved in [16] to arbitrary sets of points. We next present an abstract impossibility result (Lemma 4.1) valid for arbitrary sets of points. To illustrate this result in a concrete setting, we then specialize to the case of nodes which are equidistributed with respect to modified Jacobi weight functions. Such weight functions take the form
where α, β > −1 and c 1 ≤ g(x) ≤ c 2 almost everywhere, and include equispaced (µ(x) = 1 2 ) and Chebyshev (µ(x) = 1 π √ 1−x 2 ) weight functions as special cases. In our main result, Theorem 4.2, we prove an extended impossibility theorem for the corresponding nodes. Generalizing [27] , two important consequences of this theorem are as follows:
(i) If γ = max{α, β} > −1/2, any method that converges exponentially fast in M with geometric rate, i.e. the error decays like O(ρ −M ) for some ρ > 1, must also be exponentially ill-conditioned in M at a geometric rate.
(ii) The best possible convergence rate for a stable approximation is subgeometric with index ν = 1 2(γ+1) . That is, the error is at best O(ρ −M ν ) for some ρ > 1 as M → ∞. We also give a full characterization of the trade-off between exponential ill-conditioning and exponential convergence at subgeometric rates lying strictly between ν = 1 2(γ+1) and ν = 1. Although not a result about polynomials per se, this theorem is closely related to the behaviour of discrete least-squares fitting with polynomials of degree N < M . Indeed, the quantity we estimate in Theorem 3.1 is equivalent (up to a factor of √ M ) to the infinity-norm condition number of such an approximation. By using polynomial least-squares as our method, in Proposition 5.5 we show that the rate described in (ii) is not only necessary for stable recovery but also sufficient. Specifically, when the polynomial degree is chosen as
the polynomial least-squares approximation is stable and converges like O(ρ −M ν ) for all functions analytic in an appropriate complex region. The fact that such a method is optimal in view of the generalized impossibility theorem goes some way towards justifying the popularity of discrete least-squares techniques.
Besides these results, in §6 we also introduce an algorithm for computing the maximal polynomial for an arbitrary set of nodes. This algorithm, which is based on a result of Schönhage [30] , is a variant of the classical Remez algorithm for computing best uniform approximations (see, for example, [25, 28] ). We use this algorithm to present numerical results in the paper confirming our various theoretical estimates.
Finally, let us note that one particular consequence of our results is a confirmation of a popular heuristic for polynomial least-squares approximation (see, for example, [12] ). Namely, the number of nonequispaced nodes required to stably recover a polynomial approximation of degree N is of the same order as the number of nodes required for there to exist a subset of those nodes of size N + 1 which mimics the distribution of the Chebyshev nodes {cos(nπ/N )} N n=0 . In Proposition 5.6 we show that the same sufficient condition for boundedness of the maximal polynomial also implies the existence of a subset of N of the original M + 1 nodes which interlace the Chebyshev nodes. In particular, for nodes that are equidistributed according to a modified Jacobi weight function one has this interlacing property whenever the condition M ≍ N 2(γ+1) holds, which is identical to the necessary and sufficient condition (1.1) for stability of the least-squares approximation.
Preliminaries
Our focus in this paper is on functions defined on compact intervals, which we normalize to the unit interval [−1, 1]. Unless otherwise stated, all functions will be complex-valued, and in particular, polynomials may have complex coefficients. Throughout the paper −1 = x 0 < . . . < x M = 1 will denote the nodes at which a function f : [−1, 1] → C is sampled. We include both endpoints x = ±1 in this set for convenience. All results we prove remain valid (with minor alterations) for the case when either or both endpoints is excluded.
We require several further pieces of notation. Where necessary throughout the paper N ≤ M will denote the degree of a polynomial. We write f ∞ for the uniform norm of a function f ∈ C([−1, 1]) and f M,∞ = max m=1,...,M |f (x m )| for the discrete uniform semi-norm of f on the grid of points. We write ·, · for the Euclidean inner product on L 2 (−1, 1) and · 2 for the Euclidean norm. Correspondingly, we let f,
f, f M be the discrete semi-inner product and semi-norm respectively.
We will say that a sequence a n converges to zero exponentially fast if |a n | = O ρ −n r for some ρ > 1 and r > 0. If r = 1 then we say the convergence is geometric, and if 0 < r < 1 or r > 1 then it is subgeometric or supergeometric respectively. When r = 1/2 we also refer to this convergence as root-exponential. Given two nonnegative sequences a n and b n we write a n ≍ b n as n → ∞ if there exist constants c 1 , c 2 > 0 such that c 1 b n ≤ a n ≤ c 2 b n for all large n. Finally, we will on occasion use the notation A B to mean that there exists a constant c > 0 independent of all relevant parameters such that A ≤ cB.
The impossibility theorem for equispaced points
We first review the impossibility theorem of [27] 
) is a family of mappings such that F M (f ) depends only on the values of f on this grid. We define the (absolute) condition numbers as
Suppose that E ⊆ C is a compact set. We now write B(E) for the Banach space of functions that are continuous on E and analytic in its interior with norm f E = sup z∈E |f (z)|.
is an approximation procedure based on equispaced grids of M + 1 points such that for some C, ρ > 1 and 1/2 < τ ≤ 1 we have
for all f ∈ B(E). Then the condition numbers (2.1) satisfy
for some σ > 1 and all large M .
Specializing to τ = 1, this theorem states that exponential convergence at a geometric rate implies exponential ill-conditioning at a geometric rate. Conversely, stability of any method is only possible when τ = 1/2, which corresponds to root-exponential convergence in M .
Coppersmith & Rivlin's bound
The proof of Theorem 2.1, although it does not pertain to polynomials or polynomial approximation specifically, relies on a result of Coppersmith & Rivlin on the maximal behaviour of polynomials bounded on an equispaced grid. To state this result, we first introduce the following notation:
Note that in the special case M = N , this is just the Lebesgue constant
where F N (f ) denotes the polynomial interpolant of degree N of a function f .
Two implications of this result are as follows. First, a polynomial of degree N bounded on M = O (N ) equispaced points can grow at most exponentially large in between those points. Second, one needs quadratically-many equispaced points, i.e. M ≍ N 2 , in order to prohibit growth of an arbitrary polynomial of degree N that is bounded on an equispaced grid. We remark in passing that when M = N , so that B(N, N ) = Λ(N ) is the Lebesgue constant, one also has the well-known estimate Λ(N ) ∼ Remark 2.3 Sufficiency of the scaling M ≍ N 2 is a much older result than Theorem 2.2, dating back to work Schönhage [30] and Ehlich & Zeller [20, 21] in the 1960s. Ehlich also proved unboundedness of B(M, N ) if M = o(N 2 ) as N → ∞ [19] . More recently, Rakhmanov [29] has given a very precise analysis of not just B(M, N ) but also the pointwise quantity B(M, N, x) = sup{|p(x)| :
Discrete least squares
A simple algorithm that attains the bounds implied by Theorem 2.1 is discrete least-squares fitting with polynomials:
Here N ≤ M is a parameter which is chosen to ensure specific rates of convergence. The following result determines the conditioning and convergence of this approximation (note that this result is valid for arbitrary sets of points, not just equispaced):
where
is the Lebesgue constant.
Although this result is well known, we include a short proof for completeness:
Proof. Since the points are distinct and N ≤ M , the least-squares solution exists uniquely. Notice that the mapping F M,N is linear and a projection onto P N . Hence
and consequently we have
It remains to estimate the condition number. Because F M,N (f ) is a polynomial, it follows that
Now observe that
Since F M,N (f ) is the solution of a discrete least-squares problem it is a projection with respect to the discrete semi-inner product ·,
Combining this with the previous estimate gives the upper bound κ M,N ≤ √ M + 1B(M, N ). For the lower bound, we use (2.6) and the fact that F M,N is a projection to deduce that
This completes the proof of (2.4). For (2.5) we merely use the definition of Λ(N ).
Examples of nonequispaced points
To illustrate our main results proved later in the paper, we shall consider points −1 = x 0 < x 1 < . . . < x M = 1 that are equidistributed with respect to so-called modified Jacobi weight functions. These are defined as
where α, β > −1 and g ∈ L ∞ (−1, 1) satisfies c 1 ≤ g(x) ≤ c 2 almost everywhere. Throughout, we assume the normalization
in which case the points {x m } M m=0 are defined implicitly by
Ultraspherical weight functions are special cases of modified Jacobi weight functions. They are defined as 
2 ) The Chebyshev weight function of the second kind
Note that the corresponding points are roughly equispaced near x = 0, but are sparse near the endpoints. In particular,
Recall that for (U) one requires a quadratic scaling M ≍ N 2 to ensure stability. Conversely, for (C1) any linear scaling of M = cN with c > 1 suffices (see Remark 3.5). Since the points (C2) are so poorly distributed near the endpoints, we expect, and it will turn out to be the case, that a more severe scaling than quadratic is required for stability in this case.
We shall also consider two further examples:
(UC) (α = −1/4) The corresponding points cluster at the endpoints, although not quadratically.
(OC) (α = −3/4) The corresponding points overcluster at the endpoints:
We expect (UC) to require a superlinear scaling of M with N for stability, although not as severe as quadratic scaling as in the case of (U). Conversely, in (OC) it transpires that linear scaling suffices, but unlike the case of (C1), the scaling factor c (where M/N = c) must be sufficiently large. The node clustering for the above distributions is illustrated in Figure 1 . This figure also shows the corresponding cumulative distribution functions
Maximal behaviour of polynomials bounded on arbitrary grids
We now seek to estimate the maximal behaviour of a polynomial of degree N that is bounded at arbitrary nodes −1 = x 0 < x 1 < . . . < x M = 1. As in §2.2, we define
Once again we note that B(N, N ) = Λ(N ) is the Lebesgue constant of polynomial interpolation.
Lower bound for B(M, N)
Our first main result of the paper is a generalization of the lower bound of Coppersmith & Rivlin (Theorem 2.2) to arbitrary nodes. Before stating this, we need several definitions. First, given M ≥ N ≥ 1 and nodes −1 = x 0 < x 1 < . . . < x M = 1, we define
Second, let −1 < y 0 < . . . < y N −1 < 1 be the zeros of the N th Chebyshev polynomial q(x) = cos(N arccos(x)):
We now have the following:
respectively, where the y n are as in (3.2) . If either
there is nothing to prove, hence we now assume that 2 ≤ K − ≤ N . Let q(x) = cos(N arccos(x)) be the N th Chebyshev polynomial and define p ∈ P N by Figure 2 illustrates the behaviour of p. We first claim that
Clearly, for m = 0, . . . ,
By definition, we have x m > x n for n = 0, . . . , K − − 1. Also, by (3.3),
and therefore
For n = 1, . . . , K − − 1 (3.3) gives that xm−xn xm−yn ≤ 1. Also, since x m ≥ y K − −1 and y 1 > −1 we have
Recall that 2t/π ≤ sin(t) ≤ t for 0 ≤ t ≤ π/2. Hence
This completes the proof of the claim (3.7).
We now wish to estimate p ∞ from below. Following Figure 2 , we choose the point −x * = − cos(π/N ) midway between the endpoint x = −1 and the leftmost node y 1 . Since |q(−x * )| = 1 we derive from (3.6) that
Notice that x * + y n > 0 for n = 1, . . . , K − − 1 and therefore x * + x n > 0 for n = 1, . . . , K − − 1 by (3.3). Hence 8) where in the second step we use (3.3) and the fact that −y n < x * ≤ 1 and x n > y n . Note that
and that
Therefore we deduce that Plots of the polynomial p used in the proof of Theorem 3.1 for two sets of points. In both cases the points x m were generated with γ = 1/2 -case (C2) in §2.4. For reference, the lower bound Q(K, N ) is also included. Figure 3 shows the growth of B(M, N ), Q(K, N ) and the norm of the polynomial used to prove Theorem 3.1. In these examples, the nodes x m were generated using the density functions (C2), (U) and (UC). In all cases the polynomial degree was chosen as N = M/2. Notice that the exponential growth rate of p ∞ is well estimated by Q(K, N ), while both quantities underestimate the rate of growth of B(M, N ).
Lower bound for modified Jacobi weight functions
Theorem 3.1 is valid for arbitrary sets of points {x m } M m=0 . In order to derive rates of growth, we now consider points equidistributed according to modified Jacobi weight functions. For this, we first recall the following bounds for the Gamma function (see, for example, [1, Eqn. (6.1.38)]):
everywhere. If γ = max{α, β} > −1/2 then there exist constants C > 0 and σ > 1 depending on α and β such that
Proof. By definition, the points {x m } M m=0 satisfy
Without loss of generality, suppose that β ≥ α. Let m be such that x m ≤ 0. Then and therefore
We now apply Theorem 3.1 and (3.9) to get
where K is any value such that x n ≥ y n for n = 1, . . . , K − 1. We need to determine the range of K for which this holds. From (3.10) we find that x n ≥ y n provided
where c > 0 is some constant. Hence (3.11) holds for K ∈ {2, . . . , 1 + ⌊cν⌋}.
(3.12)
We next pick a constant sufficiently small so that 0 < d ≤ 2c/3 and
Consider the case where
We set
and notice that
due to the assumptions on d. Hence this value of K satisfies (3.12). We next apply (3.11), the bounds K ≥ dν/2 and K ≤ 2dν and (3.13) to deduce that
for some ρ > 1. This holds for all ν > 2/d. But since d is a constant, we deduce that B(M, N ) ρ ν for all ν ≥ 1. This completes the proof.
This result shows that if M = O (N τ ) for some 0 < τ ≤ 2(γ + 1) then the maximal polynomial grows at least exponentially fast with rate r = 2(γ + 1) − τ 2γ + 1 .
In particular, the scaling M ≍ N 2(γ+1) , N → ∞, is necessary for boundedness of the maximal polynomial. In §5.1 we will show that this rate is also sufficient. It is informative to relate this result to several of the examples introduced in §2.4. First, if γ = 0, i.e. case (U), we recover the lower bound of Theorem 2.2. Conversely, for (C2) we have
Thus, the cubic scaling M ≍ N 3 is necessary for stability. Finally, for the points (UC) we have
which implies a necessary scaling of M ≍ N 3/2 . Note that Corollary 3.2 says nothing about the case −1 < γ ≤ −1/2. We discuss the case γ = −1/2 further in Remark 3. 
In particular, the Lebesgue constants Λ(N ) = B(N, N ) satisfy
In other words, whenever the points cluster more slowly than quadratically at one of the endpoints (recall that γ = max{α, β} > −1/2 in the above result), linear oversampling (including the case M = N , i.e. interpolation) necessarily leads to exponential growth of the maximal polynomial a geometric rate. Figure 4 illustrates this for the cases (C2) and (UC). Interestingly, the case (OC), although not covered by this result, also exhibits exponential growth, whenever the oversampling factor is below a particular threshold. 
for some c > 0. Using the definition of τ , we obtain
The exponent ν is exactly the same as in the lower bound for B(M, N ) (Corollary 3.2). In other words, the two-sided bounds of Coppersmith & Rivlin (see Theorem 2.2) for equispaced nodes extend to nodes equidistributed according to ultraspherical weight functions. 
An extended impossibility theorem
For θ > 1, let E θ ⊆ C be the Bernstein ellipse with parameter θ. That is, the ellipse with foci at ±1 and semiminor and semimajor axis lengths summing to θ. Given a domain E ⊆ C, we let D(E) be the set of functions that are analytic on E. The following lemma -whose proof follows the same ideas to that of Theorem 2.1 -shows how the condition number of an exponentially-convergent method for approximating analytic functions can be bounded in terms of the quantity B(M, N ) for suitable N . 
Lemma 4.1 (Abstract impossibility lemma). Given points
where θ > 1 is such that the E ⊆ E θ , then the condition number κ(F M ) defined in (2.1) satisfies
for B(M, N ) is as in (3.1).
Proof. Let p ∈ P N . Since p is entire (4.1) gives
Also, due to a classical result of Bernstein [9, Sec. 9] (see also [27, Lem. 1]), one has p E ≤ p E θ ≤ θ N p ∞ . Hence
It now follows that
as required.
In order to demonstrate this result in a concrete setting, we specialize to the case of points equidistributed with respect to modified Jacobi weight functions. This leads to the following theorem, which is the second main result of the paper: 
Proof. We apply Lemma 4.1 and Corollary 3.2.
This result is best summarized by the statements in following corollary: Proof. We set τ = 1 (part (i)) or τ = Note that by letting γ = 0 (i.e. equispaced points) we recover the original impossibility theorem (Theorem 2.1). It is of interest to note that geometric convergence necessarily implies geometrically large condition numbers, regardless of the endpoint behaviour of the sampling points whenever γ = max{α, β} > −1/2. Conversely, this result says nothing about points that cluster quadratically or faster at x = ±1, which corresponds to the case −1 < γ ≤ −1/2. Indeed we shall prove in the next section that geometric convergence is possible in this setting with a stable approximation.
5 Optimality of the approximation rate and discrete least squares Theorem 4.2 gives a necessary relation between the rate of exponential convergence and the rate of exponential ill-conditioning. For example, as asserted in Corollary 4.3, stable approximation necessarily implies subgeometric convergence with index 1 2(γ+1) . We now show that there exists an algorithm that achieves these rates: namely, polynomial least-squares fitting. In particular, if the polynomial degree is chosen as
, one obtains a stable approximation which converges exponentially with rate 1 2(γ+1) .
A sufficient condition for boundedness of the maximal polynomial
We commence with a sufficient condition for boundedness of the quantity B(M, N ):
Lemma 5.1. Let −1 = x 0 < . . . < x M = 1 be arbitrary and suppose that N ζ < 1, where
Proof. Let p ∈ P N with |p(x m )| ≤ 1, m = 0, . . . , M and suppose that −1 ≤ x ≤ 1 with x m ≤ x ≤ x m+1 for some m = 0, . . . , M − 1. Then
Bernstein's inequality states that
Since −1 ≤ x ≤ 1 was arbitrary the result now follows.
Note that this lemma makes no assumption on the points {x m } M m=0 . The following result estimates the constant ζ for points arising from modified Jacobi weight functions: Proof. We consider the following four cases:
Case (i): Suppose first that −1 < α, β ≤ −1/2. Then
Hence ζ 1/M in this case.
Case (ii): Now suppose that −1 < α ≤ −1/2 and β > −1/2. Then
Recall from ( 
Now let m = 0. For this, we first notice that x 1 ≤ 0 whenever M 1. Therefore, we have
Hence we deduce that ζ M − 1 2(1+β) for this case as well.
Case (iii): This is identical to the previous case and thus omitted.
Case (iv): For m = 1, . . . , M − 2 we have
where in the final step we use the fact that α, β > −1/2. For m = 0, recalling that x 1 ≤ 0 for all large M , we have
and similarly for m = M − 1, noting that x M −1 ≥ 0 for all large M gives
We therefore deduce that ζ M Proof. We combine Corollary 3.2 and Lemma 5.2.
The proposition is illustrated in Figure 5 for cases (C2), (U), (UC) and (OC). It plots the smallest values of M such that B(M, N ) ≤ 10 for given values of N . Notice that the relationship between the computed values of M and N is in good agreement with the asymptotic relation M ≍ N 2(γ+1) . The constants used to define the dashed lines in this figure were chosen by trial and error. Similar agreement is shown in Figure 6 , where the contour levels of B(M, N ) for cases (U), (UC), and (OC) are presented. Notice that for the (OC) case B(M, N ) remains bounded with M = CN , but its values very quickly increase from 10 to more than 10 13 when C is decreased below 1.65.
Remark 5.4
For equispaced points, the sufficiency of the rate M ≍ N 2 is a classical result (see Remark 2.3). More recently, similar sufficient conditions have appeared when the sampling points are drawn randomly and independently according the measure µ(x) dx. For example, [15] proves that M ≍ (N log(N )) 2 uniformly-distributed points are sufficient for L 2 /ℓ 2 -stability (note that we consider L ∞ /ℓ ∞ -stability in this paper), whereas only M ≍ N log(N ) points are required when drawn from the Chebyshev distribution. In the multivariate setting, similar results have been proved in [22, 23] for quasi-uniform measures. Up to the log factors and the different norms used, these are the same as the rate prescribed in Proposition 5.3, which is both sufficient and necessary.
Application to polynomial least squares
We now apply Proposition 5.3 to show that polynomial least squares achieves the optimal approximation rate of a stable approximation (up to a small algebraic factor in M ) specified by the generalized impossibility theorem (Theorem 4. 
for all f ∈ D(E θ ) and any θ > 1, where C > 0 is a constant.
Proof. Proposition 2.4 gives κ(F
The result follows immediately from Proposition 5.3 and the well-known error bound inf
The mock-Chebyshev heuristic
A well-known heuristic is that stable approximation from a set of M + 1 points −1 = x 0 < x 1 < . . . < x M = 1 is only possible once there exists a subset of N + 1 of those points that mimic a Chebyshev grid (see, for example, [12] ). We now confirm this heuristic. Let 
1). Then there exists a subset {x
where the z n are as in (5.2) . In particular, if {x m } M m=0 are equidistributed according to a modified Jacobi weight function with parameters α, β > −1 then there exists such a subset {x * n } N n=1 whenever
We now construct a subset {φ n } N n=1 ⊆ {θ m } M m=0 such that
First, let m 1 be the largest m such that θ m < π/N . Set φ 1 = θ m 1 . Next, observe that θ m 1 +1 < θ m 1 + π/N < 2π/N . Hence there exists at least one of the θ m 's in the interval (π/N, 2π/N ). Let m 2 be the largest m such that θ m < 2π/N and set φ 2 = θ m 2 . We now continue in the same way to construct a sequence {φ n } N n=1 with the required property. Since the function cos −1 (−θ) is increasing on [0, π] it follows that the sequence {x * n } N n=1 with x * n = cos −1 (−φ n ) satisfies (5.3).
Recalling Lemma 5.1, we note that the same sufficient condition (up to a small change in the right-hand side) for boundedness of the maximal polynomial (for arbitrary points) also guarantees an interlacing property of a subset of N of those points with the Chebyshev nodes. In particular, if M, N → ∞ with N ζ ≤ c, where c < π, the nodes {x * n } N n=1 equidistribute according to the Chebyshev weight function µ(x) = 1 π √ 1−x 2 . Moreover, for modified Jacobi weight functions the sampling rate that guarantees the existence of this 'mock-Chebyshev' grid, i.e. M ≍ N 2(γ+1) , is identical to that which was found to be both necessary and sufficient for stable approximation via discrete least-squares (recall Proposition 5.5).
Computation of B(M, N ) and the maximal polynomial
Let −1 = x 0 < x 1 < . . . < x M = 1 be a set of M + 1 points. We now introduce an algorithm for the computation of
and the maximizing polynomial p ∈ P N . In fact, in order to compute this polynomial we will first compute the pointwise quantity
As we prove below, B(M, N, x) is a piecewise polynomial with knots at the points {x m } M m=0 . Hence the maximal polynomial for B(M, N ) can be obtained by computing B(M, N, x) in each subinterval and identifying the interval and corresponding polynomial in which the maximum is attained.
Our algorithm for computing (6.1) is a variant of the classical Remez algorithm for computing best uniform approximations (see, for example, [25, 28] ). It is based on a result of Schönhage [30] .
Derivation
We first require some notation. Given a set Y = {y n } N n=0 of N + 1 points, let
be the Lagrange polynomials, and
be the Lebesgue function of Y . Note the second equality is a straightforward exercise. We now require the following lemma:
where p Y,n ∈ P N is the unique polynomial such that
Proof. Notice that, for x ∈ [y n , y n+1 ], we have
This lemma is illustrated in Figure 7 , where L Y and its polynomial representation p Y,n on the interval [y 1 , y 2 ] are plotted. 
Proof. Write p = p Y,n and I k = [y k , y k+1 ] for k = 0, . . . , N − 1. Since p(y) > 1 for y ∈ I n \{y n , y n+1 } and p(y n ) = p(y n+1 ) = 1 there is a point in I n where p ′ vanishes. Additionally, p ′ (y n+1 ) < 0. Suppose now that p(y) ≥ 1 for some y ∈ I n+1 . Then the derivative p ′ will have at least two zeros in I n+1 . The polynomial p has at least N − 1 zeros on (y 0 , y N ), and since p(y n ) = p(y n+1 ) = 1 it has no zeros on I n . Hence it must have exactly one zero on each subinterval I k for k = n and one further zero outside (y 0 , y N ). This implies there are at least N − 1 zeros of p outside I n ∪ I n+1 , and therefore p ′ has at least N − 3 zeros outside I n ∪ I n+1 . Adding the one zero in I n and the two zeros in I n+1 implies that p ′ has at least N zeros. Since p ∈ P N this is impossible. We now produce our main result that will lead to the Remez-type algorithm. The following result is due to Schönhage [30] . Since [30] is written in German and the relevant result ("Satz 3") is stated for equispaced points only, we reproduce the proof below: Lemma 6.3. Let −1 = x 0 < x 1 < . . . < x M = 1 and B(M, N, x) be as in (6.1) . If x m < x < x m+1 for some m = 0, . . . , M − 1 then 
Let Y * = {y k } N k=0 and p = p Y * ,n be the polynomial defined in Lemma 6.1, where n is such that y n = x m . We now claim that
We shall prove this claim in a moment, but let us first note that this implies the lemma. Indeed, assuming (6.3) holds we have
To prove the claim we argue by contradiction. Suppose that (6.3) does not hold and let j be such that |p(x j )| > 1. Note that x j / ∈ Y * . There are now three cases:
Case 1: Suppose x j lies between two adjacent points of Y * , i.e.
for some k = 0, . . . , N − 1. Since sign(p(y k+1 )) = −sign(p(y k )) there are two subcases:
Suppose that subcase (a) occurs. Exchange y k with x j and define the new set
.
We now claim that x m , x m+1 ∈ Y ; in other words, j = m, m + 1. First, notice that j = m since (6.4) cannot hold when k = n. Second, j = m + 1 cannot hold either. Indeed, if j = m + 1 then sign(p(x j )) = sign(p(x m+1 )) = 1 and hence p(x j ) > 1. But by Lemma 6.2 we have p(x) < 1 for y n+1 < x < y n+2 , which is a contradiction. Let ℓ i andl i be the Lagrange polynomials for Y * and Y respectively. Then, for x m < x < x m+1 , we have sign
Hence, expanding p in the Lagrange polynomialsl i , we obtain
which contradicts the minimality of Y * . Subcase (b) is treated in a similar manner.
Case 2: Suppose that x j > y N . In this case we have the two subcases
In subcase (a) we constructŶ by replacing y N with x j and, similarly to Case 1, arrive at a contradiction. Now consider subcase (b). We first note that x m = y 0 . Indeed, if this were the case then p would have N + 1 zeros -namely, N − 1 zeros between y 1 and y N , one zero between y N and x j and one zero to the left of y 0 -which is a contradiction. Hence we can exchange y 0 with x j to construct a new set of points
, where y N +1 = x j . The Lagrange polynomials on Y satisfy sign l i (x) = sign (ℓ i (x)) = sign (p(y i )) , i = 1, . . . , N,
Case 3: This is similar to Case 2, and hence omitted.
Note that a particular consequence of this lemma is that, as claimed, the function B(M, N, x) is a polynomial on each subinterval [x m , x m+1 ]. 6. Return to step 2.
This algorithm is guaranteed to converge in a finite number of steps. As shown in the proof of Lemma 6.3, the exchange performed in step 5 strictly decreases the value L Y (x). Since there are only finitely-many possible sets Y , the algorithm must therefore terminate in finite time.
In practice, it is usually preferable to exchange more than one point x * at a time. This leads to the following algorithm: Algorithm 6.5 (Second Remez-type algorithm) The algorithm is similar to Algorithm 6.4, except that in step 3 we find all extrema of p(x) on the set {x m } M m=0 . Note that there are at least N − 3 such points and at most N − 2. 3 Each subinterval [y k , y k+1 ] contains at most one of these extrema. Hence we now proceed with the exchange as in step 5 above for each such point.
Numerical results
The performance of the first and second-type Remez algorithms is presented in Figure 8 , where the maximal polynomial of degree 300 over the interval [x 200 , x 201 ] is computed for the (OC) case. The first-type algorithm takes over 80 iterations to converge, while the second-type computes the maximal polynomial in 18 iterations. In this experiment, the algorithm was started using the subset Y ⊆ {x m } 500 m=0 of 301 points closest to the Chebyshev points of the second kind, that is, the mock-Chebyshev subset. The iteration count can be significantly higher when the initial subset of is the set of 500 points drawn from the (OC) density. Dot markers show the value of the polynomial at the grid x m , with black dots corresponding to points for which the polynomial evaluates to ±1. Bottom: Convergence plot of the first and second Remez-type algorithms to this polynomial.
points is selected at random. We also point out that the algorithm may fail to converge if at any iteration the interpolation set Y is very ill-conditioned. In double-precision, the Lebesgue constant for Y must not exceed 10 16 . Choosing mock-Chebyshev points to initialize the procedure, therefore, reduces the likelihood of failed iterations.
To find the maximal polynomial over the whole interval, the Remez procedure must be repeated for every subinterval [x m , x m+1 ], unless the location where the maximum is achieved is known. In the case of equispaced nodes the maximum is known to near the endpoints. In the (OC) case, the maximum is in the interior of the interval as illustrated in Figure 9 , but not necessarily at the subinterval closest to the center as shown in the bottom right panel. Although only moderate values of M and N were used in this figure, the Remez algorithm is able to compute maximal polynomials of much larger degrees, as shown in Figures 5 and 6. 
Concluding remarks
We have presented a generalized impossibility theorem for approximating analytic functions from M + 1 nonequispaced points. This follows from a new lower bound for the maximal behaviour of a polynomial of degree N that is bounded on an arbitrary set of points. By specializing to modified Jacobi weight functions, we have derived explicit relationships between the parameter γ = max{α, β, −1/2}, the rate of exponential convergence and the rate of exponential ill-conditioning. Polynomial least-squares using a polynomial of degree N transpires to be an optimal stable method in view of this theorem. In particular, the sampling rate is both sufficient and necessary for stable approximation with optimal convergence.
There are a number of directions for future investigation. First, we have only derived an upper bound for B(M, N ) in the case of ultraspherical weight functions (see Remark 3.4). We expect the techniques of [29] can be extended to the modified Jacobi case whenever max{α, β} > −1/2. Second, we have observed numerically that there is an exponential blow-up for B(M, N ) in the case −1 < γ < −1/2 when M = cN for some c > 0 below a critical threshold. This remains to be proven. Third, we have mentioned in passing recent results on sufficient sampling rates when drawing random points from measures associated with modified Jacobi weight functions. It would be interesting to see if the techniques used in the paper could also establish the necessity (in probability) of those rates. Fourth, the extension of our results to analytic functions of two or more variables remains an open problem. Fifth, we note in passing that there is a related impossibility theorem for approximating analytic functions from their Fourier coefficients [6] (this is in some senses analogous to the case of equispaced samples). The extension to nonharmonic Fourier samples may now be possible using the techniques of this paper. Note that necessary and sufficient sampling conditions for this problem have been proven in [5] and [3, 4] respectively.
Finally, we remark the following. The impossibility theorems proved here and originally in [27] assert the lack of existence of stable numerical methods with rapid convergence. They say nothing about methods for which the error decays only down to some finite tolerance. If the tolerance can be set on the order of machine epsilon, the limitations of such methods in relation to methods which have theoretical convergence to zero may be of little consequence in finite precision calculations. Several methods with this behaviour have been developed in previous works [7, 8] . The existence (or lack thereof) of impossibility theorems in this finite setting is an open question.
