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Abstract
The descent algebra DW of a ﬁnite Coxeter group W, discovered by Solomon in 1976,
is a subalgebra of the group algebra of W. Due to Solomon, it is intimately linked to the
representation theory of W, by means of a homomorphism of algebras  mapping DW into
the algebra of class functions of W. For W of type A, Jöllenbeck and Reutenauer derived the
identity (X)(Y )=(Y )(X) for all X, Y ∈DW , where class functions of W have been extended
to the group algebra of W linearly. They conjectured that this symmetry property of DW holds
for arbitrary ﬁnite Coxeter groups W. This conjecture—actually a combinatorial reﬁnement—is
proven here.
As a consequence, several properties of the characters of W afforded by the primitive idem-
potents of DW may be derived at once, including a symmetry of the corresponding character
table, and a combinatorial description of their intertwining numbers with the descent charac-
ters of W. This recovers and extends results of Gessel-Reutenauer and Scharf-Thibon on the
symmetric group, and of Poirier on the hyperoctahedral group.
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1. Introduction
Let (W, S) be a ﬁnite Coxeter system and denote the length of w as a word in
the elements of S by (w), for all w ∈W . For each I ⊆ S, let WI be the parabolic
subgroup of W generated by I, then
WI = { x ∈W | (x) < (xs) for all s ∈ I }
is a cross-section of the left cosets of WI in W, consisting of the unique representatives
of minimal length (for general reference, see [5,17]).
Due to a remarkable result of Solomon [25], the linear span DW of the elements
XI =
∑
x ∈WI
x (I ⊆ S)
is a subalgebra of the integral group algebra ZW , the descent algebra of W. Further-
more, if I denotes the character of W induced by the principal character of WI , then
the linear map  deﬁned by
(XI ) = I
for all I ⊆ S is a homomorphism of rings mapping the descent algebra into the ring
of class functions of W.
Several surprising properties and generalizations of DW have been achieved through
the last 15 years, linking the descent algebra to such different ﬁelds as the theory of
the free Lie algebra, the probabilistic theory of card shufﬂing and more general random
walks, or the structure and representation theory of the underlying group W (see, for
example, [1–4,6,11,12,14,19,23]).
The main goal of this paper is to further expose the interplay between the descent
algebra and the representation theory of W, based on the following symmetry property
of DW .
Main Theorem. For all X, Y ∈ DW ,
(X)(Y ) = (Y )(X),
where each class function of W has been extended to ZW linearly.
This result was conjectured by Jöllenbeck and Reutenauer, who provided a proof
in case W is of type A, by means of an algebraic approach involving higher Lie
representations of the symmetric group [18].
418 D. Blessenohl et al. /Advances in Mathematics 193 (2005) 416–437
Note that, more explicitly, the Main Theorem implies the combinatorial identity
∑
y ∈XJ
I (y) =
∑
x ∈XI
J (x)
for all I, J ⊆ S when applied to basis elements X = XI and Y = XJ (and vice versa,
by linearity).
The conjugacy classes of W may be lumped together to sets of -elements in W
if, roughly speaking, they cannot be separated by parabolic subgroups [3]. Here 
is a Coxeter class of W, and consists of subsets of S generating conjugate parabolic
subgroups. Any complete set of primitive idempotents of DW may be indexed by the
Coxeter classes  of W in a natural way. An explicit construction of such idempotents
was given by Bergeron et al. [3], generalizing and, to some extent, also clarifying the
ideas developed by Garsia and Reutenauer for the symmetric group [12].
In Section 3, we show that the symmetry of  implies a number of surprising results
on the characters  of W afforded by the primitive idempotents of DW , which are
referred to as Solomon characters of W here. To give an instance, recall that Des(w) =
{ s ∈ S | (ws) < (w) } is the descent set of w, for all w ∈W , and consider the basis
of DW consisting of the sums of descent classes
YJ =
∑
Des(w)=J
w =
∑
I ⊆ J
(−1)# J−# IXI (J ⊆ S)
and the corresponding descent characters
J = (Y J )
of W [24,25]. The Main Theorem allows to give the following description of the
intertwining numbers of these characters with the Solomon characters.
Theorem 1.1. The number of -elements in W with descent set J is (, J )W , for all
Coxeter classes  of W and all J ⊆ S.
This result extends those of Gessel and Reutenauer on the symmetric group [15], and
of Poirier on the hyperoctahedral group [20]. Further applications of the Main Theorem
concern the values of the Solomon characters (see Theorem 3.3), and the dimension
of the ﬁxed space of a parabolic subgroup WI in the corresponding W-modules (see
Theorem 3.5). The latter includes, in particular, the result on the dimension of these
modules of Bergeron et al. [3, Theorem 7.15].
The proof of the Main Theorem is closely adapted to its combinatorial nature, thus
also sheds new light on the symmetry of DW in the symmetric group case studied in
[18]. In fact, our objective is the combinatorial reﬁnement stated below (which was
conjectured in [16] only recently). Some illustrations of our terminology in case W is
of type A, can be found at the end of Section 2.
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Let I ⊆ S, then each w ∈W has a unique factorization
w = wI wI
into parabolic components wI ∈WI and wI ∈WI . If, additionally, J ⊆ S, then the
elements b of WI,J := (WI )−1 ∩ WJ represent the (WI ,WJ )-double cosets in W
[25, Lemma 1]. The sets
W(I, J, b) := {w ∈W |wJb−1 = (wb−1)I }
play a key role in our approach. More precisely, here is what may be viewed as the
(combinatorial) core of our efforts.
Theorem 1.2. #W(I, J, b) = #W(J, I, b−1), for all I, J ⊆ S and b∈WI,J .
This result implies the Main Theorem (see Section 2). Its proof, given in the remain-
ing Sections 4 to 6, builds on subtle combinatorics related to the sets WI . In particular,
in crucial Section 4, conjugates of minimal coset representatives x ∈WI are studied,
based on the notion of parabolic conjugator. This relates to work of Fleischmann [9]
on the subject and could be of independent interest.
2. Symmetry of the descent algebra
This is a short recall of arguments already presented in [16], showing that Theorem
1.2 implies the Main Theorem.
For the proof of the symmetry property, it sufﬁces to consider basis elements X = XJ
and Y = XI , by linearity. In this case, the permutation character J = (XJ ) of W
counts ﬁxed points in W/WJ . In other words, the Main Theorem says that
(XJ )(XI ) =
∑
x ∈WI
J (x)
=
∑
x ∈WI
#{ y ∈WJ | xyWJ = yWJ }
= #{ (x, y)∈WI ×WJ | xyWJ = yWJ }
is invariant with respect to exchange of I and J. The latter set decomposes into the
subsets
F(I, J, b) := { (x, y)∈WI × (WJ ∩WIbWJ ) | xyWJ = yWJ } (b∈WI,J ),
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according to the double coset WIbWJ containing the second component y. Write
bJb−1 = { bsb−1 | s ∈ J } for all b∈W , J ⊆ S, then there is the following variant
of a result due to Howlett [7, Proposition 2.7.5], which is useful here and later on.
Proposition 2.1. For all I, J ⊆ S and b∈WI,J ,
WJ ∩WIbWJ = WJ ∩WIb = (WI∩bJb−1 ∩WI)b.
(see [16, Proposition 1]) The (easier) ﬁrst identity allows to link the sets F(I, J, b) to
Theorem 1.2.
Corollary 2.2. #F(I, J, b) = #W(I, J, b), for all I, J ⊆ S and b∈WI,J .
Proof. A bijection from F(I, J, b) onto W(I, J, b) is afforded by the product mapping
(x, y) → xy. For, if (x, y)∈F(I, J, b) and w = xy, then wWJ = yWJ implies
wJ = y, since y ∈WJ . Furthermore, x ∈WI and y ∈WJ ∩ WIbWJ = WJ ∩ WIb,
by Proposition 2.1, hence (wb−1)I = (x(yb−1))I = yb−1 = wJb−1. It follows that
w ∈W(I, J, b).
To deﬁne the inverse mapping, let w ∈W(I, J, b) and put y := wJ and x :=
(wb−1)I . Then x ∈WI and y = (wJ b−1)b = (wb−1)I b∈WJ ∩WIb⊆WJ ∩WIbWJ .
The observation that w = (wb−1)I (wb−1)I b = xy and xyWJ = wWJ = wJWJ =
yWJ , completes the proof. 
As a consequence of Corollary 2.2, another way of stating Theorem 1.2 is #F(I, J, b)
= #F(J, I, b−1), which implies
(XJ )(XI ) =
∑
b∈WI,J
#F(I, J, b) =
∑
b∈WI,J
#F(J, I, b−1) = (XI )(XJ )
and therefore the Main Theorem.
Consider the case where W is the symmetric group Sn on [n] := {1, . . . , n} and
S = {s1, . . . , sn−1} consists of the transpositions si in Sn swapping i and i + 1, for
all i  n− 1. When viewing elements w ∈W as bijections [n] → [n], the terminology
introduced above has the following illustrative description.
A ﬁnite sequence  = (1, . . . , l ) of positive integers such that 1 + · · · + l = n
is a composition of n. Associated to each such , there is the set partition P  =
(P 1 , . . . , P

l ) of [n] which consists of the successive blocks in [n] of order 1,
2, and so on. For example,  = (3, 2, 3) is a composition of n = 8 and P  =
({1, 2, 3}, {4, 5}, {6, 7, 8}).
The stabilizer of P  in W is the parabolic subgroup
WI = W = {w ∈W |w(P i ) = P i for all i  l }.
Here, I consists of all transpositions si ∈ S such that i is not a partial sum of . For
instance, if  = (3, 2, 3) as above, then I = {s1, s2, s4, s6, s7}. Subsets of S as indices
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may thus be replaced by compositions of n. The set of minimal coset representatives
of W in W is
W  = { x ∈W | x|
P i
is non-decreasing for all i  l }.
In particular, the upper parabolic component w of w ∈W is the unique permutation
in W mapping P i onto w(P

i ) in a non-decreasing fashion, for all i  l. For example,
(814 75 263)(3,2,3) = 148 57 236, where we used the notation w = w(1)w(2) · · ·w(n)
for w ∈W .
Let  = (1, . . . ,k) be a second composition of n and M = (mij ) be a k× l matrix
of non-negative integers such that mi1+· · ·+mil = i for all i  k and m1j+· · ·+mkj =
j for all j  l. The double coset representatives b∈W , = (W )−1 ∩W are in 1–1
correspondence to such matrices M. For example, if  = (3, 5),  = (3, 2, 3) and
M =
(
2 0 1
1 2 2
)
,
we may replace, columnwise from left-to-right, the entries mij of M by the consecutive
subsets of [n] of order mij to obtain
B =
(
{1, 2} ∅ {6}
{3} {4, 5} {7, 8}
)
.
Arranging non-decreasingly the numbers occurring in each set and juxtaposing the
resulting segments rowwise, from top to bottom, we get the corresponding double coset
representative b = bM = 12 6 3 45 78∈W ,. The matrix corresponding to b−1M ∈W, is
Mt , the transpose of M. Using the simpliﬁed notation F(M) andW(M) for F(I, J, bM)
and W(I, J, bM), respectively, Theorem 1.2 thus says W(M) = W(Mt), or F(M) =
F(Mt), by Corollary 2.2.
We shall look at the set F(M) in more detail. An element w ∈W is contained in
the double coset WbMW if and only if #(w(P

i )∩P j ) = mij for all i  k, j  l. In
particular, each y ∈W ∩WbMW can be visualized by an array Y = (Yij ) of subsets
of [n] such that #Yij = mij for all i, j and P j is the disjoint union of Y1j , . . . , Ykj for
all j  l: simply assign to y the array deﬁned by Yij = y(P i ) ∩ P j for all i, j. For
example, with ,  and M as above, y = 137 24568∈W ∩WbMW corresponds to
Y =
(
{1, 3} ∅ {7}
{2} {4, 5} {6, 8}
)
.
Bearing in mind the deﬁnition of F(M), the elements x ∈W need to be determined
such that x ∈W  and xyW = yW. This translates into the two more illustrative
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conditions that x is order-preserving on each “column” P j = Y1j ∪ · · · ∪ Ykj of Y,
j  l, and stabilizes each “row” y(P i ) = Yi1 ∪ · · · ∪ Yil of Y, i  k. For example,
passing from Y to
Y˜ =
(
{1, 7} ∅ {3}
{5} {6, 8} {2, 4}
)
(with the obvious understanding that 1 → 1, 3 → 7 in the upper left component, and
so on), both conditions above are fulﬁlled, and we obtain x = 157 68 234∈W(3,2,3)
such that xyW = yW.
The corresponding element w = xy of W(M) is obtained from Y˜ in the same way
as bM was obtained from B, yielding w = 17 3 5 68 24 in the example.
3. Applications to Solomon characters
Throughout this section, we work over a ﬁeld K of characteristic 0. The group ring
of W over K is denoted by KW, and DW denotes the descent algebra in KW, that is,
the K-linear span of {XI | I ⊆ S } in KW.
A number of interesting consequences of the Main Theorem is obtained when idem-
potents in DW are considered. The line of reasoning mimics the one presented in [18]
for the symmetric group, and is based on the following result due to Frobenius (which
actually holds for arbitrary ﬁnite groups G instead of W). As in the Main Theorem,
class functions  of W are linearly extended to KW.
Lemma 3.1. Let E ∈KW be idempotent and denote by E the character of W afforded
by the left ideal (KW)E of KW. Then, for any class function  of W,
(, E)W = (E),
where (·, ·)W is the usual scalar product on the ring of class functions of W.
([10, Section 5], see also [8, Section 9, Exercise 16]) In the case where  = (X)
for some X ∈DW , and E = Y ∈DW , this allows to give a representation theoretical
interpretation of the term (X)(Y ) occurring in the Main Theorem.
Some basic facts on idempotents in DW are needed ﬁrst. Denote the Jacobson radical
of DW by radDW . For I, J ⊆ S, write I ∼ J if I = uJu−1 for some u∈W , then
radDW = ker  = 〈 {XI −XJ | I ∼ J } 〉K (3.1)
[25, Theorem 3]. The equivalence classes of subsets of S with respect to ∼ are the
Coxeter classes of W. Denote the set of all Coxeter classes by (W), and the conjugacy
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class in W containing w by C(w), for all w ∈W . If ∈(W), then w ∈W is a -
element if there exists an element I ∈  such that C(w)∩WI = ∅ and C(w)∩WK = ∅
for all K ⊆ I , K = I . The set of all -elements C is a union of conjugacy classes of
W. By [3, Section 6], the characteristic functions
char : W −→ K, w −→
{
1 if w ∈C
0 if w /∈ C
(∈(W))
form a linear basis and a complete set of mutually orthogonal idempotents of the image
of DW under . Consequently, for all X ∈DW ,
(X) =
∑
∈(W)
(X)(C) char, (3.2)
where (X)(C) denotes the (unique) value of (X) on each -element in W.
Considering inverse images of the char’s under  and lifting these modulo radDW =
ker , a complete set {E | ∈(W) } of mutually orthogonal primitive idempotents
of DW is obtained such that (E) = char for all  (for an explicit construction, see
[3]). The characters of W afforded by the W-left module (KW)E are called Solomon
characters of W, and denoted by . Not surprisingly, these characters do not de-
pend on the actual choice of the E’s, as the following, slightly more general result
shows.
Proposition 3.2. Let E ∈DW be an idempotent, then the character afforded by the
W-left module (KW)E is given by
E =
∑

,
where the sum ranges over all ∈(W) such that (E)(C) = 0.
Proof. Let E be the set of all ∈(W) such that (E)(C) = 0. Since the
char’s are mutually orthogonal idempotents and (E)2 = (E2) = (E), (3.2) im-
plies
(E) =
∑
∈E
char.
In particular, there exists an element r ∈ ker  such that E =∑∈E E+r , and F :=∑
∈E E = E − r is an idempotent with F =
∑
∈E . Thus E = F remains.
But r is nilpotent, by (3.1), hence 1− r and 1+ r are invertible in KW. It follows that
424 D. Blessenohl et al. /Advances in Mathematics 193 (2005) 416–437
right multiplication with E yields a surjective homomorphism of W-left modules from
(KW)F onto (KW)FE = (KW)(1− r)E = (KW)E, while right multiplication with
F yields a surjective homomorphism from (KW)E onto (KW)EF = (KW)(1+r)F =
(KW)F . This implies (KW)E(KW)F and E = F . 
If W is of type A, then the modules (KW)E are isomorphic to certain modules of
W arising from the Poincaré–Birkhoff–Witt basis of the free associative algebra, the
higher Lie modules of the symmetric group (see [21, Chapter 8]).
Now, as a ﬁrst consequence of the Main Theorem, there is the following symmetry
of the characters .
Theorem 3.3. For all ,∈(W),
∑
w ∈C
(w) =
∑
v ∈C
(v).
Proof. Each w ∈W is conjugate to its inverse [13, Corollary 3.2.14]. Thus, by deﬁnition
of the scalar product and Lemma 3.1,
1
#W
∑
w ∈C
(w) = (, char)W = char(E) = (E)(E).
The latter term is symmetric in  and , by the Main Theorem. 
For the symmetric group, this yields the symmetry of the higher Lie characters
discovered by Scharf and Thibon [22, Remark 3.11] (see also [26, Example 7.89g]),
since the C’s are simply the conjugacy classes of W in this case. This symmetry was
indeed the starting point of [18], and was proven directly by means of an elegant and
amazingly short symmetric-function argument, while the symmetry of  was derived as
a consequence. Here, for arbitrary W, the line of reasoning has been reversed. However,
Theorem 3.3 states that (E)(E) = (E)(E) for all ,∈(W), which in return
implies the Main Theorem as in the symmetric group case. For, the idempotents E
span a complement of radDW = ker  in DW , and each class function of W vanishes
on the (nilpotent) elements of radDW .
Notice that, in general, the Solomon characters of W are not constant on the sets C
(and thus not contained in the image of ). Here is an illustrating example.
Example 3.4. Let (W, S) be the Coxeter system of type I2(p), that is, W is the dihedral
group of order 2p with generating set S = {r, s} and deﬁning relations
r2 = s2 = (rs)p = e.
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The descent algebra DW is then generated by the elements
XS = e,
X{r} = e + s + rs + srs + rsrs + · · · (p summands),
X{s} = e + r + sr + rsr + srsr + · · · (p summands),
X∅ = ∑w ∈W w.
We restrict ourselves to the (more interesting) case where p is even, then
(W) = {∅, {s}, {r}, S}
with corresponding sets of -elements C∅ = C(e), C{r} = C(r), C{s} = C(s), and
CS =⋃p/2k=1 C((sr)k). A complete set of primitive idempotents of DW is
E∅ = 12pX∅,
E{r} = 12 (X{r} − 12X∅),
E{s} = 12 (X{s} − 12X∅),
ES = e − 12X{r} − 12X{s} + p−12p X∅
(see [3, (5.1)]). The values of the corresponding Solomon characters  may be com-
puted by means of the formula
(w) =
#W
#C(w)
∑
I ⊆ S
#(WI ∩ C(w))E,I
for all w ∈W , where E =
∑
I ⊆ S E,IXI . This follows from Lemma 3.1, applied
to the characteristic function of C(w) and E = E. It turns out that the Solomon
characters slightly depend on the parity of m := p/2. In the table below, their values
are displayed in case m is even, while those for odd m are added in brackets (if
different).
C(e) C(r) C(s) C(sr) · · · C((sr)m−1) C((sr)m)
∅ 1 1 1 1 · · · 1 1
{s}
p
2 0 (1) 0 (−1) 0 · · · 0 −p2
{r}
p
2 0 (−1) 0 (1) 0 · · · 0 −p2
S p − 1 −1 −1 −1 · · · −1 p − 1
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In particular, {r} and {s} are not constant on CS . However,
∑
w ∈CS
{r}(w) = {r}((sr)m) = −p/2 = p/2 S(r) =
∑
w ∈C{r}
S(w),
verifying Theorem 3.3 in this particular case. As another immediate consequence, ob-
serve that the Solomon characters are linearly dependent if p/2 is even.
We proceed with a second application of the Main Theorem.
Theorem 3.5. Let ∈(W) and I ⊆ S, then (,I )W = # (C ∩WI).
Proof. By Lemma 3.1 and the Main Theorem,
(,I )W = I (E) = (XI )(E) = (E)(XI ) = char(XI ) = # (C ∩WI). 
Notice that (,I )W = dim eI (KW)E, where eI = 1#WI
∑
w ∈WI w is the trivial
idempotent in KWI affording the permutation character I of W. In other words,
(,I )W is the dimension of the ﬁxed space of WI in (KW)E. In particular, for
I = ∅, it follows that the dimension of (KW)E is equal to #C. This latter result is
due to Bergeron et al. [3, Theorem 7.15].
The descent characters J = (Y J ), J ⊆ S, of W mentioned in the introduction
decompose the regular character of W and have been studied in [24] already. The result
on their intertwining numbers with the Solomon characters is proved along the same
lines as Theorem 3.5 above:
Proof of Theorem 1.1. By Lemma 3.1 and the Main Theorem,
(, 
J )W = (Y J )(E) = (E)(Y J ) = char(Y J ) = #{w ∈C |Des(w) = J }.
This, of course, also follows from Theorem 3.5, by triangularity. 
The ultimate signiﬁcance of the Solomon characters for the representation theory of
W is yet to be discovered, and we propose a more detailed study of their properties.
4. Parabolic conjugators
The goal of this section is to construct, for certain elements w ∈W (which will be
called I-positive), an element c∈WI such that cwc−1 ∈WI . Up to some extent, this
recovers results of [9]. However, the study of the conjugator c is emphasized here.
In what follows, W is considered as a reﬂection group acting faithfully on an
Euclidean R-vector space (V , 〈 ·, · 〉), which has a linear basis 	 = { s | s ∈ S } in
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bijective correspondence with S such that 〈 s , s 〉 = 1 for all s ∈ S. The action of W
is given by
sv = v − 2〈 v, s 〉s
for all s ∈ S, v ∈V . Thus s acts as the reﬂection in the hyperplane orthogonal to s .
We recall some basic terminology on reﬂection groups (see [17, Chapter 1]). The set

 = {w | ∈	, w ∈W } is the root system of (W, S), and the elements of 	 are the
simple roots. Those roots contained in 
+ := 〈	 〉R  0 ∩ 
 are positive, while those
contained in 
− = −
+ are negative. Each root ∈
 is either positive or negative,
that is, 
 is the disjoint union of 
+ and 
−.
Deﬁnition 4.1. If A⊆B ⊆V , then A is closed (respectively, completely closed) in B
if  + ∈A for all ,∈A such that  + ∈B (respectively, if a + b∈A for all
,∈A and a, b∈R>0 such that a+b∈B). Furthermore, A is (completely) biclosed
in B if both A and B\A are (completely) closed in B.
For example, for all w ∈W , the set
N(w) := 
+ ∩ w−1
−
of inversions of w is readily seen to be (completely) biclosed in 
+. If W is a Weyl
group, with a root system in the terminology of [5] (i.e., a crystallographic root system
with normalisation conditions in the terminology of [17]), then the mapping w →
N(w) is a bijection from W onto the set of all biclosed subsets in 
+ [5, p. 225,
Exercise 16]. However, some caution is advised when generalizing this result to ar-
bitrary ﬁnite Coxeter groups, with an arbitrary root system in the terminology of
[17, Chapter 1] (such as those of type H3 and H4, in particular). In fact, this extension
requires the restriction to completely biclosed subsets in 
+ (although, by mistake,
stated and proven without this restriction in [9, Proposition 3.2]):
Proposition 4.2. The map w → N(w) is a bijection from W onto the set of all
completely biclosed subsets in 
+.
We would like to thank Cédric Bonnafé and Pierre Baumann for valuable discussions
on the topic. A proof of the surjectivity part follows, for the reader’s convenience;
concerning the proof of the injectivity part, see [9, Proposition 3.2].
Proof of the surjectivity part of Proposition 4.2. As a ﬁrst step, observe that
(∗) If A⊆
+ is completely closed in 
+ and 	⊆A, then A = 
+.
To prove (∗), let ∈
+, then there exist w ∈W and ∈	 such that  = w, by
[17, Corollary 1.5]. Proceed by induction on k := (w) to show that ∈A. If k = 0,
then  = ∈	⊆A. Suppose  /∈ 	, then k > 0. Choose s1, . . . , sk ∈ S such that
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w = s1 · · · sk and set 1 := s1 , then
 := s1∈ s1(
+\	)⊆ s1(
+\{1})⊆
+\{1},
by [17, Proposition 1.4], hence  = s2 · · · sk∈A, by induction. But  = s1 =
−2〈 , 1 〉1 ∈
+ and , 1 ∈
+ imply 〈 , 1 〉 < 0. It follows that ∈A as desired,
since A is completely closed in 
+, and the proof of (∗) is complete.
Now let A⊆
+ be completely biclosed in 
+. We show by induction on n := #A
that there exists an element w ∈W such that N(w) = A.
If n = 0, then A = ∅ = N(e). Let n > 0, then A = ∅ implies 
+ = 
+\A.
It thus follows from (∗), applied to 
+\A, that 	
+\A. Choose s ∈ S such that
 := s ∈	 ∩ A, then A˜ := s(A \ {}) = s(A) \ {−}⊆
+ and 
+\A˜ = 
+\s(A) =
s(
+ \ A) ∪ {}⊆
+, by [17, Proposition 1.4] again.
Both A˜ and 
+\A˜ are completely closed in 
+: for A˜, this is readily seen; to
show that 
+\A˜ is also completely closed in 
+, it sufﬁces to consider ∈
+ \ A
and a, b∈R>0 such that as + b∈
+. Observe that  = a − b∈
+. If  was
contained in A, then  = a−1( + b)∈
+ would imply ∈A, since , ∈A, a
contradiction. Therefore, ∈
+ \ A and a(s)+ b = s∈
+\A˜.
Consequently, by induction, there exists an element u∈W such that N(u) = A˜,
since #A˜ < n. Observe that  /∈ A˜, that is, u∈
+. Setting w = us, it follows that
A = sN(u) ∪ {} = N(us) = N(w). 
For the remainder of this section, I ⊆ S is ﬁxed. The set 	I = { s | s ∈ I } then
consists of simple roots for the Coxeter system (WI , I ), and 
I = 〈	I 〉R ∩ 
 is the
corresponding root system. The distinguished coset representatives of WI in W may be
described as
WI = { x ∈W | x	I ⊆
+ } = { x ∈W | x
I+ ⊆
+ }.
Furthermore, if w ∈W , then
w ∈WI if and only if N(w)⊆
+I . (4.1)
Let N denote the set of positive integers, and set N0 := N ∪ {0}. For any w ∈W ,
deﬁne
NI (w) := { ∈
+ | ∃ k ∈N: , w, . . . , wk−1∈
I , wk∈
−\
I }.
These sets will be of major importance for all what follows. We start with some routine
calculations, which allow to apply Proposition 4.2 in order to deﬁne an element c∈W
by the property N(c) = NI (w).
Proposition 4.3. NI (w) is completely biclosed in 
+, for each w ∈W .
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Proof. This is essentially a consequence of the following general observation:
(∗) If a, b∈R>0, ∈
I ∪ 
− \ 
I and ∈
− \ 
I such that a + b∈
, then
a+ b∈
− \ 
I .
To see this, let  = ∑∈	 g and  = ∑∈	 d, then d < 0 for some ∈	\	I .
But the coefﬁcient of  in a+ b is ag + bd, for each ∈	. As ∈
I ∪
− \
I
implies g  0, it follows that ag + bd < 0, hence a+ b∈
− \ 
I .
Suppose now a, b∈R>0 and ,∈NI (w) such that a+ b∈
+. Choose k, l ∈N
minimal such that wk /∈ 
I , respectively wl /∈ 
I . We may assume that k  l.
Then wm(a + b) = awm + bwm∈
I for all m < k, since 
I = 〈	I 〉R ∩ 
 is
completely closed in 
. Furthermore, wk∈
I ∪ 
− \ 
I and wk∈
− \ 
I imply
wk(a+ b)∈
− \ 
I , by (∗). Thus, a+ b∈NI (w) as asserted.
Let a, b∈R>0 and ,∈
+ \NI (w) such that a+b∈
+. If wm, wm∈
I for
all m∈N0, then also wm(a+ b)∈
I for all m∈N0. In this case, a+ b /∈ NI (w)
follows directly.
Assume that wk /∈ 
I , or wk /∈ 
I for some k ∈N0, and choose k minimal
with this property. Exchanging  and , if necessary, we may assume that wk /∈

I . Then wm(a + b) = awm + bwm∈
I for all m < k, by minimality of
k. Furthermore, , /∈ NI (w) implies that wk∈
I ∪ 
+ \ 
I and wk∈
+ \ 
I .
Applying (∗) to  = −wk and  = −wk, yields wk(a+b)∈
+\
I , hence a+b
/∈ NI (w). 
Corollary 4.4. Let w ∈W , then there exists a unique element c∈W such that N(c) =
NI (w), called the I-conjugator of w. Furthermore, c∈WI .
Proof. Existence and uniqueness of c follow from Propositions 4.2 and 4.3, while
c∈WI follows from (4.1) and NI (w)⊆
I+. 
We now introduce the notion of I-positivity of w ∈W , which allows to derive
cwc−1 ∈WI for the I-conjugator c of w.
Deﬁnition 4.5. An element w ∈W is I-positive if w
+I ∩ 
I ⊆
+.
Certainly, each x ∈WI is I-positive. More important examples of I-positive elements
are these.
Example 4.6. (i) If x, y ∈WI , then x−1y is I-positive.
(ii) If b∈WI,J and a ∈WJ ∩WJ∩b−1Ib, then bab−1 is I-positive.
Proof. Let ∈
I+ such that  := x−1y∈
I . Then x = y∈ y
I+ ⊆
+, since
y ∈WI , hence also ∈
I+, since ∈
I and x ∈WI . This proves the ﬁrst part.
The second part follows from the ﬁrst, as x = b−1 ∈WI , by the deﬁnition of WI,J ,
and y = ab−1 ∈ (WJ ∩WJ∩b−1Ib)b−1 = WI ∩WJb−1⊆WI , by Proposition 2.1. 
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Some of the impact of N(w) on NI (w) for I-positive w is illustrated by the next
observation, which will be useful in the sections that follow (see Propositions 5.4
and 6.3).
Proposition 4.7. Let w ∈W be I-positive and A⊆
 such that wA ∩ 
+I ⊆A, then
A ∩N(w) = ∅ implies A ∩NI (w) = ∅.
Proof. Let ∈A ∩ NI (w) and choose k ∈N minimal such that wk /∈ 
I . Then
wk∈
−, and I-positivity of w implies wm∈wA ∩ 
+I ⊆A for all 0 < m < k, by
induction. It follows that wk−1∈A ∩ N(w). In other words, A ∩ NI (w) = ∅ implies
A ∩N(w) = ∅, and we are done. 
Theorem 4.8. Let w ∈W be I-positive and c∈WI be the I-conjugator of w, then
cwc−1 ∈WI .
Proof. Observe ﬁrst that 
I+ ∩ w−1
I+ = 
I+ ∩ w−1
I , since w is I-positive, and
that
(∗) ∈N(c) if and only if w∈N(c), for all ∈
I+ ∩ w−1
I ,
as is immediate from the deﬁnition of N(c) = NI (w).
Let ∈	I . We set  := c−1∈
I and show cwc−1 = cw∈
+.
Suppose that w∈
I . If, on the one hand, ∈
I+, then c = ∈
+ implies
∈
+ \ N(c). By (∗), it follows that w∈
+ \ N(c), hence cw∈
+ as desired.
If, on the other hand, −∈
I+, then c(−) = −∈
− implies −∈N(c). Again by
(∗), it follows that w(−)∈N(c), hence cw = −cw(−)∈ − 
− = 
+.
Suppose now that w /∈ 
I . If ∈
I+, then  /∈ N(c) = NI (w) as above,
hence w∈
+\
I by the deﬁnition of NI (w); while in case ∈
I−, it follows
that −∈N(c) = NI (w), hence w(−)∈
−\
I , again by the deﬁnition of NI (w).
But c∈WI implies N(c)⊆
I , thus w∈
+\
I ⊆
+\N(c) in either case. As a con-
sequence, cw∈
+, and the proof is complete. 
To conclude this section, we mention the following related result due to Fleischmann
which will be needed later.
Lemma 4.9. Let x, y ∈WI and u∈WI such that y = uxu−1, then x = y.
([9, Proposition 1.1], see also [16, Lemma 1]).
5. Lower parabolic components
Throughout this section, I, J ⊆ S and b∈WI,J are ﬁxed. Recall that
W(I, J, b) = {w ∈W |wJb−1 = (wb−1)I }
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and denote the I-conjugator of bab−1 by ca , for all a ∈WJ . A crucial step in the
proof of the equality #W(I, J, b) = #W(J, I, b−1) is the characterization of the lower
parabolic components wJ and (wb−1)I associated with w ∈W(I, J, b), which results
in a bijection from W(I, J, b) onto
X (I, J, b) := { (a, g)∈ (WJ ∩WJ∩b−1Ib)× CWI (bab−1) | cag ∈WI∩bJb−1 }.
(see Lemma 5.6) Here CWI (bab−1) denotes the centralizer of bab−1 in WI . A bijection
from X (I, J, b) onto X (J, I, b−1) is then constructed in ﬁnal Section 6, completing
the proof of Theorem 1.2.
To start with, here are some well-known results on minimal coset representatives
taken from [3, Lemmata 2.1–2.4] (see also [25, Lemma 2]).
Proposition 5.1. (i) WI ∩ bWJ b−1 = WI∩bJb−1 ;
(ii) WI∩bJb−1b = WJ∩b−1Ib;
(iii) WI(WI ∩WI∩bJb−1) = WI∩bJb−1 .
(In (iii)—and throughout—the notation UV = { uv | u∈U, v ∈V } is used for U,
V ⊆W .) Note that (i) may be restated as

I ∩ b
J = 
I∩bJb−1 (5.1)
in terms of roots. Applying this identity twice, yields

I ∩ bab−1
I∩bJb−1 ⊆
I ∩ b
J = 
I∩bJb−1 (5.2)
for all a ∈WJ . Furthermore, if a ∈WJ ∩WJ∩b−1Ib, then
bab−1 ∈WJ (WJ ∩WJ∩b−1Ib)b−1 = WI∩bJb−1 , (5.3)
by Proposition 5.1(ii) and (iii). More importantly, Propositions 2.1 and 5.1 allow to
derive the following necessary conditions on the lower parabolic components associated
with w ∈W(I, J, b).
Proposition 5.2. Let w ∈W(I, J, b), then:
(i) (wb−1)I ∈WI ∩WI∩bJb−1 ;
(ii) wJ ∈WJ ∩WJ∩b−1Ib.
Proof. By Proposition 2.1, (wb−1)I b = wJ ∈WJ ∩WIb = (WI ∩WI∩bJb−1)b, since
w ∈W(I, J, b). This implies the ﬁrst claim, and furthermore
wb−1 = (wb−1)I (wb−1)I ∈WI(WI ∩WI∩bJb−1) = WI∩bJb−1 ,
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by Proposition 5.1(iii). It follows that
wJwJ = w ∈WI∩bJb−1b = WJ∩b−1Ib = WJ (WJ ∩WJ∩b−1Ib),
by Proposition 5.1(ii) and (iii), hence the second claim. 
Our next aim is to prove the converse of (ii) in the above Proposition:
Lemma 5.3. Let a ∈WJ ∩WJ∩b−1Ib, then v = caba ∈W(I, J, b) and vJ = a.
Combined with Proposition 5.2(ii), this amounts to saying that the lower J-component
w → wJ maps W(I, J, b) onto WJ ∩ WJ∩b−1Ib. For the proof of Lemma 5.3, an
additional property of the I-conjugator ca is needed.
Proposition 5.4. Let a ∈WJ ∩WJ∩b−1Ib, then ca ∈WI∩bJb−1 .
Proof. Set A = 
I∩bJb−1 and w = bab−1. We need to show that 
+I∩bJb−1∩N(ca) = ∅
or, equivalently, A ∩ NI (w) = ∅. The latter identity can be derived using Proposition
4.7, as follows.
Recall ﬁrst that w is I-positive, by Example 4.6(ii). Furthermore, by (5.2),
wA ∩ 
+I = (bab−1
I∩bJb−1 ∩ 
I ) ∩ 
+ ⊆
I∩bJb−1 ∩ 
+ ⊆A.
Finally, (5.3) yields w ∈WI∩bJb−1 , hence
w(A ∩N(w)) = w
(

+
I∩bJb−1 ∩ w−1
−
)
⊆
+ ∩ 
− = ∅.
This shows A ∩N(w) = ∅ and thus also A ∩NI (w) = ∅, by Proposition 4.7. 
Proof of Lemma 5.3. Proposition 5.4 and the second part of Corollary 4.4 imply
ca ∈WI ∩ WI∩bJb−1 . It follows that cab∈ (WI ∩ WI∩bJb−1)b = WJ ∩ WIbWJ , by
Proposition 2.1. In particular, v = (cab)a has parabolic components vJ = cab and
vJ = a. Furthermore, ca(bab−1)c−1a ∈WI , by Theorem 4.8. As a consequence,
(vb−1)I = (cabab−1)I =
(
(cabab
−1c−1a )ca
)
I
= ca = vJ b−1,
hence v ∈W(I, J, b). 
Concerning the lower parabolic components (wb−1)I , there is the following conse-
quence of Lemma 4.9.
Proposition 5.5. Let a ∈WJ and v,w ∈W(I, J, b) such that vJ = a = wJ , then
(vb−1)−1I (wb
−1)I ∈CWI (bab−1).
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Proof. Let dw := (wb−1)I = wJb−1 and dv := (vb−1)I = vJ b−1, then
d−1w (wb−1)I dw = b(wJ )−1wb−1 = bab−1 = b(vJ )−1vb−1 = d−1v (vb−1)I dv.
Thus Lemma 4.9 implies that (wb−1)I = (vb−1)I , and that dw d−1v is contained in
the centralizer of (vb−1)I = dvbab−1d−1v in WI . This is another way of stating the
claim. 
Lemma 5.6. The mapping
B :W(I, J, b) −→ X (I, J, b), w −→
(
wJ , c
−1
wJ
(wb−1)I
)
is a bijection.
Proof. Let w ∈W(I, J, b) and (a, g) = B(w), that is, a = wJ and g = c−1a (wb−1)I .
To see that (a, g)∈X (I, J, b), observe ﬁrst that a ∈WJ ∩ WJ∩b−1Ib follows from
Proposition 5.2(ii). As a consequence, v = caba is contained in W(I, J, b) and vJ = a,
by Lemma 5.3. In particular, ca = vJ b−1 = (vb−1)I . An application of Proposition 5.5
thus yields g = (vb−1)−1I (wb−1)I ∈CWI (bab−1). Finally, cag = (wb−1)I ∈WI∩bJb
−1
,
by Proposition 5.2(i).
The map C : X (I, J, b) → W(I, J, b), (a, g) → cagba is the inverse of B, as will
be shown now to complete the proof.
Let (a, g)∈X (I, J, b) and set w = C(a, g) = cagba. Then cagb∈ (WI ∩WI∩bJb−1)
b⊆WJ , by Proposition 2.1, thus wJ = cagb and wJ = a. Furthermore,
wb−1 = cag(bab−1) = ca(bab−1)g = vb−1g,
where v := caba as in Lemma 5.3. This implies (wb−1)I = (vb−1)I g and (wb−1)I =
(vb−1)I , since g ∈WI . Now by Lemma 5.3, wJb−1 = cag = (vb−1)I g = (wb−1)I ,
hence w ∈W(I, J, b) and B(C(a, g)) = B(w) = (a, g).
Conversely, let w ∈W(I, J, b) and set (a, g) = B(w), then
C(B(w)) = C(a, g) = cagba = (wb−1)I ba = (wJ b−1)ba = wJwJ = w. 
6. Bijection
Throughout, I, J ⊆ S and b∈WI,J are ﬁxed. We deﬁne a mapping
TI,J,b : X (I, J, b) −→ W ×W
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as follows. Let (a, g)∈X (I, J, b) and denote the (I ∩ bJb−1)-conjugator of g by n.
Now set nˆ := b−1nb and
TI,J,b(a, g) := (ngn−1, nˆanˆ−1).
The following concluding result implies Theorem 1.2 (and therefore the Main Theorem),
since #X (I, J, b) = #W(I, J, b), by Lemma 5.6.
Theorem 6.1. TI,J,b is a bijection from X (I, J, b) onto X (J, I, b−1).
Two auxiliary results on the second component of X -sets are needed for the proof
of Theorem 6.1. For all w ∈W , set

∞I (w) := { ∈
I |wk∈
I for all k ∈N }.
Proposition 6.2. Let a ∈WJ ∩WJ∩b−1Ib and g ∈CWI (bab−1), then the following con-
ditions are equivalent:
(i) (a, g)∈X (I, J, b);
(ii) g(
+
I∩bJb−1 ∩ 
∞I (bab−1))⊆
+.
Proof. Let w := bab−1 and set c := ca , the I-conjugator of w. By deﬁnition of
X (I, J, b), (i) is equivalent to cg ∈WI∩bJb−1 .
Let cg ∈WI∩bJb−1 and choose ∈
+
I∩bJb−1 ∩
∞I (w), then also g∈
∞I (w), since
g ∈CWI (w). Assume, for a contradiction, that g∈
−, then −g is contained in
(∗) 
+ ∩ 
∞I (w)⊆
+ \NI (w) = 
+ \N(c).
This implies c(−g)∈
+, hence cg∈
− contradicting cg ∈WI∩bJb−1 . Thus (i) im-
plies (ii).
Now assume that (ii) holds and choose ∈	I∩bJb−1 . We need to show cg∈
+,
for this implies cg ∈WI∩bJb−1 , hence (i).
If ∈
∞I (w), then g∈
+, by (ii), and also g∈
∞I (w), since g ∈CWI (w). There-
fore (∗) implies cg∈
+ as desired.
Consider now the case that wk /∈ 
I for some k ∈N, and choose k minimal. Recall
from (5.3) that w ∈WI∩bJb−1 . It thus follows that wk∈
+, since wm∈
I∩bJb−1
for all m < k, by (5.2). Furthermore, g ∈CWI (w) implies that wm(g) = g(wm)∈
I
for all m < k and wk(g) = g(wk)∈ g(
+ \ 
I )⊆
+, by (4.1). If g∈
+, we
may conclude that g∈
+ \ NI (w) = 
+ \ N(c), hence cg∈
+. If g∈
−,
then −g∈NI (w) = N(c), hence c(−g)∈
− and cg∈
+. This completes the
proof. 
Proposition 6.3. Let (a, g)∈X (I, J, b), then g is (I ∩ bJb−1)-positive.
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Furthermore, if n∈WI∩bJb−1 denotes the (I ∩ bJb−1)-conjugator of g, then
n(
+
I∩bJb−1 ∩ 
∞I (bab−1))⊆
+.
Proof. There exists an element w ∈W(I, J, b) such that a = wJ and g = c−1a (wb−1)I ,
by Lemma 5.6. In particular, (wb−1)I ∈WI∩bJb−1 and ca ∈WI∩bJb−1 , by Propositions
5.2(i) and 5.4, respectively. The ﬁrst claim thus follows from Example 4.6(i).
Combined with Proposition 6.2, this allows to apply Proposition 4.7 to g (instead of
w), I ∩ bJb−1 (instead of I), and A = 
+
I∩bJb−1 ∩ 
∞I (bab−1). As a result, nA⊆
+
as asserted. 
We are now ready to give the
Proof of Theorem 6.1. It sufﬁces to prove that TI,J,b maps into X (J, I, b−1) and is
1-1, since both sets X (I, J, b) and X (J, I, b−1) are ﬁnite and the arguments also apply
to TJ,I,b−1 instead of TI,J,b.
We ﬁrst show that TI,J,b maps into X (J, I, b−1). Let (a, g)∈X (I, J, b). Denote the
(I ∩ bJb−1)-conjugator of g by n, and set gˆ := ngn−1, nˆ := b−1nb and aˆ := nˆanˆ−1.
Then TI,J,b(a, g) = (gˆ, aˆ). By Proposition 6.3 and Theorem 4.8, gˆ ∈WI∩bJb−1 , while
g ∈WI and n∈WI∩bJb−1 ⊆WI imply gˆ ∈WI . Furthermore, nˆ∈WJ∩b−1Ib⊆WJ , by
Proposition 5.1(i), hence aˆ := nˆanˆ−1 ∈WJ follows from a ∈WJ . We also observe that,
simply by deﬁnition,
aˆ (b−1gˆb) = b−1nb a b−1n−1b (b−1ngn−1b)
= b−1n (bab−1)g n−1b
= b−1n g(bab−1) n−1b (since g ∈CWI (bab−1))
= (b−1gˆb) aˆ,
that is, aˆ ∈CWJ (b−1gˆb). For the proof of (gˆ, aˆ)∈X (J, I, b−1), the technical condition
in Proposition 6.2(ii) (for aˆ and b−1gˆb instead of g and bab−1) remains. First two
helpful observations:
(a) If ∈
 and ˆ := n−1b, then
(b−1gˆb)k aˆm ∈
J∩b−1Ib if and only if gk (bab−1)m ˆ∈
I∩bJb−1 ,
for all k,m∈N0.
(b) 
J∩b−1Ib ∩ 
∞J (b−1gˆb)⊆
∞J∩b−1Ib(b−1gˆb).
Let  = (b−1gˆb)k aˆm  and  = gk (bab−1)m ˆ, then  = b−1n, hence (a) follows
from n∈WI∩bJb−1 and (5.1). Claim (b) is immediate from (5.2) (applied to b−1gˆb, J
and I instead of bab−1, I and J).
Now let ∈
+
J∩b−1Ib ∩ 
∞J (b−1gˆb). We need to show that aˆ∈
+.
Start with observing that
(c) ˆ := n−1b∈
+
I∩bJb−1 (hence also bab−1ˆ∈
+, by (5.3)).
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Indeed, (b) yields ∈
∞
J∩b−1Ib(b
−1gˆb), hence (a) implies ˆ∈
∞
I∩bJb−1(g) (with
m = 0). In particular, ˆ /∈ NI∩bJb−1(g) = N(n), thus nˆ = b∈ b
+J ⊆
+ implies
ˆ∈
+, and (c) is proven.
For a contradiction, assume that aˆ∈
− (hence aˆ∈
−J ), then n(bab−1ˆ) =
baˆ∈
−, as b∈WJ . It follows that bab−1ˆ∈N(n)⊆
I∩bJb−1 , by (c), and thus
aˆ∈
J∩b−1Ib, by (a) (with k = 0, m = 1).
But ∈
∞J (b−1gˆb) and aˆ ∈CWJ (b−1gˆb) imply aˆ∈
∞J (b−1gˆb), hence even aˆ ∈

∞
J∩b−1Ib(b
−1gˆb), by (b), and ﬁnally bab−1ˆ∈
∞
I∩bJb−1(g), by (a) (with m = 1). This
yields bab−1ˆ /∈ NI∩bJb−1(g) = N(n), a contradiction.
We have thus proven that TI,J,b(a, g) = (gˆ, aˆ) ∈ X (J, I, b−1).
Injectivity of TI,J,b remains. Let (a1, g1), (a2, g2)∈X (I, J, b) such that
(gˆ, aˆ) := TI,J,b(a1, g1) = TI,J,b(a2, g2),
and deﬁne ni and nˆi according to the deﬁnition of TI,J,b(ai, gi), for i ∈ {1, 2}. Then
nˆ1a1nˆ
−1
1 = aˆ = nˆ2a2nˆ−12 .
But a1, a2 ∈WJ∩b−1Ib and nˆ1, nˆ2 ∈WJ∩b−1Ib, so that Lemma 4.9 implies a1 = a2.
As another consequence, nˆ−11 nˆ2 = b−1n−11 n2b centralizes a := a1. Equivalently, d :=
n−11 n2 ∈WI∩bJb−1 centralizes bab−1. As n1g1n−11 = gˆ = n2g2n−12 , it remains to show
that d is the identity of W.
Assume that N(d) = ∅, and let ∈N(d), then  ∈ 
+
I∩bJb−1 . It follows that
bab−1∈
+ and d(bab−1) = bab−1(d)∈
−, by (5.3). This yields bab−1∈N(d)
and, inductively,
bakb−1∈N(d)⊆
+
I∩bJb−1 ⊆
I
for all k ∈ N. In particular, n1d = n2 ∈ 
+, by the second part of Proposition 6.3
(applied to n2). But −d ∈ 
+I∩bJb−1 and
bakb−1(−d) = d(−bakb−1) ∈ 
I∩bJb−1 ⊆
I
for all k ∈ N. The second part of Proposition 6.3 (now applied to n1) yields
n1(−d)∈
+—a contradiction. This shows N(d) = ∅, and TI,J,b is injective. 
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