A decision support framework for performance evaluation of Indian technical institutions by Manik Chandra Das et al.
* Corresponding author.  Tel: +91 33 2654 9315 Fax: +91 33 2654 9318 
E-mail addresses: cd_manik@rediffmail.com (M. Chandra Das) 
 
© 2013 Growing Science Ltd. All rights reserved. 
doi: 10.5267/j.dsl.2013.06.005 
 
 
 
 
 
 
Decision Science Letters 2 (2013) 257–274 
 
 
Contents lists available at GrowingScience 
 
Decision Science Letters  
 
homepage: www.GrowingScience.com/dsl 
 
 
 
 
 
 
A decision support framework for performance evaluation of Indian technical institutions  
 
Manik Chandra Das
a*, Bijan Sarkar
b and Siddhartha Ray
c  
 
 
aAutomobile Engineering Department, MCKV Institute of Engineering, Liluah-711204, India 
bProduction Engineering Department, Jadavpur University, Kolkata-700032, India 
cMechanical Engineering Department, Heritage Institute of Technology, Kolkata-700107, India 
C H R O N I C L E                            A B S T R A C T 
Article history:  
Received  May 12, 2013 
Accepted June  22, 2013 
Available online  
June 30  2013 
  There are many opportunities and challenges in the area of Indian technical education due to 
liberalization  and  globalization  of  economy.  One  of  these  challenges  is  how  to assess the 
performance of technical institutions based on multiple criteria. The purpose of this paper is to 
describe and illustrate an application of a structured approach to determine relative performance 
and ranking of seven Indian Institutes of Technology (IITs) under multi-criteria environment. 
To  evaluate  the  alternatives  in  respect  to  stakeholders’  preference  we  suggest  a  new 
methodology consisting of fuzzy AHP, DEA and TOPSIS. Fuzzy AHP technique is used to 
determine the weights of criteria and some linguistic terms are applied to assess performance 
under each criterion, then in order to determine the value of linguistic terms we use the data 
envelopment  analysis  (DEA)  method.  Finally  TOPSIS  method  is  used  to  aggregate 
performance  scores  under  different  criteria  into  an  overall  performance  score  for  each 
institution  and  ranking  the  institution  according  to  their  overall  performance  score.  The 
proposed  fuzzy  AHP–DEA–TOPSIS  methodology  is  applicable  to  any  multiple  criteria 
decision making (MCDM) problem due to its generic nature.   
© 2013 Growing Science Ltd.  All rights reserved. 
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1. Introduction 
Education and health are two primary ingredients for the development and growth of a Nation. To 
make India a knowledge based society the most important area that needs to be addressed first is 
education. As envisaged by Indian erudite scholars around 1000  years ago, education is a never 
ending journey from less light to more light (Tamaso Ma Jyotirgamaya). It is the manifestation of 
perfections already in man.  
 
The primary objective of education is to enable us to know things we did not know earlier, so as to 
improve  the  quality  of  life.  In  1993  United  Nations  development  programs  (UNDP)  under  the 
leadership  of  Prof  Amartya  Sen  and  Prof  M.  Haque  devised  a  composite  index  called  human 
development index (HDI) to measure the quality of life. The components of HDI are life expectancy,   258
literacy rate and gross domestic product (GDP) of the country. According to 1997 HDI value India 
ranks 139
th out of 174 countries. Education can improve the HDI value. We need education to be 
educated and thereby to be enlightened. Indian patriotic monk Swami Vivekananda said, ‘we want 
that education by which character is formed, strength of mind is increased, the intellect is expanded 
and by which one can stand on one’s own feet’. To ensure education for all (EFA), Government of 
India implements a number of programs for the achievement of the EFA goals, including, inter alia, 
sarva shiksha abhiyan (SSA), midday meal scheme (MDM) and national literacy mission (NLM). 
 
Indian technical education system is one of the largest educational systems in the world. Engineering 
education in India started during the British colonial rule and it focused mainly on civil engineering. 
Gradually  few  engineering  colleges  namely  the  Engineering  College  at  Roorkee,  Poona  Civil 
Engineering College at Pune, Bengal Engineering College at Shibpur etc., came up in the mid 1850s. 
Presently, the technical education system in the country can be broadly classified into three categories 
like, Central Government funded institutions, State Government/State funded institutions and Self-
financed institutions. In In 2009-10 there were 65 centrally funded institutions in the country. The 65 
centrally funded institutions of technical & science education are shown in Table 1. These institutions 
function following the guidelines stipulated by All India Council for Technical Education (AICTE) 
and  the  Council  of  architecture.  As of  now 2300  engineering colleges are  running  in  India  and 
600,000 students are passing out in each year (Biswas et al., 2010). 
 
Table 1  
List of centrally funded institutions 
Name of the institutions  Number of institutions 
Indian Institutes of Technology (IITs)  15 
Indian Institutes of Management (IIMs)  7 
Indian Institute of Science (IISc), Bangalore  1 
Indian Institutes of Science, Education & Research (IISERs)  5 
National Institutes of Technology (NITs)  20 
Indian Institutes of  Information Technology (IIITs)  4 
National Institutes of Technical Teachers’ Training & Research (NITTTRs)  4 
Others  9 
Total  65 
 
 
In the  list of the best technical institutes in India, the first  name comes into mind is a group of 
institutions called Indian Institute of Technology (IITs). The purpose of this paper is to assess the 
relative performance of these IITs based on multiple criteria. In this paper, we have considered seven 
Indian  Institutes  of  Technology  (IITs)  located  at  Kharagpur,  Bombay,  Madras,  Kanpur,  Delhi, 
Guwahati and Roorkee for study and these are coded as A, B, C, D, E, F and G respectively. These 
institutions are declared as “institutions of national importance”. The main objective of IITs is to 
impart world class education in engineering and technology, to conduct research in the relevant field, 
and to further advancement of learning and dissemination of knowledge. 
 
As the uniform quality output has become the prime concern today, therefore, performance evaluation 
and ranking of these technical institutions have become a research issue. All the stakeholders want to 
get optimum benefits at shortest period of time and at an economical cost to improve the quality of 
life. Therefore, this is high time to do performance evaluation of the technical institutions. During the 
past  two  decades  considerable  volume  of  research  has  been  conducted  worldwide  regarding 
performance evaluation of universities, libraries, research  institutes etc. Most of the studies have 
focused on UK or Australia. The use of league table (Herbert and Thomas, 1998; Yorke, 1997, 1998) 
is found to rank academic institutions in UK. League tables are generally used to compare academic 
performance of  various institutions by  considering a set of well-defined criteria such as- student 
satisfaction,  research  assessment/quality,  entry  standards,  student-staff  ratio,  academic  services M. Chandra Das et al.  / Decision Science Letters 2 (2013) 
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spend, facilities spend, good honours, graduate prospects and completion rate. A statistical technique 
known as Z-transformation is applied to each criterion to create a score for that criterion. Weighted Z-
scores on each criterion help to determine the final rank of the institution. 
 
Apart  from  the  concept  of  league  table,  researches  on  universities  in  UK  include  those  by 
Athanassopoulos and  Shale  (1997), Glass et  al. (1995a, 1995b), Johnes  (1996,  2006), Casu  and 
Thanassoulis (2006), Flegg et al. (2004). In UK Portela and Thanassoulis (2001) have investigated 
the  efficiency  of  schools  also.  Plenty  of  studies  have  been  reported  on  efficiency  analysis  of 
Australian universities. Among the authors that have written about it we can mention Avkiran (2001), 
Abbott and Doucouliagos (2003), Worthington and Lee (2008) etc.  Kao and Hung (2008) have 
concentrated on performance evaluation of academic departments in Tiwan. Fandel (2007) makes a 
study on German Universities.  Korhonen et al. (2001) analyse 18 research units at Helsinki school of 
Finland. Elsewhere Hashimoto and Cohn (1997) have investigated Japanese universities, McMillan 
and Datta (1998) have investigated Canadian universities. Nicholls and Cargill (2011) develop a 
model for university research funding. Simon et al. (2011) concentrate on changes in productivity of 
Spanish  university  libraries.  In  India,  Tyagi  et  al.  (2009)  have  done  similar  study  dealing  with 
assessment of academic departments of IIT Roorkee. All the study mentioned above use various DEA 
models for the purpose. 
 
In this paper, we suggest an integrated fuzzy multi-criteria decision making model consisting of fuzzy 
analytic  hierarchy  process  (FAHP),  data  envelopment  analysis  (DEA)  and  technique  for  order 
preference by similarity to ideal solution (TOPSIS) to assess the relative performance of the IITs. The 
contribution  of  the  present  work  is  that,  this  model  is  robust;  it  is  easy  to  deal  with;  complex 
mathematics  is  not  required  and  the  evaluation  criteria  encompass  stakeholders’  preference. 
Computation of the degree of relative importance for evaluation criteria is made through fuzzy AHP. 
For each alternative, DEA method helps to compute local performance score which is expressed in 
linguistic terms for each criterion. Finally TOPSIS method is used to aggregate performance scores 
under  different  criteria  into  an  overall  performance  score  for  each  institution  and  ranking  the 
institutions according to their overall performance score which has been called as relative closeness 
to ideal solution.  
 
The paper is organized as follows: Section 2 describes application procedure of proposed model used 
in the paper. Section 3 gives information about data and computation. In the last section conclusion is 
given. 
 
2.  Research design 
 
2.1.  Selection of evaluation criteria  
 
The performance of technical institutions in absolute sense is very difficult to measure. There are lot 
of  factors/criteria/attributes/objectives  those  affect  the  performance  of  the  institutions  and  the 
measurement result is very much sensitive to the selection of the criteria. In the literature mentioned 
above, the criteria are categorized either inputs or outputs to conform to DEA algorithms. Thus, the 
selection of criteria plays a crucial role in performance evaluation. According to Barros (2005) ‘‘. . . 
the criterion of available data is frequently used, since it encompasses the other two criteria applied to 
the selection of the determinants. The first of the two is the literature survey, which is a way to ensure 
validity  of  research  and  therefore  a  criterion  to  take  into  account.  The  remaining  criterion  for 
measurement  selection  is the professional opinion  of  senior  management’’.  For  our  research we 
prepared a questionnaire containing fifty questions related to criteria selection and the same was 
circulated among the experts. Aggregating their views by doing Pareto analysis following criteria are 
short listed for the study.    260
 
  Faculty strength (FS) 
  Student intake (SI) 
  Number of Ph.D awarded (Ph.D) 
  Number of patents applied for (Patent) 
  The campus area in acres (CA) 
  Tuition fee per semester (TF) in rupees.  
 
Instead of classifying the criteria into output and input, in our study we call these either beneficial or 
non beneficial criteria respectively. In most of the literatures faculty strength and student intake are 
considered as inputs whereas we consider them beneficial criteria i.e., higher the better according to 
Taguchi’s concept. The reason is that India is the second most populous country in the world. This 
country is blessed with the availability of human resources in the working age group. The challenge 
before the country today is that this available manpower has to be made employable by imparting 
necessary training and skill through technical education to cater to the need of expanding economy. It 
is understood from the published news that the IITs are suffering from acute shortage of qualified 
faculties. Desired teacher student ratio, as prescribed by AICTE (an autonomous body under ministry 
of human resource development) should be 1:15. Many institutions are running with a lower value of 
this ratio. Therefore these two criteria are considered as beneficial criteria from socioeconomic point 
of view. In this paper we consider tuition fee per semester (TF) in rupees as the only non beneficial 
criterion. Fig. 1 shows the hierarchy of the criteria for the assessment of seven IITs using proposed 
model. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
           
 
 
 
 
 
 
 
Fig. 1. Hierarchy of the criteria 
 
2.2.  The proposed model 
 
Multiple criteria decision making is not an esoteric subject. Irrespective of field, it can be employed 
to select and prioritize the alternatives in the set. Lot of multiple criteria analysis tools like-AHP 
(Saaty, 1980), TOPSIS (Hwang & Yoon, 1981), DEA (Charnes et al., 1978), ELECTRE (Roy, 1968), 
MOORA (Brauers & Zavadskas, 2006) etc. are available for performance evaluation and ranking of 
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alternatives. In this paper we use fuzzy AHP to determine the weights of the evaluation criteria, DEA 
method is used to compute local performance score which is expressed in linguistic terms for each 
criterion. Finally TOPSIS method is used to aggregate performance scores under different criteria 
into an overall performance score for each institution and ranking the institutions according to their 
overall performance score.  The output of FAHP and DEA are input to the TOPSIS method. Fig. 2 
presents a schematic view of the proposed model which can be divided into three phases. The phase-I 
deals  with  team  working.  The  weights  of  the  criteria  are  determined in  phase-II and  finally the 
alternatives are ranked in phase-III. 
 
Fig. 2.   Schematic view of the proposed model 
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The  proposed  method  starts  with  the  definition  of  decision  matrix  which  has  in  general  four 
components,  namely:  (i)  alternatives  (ii)  criteria  or  attributes  (iii)  subjective  weights  or  relative 
importance  of  each  criteria  and  (iv)  measure  of  performance  of  alternatives  with  respect  to  the 
criteria. The decision matrix can be expressed as follows: 
 
                      
n
W
j
W W W
n
C
j
C C C
.. ..
2 1
.. ..
2 1  
D=[xij] =
m A
i A
A
A
..
..
..
..
2
1






















mn x .. . mj x .. m x m x
..
..
in x
..
..
..
..
..
ij x
..
..
..
..
..
i x
..
..
i x
.. .. .. .. .. ..
.. .. .. .. .. ..
n x .. j x .. x x
n x .. j x .. x x
2 1
2 1
2 2 22 21
1 1 12 11
 
 
 
 
 
 
 
 
 
 
(1)  
 
where Ai represents the alternatives, i = 1,2, . . . ,m; Cj represents j
th criterion or attribute, j = 1, 2,. . . , 
n. The subjective weight of the j
th attribute is denoted by Wj; and xij indicates the performance of each 
alternative Ai with respect to each criterion Cj. 
 
2.2.1.  Fuzzy AHP 
 
The analytic hierarchy process is a multi-criteria decision making (MCDM) tool to render subjective 
judgment on one criteria over another. This tool which was first introduced by Saaty (1980), works 
on eigenvalue approach to the pairwise comparison. In this method the relative preference of the 
qualitative factors are expressed in terms of Saaty’s 9-point scale. The AHP method is based on three 
principles: first, structure of the model; second, comparative judgment of the alternatives and the 
criteria; third, synthesis of the priorities. As observed in the review paper on AHP (Ho, 2008), we 
find that due to its simplicity and wide applicability, it has been successfully combined with other 
tools, like- mathematical programming, quality function deployment (QFD), meta-heuristics, SWOT 
analysis and data envelopment analysis (DEA).  
 
Though AHP is very much able to deal with the expert’s knowledge and experiences by perception or 
preference, it still cannot reflect the human thought totally with the crisp numbers. Therefore, the 
fuzzy-AHP  that  integrates  the  fuzzy  theory  into  AHP  environment  is  applied  here  to  solve  the 
performance evaluation problem of Indian technical institutions.    Fuzzy set which is an extension of 
crisp set deals with ambiguous or imprecise data. It was first introduced by Zadeh (1965). A fuzzy set 
is  characterized  by a  membership function  which assigns to  each  object  a grade of  membership 
ranging  between  zero  and  one.  Triangular  and  trapezoidal  fuzzy  numbers  are  normally  used  to 
capture the vagueness of the parameters related to selection of the alternatives. The triangular fuzzy 
number (TFN) is very simple to use and calculate. It helps in decision making problems where the 
information available is subjective and imprecise (Zimmerman, 1996). In practical applications, the 
triangular  form  of  the  membership  function  is  used  most  often  for  representing  fuzzy  numbers 
(Kahraman et al., 2004; Xu & Chen, 2007) that can be defined by a triplet M=(l,m,u), m is the median 
value of fuzzy number M. l and u are the left and right side of fuzzy number M respectively as shown 
in Fig. 3. Some basic important definitions of fuzzy sets can be found in the followings (Chen et al., 
2006; Lee et al., 2009; Önüt & Soner, 2008; Wang & Chang, 2007; Zimmerman,1996). 
 M. Chandra Das et al.  / Decision Science Letters 2 (2013) 
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Fig. 3. Triangular fuzzy number M 
 
The membership function μM(x) can be defined as follows, 
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(2)  
               
Let us consider two TFN M1 and M2, M1 = (l1, m1, u1) and M2 = (l2, m2,u2). Their operations laws are 
as follows, 
 
M1  M2 =(l1,m1, u1)  (l2,m2, u2) =(l1 + l2,m1 + m2, u1 + u2)  (3)  
M1   M2 =(l1,m1, u1)(l2,m2, u2) =(l1 x l2,m1 x m2, u1 x u2)  (4)  
(l1,m1, u1)
-1 =(1/u1,1/m1, 1/l1)  (5)  
 
Fuzzy scale for pairwise comparisons of one criterion over another is shown in Table 2. This scale is 
used to develop pairwise comparison matrix. 
 
Table 2 
Fuzzy Scale 
Preference of pairwise comparisons  Fuzzy numbers 
Equal  (1,1,1) 
Moderate  (0.67,1,1.5) 
Fairly strong  (1.5,2,2.5) 
Very strong  (2.5,3,3.5 
Absolute  (3.5,4,4.5) 
 
In this paper the extent fuzzy AHP is utilized, which was originally introduced by Chang (1996). Let 
A = (aij)mxn be a fuzzy pairwise comparison judgment matrix. Let Mij = (lij, mij, uij) be a triangular 
fuzzy number (TFN). The steps of fuzzy AHP are as follows: 
 
Step 1: Form the pairwise comparisons of attributes by using the fuzzy numbers, which is composed 
of low, median and upper value, in the same level of hierarchy structure. 
 
Step 2: The value of fuzzy synthetic extent with respect to the i
th object is defined as 
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(9)  
         
By the above set of formula the TFN value of Si is calculated. 
 
Step 3: We compare the values of Si respectively and calculate the degree of possibility of    Sj = 
(lj,mj, uj) ≥ Si = (li,mi, ui). That can be equivalently expressed as follows: 
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(10)  
 
where d is the ordinate of the highest intersection point D between µSi and µSi (see Fig. 4). To 
compare Si  and Sj both the values of V(Sj ≥ Si) and V(Si ≥ Sj) are required. 
 
 
Fig. 4. Highest intersection point D between µSj and µSi 
 
Step 4: We calculate the minimum degree possibility d(i) of 
 
V(Sj ≥ Si) for i, j=1,2,..,k. 
V(S≥ S1, S2, S3 ……., Sk), for i=1, 2, 3,…… k 
= V[(S≥S1) and (S≥S2 ) and……(S≥Sk) 
=minV(S≥Si) for i =1, 2, 3,……….. k 
 
(11)  
 
Assume that 
d'(Ai)= minV(S≥ Si); for i = 1, 2, 3,……. k 
Then the weight vector is defined as 
 
W’= (d’(A1), d’(A2),……,d’(An))
T  (12)  M. Chandra Das et al.  / Decision Science Letters 2 (2013) 
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where Ai (i=1,2,..,n) are the n elements. 
 
Step 5: We normalize the weight vectors. That is as follows, 
 
W=(d(A1), d(A2) …….., d(An))
T  (13)  
 
where W is a non-fuzzy number. 
 
2.2.2.  Data Envelopment Analysis (DEA) 
 
Data Envelopment Analysis (DEA) has been recognized as an analytical technique for measuring the 
relative efficiency of a group of similar organization. This technique was first put forward by Charnes 
et al. (1978). It deals with the efficiency problem of complex organizations that utilize multi inputs to 
produce multi output. The set of similar organizations like banks, post offices, schools, colleges, 
police stations, agricultural firms, university departments etc., assessed by this method are known as 
Decision Making Units (DMU). For our research, to characterize the relative importance of each 
alternative with respect to each criterion, we define for each criterion a set of evaluation grades: Gj 
={Hj1,……….Hjkj} (j=1,……,n) where Hj1,……….Hjkj represent the importance from the most to the 
least important and kj is the number of evaluation grades for criterion j. 
 
This definition allows for different criteria to be evaluated using different numbers of assessment 
grades and provides flexibility for setting up linguistic grades. We then ask the experts from different 
domains to assess the decision alternatives and classify them into their corresponding assessment 
grades in terms of their relative importance with respect to the criterion under consideration. 
Without loss of generality, assume that criterion j will be assessed by Nj experts (j = 1,. . . ,n). Then, 
assessment results can be characterized by the following distribution assessment vectors (Yang 2001). 
 
R{Cj(Ai)}={(Hj1, NEij1), . . . (Hjkj, NEijkj)},  i=1,.. . . , n; j =1, . . . ,m;     (14) 
 
Where NEijk(k = 1, . . . , kj) are the numbers of the experts who assess alternative Ai to grade Hjk 
under the criterion  j.  It  is obvious that  j
k
k ijk N NE
j   1 for i=1, . . . ,m and j=1,. . . ,n. All the 
distribution evaluation vectors form a distribution decision matrix, as shown in Table 3. 
 
Table 3 
Distribution decision matrix for decision alternatives 
Alternatives  Decision criteria   
C1  …  Cj    Cn 
H11  ...  H1k1  …  Hj1  ...  Hjkj  …  Hn1  ...  Hnkn 
A1  NE111  …  NE11k1  …  NE1j1  …  NE1jkj  …  NE1n1  …  NE1nkn 
…  …  …  …  …  …  …  …  …  …  …  … 
Ai  NEi11  …  NEi1k1  …  NEij1  …  NEijkj  …  NEin1  …  NEinkn 
…  …  …  …  …  …  …  …  …  …  …  … 
Am  NEm11  …  NEm1k1  …  NEmj1  …  NEmjkj  …  NEmn1  …  NEmnkn 
 
Now let us assume s(Hjk) be the scoring of grade Hjk (k = 1, . . .  kj). Then, the local weight of each 
alternative with respect to every criterion can be defined as follows, 
 



j k
k
ijk jk ij NE H s
1
) (  , i=1, . . . ,m; j=1,. . . ,n.   
(15)  
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To determine the local weight of each decision alternative with respect to every criterion, we choose 
the following DEA model (Wang et al., 2008; Amiri et al., 2010). 
 
max α 
 
subject to 
 
α≤ 


j k
k
ijk jk ij NE H s
1
) (  ,  i=1, . . . ,m; 
 
 
(16)  
s(Hj1)≥2s(Hj2)≥……≥kjs(Hjkj)≥0,   
 
where  s(Hjkj)  are  decision  variables  and  s(Hj1)≥2s(Hj2)≥……≥kjs(Hjkj)≥0,  is  the  strong  ordering 
condition imposed on evaluation grades, which is similar to strong ordering condition on different 
ranking places in voting system proposed by Noguchi et al. (2002) and adopted by Liu and Hai 
(2005) in their voting AHP. By solving model (16) for each criterion s
*(Hjk) (j=1, . . . ,n; k=1, . . . ,kj), 
we get optimal scorings of the evaluation grades determined by the model. Then the local weights 
which can be considered as local performance score, θij of each alternative with respect to the n 
decision criteria can all be generated by Eq. (15). 
 
2.2.3.  Technique for Order Performance by Similarity to Idea Solution (TOPSIS)  
 
TOPSIS method was first introduced by Hwang and Yoon (1981). This technique suggests that the 
best alternative would be the one that is nearest to the positive-ideal solution and farthest from the 
negative ideal solution (Ertuğrul and Karakaşoğlu, 2007). The positive-ideal solution is a solution that 
maximizes the benefit criteria and minimizes the cost criteria, whereas the negative ideal solution 
maximizes the cost criteria and minimizes the benefit criteria (Wang and Elhag, 2006). In brief, the 
positive-ideal  solution  is  composed  of  all  best  values  attainable  from  the  criteria,  whereas  the 
negative ideal solution consists of all worst values attainable from the criteria. The general steps of 
the TOPSIS method are as follows. 
 
Step 1. A decision matrix is formed and expressed as follows, 
 
             n j F F F F .. .. 2 1  
D=
m
i
A
A
A
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
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

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in ij i i
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   
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.. . ..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
.. .. .. .. .. ..
.. .. .. .. .. ..
.. ..
.. ..
2 1
2 1
2 2 22 21
1 1 12 11
 
 
 
 
 
 
(17)  
 
where Ai represents the alternatives, i = 1,2, . . . ,m; Fj represents j
th attribute or criterion, j = 1, 2,. . . 
, n, related to i
th alternative; and θij indicates the performance rating of each alternative Ai with 
respect to each criterion Fj. 
Step 2. Calculate the normalized decision matrix R=[rij]. The normalized value rij is calculated as, 
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rij =
 
m
i ij
ij
1
2 

;   j=1,2,…….n; 
 
(18)  
Step 3. Calculate the weighted normalized decision matrix by multiplying the normalized decision 
matrix by its associated weights. The weighted normalized value Vij is calculated as: 
 
Vij = wj× rij;  i=1,2,……m and j=1,2,……..n;  (19)  
 
where wj represents the weight of the j
th attribute or criterion. The weights are determined using fuzzy 
AHP. 
 
Step 4. Determine the positive-ideal solution (PIS) and negative-ideal solution (NIS).  
 
A
+= 
  
n V V V ,......... , 2 1 =       m i K j V Min K j V Max ij i ij i ,.... 2 , 1 ,
'     
A
-= 
  
n V V V ,......... , 2 1 =       m i K j V Max K j V Min ij i ij i ,.... 2 , 1 ,
'         
Where K is associated with beneficial criteria and K
’ is associated with non-beneficial criteria. 
 
Step 5. Measure Euclidean distances of each alternative from the positive-ideal and negative-ideal 
solutions. The two separations for each alternative are respectively calculated as: 
 

i D = 

 
n
j
j ij V V
1
2 ) ( ;  j=1,2,….n; i=1,2,…..m; 
 
 
(20)  

i D = 

 
n
j
j ij V V
1
2 ) ( ;   j=1,2,….n; i=1,2,…..m; 
 
Step 6. Calculate the relative closeness to the positive-ideal solution. The relative closeness to the 
positive-ideal solution can be defined as: 
 
CCi=
 

 i i
i
D D
D
;  i=1,2,….m;   0≤CCi≤1; 
(21)  
     
The higher the closeness means better the rank.  
3.  Data and computation 
 
3.1.  Priority of criteria 
 
Considering the feedback from the experts from the academic, government, industrial and research 
sectors, we form pairwise comparison matrix of 6 criteria to get their relative weight over other.  
 
Table 4 shows the fuzzy evaluation of the criteria. 
 
Table 4 
Fuzzy evaluation of the criteria 
Criteria  FS  SI  Ph.D  Patent  CA  TF 
FS  (1.00,1.00,1.00)  (1.50,2.00,2.50)  (0.67,1.00,1.50)  (2.50,3.00,3.50)  (1.50,2.00,2.50)  (1.50,2.00,2.50) 
SI  (0.40,0.50,0.67)  (1.00,1.00,1.00)  (0.67,1.00,1.50)  (0.67,1.00,1.50)  (1.50,2.00,2.50)  (1.00,1.00,1.00) 
Ph.D  (0.67,1.00,1.50)  (0.67,1.00,1.50)  (1.00,1.00,1.00)  (0.67,1.00,1.50)  (2.50,3.00,3.50)  (0.67,1.00,1.50) 
Patent  (0.29,0.33,0.40)  (0.67,1.00,1.50)  (0.67,1.00,1.50)  (1.00,1.00,1.00)  (1.50,2.00,2.50)  (0.67,1.00,1.50) 
CA  (0.40,0.50,0.67)  (0.40,0.50,0.67)  (0.29,0.33,0.40)  (0.40,0.50,0.67)  (1.00,1.00,1.00)  (1.50,2.00,2.50) 
TF  (0.40,0.50,0.67)  (1.00,1.00,1.00)  (0.67,1.00,1.50)  (0.67,1.00,1.50)  (0.40,0.50,0.67)  (1.00,1.00,1.00)   268
Using Eq. (6) through Eq. (9) and fuzzy evaluation values in Table 4, we determine the triangular 
fuzzy number (TFN) values of 6 criteria as follows, 
 
S1(FS)=(8.67,11.00,13.5)(1/52.80,1/41.67,1/32.97)=(0.16,0.26,0.41) 
S2(SI)=(5.23,6.50,8.17)  (1/52.80,1/41.67,1/32.97)=(0.10,0.16,0.25) 
S3(Ph.D)=(6.17,8.00,10.50) (1/52.80,1/41.67,1/32.97)=(0.12,0.19,0.32) 
S4(Patent)=(4.17,6.33,8.40) (1/52.80,1/41.67,1/32.97)=(0.09,0.15,0.25) 
S5(CA)=(3.99,4.83,5.90) (1/52.80,1/41.67,1/32.97)=(0.08,0.12,0.18) 
S6(TF)=(4.13,5.00,6.33) (1/52.80,1/41.67,1/32.97)=(0.08,0.12,0.19) 
 
According to Eq. (10) the degree of possibility  of  Sj=(lj,mj,uj)≥Si=(li,mi,ui) can be computed  by 
comparing the values of Si as determined above. Table 5 shows the values of V(Sj≥Si). 
 
Table 5 
Values of V(Sj≥Si) 
V(Sj≥Si)  Value  V(Sj≥Si)  Value  V(Sj≥Si)  Value 
V(S1≥S2)  1.000  V(S2≥S1)  0.473  V(S3≥S1)  0.695 
V(S1≥S3)  1.000  V(S2≥S3)  0.812  V(S3≥S2)  1.000 
V(S1≥S4)  1.000  V(S2≥S4)  1.000  V(S3≥S4)  1.000 
V(S1≥S5)  1.000  V(S2≥S5)  1.000  V(S3≥S5)  1.000 
V(S1≥S6)  1.000  V(S2≥S6)  1.000  V(S3≥S6)  1.000 
           
V(S4≥S1)  0.450  V(S5≥S1)  0.125  V(S6≥S1)  0.176 
V(S4≥S2)  0.937  V(S5≥S2)  0.667  V(S6≥S2)  0.692 
V(S4≥S3)  0.764  V(S5≥S3)  0.461  V(S6≥S3)  0.500 
V(S4≥S5)  1.000  V(S5≥S4)  0.750  V(S6≥S4)  0.769 
V(S4≥S6)  1.000  V(S5≥S6)  1.000  V(S6≥S5)  1.000 
 
We calculate the minimum degree of possibility d’(i) of V(Sj≥Si) for i,j=1,2,3,….k. 
 
D’(1)=min V(S1≥S2,S3,S4,S5,S6) = min (1.000,1.000,1.000,1.000,1.000)=1.000 
D’(2)= min V(S2≥S1,S3,S4,S5,S6) = min (0.473,0.812,1.000,1.000,1.000)=0.473 
D’(3)= min V(S3≥ S1,S2,S4,S5,S6) = min (0.695,1.000,1.000,1.000,1.000)=0.695 
D’(4)= min V(S4≥ S1,S2,S3,S5,S6) = min (0.450,0.937,0.764,1.000,1.000)=0.450 
D’(5)= min V(S5≥ S1,S2,S3,S4,S6) = min (0.125,0.667,0.461,0.750,1.000)=0.125 
D’(6)= min V(S6≥ S1,S2,S3,S4,S5) = min (0.176,0.692,0.500,0.769,1.000)=0.176 
 
Then the weight vector becomes, 
 
W’=(1.000,0.473,0.695,0.450,0.125,0.176)
T 
 
Normalizing the weight vector we get, 
 
W=(0.342,0.162,0.238,0.154,0.043,0.060)
T 
Therefore, the final weights of 6 criteria FS, SI, Ph.D, Patent, CA and TF become 0.342, 0.162, 
0.238, 0.154, 0.043 and 0.060 respectively. The relative weights which are non fuzzy numbers are 
described in Fig. 5 as follows, 
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Fig. 5.  Relative weights for evaluation criteria 
 
3.2.  Generating the local performance score 
 
We construct the performance evaluation table (Table 6) taking opinion from 10 experts. Then, using 
LINDO program we solve model (16) for each of the six criteria to generate the local performance 
scores  of  the  seven  institutions  with  respect  to  the  six  criteria.  Note  that  local  weights  can  be 
interpreted and understood as local performance scores in performance evaluation applications.  
 
Table 6 
Performance evaluation data for 7 institutions 
Alter-
natives 
Evaluation criteria 
Faculty strength 
(FS) 
 
Student intake 
(SI) 
 
Number of 
Ph.D awarded 
(Ph.D) 
Number of 
patents applied 
for (Patent) 
The campus 
area in acres 
(CA) 
Tuition fee per 
semester (TF) 
in rupees 
H  M  L  H  M  L  H  M  L  H  M  L  H  M  L  H  M  L 
A  8  2    9  1    7  3    5  3  2  9  1    2  4  4 
B  4  5  1  3  6  1  8  2    4  3  3  2  4  4  2  4  4 
C  3  6  1  1  3  6  7  2  1  5  3  2  3  4  3    1  9 
D  3  6  1    3  7    5  5  7  2  1  8  1  1  7  2  1 
E  4  5  1  3  6  1  6  3  1    2  8    1  9  1  5  4 
F    2  8    2  8    2  8  5  3  2  3  4  3  5  5   
G  3  6  1  2  6  2  6  2  2    1  9    1  9  8  2   
 
For each criterion, the optimal solutions to model (16) as obtained through LINDO program are 
shown in the following table (Table 7) 
 
Table 7 
Optimal solutions to model (16)  
Criterion  S
*(H)  S
*(M)  S
*(L)  α 
Faculty strength (FS)  0.1111  0.0555  0.0370  0.4074 
Student intake (SI)  0.1052  0.0526  0.0350  0.3859 
Number of Ph.D awarded (Ph.D)  0.1111  0.0555  0.0370  0.4074 
Number of patents applied for (Patent)  0.1200  0.0600  0.0400  0.4200 
The campus area in acres (CA)  0.1052  0.0526  0.0350  0.3859 
Tuition fee per semester (TF) in rupees  0.1111  0.0555  0.0370  0.3888 
 
Based upon the above optimal solutions, the local performance scores of the seven institutions with 
respect to each of the six criteria are calculated by Eq. (15) and presented in Table 8. The square root 
of squares of elements for each column is also shown in the last row of Table 8. This value is required 
for normalization of local performance score matrix according to formula (18).   
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Table 8 
Local performance score matrix for 7 institutions 
Institutions  FS  SI  Ph.D  Patent  CA  TF 
A  0.9998  0.9994  0.9442  0.8600  0.9994  0.5922 
B  0.7589  0.6662  0.9998  0.7800  0.5608  0.5922 
C  0.7033  0.4730  0.9257  0.8600  0.6310  0.3885 
D  0.7033  0.4028  0.4625  1.0000  0.9292  0.9257 
E  0.7589  0.6662  0.8701  0.4400  0.3676  0.5366 
F  0.4070  0.3852  0.4070  0.8600  0.6310  0.8330 
G  0.7033  0.5960  0.8516  0.4200  0.3676  0.9998 


7
1
2
i
ij x   3.8010  2.7760  4.6099  4.1972  3.2433  3.6907 


7
1
2
i
ij x   1.9496  1.6661  2.1471  2.0487  1.8009  1.9211 
 
3.3.   Aggregation of local performance scores into overall performance score 
 
Once we get the local performance scores of the seven institutions with respect to six criteria, we 
apply TOPSIS method to aggregate the weights of criteria into an overall performance score. To 
comply with this method, using formula (18) and (19), we prepare the normalized and weighted 
normalized performance score matrices which are shown in Table 9 and 10.  
 
Table 9 
Normalized performance score matrix 
Institutions  FS  SI  Ph.D  Patent  CA  TF 
A  0.5128  0.5998  0.4398  0.4198  0.5549  0.3083 
B  0.3893  0.3998  0.4657  0.3807  0.3114  0.3083 
C  0.3607  0.2839  0.4311  0.4198  0.3504  0.2022 
D  0.3607  0.2418  0.2154  0.4881  0.516  0.4819 
E  0.3893  0.3998  0.4053  0.2148  0.2041  0.2793 
F  0.2088  0.2312  0.1896  0.4198  0.3504  0.4336 
G  0.3607  0.3577  0.3966  0.205  0.2041  0.5204 
Weights  0.342  0.162  0.238  0.154  0.043  0.060 
 
Table 10 
Weighted normalized performance score matrix 
Institutions  FS  SI  Ph.D  Patent  CA  TF 
A  0.1754  0.0972  0.1047  0.0646  0.0239  0.0185 
B  0.1331  0.0648  0.1108  0.0586  0.0134  0.0185 
C  0.1234  0.046  0.1026  0.0646  0.0151  0.0121 
D  0.1234  0.0392  0.0513  0.0752  0.0222  0.0289 
E  0.1331  0.0648  0.0964  0.0331  0.0088  0.0168 
F  0.0714  0.0375  0.0451  0.0646  0.0151  0.026 
G  0.1234  0.0579  0.0944  0.0316  0.0088  0.0312 
PIS  0.1754  0.0972  0.1108  0.0752  0.0239  0.0121 
NIS  0.0714  0.0375  0.0451  0.0316  0.0088  0.0312 
 
In  Table  10  last  two  rows  indicate  positive  and  negative  ideal  solutions  (PIS  and  NIS).  While 
determining PIS and NIS, except the criterion tuition fee per semester (TF) all the remaining criteria 
are considered to be higher the better type (beneficial criteria). In the next step we compute the 
Euclidean distances of each alternative from the positive-ideal and negative-ideal solutions (Di
+, Di
-). 
Using formula (21) we calculate relative closeness of each alternative to the positive-ideal solution. 
Results are shown in Table 11. The same table also exhibits FAHP-DEA-TOPSIS method based 
priority ranking of institutions as ABECGDF when arranged according to descending 
order of their relative closeness value. The graphical view of the performance is also presented in Fig. M. Chandra Das et al.  / Decision Science Letters 2 (2013) 
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6. In Fig. 6 we see that the closeness values of institutions A, and B are above the mean closeness 
value. Institutions C and E are marginally above the mean line and D, F and G are below the mean 
line. Therefore, institution A can be considered as benchmark or improvement target for B, C and E 
which form the second group. Similarly, this second group can be considered as the improvement 
target for the rest institutions i.e., D, F and G. 
 
Table 11 
Computations of  
i D , 
i D  , CCi and rank of the alternatives 
Institutions  
i D  

i D   CCi  Priority ranking 
A  0.0138  0.1393  0.9101  1 
B  0.0571  0.0989  0.6341  2 
C  0.0747  0.0871  0.5382  4 
D  0.0995  0.0695  0.4112  6 
E  0.0712  0.086  0.5474  3 
F  0.1381  0.0341  0.1978  7 
G  0.0837  0.0745  0.4709  5 
 
 
 
 
Fig. 6.  Graphical view of overall performance score of the alternatives 
 
4.  Conclusion 
 
The primary mission of a technical institution is to explore and transmit knowledge. The former is 
achieved through research while the later is achieved through teaching. In this age of the knowledge 
economy, technical institutions play a key role in the development of a country. As the number of 
young people enrolling in technical education courses in India is increasing, the resources received 
from the government must be used more efficiently to meet the increasing demand for education. 
Hence,  the  institutions  should  investigate  not  only  the  educational  outputs  produced  by  the 
departments, but also  the  resources utilized  in producing  the  outputs. There has  been  a  national 
concern  of  improving  the  standards  of  technical  education.  Many  manufacturing  and  service 
organizations are demanding to introduce modern research facilities to nurturing a research culture in 
most of the technical  institutions,  so that  these can  produce  manpower  with  very  high  levels of 
creativity and innovative abilities and thus help Indian industries to increase competitiveness of their 
product and services. Many initiatives have been taken in the last few years both by the Government 
and private sector to improve and maintain the standard of technical education. Since we are in the 
domain of knowledge, we feel that there is an urgent need to do performance evaluation of Indian 
technical  institutions  by  considering  some  relevant  criteria.  We  believe  that  this  kind  of  study 
provides  useful  empirical  insights  into  an  important  public  policy  issue.  In  this  paper,  we  have   272
proposed  a new  fuzzy  AHP–DEA-TOPSIS  methodology to  evaluate the relative  performance of 
Indian technical institutions. The proposed methodology uses fuzzy AHP method to determine the 
weights of criteria, linguistic terms such as high, medium and low to assess performance under each 
criterion, DEA model with common weights to determine the values of the linguistic terms, and the 
TOPSIS  method  to  aggregate  the  performance  score  under  different  criteria  into  an  overall 
performance score of each institution. This technique is sound surrogate to the traditional techniques. 
The study reveals that the institution A is the best and F is the worst. However the institutions D, F 
and G need special attention to improve their performance in respect to the criteria of Ph.D and 
Patent. According to the method the ranking we get is in the order of ABECGDF. The 
proposed model is generic in nature. It can be applied for performance evaluation and ranking of a 
group of organizations  irrespective of field. However, evaluation criteria should be selected very 
carefully because the criteria play a vital role in the determination of relative ranking.  
 
References 
 
Abbott,  M.,  &  Doucouliagos,  C.  (2003).  The  efficiency  of  Australian  universities:  A  data 
envelopment analysis. Economics of Education Review, 22, 89-97. 
Amiri,  M.,  Zandieh,  M.,  Vahdani,  B.,  Soltani,  R.,  &  Roshanaei,  V.  (2010).  An  integrated 
eigenvector–DEA–TOPSIS methodology for portfolio risk evaluation in the FOREX spot market. 
Expert Systems with Applications,  37, 509-516. 
Athanassopoulos, A., & Shale, E. (1997). Assessing the comparative efficiency of higher education 
institutions in the UK by means of data envelopment analysis. Education Economics, 5, 117–134. 
Avkiran, N.K. (2001). Investigating technical and scale efficiency of Australian Universities through 
data envelopment analysis. Socio Economic Planning Sciences,  35, 57–80. 
Barros,  C.P.  (2005).  Performance  measurement  in  tax  offices  with  a  stochastic  frontier  model. 
Journal of Economic Studies,  32, 497–510. 
Biswas, G., Chopra, K.L., Jha, C.S.,  & Singh, D.V. (2010).  Profile of Engineering Education in 
India: Status, Concerns and Recommendations. New Delhi: Narosa Publishing House Pvt. Ltd.  
Brauers,  W.K.M.,  &  Zavadskas,  E.K.  (2006).  The  MOORA  method  and  its  application  to 
privatization in a transition economy. Control and Cybernetics,  35, 445-469. 
Casu, B., & Thanassoulis, E. (2006). Evaluating cost efficiency in central administrative services in 
UK universities. Omega,  34, 417-426. 
Chang, D.Y. (1996). Applications of the extent analysis method on fuzzy AHP. European Journal of 
Operations Research,  95, 649–655. 
Charnes, A., Cooper, W.W., & Rhodes, E.L. (1978). Measuring the efficiency of decision making 
units. European Journal of Operational Research, 2, 429–444. 
Chen, C.T., Lin, C.T., & Huang, S.F. (2006). A fuzzy approach for supplier evaluation and selection 
in supply chain management. International Journal of Production Economics,  102, 289–301. 
Ertuğrul, Í., & Karakaşoğlu, N. (2007). Performance evaluation of Turkish cement firms with fuzzy 
analytic hierarchy process and TOPSIS methods. Expert Systems with Applications, 36, 702–715. 
Fandel,  G.  (2007).  On  the  performance  of  universities  in  North  Rhine-Westphalia,  Germany: 
Government’s redistribution of funds judged using DEA efficiency measures. European Journal of 
Operational Research,  176, 521-533. 
Flegg,  A.T.,  Allen,  D.O.,  Field,  K.,  &  Thurlow,  T.W.  (2004).  Measuring  the  efficiency  and 
productivity  of  british  universities:  An  application  of  DEA  and  the  Malmquist  approach. 
Education Economics,  12, 231–249.  
Glass,  J.C.,  McKillop,  D.G.,  &  Hyndman,  N.  (1995a).  Efficiency  in  the  provision  of  university 
teaching and research: An empirical analysis of UK universities. Journal of Applied Econometrics, 
10, 61–72. 
Glass, J.C., McKillop, D.G., & Hyndman, N. (1995b). The achievement of scale efficiency in UK 
universities: a multiple-input multiple-output analysis. Education Economics, 3, 249–263. M. Chandra Das et al.  / Decision Science Letters 2 (2013) 
 
273   
Hashimoto, K., & Cohn, E. (1997). Economies of scale and scope in Japanese private universities. 
Education Economics, 5, 107–115. 
Herbert,  D.T.,  &  Thomas,  C.J.  (1998).  School  performance,  league  tables  and  social 
geography.  Applied Geography, 18, 199-223. 
Ho,  W.  (2008).  Integrated  analytic  hierarchy  process  and  its  applications-A  literature  review. 
European Journal of Operational Research,  186, 211-228. 
Hwang,  C.L.,  &  Yoon,  K.  (1981).  Multiple  attribute  decision  making  methods  and 
  applications, Berlin Heidelberg: Springer. 
Johnes,  J.  (1996).  Performance  assessment  in  higher  education  in  Britain.  European  Journal  of 
Operational Research, 89, 18–33. 
Johnes,  J.  (2006).  Measuring  teaching  efficiency  in  higher  education:  An  application  of  data 
envelopment analysis to economics graduates from UK Universities 1993. European Journal of 
Operational Research, 174, 443-456. 
Kahraman,  C.,  Beskese,  A.,  &  Ruan,  D.  (2004).  Measuring  flexibility  of  computer  integrated 
manufacturing systems using fuzzy cash flow analysis. Information Sciences, 168, 77–94. 
Kao, C., & Hung, H.T. (2008). Efficiency analysis of university departments: An empirical study. 
Omega, 36, 653-664. 
Korhonen, P., Tainio, R., & Wallenius, J. (2001). Value efficiency analysis of academic research. 
European Journal of Operational Research, 130, 121-132. 
Lee,  S.K., Mogi,  G.,  &  Kim, J.W. (2009). Decision support  for prioritizing energy  technologies 
against high oil prices: A fuzzy analytic hierarchy process approach. Journal of Loss Prevention in 
the Process Industries, 22, 915-920. 
Liu, F.H.F., & Hai, H.L. (2005). The voting analytic hierarchy process method for selecting supplier. 
International Journal of Production Economics,  97, 308–317. 
McMillan, M.L.,  & Datta, D. (1998). The relative efficiency of  Canadian universities. Canadian 
Public Policy, 24, 485–511.  
Nicholls,  M.G.,  &  Cargill,  B.J.  (2011).  Establishing  best  practice  university  research  funding 
strategies using mixed-mode modelling.  Omega,  39, 214-225. 
Noguchi, H., Ogawa, M., & Ishii, H. (2002). The appropriate total ranking method using DEA for 
multiple categorized purposes. Journal of Computational and Applied Mathematics, 146, 155–166. 
Önüt, S., & Soner, S. (2008). Transshipment site selection using the AHP and TOPSIS approaches 
under fuzzy environment. Waste Management, 28, 1552-1559. 
Portela,  M.C.A.S.,  &  Thanassoulis,  E.  (2001).  Decomposing  school  and  school-type  efficiency. 
European Journal of Operational Research, 132, 357-373. 
Roy, B. (1968). Classement et choix en presence de points de vue multiples. (la methode ELECTRE) 
R.I.R.O, 8, 57–75. 
Saaty, T.L. (1980). The analytic hierarchy process (1st ed.). New York: McGraw-Hill. 
Simon,  J.,  Simon,  C.,  &  Arias,  A.  (2011).  Changes  in  productivity  of  Spanish  university 
libraries.  Omega, 39, 578-588. 
Tyagi, P., Yadav, S.P., & Singh, S.P. (2009). Relative performance of academic departments using 
DEA with sensitivity analysis. Evaluation and Program Planning, 32, 168–177. 
Wang, T.C.,  & Chang, T.H. (2007). Application of TOPSIS in evaluating initial training aircraft 
under a fuzzy environment. Expert Systems with Applications, 33, 870–880. 
Wang, Y-M., & Elhag, T.M.S. (2006). Fuzzy TOPSIS method based on alpha level sets with an 
application to bridge risk assessment. Expert Systems with Applications, 31, .309–319. 
Wang, Y-M., Liu, J., & Elhag, T.M.S. (2008). An integrated AHP–DEA methodology for bridge risk 
assessment. Computers & Industrial Engineering, 54, 513-525. 
Worthington, A.C., & Lee, B.I. (2008). Efficiency, technology and productivity change in Australian 
Universities, 1998–2003. Economics of Education Review, 27, 285–298. 
Xu,  Z.S.,  &  Chen,  J.  (2007).  An  interactive  method  for  fuzzy  multiple  attribute  group  decision 
making. Information Sciences,  177, 248–263.   274
Yang, J.B. (2001). Rule and utility based evidential reasoning approach for multiattribute decision 
analysis under uncertainties. European Journal of Operational Research, 131, 31–61. 
Yorke,  M. (1997). A good league table guide? Quality Assurance in Education, 5, 61 – 72. 
Yorke, M. (1998). The Times’ “league table” of universities, 1997: a statistical appraisal. Quality 
Assurance in Education,  6, 58 – 60. 
Zadeh, L.A. (1965). Fuzzy sets. Information Control,  8, 338–353. 
Zimmerman,  H.J.  (1996).  Fuzzy  sets  theory  and  its  applications.  Boston:  Kluwer  Academic 
Publishers.  
   
 