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Abstract
We show that a random concave function having a periodic Hessian
(of certain average value s) on an equilateral lattice has a quadratic scal-
ing limit if the limiting differential entropy per vertex log f(s) is strictly
concave at s. We identify ∇f with a vector valued function w of s taking
values in R3+ in a natural way and show that a quadratic scaling limit also
exists when the average Hessian is s if f is twice differentiable at s and
w20 + w
2
1 + w
2
2 < 2 (w0w1 + w1w2 + w2w0) .
Lastly we prove an upper bound on f(s) in terms of the determinant of
a certain Laplacian on the discrete n × n torus, and make a conjecture
concerning its actual value.
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1 Introduction
As in [19], we consider the set of all concave functions g on an equilateral lattice
L that when shifted by an element of nL, incur addition by a linear function
(this condition is equivalent to the periodicity of the Hessian of g). We identify
this set, up to equality of the Hessians, with a convex polytope Pn(s), where s
corresponds to the average Hessian.
We show in Theorem 3.11 that a random concave function having a periodic
Hessian (of certain average value s) on an equilateral lattice has a quadratic
scaling limit if the limiting differential entropy per vertex log f(s) is strictly
concave at s. We identify ∇f with a vector valued function w of s taking values
in R3+ in a natural way and show in Theorem 3.12 that a quadratic scaling limit
also exists for average Hessian s if f is twice differentiable at s and
w20 + w
2
1 + w
2
2 < 2 (w0w1 + w1w2 + w2w0) .
Lastly we prove an upper bound in Lemma 4.1 on f(s) in terms of the determi-
nant of a certain Laplacian on the discrete n× n torus, and make a conjecture
concerning its actual value.
1.1 Summary of past work
We showed in [19] that the `∞ diameter of Pn(s) is bounded below by c(s)n2,
where c(s) is a positive constant depending only on s. We also showed that
the normalized Lebesgue measure of all points in Pn(s) that are not contained
in a n2 dimensional cube Q of sidelength 20n
2, centered at the unique (up to
addition of a linear term) quadratic polynomial with Hessian s for any 0 > 0,
tends to 0 as n tends to ∞. In our proof, we construct a family ψ consisting
of a finite number polytopes that cover Pn(s), and have the following property.
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For every point x ∈ Pn(s) that is not contained in Q, there is a polytope P in
ψ such that x ∈ P and |ψ| times the normalized volume of P is bounded above
by o(1) as n→∞. The key tool used for proving upper bounds on the volumes
of polytopes in ψ is an anisotropic isoperimetric inequality (see Subsection 3.1).
1.2 Littlewood-Richardson coefficients
Littlewood-Richardson coefficients play an important role in the representation
theory of the general linear groups. Among other interpretations, they count
the number of tilings of certain domains using squares and equilateral triangles
[23]. Let λ, µ, ν be vectors in Zn whose entries are non-increasing non-negative
integers. Let the `1 norm of a vector α ∈ Rn be denoted |α| and let
|λ|+ |µ| = |ν|.
Take an equilateral triangle ∆ of side 1. Tessellate it with unit equilateral
triangles of side 1/n. Assign boundary values to ∆ as in Figure 1; Clockwise,
assign the values 0, λ1, λ1+λ2, . . . , |λ|, |λ|+µ1, . . . , |λ|+ |µ|. Then anticlockwise,
on the horizontal side, assign
0, ν1, ν1 + ν2, . . . , |ν|.
Knutson and Tao defined this hive model for Littlewood-Richardson coeffi-
cients in [15]. They showed that the Littlewood-Richardson coefficient cνλµ is
given by the number of ways of assigning integer values to the interior nodes of
the triangle, such that the piecewise linear extension to the interior of ∆ is a
concave function f from ∆ to R. Such an integral “hive” f can be described as
an integer point in a certain polytope known as a hive polytope. The volumes
of these polytopes shed light on the asymptotics of Littlewood-Richardson co-
efficients [18, 20, 21]. Additionally, they appear in certain calculations in free
probability [16, 8].
The question of studying the structure of a typical real hive in a hive poly-
tope, sampled from the Lebesgue measure is closely linked to the question
of evaluating the asymptotic value of a Littlewood-Richardson coefficient for
GLn(C) as n→∞ and λ, µ and ν tend to continuous monotonically decreasing
functions in a certain fashion. In order to study the scaling limits of random
surfaces [24], it has proven beneficial to first examine the situation with periodic
boundary conditions [5]. This is our goal in the present paper and in [19].
1.3 Preliminaries
We consider the equilateral triangular lattice L, i. e. the subset of C generated
by 1 and ω = e
2piı
3 by integer linear combinations. We define the edges E(L) to
be the lattice rhombi of side 1 in L. We consider a rhombus Rn with vertices 0,
n, n(1 − ω2) and −nω2. Let Tn be the torus obtained from Rn by identifying
opposite sides together. We define the edges E(Tn) to be the lattice rhombi of
side 1 in Tn, where each vertex in V (Tn) is an equivalence class of L modulo
nL := nZ+ nωZ.
3
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Definition 1.1 (Discrete Hessian). Let f : L→ R be a function defined on L.
We define the (discrete) Hessian ∇2(f) to be a function from the set E(Tn) of
rhombi of the form {a, b, c, d} of side 1 (where the order is anticlockwise, and
the angle at a is pi/3) on the discrete torus to the reals, satisfying
∇2f({a, b, c, d}) = −f(a) + f(b)− f(c) + f(d).
Let f be a function defined on L such that ∇2(f) is periodic modulo nL
and the piecewise linear extension of f to C is concave. Such a function f will
be termed concave on L, or simply concave. Then ∇2(f) may be viewed as a
function g from E(Tn) to R.
Let a, b, c and d be the vertices of a lattice rhombus of L, of side 1 such that
a− d = −zω2, (1.1)
b− a = z, (1.2)
c− b = −zω2, (1.3)
d− c = −z, (1.4)
for some z ∈ {1, ω, ω2}. In the respective cases when z = 1, ω or ω2, we define
corresponding sets of lattice rhombi of side 1 to be E0(L), E1(L) or E2(L).
Note that a and c are vertices at which the angle is pi3 . For i = 0, 1 and 2, we
define Ei(Tn) analogously. For s0, s1, s2 > 0 and f : V (Tn) → R, we say that
g = ∇2(f) satisfies g 4 s = (s0, s1, s2), if for all a, b, c and d satisfying (1.1) to
(1.4) and e = {a, b, c, d}, g satisfies
1. g(e) ≤ s0, if e ∈ E0(Tn), i.e. z = 1.
2. g(e) ≤ s1, if e ∈ E1(Tn), i.e. z = ω.
3. g(e) ≤ s2, if e ∈ E2(Tn) i.e. z = ω2.
We will further assume that 2 = s0 ≤ s1 ≤ s2. Given s = (s0, s1, s2) ∈ R3+,
let Pn(s) be the bounded polytope of all functions x : V (Tn) → R such that∑
v∈V (Tn) x(v) = 0 and ∇2(x) 4 s.
Definition 1.2. Let P˜n(s) be defined to be the following image of Pn(s) under
an affine transformation. Given s = (s0, s1, s2) ∈ R3+, let P˜n(s) be the bounded
polytope of all functions x : V (Tn)→ R such that x(0) = 0 and ∇2(x) 4 s.
We observe that the n2 − 1 dimensional Lebesgue measures of P˜n(s) and
Pn(s) satisfy
|P˜n(s)|1/n2
(
1− C log n
n
)
≤ |Pn(s)|1/n2 ≤ |P˜n(s)|1/n2
(
1 +
C log n
n
)
.
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Lemma 1.3. For any such s, there is a unique quadratic function q(s) from L
to R such that ∇2q satisfies the following.
1. ∇2q(e) = −s0, if e ∈ E0(L).
2. ∇2q(e) = −s1, if e ∈ E1(L).
3. ∇2q(e) = −s2, if e ∈ E2(L).
4. q(0) = q(n) = q(nω) = 0.
Proof. This can be seen by explicitly constructing q(s) when s = (1, 0, 0),
(0, 1, 0) and (0, 0, 1) (which are rotations of the same concave function) and
combining these by linear combination. Given a concave function f : L → R
such that ∇2f is invariant under translation by elements of nL, and the average
value of ∇2f on edges in Ei(L) (which is well defined due to periodicity) is
equal to −si , and f(0) = f(n) = f(nω) = 0, we consider (f − q)(s). Since the
average value of ∇2f −∇2q is 0, this implies that f − q is 0 on nL, and more
generally, is invariant under translations in nL. We can therefore view f − q
to be a function from Tn = L/nL to R, and in fact the resulting function is in
P˜n(s). Conversely, any point in P˜n(s) can be extended to a periodic function
on L, to which we can add q(s) and thereby recover a function f on L that is
concave, such that ∇2f is invariant under translation by elements of nL, the
average value of ∇2f on Ei(L) is −si , and f(0) = f(n) = f(nω) = 0.
Note on constants: We will use c to denote an absolute positive constant
that is less or equal to 1, and C to denote an absolute constant that is greater
or equal to 1. The precise values of these constants may vary from occurrence
to occurrence.
1.3.1 Convex geometry
Let 1 ≤ ` ∈ Z. Given sets Ki ⊆ Rm for i ∈ [`], let their Minkowski sum
{x1 + · · ·+ x`
∣∣∀i ∈ [`], xi ∈ Ki}, be denoted by K1 + · · ·+K`.
Let K and L be compact convex subsets of Rm.
Then, the Brunn-Minkowski inequality [4, 17] states that
|K + L| 1m ≥ |K| 1m + |L| 1m . (1.5)
It can be shown that
lim
→0+
|L+ K| − |L|

exists. We will call this the anisotropic surface area SK(L) of L with respect to
K.
Dinghas [9, 10] showed that the following anisotropic isoperimetric inequality
can be derived from the Brunn-Minkowski inequality.
SK(L) ≥ m|K| 1m |L|
m−1
m . (1.6)
We shall need the following result of Pre´kopa ([22], Theorem 6).
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Theorem 1.4. Let f(x, y) be a function of Rn ⊕ Rm where x ∈ Rn and and
y ∈ Rm. Suppose that f is logconcave in Rn+m and let A be a convex subset of
Rm. Then the function of the variable x:∫
A
f(x, y)dy
is logconcave in the entire space Rn.
We denote the k−dimensional Lebesgue measure of a k−dimensional poly-
tope P by |P |. We will need to show that |Pm(s)|1/m2 is less than (1 +
om(1))|Pn(s)|
1
n2 , for n ≥ m. We achieve this by conditioning on a “double
layer boundary” and the use of the Brunn-Minkowski inequality. We will iden-
tify Z+ Zω with Z2 by mapping x+ ωy, for x, y ∈ Z onto (x, y) ∈ Z2.
Given n1|n2, the natural map from Z2 to Z2/(n1Z2) = Tn1 factors through
Z2/(n2Z2) = Tn2 . We denote the respective resulting maps from Tn2 to Tn1
by φn2,n1 , from Z2 to Tn2 by φ0,n2 and from Z2 to Tn1 by φ0,n1 . Given a set
of boundary nodes b ⊆ V (Tn), and x ∈ Rb, we define Qb(x) to be the fiber
polytope over x, that arises from the projection map Πb of P˜n(s) onto Rb. Note
that Qb(x) implicitly depends on s.
Let {0} ⊆ b1 6= {0}, be a subset of V (Tn1). The following was proved in
Part I, [19].
Lemma 1.5. Let {0} ⊆ b1 6= {0}, be a subset of V (Tn1). Then,
0 ≤ ln |Πb1 P˜n1(s)| ≤ (|b1| − 1) ln(Cn21).
2 Characteristics of relevant polytopes
2.1 Volume of the polytope Pn(s)
The following Lemma and two Corollaries were proved in Part I, [19].
Lemma 2.1. Let s0 = 2. Then, as n → ∞, |Pn(s)|
1
n2 converges to a limit in
the interval [1, 2e].
Together with the concavity of fn(s) := |Pn(s)|
1
n2−1 , this implies the follow-
ing.
Corollary 2.2. Let  > 0. For all sufficiently large n, for all s and t in R3+,
|fn(s)− fn(t)| < (2e+ )|s− t|.
Corollary 2.3. The pointwise limit of the functions fn is a function f that is
2e Lipschitz and concave.
Proof. This follows from Corollary 2.2 and the pointwise convergence of the fn
to a function f .
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In the course of proving Lemma 2.1, the following was proved in Part I [19].
Claim 2.4. Let C < n21 < n2. Then,(
1 +
C log n1
n1
)
|Pn2(s)|
1
n22−1 ≥ |Pn1(s)|
1
n21−1 .
In light of Lemma 2.1, this has the following corollary.
Corollary 2.5.
|Pn1(s)|
1
n21−1 ≤
(
1 +
C log n1
n1
)
f(s).
2.2 Surface area of facets of Pn(s)
The following Lemma was proved in Part I, [19].
Lemma 2.6. There is a universal constant C > 1 such that for all sufficiently
large n, the surface area of a codimension 1 facet of Pn(s) corresponding to
Ei(Tn) is bounded below by
(
s0
Cs2
)Csi
s0 |Pn(s)|1−
1
n2−1 .
By known results on vector partition functions [2], Pn(s) is a piecewise poly-
nomial function of s, and each domain of polynomiality is a closed cone known
as a chamber of the associated vector partition function. For a different per-
spective, see also Lemma 2 of [6]. It follows by scaling, that these polynomials
are homogenous, of degree n2 − 1. Further in the cone min(s0, s1, s2) > 0, |Pn|
is C1 (i. e. continuously differentiable) by Lemma 2.6.
Let
1
n2
(
∂|Pn(s)|
∂s0
,
∂|Pn(s)|
∂s1
,
∂|Pn(s)|
∂s2
)
=: (w
(n)
0 , w
(n)
1 , w
(n)
2 ). (2.1)
The following Lemma was proved in Part I, [19].
Lemma 2.7. Fix s with 0 < s0 ≤ s1 ≤ s2 and  > 0, for all sufficiently large
n, the surface area of a codimension 1 facet of Pn(s) corresponding to Ei(Tn)
is bounded above by
(
(2e+)s0
si
)
|Pn(s)|1−
1
n2−1 .
Proof. Note that ∑
i
(
1− 1
n2
)−1
siw
(n)
i = |Pn(s)|,
which in turn is bounded above by (2e + )s0|Pn(s)|1−
1
n2−1 for sufficiently
large n. It follows for each i ∈ {0, 1, 2}, that w(n)i is bounded above by(
(2e+)s0
si
)
|Pn(s)|1−
1
n2−1 . This completes the proof of this lemma.
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2.3 Bounds on the `p norm of a point in Pn(s)
Our strategy will be to cover the set of points in Pn(s) that are far from the
origin by a small number of polytopes, each of which is of small volume.
The following Lemma was proved in Part I, [19].
Lemma 2.8. Suppose that 0 > 0 and 2 = s0 ≤ s1 ≤ s2. Let x ∈ Pn(s) be such
that ‖x‖∞ ≥ 0n2. Then, for any p ∈ [1,∞),
‖x‖p ≥
(√
30n
8s2
) 2
p (
0n
2
2
)
. (2.2)
Proof. Let the magnitude of the slope of x on a unit triangle t with vertices
vi, vj , vk in Tn be defined to be max(|x(vi) − x(vj)|, |x(vj) − x(vk)|, |x(vk) −
x(vi)|). Choose v− ∈ Tn such that x(v−) is minimal and v+ ∈ Tn such that
x(v+) is maximal. Note that the magnitude of the slope of a triangle t containing
v− cannot exceed s2 because the discrete Hessian of all the rhombi containing
v− are bounded above by s2. It is possible to go from one unit triangle with
vertices in Tn to v− via a sequence of vertices, every 4 consecutive vertices of
which form a unit rhombus, such that the total number of rhombi is less than 4n.
For this reason the slope of x at no unit triangle can exceed 4ns2 in magnitude.
Let v = v+ if x(v+) ≥ −x(v−) and v = v− otherwise. Therefore, ‖x‖∞ ≥ 0n2
implies that any vertex v̂ within a lattice distance of 0n
2
8ns2
of v satisfies x(v̂)x(v) >
1
2 ,
implying that |x(v̂)| ≥ 0n22 . The number of vertices within a lattice distance of
0n
2
8ns2
of v is at least 3
(
0n
8s2
)2
. Therefore,
‖x‖pp ≥ 3
(
0n
8s2
)2(
0n
2
2
)p
. (2.3)
This implies the lemma.
2.4 Discrete Sobolev norms
We define the first order difference operators A0, A1 and A2 on RV (Tn) given by
A0f(v1 − 1, v2 − 1) = −f(v1 − 1, v2 − 1) + f(v1 − 1, v2).
A1f(v1, v2) = −f(v1 − 1, v2 − 1) + f(v1, v2).
A2f(v1 − 1, v2 − 1) = −f(v1 − 1, v2 − 1) + f(v1, v2).
(2.4)
Definition 2.9. For g ∈ RV (Tn), we define the discrete Sobolev (semi-)norm
‖g‖L2p by
‖g‖L2p :=
 ∑
v∈V (Tn)
(|D0g(v)|p + |D1g(v)|p + |D2g(v)|p)
 1p . (2.5)
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Figure 3: We factorize the second order Di into first order operators Ai. A red
dot indicates the point at which the operator is evaluated.
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A random variable Z in R that satisfies for some positive real K,
E[exp(|X|/K)] ≤ 2
is called subexponential.
Definition 2.10 (ψ1 norm). We define
‖Z‖ψ1 = inf{t > 0 : E[exp(|X|/t)] ≤ 2}.
Lemma 2.11. If g is chosen uniformly at random from Pn(s),
E‖g‖pL2p ≤ K
p(ps2)
pn2, (2.6)
where K is a universal constant.
Proof. Fix i ∈ {0, 1, 2}. Let v ∈ V (Tn) and let the density of the distribution
of (−1)Dig(v)si be denoted by f . We then see that f is independent of the specific
v chosen, (by the transitive action of Tn on itself) and have∫
R
xf(x)dx = 0. (2.7)
and ∫
R
f(x)dx = 1. (2.8)
Since f is bounded from above and is continuous, it achieves its supremum. Let
x0 ∈ R satisfy
f(x0) = sup
x∈R
f(x) =: c0. (2.9)
Then, ∫ 0
−1
f(x)dx ≤ c0, (2.10)
therefore, ∫ 0
−1
xf(x)dx ≥ −c0. (2.11)
Since f has mean 0, ∫ ∞
0
xf(x)dx ≤ c0. (2.12)
This implies that ∫ ∞
1
f(x)dx ≤ c0. (2.13)
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It follows from (2.8), (2.10) and (2.13) that∫ 1
0
f(x)dx ≥ 1− 2c0. (2.14)
Therefore, c0 ≥ 1− 2c0, and so
c0 = sup
x∈R
f(x) = f(x0) ≤ 1
3
. (2.15)
Suppose that x0 > 0. Then, by the log-concavity of f ,∫ x0
0
f(x)dx ≥ f(0)
∫ x0
0
exp
(
(x/x0) ln
f(x0)
f(0)
)
dx (2.16)
= f(0)
exp
(
(x/x0) ln
f(x0)
f(0)
)
x0
ln f(x0)f(0)
∣∣∣x0
0
 (2.17)
=
 x0f(0)
ln f(x0)f(0)
(f(x0)
f(0)
− 1
)
. (2.18)
This implies that x0 ≤ ln f(x0)−ln f(0)f(x0)−f(0) .
As f(0) ≤ f(x0), we see that by log-concavity of f ,
sup
x∈[−1,0]
f(x) = f(0) = inf
x∈[0,x0]
f(x). (2.19)
Since f has zero mean, this implies that
x0 ≤ 1. (2.20)
Since f is monotonically decreasing on [x0, x0 + 6], f attains its minimum
on this interval at x0 + 6. Therefore f(x0 + 6) ≤ 16 . Again, by log-concavity, for
all x ≥ x0 + 6,
f(x) ≤ 2
− x−(x0+6)6
6
≤ C exp
(
−
(
ln 2
6
)
x
)
. (2.21)
Thus (−1)Dig(v)si is subexponential and∥∥∥∥ (−1)Dig(v)si
∥∥∥∥
ψ1
< K,
for some universal constant K. Recalling that s0 ≤ s1 ≤ s2, the lemma follows
by the linearity of expectation and the fact (see Proposition 2.7.1 of [26]) that
the pth moments of a subexponential random variable X satisfy
E|X|p ≤ (K2p)p. (2.22)
for a universal constant K2.
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We use this to derive the following.
Lemma 2.12. If g is chosen uniformly at random from Pn(s), There is a
universal constant K2 such that for any δ ∈ (0, e−1),
P
[
‖g‖L22 ≥ K2n ln δ−1
]
≤ δ. (2.23)
Proof. We see that for any p ≥ 2, by the monotonically increasing nature of the
`n
2
p norms as p increases, for each g ∈ Pn(s)(‖g‖2
L22
n2
) 1
2
≤
(‖g‖pL2p
n2
) 1
p
. (2.24)
This implies that
E
(‖g‖2
L22
n2
) p
2
≤ E
(‖g‖pL2p
n2
)
≤ (K2p)p (2.25)
An application of Markov’s inequality gives us
P
( ‖g‖2L22
K22p
2n2
) p
2
≥ Rp
 ≤ R−p. (2.26)
Simplifying this, we have
P
[
‖g‖L22 ≥ K2pnR
]
≤ R−p. (2.27)
Setting R to e, and absorbing it into K2 and setting p to ln δ
−1, we now have
P
[
‖g‖L22 ≥ K2n ln δ−1
]
≤ δ.
Let g ∈ Pn(s). Suppose that ‖g‖L22 ≤ K2n ln δ−1, and that ‖g‖∞ ≥ 0n2.
Let
‖g‖W := 1
2
 ∑
v∈V (Tn)
(|A20g(v)|2 + |A22g(v)|2)
 12 .
We see that
13
‖g‖W
2
=
1
2
 ∑
v∈V (Tn)
(|A20g(v)|2 + |A22g(v)|2)
 12 (2.28)
=
1
4
∑
v∈V (Tn)
(|D0g(v) +D1g(v)|2 + |D1g(v) +D2g(v)|2)
 12(2.29)
≤
 ∑
v∈V (Tn)
(|D0g(v)|2 + |D1g(v)|2 + |D2g(v)|2)
 12 (2.30)
= ‖g‖L22 . (2.31)
Therefore, absorbing the universal constants into ln δ−1, we may assume that
‖g‖W ≤ 2‖g‖L22 ≤ (2pi)2n ln δ−1.
2.5 Analysing the fluctuations using characters
Definition 2.13. For (k, `) ∈ (Z/nZ)× (Z/nZ), and ωn = exp(2pi
√−1/n), let
φk` be the character of (Z/nZ)× (Z/nZ) given by φk`(i, j) := ωki+`jn .
Let g be expressed as a linear combination of the characters over C as
g =
∑
k,`
θk`ψk`, (2.32)
where, since g ∈ RV (Tn), we have θk` = θ¯−k −`.
Lemma 2.14. Let g ∈ Pn(s). Suppose that ‖g‖L22 ≤ K2n ln δ−1, and that
‖g‖∞ ≥ 0n2. This implies that there exists (k0, `0) ∈ Z2 such that (k20 + `20) ≤
log δ−1
c20
and
|θk0`0 | ≥
c20n
2√
log δ−1
. (2.33)
Proof. By the orthogonality of the characters,
‖g‖22 =
∑
k,`
|θk`|2‖ψk`‖22 = n2
∑
k,`
|θk`|2. (2.34)
Also, by Lemma 2.8,
‖g‖2 ≥
√
320n
3
16s2
= c20n
3. (2.35)
Therefore, ∑
k,`
|θk`|2 ≥ c40n4. (2.36)
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By virtue of the fact that A0 and A1 commute with translations of the torus
Tn,
(2pi)−4‖g‖2W =
∑
k,`
|θk`|2
(
k4 + `4
n4
)
‖ψk`‖22 ≥
(
1
2
)∑
k,`
|θk`|2
(
k2 + `2
n
)2
.(2.37)
Therefore, ∑
k,`
|θk`|2
(
k2 + `2
)2 ≤ n4 (log δ−1)2 . (2.38)
We use (2.36) to get∑
k,` |θk`|2
(
k2 + `2
)2∑
k,` |θk`|2
≤
(
log δ−1
)2
c40
. (2.39)
Defining
µk` :=
|θk`|2∑
k,` |θk`|2
, (2.40)
andX to be the random variable that takes the value (k, `) ∈ Z2 with probability
µk`, we see that
P
[
‖X‖42 ≤
2
(
log δ−1
)2
c40
]
≥ P [‖X‖42 ≤ 2E‖X‖42] ≥ 12 . (2.41)
It follows that there exists (k0`0) such that (k
2
0 + `
2
0) ≤ log δ
−1
c20
and
µk0`0 ≥
c20
log δ−1
. (2.42)
This implies that there exists (k0, `0) ∈ Z2 such that (k20 + `20) ≤ log δ
−1
c20
and
|θk0`0 | =
√
µk0`0
∑
k,`
|θk`|2 (2.43)
≥
√(
c20
log δ−1
)
(c20n
4) (2.44)
=
c20n
2√
log δ−1
. (2.45)
In this section, we use m to denote n2 − 1, the dimension of Pn(s).
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Lemma 2.15. Let g ∈ Pn(s). Let g be expressed as a linear combination of the
characters over C as
g =
∑
k,`
θk`ψk`,
where, since g ∈ RV (Tn), we have θk` = θ¯−k −`. Let K be any convex set in the
space of functions RV (Tn) that is invariant under translations of the torus Tn.
Then,∣∣Pn(s) ∩K ∩B∞(g, 0.5n2)∣∣ ≤ ∣∣Pn(s) ∩K ∩B∞ (< (θk0`0ψk0`0) , 0.5n2)∣∣ .(2.46)
Proof. Note by the orthogonality of characters of Zn × Zn, that
g ∗
(
ψk0`0 + ψ−k0−`0 + 2
2n2
)
=
(
1
2
)
(θk0`0ψk0`0 + θ−k0−`0ψ−k0−`0)
= < (θk0`0ψk0`0) . (2.47)
Also note that ρ :=
(
ψk0`0+ψ−k0 −`0+2
2n2
)
is a probability distribution sup-
ported on V (Tn). For x ∈ Pn(s), let B∞(x, 0.5n2) denote the `∞ ball with
center x and radius 0.5n
2. For r points x1, . . . , xr in Pn(s) and any non-negative
reals α1, . . . , αr such that
∑
i αi = 1, let x :=
∑
i αixi. By the Brunn-Minkowski
inequality, the convexity of Pn(s) ∩K,
∑
i
αi
∣∣Pn(s) ∩K ∩B∞(xi, 0.5n2)∣∣ 1m ≤
∣∣∣∣∣∣+i∈[r] αi
(
Pn(s) ∩K ∩B∞(xi, 0.5n2)
)∣∣∣∣∣∣
1
m
≤ ∣∣Pn(s) ∩K ∩B∞(x, 0.5n2)∣∣ 1m .
Suppose that g ∈ Pn(s) and Tvg = g ∗ δv, where δv : V (Tn) → R is the
function that takes value 1 on v and value 0 on all other points v′ ∈ V (Tn).
Then, because Pn(s)∩K is left fixed by the action of the group Zn×Zn acting
on V (Tn) by translation, we see that∣∣Pn(s) ∩K ∩B∞(Tvg, 0.5n2)∣∣ = ∣∣Pn(s) ∩K ∩B∞(g, 0.5n2)∣∣ . (2.48)
By the convexity of Pn(s) ∩K,
+
v∈V (Tn)
ρ(v)
(
Pn(s) ∩K ∩B∞(Tvg, 0.5n2)
) ⊆ Pn(s) ∩K ∩B∞(ρ ∗ g, 0.5n2).(2.49)
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Above, + represents Minkowski sum. As a consequence,∣∣Pn(s) ∩K ∩B∞(g, 0.5n2)∣∣ 1m = ∑
v∈V (Tn)
ρ(v)
∣∣Pn(s) ∩K ∩B∞(Tvg, 0.5n2)∣∣ 1m
≤
∣∣∣∣∣∣ +v∈V (Tn) ρ(v)
(
Pn(s) ∩K ∩B∞(Tvg, 0.5n2)
)∣∣∣∣∣∣
1
m
≤ ∣∣Pn(s) ∩K ∩B∞(ρ ∗ g, 0.5n2)∣∣ 1m
=
∣∣Pn(s) ∩K ∩B∞ (< (θk0`0ψk0`0) , 0.5n2)∣∣ 1m .
Therefore,∣∣Pn(s) ∩K ∩B∞(g, 0.5n2)∣∣ ≤ ∣∣Pn(s) ∩K ∩B∞ (< (θk0`0ψk0`0) , 0.5n2)∣∣ .
Definition 2.16. For f ∈ RV (Tn), and k ∈ Z, such that k ≥ 1 let
‖f‖C˙k := max
r1,...,rk∈{0,2}
‖Ar1 . . . Arkf‖∞.
Suppose without loss of generality that k0 ≥ `0. For the remainder of this
paper, let g = < (θk0`0ψk0`0) .
Lemma 2.17. We have
‖g‖C˙2 ≤ Cs2.
Proof. We see that, because g belongs to Pn(s),
‖g‖C˙2 ≤ C min
r∈{0,1,2}
min
v∈V (Tn)
Drg(v),
≤ Cs2.
Lemma 2.18. Let f be chosen uniformly at random from Pn(s). Let r ∈
{0, 1, 2} then,
P [‖Dr(f)‖∞ > K log n] < n−cK+2,
for some universal constant c > 0.
Proof. For any fixed v,
E [Drf(v)] = 0.
and Drf(v) has a log-concave density by Prekopa-Liendler inequality, which
by the constraints of the polytope, has a support contained in (−∞, sr]. The
Lemma follows from the exponential tail bound satisfied by a log-concave den-
sity, as shown in the proof of Lemma 2.11 together with an application of the
union bound.
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Lemma 2.19. For any f ∈ B∞(g, 0.5n2), we have(‖f − g‖C˙1
s2
)2
≤ C0.5n2. (2.50)
Proof. By Lemma 2.17, we see that for r ∈ {0, 1, 2}, Dr(f − g) ≤ Cs2, and
hence ∀r, A2r(f − g) ≤ 2Cs2. Let v ∈ V (Tn) be a vertex such that for some r,
|(Ar(f − g))(v)| ≥ ‖f − g‖C˙1 . For all points w along the direction that Ar acts,
there is an upper bound on the value of (f − g)(w) given by a quadratic whose
second derivative is equal to Cs2 and whose slope at v has magnitude ‖f−g‖C˙1 .
But this means that this upper bound must at some point take a value less than
−c
(‖f−g‖C˙1
s2
)2
. This implies that c
(‖f−g‖C˙1
s2
)2
≤ 0.5n2, leading to the desired
bound.
2.6 Polytopes used in the cover
We will map V (Tn) onto (Z/nZ)×(Z/nZ) via the unique Zmodule isomorphism
that maps 1 to (1, 0) and ω to (0, 1). Without loss of generality (due linearity
under scaling by a positive constant), we will assume in this and succeeding
sections that that
lim
n→∞ |Pn(s)|
1
n2−1 = 1. (2.51)
Let 0 be a fixed positive constant. Suppose x ∈ Pn(s) satisfies
‖x‖∞ > 0n2. (2.52)
Given n1|n2, the natural map from Z2 to Z2/(n1Z2) = V (Tn1) factors
through Z2/(n2Z2) = V (Tn2). We denote the respective resulting maps from
V (Tn2) to V (Tn1) by φn2,n1 , from Z2 to V (Tn2) by φ0,n2 and from Z2 to V (Tn1)
by φ0,n1 . Given a set of boundary nodes b ⊆ V (Tn), and xb ∈ Rb, we define
Qb(x) to be the fiber polytope over xb, that arises from the projection map Πb
of Pn(s) onto Rb. Note that Qb(x) implicitly depends on s.
Given positive 0, . . . , k we will denote by k+1, a positive constant whose
value may depend on the preceding i but not on any r for r > k. We will
associate with x, a polytope Qn(1, s, x) containing x. Let o ∈ V (Tn) be an
offset that we will use to define b. In this paper we will deal exclusively with
the situation when −11 ∈ Z. The polytope Qn(1, s, x) is defined as follows. Let
n2 be the largest multiple of 
−1
1 that is less or equal to n. Thus, n2 = 
−1
1 bn1c.
Note that n2 + 
−1
1 ≥ n. Let
n1 = n21.
We remark that in Part I [19], we had instead defined n2 using b−11 c + 1, but
this makes no difference to the correctness of the results stated here from Part
I. In our case −11 ∈ Z, so this is just a matter of convenience.
Definition 2.20. We define the set b1 ⊆ V (Tn1) of “boundary vertices” to be
all vertices that are either of the form (0, y) or (1, y) or (x, 0) or (x, 1), where
x, y range over all of Z/(n1Z). We define the set b2 ⊆ V (Tn2) to be φ−1n2,n1(b1).
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Let ρ0 : V (Tn2)→ {0, . . . , n2 − 1}2 ⊆ Z2 be the unique map with this range
that satisfies φ0,n2 ◦ ρ0 = id on V (Tn2). We embed V (Tn2) into V (Tn) via
φ0,n ◦ ρ0, and define
b˜ := (φ0,n ◦ ρ0(b2)) ∪
(
V (Tn) \ (φ0,n({0, . . . , n2 − 1}2))
)
.
Thus, we have the following.
Definition 2.21. The set b˜ is the union of the image of b2 under φ0,n ◦ ρ0,
with the set b̂ of vertices that do not belong to φ0,n({0, . . . , n2 − 1}2).
Finally we define b to be b˜ + o, i. e. a translation of b˜ by the offset o. Given
b, define (xb)quant to be the closest point to xb, every coordinate of which is
an integer multiple of 1M .
Definition 2.22. We define the polytope Q˜n(b, s, x) as the preimage of (xb)quant+
[− 1M , 1M ]b under the coordinate projection Πb of Pn(s) onto Rb.
The following lemma is proved in a manner analogous to Part I, [19].
Lemma 2.23. For sufficiently large n, the total number of distinct polytopes
Q˜n(b, s, x) as x ranges over all points in Pn(s) is at most M
(9(8−11 )n+2).
Proof. The number of vertices in b is bounded above by 8−11 n. Also, x ∈ Pn(s)
implies that ‖x‖∞ < Cn2. The number of distinct points of the form (xb)quant
can therefore be bounded above by M9(8
−1
1 )n when n is sufficiently large. Since
the number of possible offsets is n2, this places an upper bound of M9(8
−1
1 )n+2
on the number of possible polytopes Q˜n(b, s, x).
3 Upper bounds on the volumes of covering poly-
topes
In this section, s and x and 1 will be fixed, so the dependence of various
parameters on them will be suppressed. For 1 ≤ i, j ≤ n2n1 , and offset o, we
define the (i, j)th square
oij := o+ φ0,n
(
([(i− 1)n1 + 1, in1]× [(j − 1)n1 + 1, jn1]) ∩ Z2
)
. (3.1)
We also define
o := o+ φ0,n
(
([1, n2]× [1, n2]) ∩ Z2
)
. (3.2)
We note that the boundary vertices of each square oij are contained in b. Let
Λoij denote the orthogonal projection of RV (Tn) onto the subspace
Aoij :=
y ∈ Roij ∣∣ ∑
k∈oij
yk = 0
 . (3.3)
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By abuse of notation, when necessary, we will identify the vertices in oij with
the vertices in V (Tn1) in the natural way, and view Λoij as a projection of RV (Tn)
onto the subspace y ∈ RV (Tn1 )∣∣ ∑
k∈oij
yk = 0
 . (3.4)
For any z ∈ Q˜n(b˜ + o)− x, the euclidean distance between z and this subspace
is less than Cn3 by virtue of the upper bound of Cn2 on the Lipschitz constant
of z and x. For sufficiently large n, we eliminate the C and bound this euclidean
distance from above by n4. Therefore, for any fixed o,
n
− 4n
2
2
n21
∣∣∣(Q˜n(b˜ + o)− x)∣∣∣ ≤
∣∣∣∣∣∣∣
∏
1≤i,j≤n2n1
Λoij(Q˜n(b˜ + o)− x)
∣∣∣∣∣∣∣ (3.5)
=
∏
1≤i,j≤n2n1
∣∣∣Λoij(Q˜n(b˜ + o)− x)∣∣∣ . (3.6)
3.1 Bounding
∣∣∣Λoij(Q˜n(b˜ + o)− x)∣∣∣ from above
We recall from (1.6) that the anisotropic surface area of L with respect to K,
denoted SK(L), satisfies
SK(L) ≥ m|K| 1m |L|
m−1
m .
Later, we will choose toij carefully depending on the restriction of x to (a
1−neighborhood of) oij . For 1 ≤ i, j ≤ n2n1 , let P ij,on1 (toij) be a copy of Pn1(toij)
in R
o
ij . Taking Loij to be P
ij,o
n1 (t
o
ij) (note that |P ij,on1 (toij)| = |Pn1(toij)|), Koij to
be Λoij(Q˜n(b˜ + o)− x), and m1 = n21 − 1, this gives us
m1|Koij |
1
m1 |Pn1(toij)|1−
1
m1 ≤ SKoij (Loij).
We thus have
|Koij |
1
m1 ≤ SK
o
ij
(Loij)
m1|Pn1(toij)|1−
1
m1
. (3.7)
Thus,
∏
1≤i,j≤n2n1
(∣∣∣Λoij(Q˜n(b˜ + o)− x)∣∣∣ |Pn1(toij)|m1−1) ≤ ∏
1≤i,j≤n2n1
(
SKoij (L
o
ij)
m1
)m1
.
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Figure 4: The (2, 2, 2)−Laplacian acting on functions defined on a subsquare
oij
This, by (3.6) implies that
(
n
− 4n
2
2
n21
∣∣∣(Q˜n(b˜ + o)− x)∣∣∣) ≤ ∏
1≤i,j≤n2n1
(
SKo
ij
(Loij)
m1
)m1
|Pn1(toij)|m1−1
. (3.8)
Recall from Subsection 1.3 that for a, b, c and d the vertices of a lattice
rhombus of side 1 such that a− d = −zω2, b− a = z, c− b = −zω2, d− c = −z,
for some z ∈ {1, ω, ω2}. In the respective cases when z = 1, ω or ω2, we define
corresponding sets of lattice rhombi of side 1 to be E0(L), E1(L) or E2(L).
This structure is carried over to Tn by the map φ0,n defined in the beginning
of Subsection 2.6. Recall from the beginning of Subsection 2.6 that we have
mapped V (Tn) on to (Z/nZ) × (Z/nZ) by mapping 1 to (1, 0) and ω to (0, 1)
and extending this map to V (Tn) via a Z module homomorphism. In particular,
this maps 1 + ω to (1, 1).
Let us examine SKoij (L
o
ij) for a fixed i, j and o. Note that 0 ∈ Koij . Let us
identify oij with V (Tn1) labelled by [1, n1]2 ∩ Z2 by mapping the south west
corner of oij onto (1, 1).
Definition 3.1. For r ∈ {0, 1, 2} and 1 ≤ k, ` ≤ n1, let urk` := urk`(i, j, o)
denote the unit outward normal to the facet of Loij that corresponds to the
edge in Er(Tn1), whose south west corner is (k, `). Let hrk` = hrk`(i, j, o) be the
maximum value of the functional α(a) = 〈a, urk`〉 as a ranges over Koij .
Note that Koij does not depend on t
o
ij . We see that
SKoij (L
o
ij) =
∑
r∈{0,1,2}
w(n1)r (t
o
ij)
 ∑
1≤k,`≤n1
hrk`(o, i, j)
 . (3.9)
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Now, for each r ∈ {0, 1, 2}, we define a linear map Dr from RV (Tn′ ) to
REr(Tn′ ), where n′ will be a positive integer made clear from context. Let
f ∈ RV (Tn′ ) and (v1, v2) ∈ V (Tn′). We use er(v1, v2) to refer to an edge in
Er(Tn) whose south east corner is the vertex (v1, v2). Then,
(0) D0f(v1−1, v2−1) = ∇2f(e0(v1−1, v2−1)) = −f(v1, v2−1)−f(v1, v2)+
f(v1 − 1, v2 − 1) + f(v1 + 1, v2).
(1) D1f(v1, v2) = ∇2f(e1(v1, v2)) = f(v1 + 1, v2) + f(v1, v2 + 1)− f(v1, v2)−
f(v1 + 1, v2 + 1).
(2) D2f(v1−1, v2−1) = ∇2f(e2(v1−1, v2−1)) = −f(v1, v2)−f(v1−1, v2)+
f(v1, v2 + 1) + f(v1 − 1, v2 − 1).
As stated earlier in (2.4), we also have the first order difference operators
A0, A1 and A2 given by
(?0) A0f(v1 − 1, v2 − 1) = −f(v1 − 1, v2 − 1) + f(v1 − 1, v2).
(?1) A1f(v1, v2) = −f(v1 − 1, v2 − 1) + f(v1, v2).
(?2) A2f(v1 − 1, v2 − 1) = −f(v1 − 1, v2 − 1) + f(v1, v2).
As a consequence, we see the following.
D2 = A0A1 (3.10)
D0 = A1A2 (3.11)
D1 = −A2A0. (3.12)
Recall that Koij is Λ
o
ij(Q˜n(b˜ + o) − x). For linear maps D0, D1 and D2
described above, taking n′ = n1 we have for 1 ≤ k, ` ≤ n1− 2, and r ∈ {0, 1, 2},
0 ≤ hrk`(o, i, j) = sr −Drx(o1 + in1 + k, o2 + jn1 + `). (3.13)
When either k or ` is one of the numbers n1 − 1 or n1, we see that hrk` can be
different due to the possibility of the constraints wrapping around. However, it
is always true due to the quantization in Definition 2.22, that
0 ≤ hrk`(o, i, j) ≤
4
M
+ sr −Drx(o1 + in1 + k, o2 + jn1 + `). (3.14)
Let
τ rk`(o, i, j) := h
r
k`(o, i, j)− (sr −Drx(o1 + in1 + k, o2 + jn1 + `)) . (3.15)
Thus,
Drx(o1 + in1 + k, o2 + jn1 + `)− sr ≤ τ rk`(o, i, j) ≤
4
M
. (3.16)
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Let ∆ = ∆toij be the function from V (Tn) to R, uniquely specified by the
following condition. For any f : V (Tn)→ R, and (v1, v2) = v ∈ V (Tn),
2(∆ ∗ f)(v) = w(n1)0 (toij)(D0f(v1 − 1, v2 − 1) +D0f(v1 − 1, v2))
+ w
(n1)
1 (t
o
ij)(D1f(v1, v2) +D1f(v1 − 1, v2 − 1))
+ w
(n1)
2 (t
o
ij)(D2f(v1 − 1, v2 − 1) +D2f(v1, v2 − 1)).(3.17)
Note that ∆ can be viewed as a self adjoint operator acting on CV (Tn) equipped
with the standard inner product, but we will find it convenient to define it as a
function from V (Tn) to R that acts via convolution on complex valued functions
defined on V (Tn).
Replacing f by y, we see from (3.17) that
2(∆ ∗ y)(v) = w(n1)0 (t)(D0y(v1 − 1, v2 − 1) +D0y(v1 − 1, v2))
+ w
(n1)
1 (t)(D1y(v1, v2) +D1y(v1 − 1, v2 − 1))
+ w
(n1)
2 (t)(D2y(v1 − 1, v2 − 1) +D2y(v1, v2 − 1)).
A rearrangement of this gives us
2(∆ ∗ y)(i, j) = (−w(n1)0 + w(n1)1 + w(n1)2 )(y(i, j + 1)− 2y(i, j) + y(i, j − 1))
+ (w
(n1)
0 − w(n1)1 + w(n1)2 )(y(i+ 1, j + 1)− 2y(i, j) + y(i− 1, j − 1))
+ (w
(n1)
0 + w
(n1)
1 − w(n1)2 )(y(i+ 1, j)− 2y(i, j) + y(i− 1, j)). (3.18)
We will now remark on
SKo
ij
(Loij)
m .
SKoij (L
o
ij) =
∑
r∈{0,1,2}
w(n1)r (t
o
ij)
 ∑
1≤k,`≤n1
hrk`(o, i, j)
 .
From (3.9), (3.13), (3.14) and (3.17), we observe that(
SKoij (L
o
ij)
m1
)
=
∑
r∈{0,1,2}
w
(n1)
r (t)
m1
 ∑
1≤k,`≤n1
hrk`(i, j, o)

=
∑
r∈{0,1,2}
w
(n1)
r (t)
m1
 ∑
n1−1≤k,`≤n1
τ rk`(i, j, o)

+
∑
r∈{0,1,2} n
2
1srw
(n1)
r (toij)
m1
− m−11
∑
1≤k,`≤n1
(
∆toij ∗ x+ δtoij (x)
)
(o1 + in1 + k, o2 + jn1 + `)
. (3.19)
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Here δtoij (x) comprises of a sum of some linear terms in w
(n1)
r (toij)A0x, w
(n1)
r (toij)A1x
and w
(n1)
r (toij)A2x which are nonzero only on k, `(modn1) ∈ {−1, 0, 1}, in addi-
tion to a linear term depending on M−1. These terms correct for the behavior
of ∆toij ∗ x at the boundary of oij .
We will need the following claim in addition to Claim 2.4.
Claim 3.2. Let n1 ≤ C ′(
√
n). Then,(
1− C log n1
n1
)
|Pn(s)|
1
n2−1 ≤ |Pn1(s)|
1
n21−1 .
Proof. Let o = 0, and oij be given by (3.1), where n2 is the largest multiple of
n1 that is less or equal to n. Since the push forward of a log concave density
via a surjective linear map is a log-concave density by [22], we see that the push
forward of the uniform measure on Pn(s) onto Rb via the natural projection
pi of RV (Tn) onto Rb is a log-concave measure. Taking into account that the
subspace of mean zero functions maps surjectively onto Rb, we see that this
measure is in fact absolutely continuous with respect to the Lebesgue measure
and is thus a density, which we denote by ρ. Let ρ be convolved with the in-
dicator of an origin symmetric cube Q of sidelength 12M = n
−6, and let the
resulting density be denoted by ρ′. Since the convolution of two log-concave
densities of log-concave, we see that ρ′ is a log-concave density. However, ρ′(x)
is the measure that ρ assigns to Q + x. By Fradelizi’s theorem, the value of
log-concave density ρ′ on Rb at its mean 0 is no less than e−|b| times the
density at a mode. Thus, for every x ∈ Rb, we have ρ′(x) ≤ e|b|ρ′(0). Let
z be a point sampled from Q from the measure obtained by restricting ρ to
Q and normalizing it to a probability distribution ρQ. Consider the polytope
pi−1(z) ∩ Pn(s) equipped with the conditional density, which is simply the uni-
form measure on pi−1(z) ∩ Pn(s) . Let us sample a point z′ from the uniform
measure on pi−1(z)∩Pn(s). We claim that with probability at least 12 , for each
1 ≤ i, j ≤ n22/n21, z′|oij corresponds to a point in Pn1(s), via the natural iden-
tification of oij with Tn1 , after subtracting the mean. At least 12 the mass of
ker(pi) ∩ Pn(s) lies inside (1 −M−1) (ker(pi) ∩ Pn(s)), and the distance of any
point in (1 −M−1) (ker(pi) ∩ Pn(s)) to the boundary of ker(pi) ∩ Pn(s) is at
least M−1. This follows from the convexity of pi−1(z)∩Pn(s) and the fact that
ker(pi) ∩ Pn(s) contains the unit ball in ker(pi) centered at the origin.
By our claim,
M−|b||Pn1(s)|(n2/n1)
2 ≥ e
−|b|
2
(Cn1)
− 2n
2
2
n21 |Pn(s)|.
This yields
n−Cn1/n|Pn1(s)|(1/n1)
2 ≥ e
−|b|/n22
2
(Cn1)
− 2
n21 |Pn(s)|(1/n22),
and since |b| = Θ(n2n/n1 + nn1) = Θ(n31), the lemma follows.
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Consequently, taking limits on the left, we have the following corollary.
Corollary 3.3. (
1− C log n
n
)
f(s) ≤ fn(s).
3.2 Results on |Pn(s) ∩B∞(g, 0.5n2)|.
Definition 3.4. Let 1 := (h0k0)
−1, where h0 is some large positive integer
that will be chosen later as a function of n.
We will chose the offset o to be 0, and consider the squares oij as in (3.2).
Let us define q(t) as in Lemma 1.3 to be the unique quadratic polynomial
from L to R such that ∇2q satisfies the following.
1. ∇2q(e) = −t0, if e ∈ E0(L).
2. ∇2q(e) = −t1, if e ∈ E1(L).
3. ∇2q(e) = −t2, if e ∈ E2(L).
4. q((0, 0)) = q((n, 0)) = q((0, n)) = 0.
Let f ∈ B∞(g, 0.5n2). Recall from (3.17) that ∆ = ∆toij is the function from
V (Tn) to R, uniquely specified by the following condition. For any f : V (Tn)→
R, and (v1, v2) = v ∈ V (Tn),
2(∆ ∗ f)(v) = w(n1)0 (toij)(D0f(v1 − 1, v2 − 1) +D0f(v1 − 1, v2))
+ w
(n1)
1 (t
o
ij)(D1f(v1, v2) +D1f(v1 − 1, v2 − 1))
+ w
(n1)
2 (t
o
ij)(D2f(v1 − 1, v2 − 1) +D2f(v1, v2 − 1)).
Let Φ be the function from V (Tn) to R, given by
Φ :=
I(011)
n21
, (3.20)
where for a subset S of V (Tn), I(S) is the indicator function of S.
Definition 3.5. We set t˜oij = t˜
o
ij(g) to that unique value of t such that
D0(Φ ∗ g) (o1 + in1 + k − 1, o2 + jn1 + `) +
D0(Φ ∗ g) (o1 + in1 + k − 1, o2 + jn1 + `− 1) = 2(t0 − s0). (3.21)
D1(Φ ∗ g) (o1 + in1 + k, o2 + jn1 + `) +
D0(Φ ∗ g) (o1 + in1 + k − 1, o2 + jn1 + `− 1) = 2(t1 − s1). (3.22)
D2(Φ ∗ g) (o1 + in1 + k − 1, o2 + jn1 + `− 1) +
D1(Φ ∗ g) (o1 + in1 + k, o2 + jn1 + `− 1) = 2(t2 − s2). (3.23)
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Definition 3.6. We set toij = t
o
ij(f) to that unique value of t such that for each
r ∈ {0, 1, 2},∑
1≤k,`≤n1
(Dr(f)− τ rk`) (o1 + in1 + k, o2 + jn1 + `) = 2(t− s). (3.24)
For this value of t, (3.19) gives us(
SKoij (L
o
ij)
m1
)
=
∑
r∈{0,1,2}
w
(n1)
r (t)
m1
 ∑
1≤k,`≤n1
hrk`(i, j, o)
 (3.25)
=
∑
r∈{0,1,2} n
2
1trw
(n1)
r (toij)
m1
In the above expression, by tr, we mean (t
o
ij)r.
Lemma 3.7. Let f ∈ B∞(g, 0.5n2) , and suppose that f satisfies
‖Dr(f)‖∞ < Ksr log n,
for r ∈ {0, 1, 2}. Then, the following estimate for |toij(f)− t˜oij(g)| holds.
|toij(f)− t˜oij(g)| < Cn−11
(‖f − g‖C˙1 +Ks2 log n+M−1) ,
Proof. Using (3.10), (3.11) and (3.12) it follows that each of (3.21) to (3.24)
collapses as a telescoping sum. We proceed to elaborate on the case of r = 0 in
some detail. The cases of r = 1 and r = 2 and analogous. Suppose r = 0. In
the present situation o = 0. Let f¯ and g¯ denote periodic functions on L with
whose representatives in Pn(s) are respectively f and g. Then,∑
1≤k,`≤n1
(
Dr(g¯ + q(s)− q(t˜oij))
)
(in1 + k, jn1 + `) = 0,
and ∑
1≤k,`≤n1
(
Dr(f¯ + q(s)− q(toij))− τ rk`
)
(in1 + k, jn1 + `) = 0,
together give us
∑
1≤k,`≤n1
(
Dr(f¯ − g¯ − q(toij − t˜oij))− τ rk`
)
(in1 + k, jn1 + `) = 0.
This implies that
∑
1≤k,`≤n1
((
Dr(f¯ − g¯)
)
(in1 + k, jn1 + `)− ((toij)r − (t˜oij)r)
)
=
∑
1≤k,`≤n1
τ rk` (in1 + k, jn1 + `) .
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It follows that
((toij)r − (t˜oij)r) = n−21
∑
1≤k,`≤n1
((
Dr(f¯ − g¯)− τ rk`
)
(in1 + k, jn1 + `)
)
. (3.26)
If r = 0, Dr = A2A1.
In this case,∑
1≤k,`≤n1
((
D0(f¯ − g¯)
)
(in1 + k, jn1 + `)− τ rk` (in1 + k, jn1 + `)
)
=
∑
1≤k,`≤n1
((
A2A1(f¯ − g¯)
)
(in1 + k, jn1 + `)− τ rk` (in1 + k, jn1 + `)
)
=
 ∑
1≤`≤n1
(
A1(f¯ − g¯)
)
((i+ 1)n1, jn1 + `)−
∑
1≤k,`≤n1
τ rk` ((i+ 1)n1, jn1 + `)
−
 ∑
1≤`≤n1
(
A1(f¯ − g¯)
)
(in1 + 1, jn1 + `)−
∑
1≤k,`≤n1
τ rk` (in1 + 1, jn1 + `)
 .
By Lemma 2.18 and (3.16) we see that∣∣∣∣∣∣
∑
1≤k,`≤n1
((
D0(f¯ − g¯)
)
(in1 + k, jn1 + `)− τ rk` (in1 + k, jn1 + `)
)∣∣∣∣∣∣ <
Cn1
(‖f − g‖C˙1 +Ks0 log n+M−1) .
Analogous computations give us
∣∣∣∣∣∣
∑
1≤k,`≤n1
((
D1(f¯ − g¯)
)
(in1 + k, jn1 + `)− τ rk` (in1 + k, jn1 + `)
)∣∣∣∣∣∣ <
Cn1
(‖f − g‖C˙1 +Ks1 log n+M−1) ,
and
∣∣∣∣∣∣
∑
1≤k,`≤n1
((
D2(f¯ − g¯)
)
(in1 + k, jn1 + `)− τ rk` (in1 + k, jn1 + `)
)∣∣∣∣∣∣ <
Cn1
(‖f − g‖C˙1 +Ks2 log n+M−1) .
Together, the last three equations give us
|toij − t˜oij | < Cn−11
(‖f − g‖C˙1 +Ks2 log n+M−1) ,
proving Lemma 3.7.
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Thus (3.26) gives us
(
SKoij (L
o
ij)
m1
)
=
∑
r∈{0,1,2} n
2
1trw
(n1)
r (toij)
m1
= |Pn1(toij)|. (3.27)
Lemma 3.8. ∣∣∣(Q˜n(b˜ + o)− f)∣∣∣ ≤ n 4n22n21 ∏
1≤i,j≤n2n1
|Pn1(toij)|. (3.28)
Proof. Recall by (3.8), that
(
n
− 4n
2
2
n21
∣∣∣(Q˜n(b˜ + o)− x)∣∣∣) ≤ ∏
1≤i,j≤n2n1
(
SKo
ij
(Loij)
m1
)m1
|Pn1(toij)|m1−1
.
Therefore,
(
n
− 4n
2
2
n21
∣∣∣(Q˜n(b˜ + o)− f)∣∣∣)
1
m1
≤
∏
1≤i,j≤n2n1
(
SKo
ij
(Loij)
m1
)
|Pn1(toij)|1−
1
m1
(3.29)
=
∏
1≤i,j≤n2n1
|Pn1(toij)|
1
m1 .
Thus, ∣∣∣(Q˜n(b˜ + o)− f)∣∣∣ ≤ n 4n22n21 ∏
1≤i,j≤n2n1
|Pn1(toij)|.
Since h0k0n1 ≤ n, and our choice of h0 is ω(1), we see that Φ ∗ gˆ = λgˆ for
some complex number λ, such that 1 ≥ |λ| ≥ 1− o(1), and arg(λ) = o(1). Thus,
for g = <gˆ,
(t˜oij)0 = s0 + <((ωk0n − 1)(1− ω−(k0+`0)n ))<(λgˆ) (o1 + in1, o2 + jn1) , (3.30)
(t˜oij)1 = s1 + <(−(ωk0n − 1)(ω`0n − 1))<(λgˆ) (o1 + in1, o2 + jn1) , (3.31)
and
(t˜oij)2 = s2 + <((ω`0n − 1)(1− ω−(k0+`0)n ))<(λgˆ) (o1 + in1, o2 + jn1) . (3.32)
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In particular, we see that for any r, r′, the ratio
(t˜oij)r − sr
(t˜oij)r′ − sr′
(3.33)
is independent of o, i, j (although in the present context, o has not been varied
at all).
3.3 Existence of a quadratic scaling limit when log f is
strictly concave at s.
We assume that the entropy log f is strictly concave in some neighborhood of s.
Under this condition, we shall show that if f is sampled from Pn(s) randomly,
then for any fixed 0 > 0,
lim
n→0
P
[‖f‖∞ > 0n2] = 0. (3.34)
For an arbitrary concave function κ of R3+, we will use ∇κ(x) to denote some
vector v such that
κ(y)− κ(x) ≤ v · (y − x),
for all y in the domain of κ.
The strict concavity of entropy implies that for any toij 6= s, and any choice
of ∇f(s) (since in general this is not unique)
log f(t˜oij(g)) < log f(s) + (t˜
o
ij(g)− s) ·
(∇f(s)
f(s)
)
.
Definition 3.9. Let the defect log f(t)− log f(s)− (t− s) ·
(
∇f(s)
f(s)
)
be denoted
by dfc(t, s).
Note that for any s where f is C1, and any t 6= s, this defect is strictly
negative due to the assumption of strict concavity of entropy.
By Corollary 2.5 and Corollary 3.3 we have(
1− C log n1
n1
)
f(s) ≤ fn1(s) ≤
(
1 +
C log n1
n1
)
f(s).
Bronshtein [3] (see also [12]) obtained an upper bound of
Cbr
− d2 (3.35)
for the logarithm of the L∞ covering number of the class of all convex functions
g defined on a fixed convex body Ω in Rd satisfying a (uniform) Lipschitz con-
dition: |g(y) − g(x)| ≤ L|y − x| for all x, y ∈ Ω. We note that the functions in
Pn(s) are O(n)-Lipschitz when extended to the continuous torus in the natural
piecewise linear fashion.
We shall now set some parameters.
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Definition 3.10. Let h0 (see Definition 3.4) be set so that n1 ∼ 1n. Let
M = (s2
√
0.5n)
−1 and K =
√
0.5n
logn .
We are now ready to prove the following theorem.
Theorem 3.11. Let s be point in R3+ such that f is strictly concave in some
neighborhood of s. Let 0 be a universal constant greater than 0. Then, for any
positive δ, for all sufficiently large n,
|Pn(s) \B∞
(
0, 0n
2
) | ≤ δ|Pn(s)|. (3.36)
Proof. By Lemma 2.19,
‖f − g‖C˙1 ≤ Cs2
√
0.5n.
Also, by Lemma 3.7, we see that if f satisfies
‖Dr(f)‖∞ < Ksr log n,
for r ∈ {0, 1, 2} then,
|toij(f)− t˜oij(g)| < Cn−11
(‖f − g‖C˙1 +Ks2 log n+M−1)
< Cn−11
(
Cs2
√
0.5n+Ks2 log n+M
−1)
< C
(√
0.5
1
)
. (3.37)
Recall from Lemma 3.8 that :
∣∣∣(Q˜n(b˜ + o)− f)∣∣∣ ≤ n 4n22n21 ∏
1≤i,j≤n2n1
|Pn1(toij)|.
In view of (3.37) and Corollary 2.2 (which states that |fn(s) − fn(t)| < (2e +
)|s− t|.), we therefore have
∣∣∣(Q˜n(b˜ + o)− f)∣∣∣ ≤ n 4n22n21 exp ∑
1≤i,j≤n2n1
(n21 − 1) ln |fn1(toij(f))|
≤ n
4n22
n21 exp
∑
1≤i,j≤n2n1
(n21 − 1) ln
(∣∣∣∣fn1(t˜oij(g)) + C (√0.51
)∣∣∣∣)
≤ n
4n22
n21 exp
∑
1≤i,j≤n2n1
(n21 − 1)
(
ln
(∣∣f(t˜oij(g)))+ C ( log n1n1
)
+ C
(√
0.5
1
)∣∣∣∣) .
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We simplify
ln
(∣∣∣∣f(t˜oij(g)) + C ( log n1n1
)
+ C
(√
0.5
1
)∣∣∣∣)
further as follows.
log
(∣∣∣∣f(t˜oij(g)) + C ( log n1n1
)
+ C
(√
0.5
1
)∣∣∣∣) ≤ ln (∣∣f(t˜oij(g))∣∣)+ C (√0.51
)
.
This is in turn less or equal to
log f(s) + (t˜oij(g)− s) ·
(∇f(s)
f(s)
)
+ dfc(t˜oij(g), s) + C
(√
0.5
1
)
.
Thus,
∑
1≤i,j≤n2n1
(n21 − 1) ln
(∣∣∣∣f(t˜oij(g)) + C ( log n1n1
)
+ C
(√
0.5
1
)∣∣∣∣)
is less or equal to∑
1≤i,j≤n2n1
n21
(
log (f(s)) + dfc(t˜oij(g), s) + C
(√
0.5
1
))
. (3.38)
By setting
√
0.5
1
to be a sufficiently small universal constant, we can ensure
that (3.38) is less or equal to
∑
1≤i,j≤n2n1
n21
(
log (f(s)) +
dfc(t˜oij(g), s)
2
)
for any t˜ corresponding to eigenfunction indices k0, `0 generated from Lemma 2.14.
As a result of this, we see that∣∣∣(Q˜n(b˜ + o)− f)∣∣∣ ≤ n 4n22n21 exp ∑
1≤i,j≤n2n1
n21
(
log (f(s)) +
dfc(t˜oij(g), s)
2
)
.
It follows that∣∣∣(Q˜n(b˜ + o)− f)∣∣∣ f(s)−n22 ≤ n 4n22n21 exp ∑
1≤i,j≤n2n1
n21
(
dfc(t˜oij(g), s)
2
)
.(3.39)
As a result,
∣∣∣(Q˜n(b˜ + o)− f)∣∣∣ |Pn(s)|−1 ≤ exp(−2n2),
31
where 2 is some universal constant greater than 0, depending on 0 and s alone.
Let A1 be the subset of Pn(s) consisting of all those f for which ‖f‖L22 ≥
K2n ln δ
−1, which by Lemma 2.14, has measure at most δ|Pn(s)|. Let A2 be
the subset of Pn(s) consisting of all those f such that for each r ∈ {0, 1, 2},
‖Dr(f)‖∞ > K log n, which by Lemma 2.18 has measure at most n−cK+2|Pn(s)|.
Using Lemma 2.23, which provides an upper bound on the number of cov-
ering polytopes Q˜(b, s, x), we have the following for all sufficiently large n.
∣∣(Pn(s) \ (A1 ∪A2)) ∩B∞(g, 0.5n2)∣∣ < exp(−2n2
2
)|Pn(s)|.
Using Bronshtein’s upper bound of (3.35) and Lemma 2.15 with K = Pn(s) \
(A1 ∪A2), we see that∣∣Pn(s) \ (A1 ∪A2 ∪B∞(0, 0n2))∣∣ < exp(Cbr−10.5) exp(−2n22 )|Pn(s)|.
Therefore
|Pn(s) \B∞
(
0, 0n
2
) | ≤ ((n−cK+2)+ exp(−2
2
n2) + δ
)
|Pn(s)|.(3.40)
This completes our proof.
3.4 Existence of a quadratic scaling limit when w satisfies
a certain inequality.
Theorem 3.12. Suppose that that f is twice differentiable at s. Then,
w20 + w
2
1 + w
2
2 < 2 (w0w1 + w1w2 + w2w0) . (3.41)
is a sufficient condition, for limn→0 P
[‖g‖∞ > 0n2] = 0 to hold for any fixed
positive 0, when g is randomly sampled from Pn(s).
Proof. Our proof is based on a lower bound on the magnitude of the defect
log f(t)− log f(s)− (t− s) ·
(∇f(s)
f(s)
)
, (3.42)
when t = toij(g) for g corresponding to indices k0, `0 as stated in Lemma 2.14 and
most i, j. Recall from Lemma 2.14 that k0, `0 are bounded above in magnitude
by log δ
−1
c20
, which as far as we are concerned, is some universal constant. It
follows that
(t˜oij)0 = s0 + <((ωk0n − 1)(1− ω−(k0+`0)n ))<(λgˆ) (o1 + in1, o2 + jn1)
= s0 − 4pi
2k0(k0 + `0)
n2
(1 +O(n−1))<(λgˆ) (o1 + in1, o2 + jn1) .
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(t˜oij)1 = s1 + <(−(ωk0n − 1)(ω`0n − 1))<(λgˆ) (o1 + in1, o2 + jn1)
= s1 +
4pi2k0`0
n2
(1 +O(n−1))<(λgˆ) (o1 + in1, o2 + jn1) .
and
(t˜oij)2 = s2 + <((ω`0n − 1)(1− ω−(k0+`0)n ))<(λgˆ) (o1 + in1, o2 + jn1)
= s2 − 4pi
2`0(k0 + `0)
n2
(1 +O(n−1))<(λgˆ) (o1 + in1, o2 + jn1) .
Thus, in the Euclidean norm, t˜oij − s is within O(<(λgˆ(o1+in1,o2+jn1))n3 ) of the
vector
4pi2
n2
(−k0(k0 + `0), k0`0,−`0(k0 + `0))< (λgˆ(o1 + ini, o2 + jn1)) .
It suffices for us to find a lower bound on
(w0, w1, w2) · (k0(k0 + `0),−k0`0, `0(k0 + `0)) . (3.43)
Such a lower bound can be expressed using the discriminant. Suppose that `0
is nonzero (at least one of k0 and `0 must be nonzero). We set x0 =
k0
`0
. Then,
(w0, w1, w2) · (k0(k0 + `0),−k0`0, `0(k0 + `0)) = `20
(
w0x
2
0 + (w0 − w1 + w2)x0 + w2
)
= `20w0
(
x0 +
w0 − w1 + w2
2w0
)2
+ `20w0
(
w2
w0
−
(
w0 − w1 + w2
2w0
)2)
≥ `
2
0
w0
(
w2w0 −
(
w0 − w1 + w2
2
)2)
.
We thus have a lower bound of Ω
((
w2w0 −
(
w0−w1+w2
2
)2)
n2
)
, on
∑
1≤i,j≤n2n1
n21
(
dfc(t˜oij(g), s)
2
)
. (3.44)
This lower bound can be rewritten as
Ω
((
2 (w0w1 + w1w2 + w2w0)− w20 − w21 − w22
)
n2
)
.
When `0 is zero, but k0 is not, the situation is analogous. Thus, we have just
as in (3.39) and the succceeding lines of the previous subsection,
∣∣∣(Q˜n(b˜ + o)− f)∣∣∣ f(s)−n22 ≤ n 4n22n21 exp ∑
1≤i,j≤n2n1
n21
(
dfc(t˜oij(g), s)
2
)
≤ exp(−2n2),
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where 2 is some universal constant greater than 0, depending on 0 and s
alone. Let A1 be the subset of Pn(s) consisting of all those f for which
‖f‖L22 ≥ K2n ln δ−1, which by Lemma 2.14, has measure at most δ|Pn(s)|.
Let A2 be the subset of Pn(s) consisting of all those f such that for each
r ∈ {0, 1, 2}, ‖Dr(f)‖∞ > K log n, which by Lemma 2.18 has measure at most
n−cK+2|Pn(s)|.
Using Lemma 2.23, which provides an upper bound on the number of cov-
ering polytopes Q˜(b, s, x), we have the following for all sufficiently large n.∣∣(Pn(s) \ (A1 ∪A2)) ∩B∞(g, 0.5n2)∣∣ < exp(−2n2
2
)|Pn(s)|.
Using Bronshtein’s upper bound of (3.35) and Lemma 2.15 with K = Pn(s) \
(A1 ∪A2), we see that∣∣Pn(s) \ (A1 ∪A2 ∪B∞(0, 0n2))∣∣ < exp(Cbr−10.5) exp(−2n22 )|Pn(s)|.
Therefore
|Pn(s) \B∞
(
0, 0n
2
) | ≤ ((n−cK+2)+ C exp(−2
2
n2) + δ
)
|Pn(s)|.
This completes our proof.
4 Entropy
4.1 An upper bound on the entropy.
Given a self adjoint linear operator A from RV (Tn) to itself, we define |A| to be
the absolute value of the product of the nonzero eigenvalues of A.
Lemma 4.1. Suppose that f twice differentiable at s. Suppose also that for
each permutation σ of {0, 1, 2}, the following inequality holds:
wσ(0) + wσ(1) > wσ(2). (4.1)
We then have
f(s) ≤ 4 lim inf
n→∞ |∆s|
− 1m .
Proof. We see that given (4.1), it follows from the fact that the spectrum of a
Laplacian with positive edge weights on a n × n torus that there is a positive
absolute constant c such that for all sufficiently large n, ∆s is nonpositive definite
and has exactly one eigenvalue in (− cn2 , 0] (which is 0). Let L denote Pn(s) and
K(g) denote L∩ (g+L), where g belongs to the span of Pn(s) which we identify
with Rm, and Q denotes B∞(0, C0), for some suitable large constant C0. By
convolving the indicator of L with that of −L, we see that∫
x∈L+(−L)
|L ∩ (x+ L)|dx = |L|2. (4.2)
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Recall that
SK(L) := lim
→0
|L+ K| − |L|

.
By the Alexandrov-Fenchel inequalities,
|K|
|L| ≤
(
SK(L)
m|L|
)m
.
We define SK−L(L) := SK(L) −m|L|, which since K ⊆ L, is a nonpositive
real number. Then,
|K|
|L| ≤
(
SK(L)
m|L|
)m
≤
(
SK(L)
m|L|
)m
≤ exp
(
m log
(
1 +
SK−L(L)
m|L|
))
≤ exp
(
SK−L(L)
|L|
)
.
Let us define the “negative part” of the Hessian of g, denoted (∇2g) to be
the real valued function on the edges (unit rhombi) e in Tn such that
(∇2g) (e) = min(0,∇2g(e)). (4.3)
Recall from (2.1) that
1
n2
(
∂|Pn(s)|
∂s0
,
∂|Pn(s)|
∂s1
,
∂|Pn(s)|
∂s2
)
=: (w
(n)
0 , w
(n)
1 , w
(n)
2 ).
Since we have assumed that f is twice differentiable at s, given that each fn is
concave, we see that for sufficiently large n,
w
(n)
σ(0) + w
(n)
σ(1) > w
(n)
σ(2).
holds. Let W denote the operator that maps h : E(Tn)→ E(Tn) to Wh, where
for e ∈ Er(Tn), we define w(e) to be w(n)r and set Wh(e) = w(e)h(e). For
e ∈ Er(Tn), we define s(e) to be sr.
It follows that
SK−L(L) =
∑
e∈E(Tn)
w(e)(∇2g) (e)
= (−1)‖W∇
2g‖1
2
.
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We note that the map W∇2g 7→ ∆sg is a contraction in the respective `1
norms. It follows from (4.2) that
|L|2 =
∫
L+(−L)
|K(g)|dg
≤
∫
L+(−L)
|L| exp
(
SK−L(L)
|L|
)
dg
=
∫
L+(−L)
|L| exp
(
−‖W∇
2g‖1
2|L|
)
dg
≤
∫
L+(−L)
|L| exp
(
−‖∆sg‖1
2|L|
)
dg. (4.4)
Let us for the moment apply the normalization |L| = 1. We thus see that
1 ≤
∫
L+(−L)
exp
(
−‖∆sg‖1
2
)
dg (4.5)
≤
∫
Rm
exp
(
−‖f‖1
2
)
|∆s|−1df. (4.6)
A packing argument shows that∫
Rm
exp
(
−‖f‖1
2
)
df
 1m ≤
nC ∫
RV (Tn)
exp
(
−‖f‖1
2
)
df
 1n2
≤ 4 + o(1).
Therefore we see that |∆s| 1m ≤ 4 + o(1). Rescaling for general |L|, we see that
|L| 1m ≤ (4 + o(1))|∆s|− 1m ,
and hence that
f(s) ≤ 4 lim inf
n→∞ |∆s|
− 1m .
For certain given values of ∇f(s) = (w0, w1, w2), a theorem of Kenyon (see
Theorem 1.1 in [14]) shows us how to compute lim inf
n→∞ ∆
− 1m
s .
For example, when w0 = w1 = w2 = 2, Kenyon’s theorem tells us that
log lim
n→∞∆
1
m
s =
12L(1)
pi
,
where L is the Lobachevsky function,
L(x) = −
∫ x
0
log(2 sin(t))dt.
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4.2 A conjecture concerning the value of the entropy
Let the regularized Laplacian operator ∆¯s be defined to be the operator from
RV (Tn) to RV (Tn), that maps the trivial character to 0, has the characters of
Zn × Zn as eigenfunctions, and whose eigenvalue λk`(∆¯s) corresponding to the
character ψk` is fixed by the rules below in terms of the corresponding eigenvalue
λk`(∆s) of ∆s.
Definition 4.2. If k = ` = 0, we set λk`(∆¯s) = 0. Else, if |λk`(∆s)| < s0n−4,
λk`(∆¯s) = s0n
−4,
and for all other k, `,
λk`(∆¯s) = λk`(∆s).
We make the following conjecture concerning the entropy log f(s).
Conjecture 1. There is a universal constant cent such that for any s ∈ R+3 ,
f(s) = cent lim inf
n→∞ ∆¯
− 1m
s .
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