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Abstract
A rigorous description of the equilibrium thermodynamic properties of
an infinite system of interacting ν-dimensional quantum anharmonic oscil-
lators is given. The oscillators are indexed by the elements of a countable
set L ⊂ Rd, possibly irregular; the anharmonic potentials vary from site
to site. The description is based on the representation of the Gibbs states
in terms of path measures – the so called Euclidean Gibbs measures. It
is proven that: (a) the set of such measures Gt is non-void and compact;
(b) every µ ∈ Gt obeys an exponential integrability estimate, the same
for the whole set Gt; (c) every µ ∈ Gt has a Lebowitz-Presutti type sup-
port; (d) Gt is a singleton at high temperatures. In the case of attractive
interaction and ν = 1 we prove that |Gt| > 1 at low temperatures. The
uniqueness of Gibbs measures due to quantum effects and at a nonzero
external field are also proven in this case. Thereby, a qualitative theory of
phase transitions and quantum effects, which interprets most important
experimental data known for the corresponding physical objects, is devel-
oped. The mathematical result of the paper is a complete description of
the set Gt, which refines and extends the results known for models of this
type.
1 Introduction
The quantum anharmonic oscillator is a mathematical model of a localized quan-
tum particle moving in a potential field with possibly multiple minima. Infinite
systems of interacting quantum anharmonic oscillators possess interesting prop-
erties connected with the possibility of ordering caused by the interaction as well
as with quantum stabilization competing the ordering. Most of the systems of
this kind are related with solids, such as ionic crystals containing localized light
particles oscillating in the field created by heavy ionic complexes, or quantum
crystals consisting entirely of such particles. For instance, a potential field with
multiple minima is seen by a helium atom located at the center of the crystal
cell in bcc helium [46]. The same situation exists in other quantum crystals,
He, H2 and to some extent Ne. An example of the ionic crystal with localized
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quantum particles moving in a double-well potential field is a KDP-type ferro-
electric with hydrogen bounds, in which such particles are protons or deuterons
performing one-dimensional oscillations along the bounds. In this case the par-
ticle carries electric charge and its displacement produces dipole moment that
should be reflected in the choice of the interparticle interaction. It is believed
that structural phase transitions in such ferroelectrics are triggered by the or-
dering of protons [21, 83, 84, 85]. Another relevant physical object of this kind
is a system of light atoms, like Li, doped into ionic crystals, like KCl. The par-
ticles in this system are not necessarily regularly distributed. At last, quantum
anharmonic oscillators are used as parts of the models describing interaction of
vibrating quantum particles with a radiation (photon) field [40, 68] or strong
electron-electron correlations caused by the interaction of electrons with vibrat-
ing ions responsible for such phenomena as superconductivity, charge density
waves, etc, see [32, 33]. Thus, infinite systems of interacting quantum anhar-
monic oscillators are quite important models and their rigorous description is
still a challenging mathematical task.
The model we consider has the following heuristic Hamiltonian
H = −1
2
∑
ℓ,ℓ′
Jℓℓ′ · (qℓ, qℓ′) +
∑
ℓ
Hℓ, (1.1)
in which the interaction term is of dipole-dipole type. The sums run through
a countable set L ⊂ Rd, the displacement qℓ is a ν-dimensional vector. By
(·, ·) and | · | we denote the Euclidean scalar product and norm in Rν . The
Hamiltonian
Hℓ = H
har
ℓ + Vℓ(qℓ)
def
=
1
2m
|pℓ|2 + a
2
|qℓ|2 + Vℓ(qℓ), a > 0, (1.2)
describes an isolated anharmonic oscillator of mass m and momentum pℓ. Its
part Hharℓ corresponds to a ν-dimensional quantum harmonic oscillator of rigid-
ity a. The anharmonic potentials Vℓ, which may vary from site to site, are sup-
posed to obey certain uniform bounds responsible for the stability of the whole
system. We do not assume that the interaction possesses special properties like
translation invariance or has finite range. Therefore, our model describes also
systems with long-range interactions and with spacial irregularities, e.g. caused
by impurities, or random components.
A complete description of the equilibrium thermodynamic properties of infinite-
particle systems may be made by constructing their Gibbs states. Usually, Gibbs
states of quantum models are defined as positive normalized functionals on al-
gebras of observables, satisfying the Kubo-Martin-Schwinger (KMS) condition,
see [23]. This condition is formulated in terms of the limits Λր L of the unitary
operators exp(ıtHΛ), t ∈ R, which determine the dynamics of the subsystem
located in a finite Λ ⊂ L and described by the Hamiltonian HΛ. But for our
model, such a limit of exp(ıtHΛ) does not exist and therefore the KMS con-
dition for the whole system cannot be formulated. Thus, actually there is no
canonical way to define Gibbs states, and hence to give a complete description
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of the thermodynamic properties of models like (1.1). The aim of this work is
to bridge this gap with the help of path integrals.
In [1], an approach based on the fact that the local HamiltoniansHΛ generate
stochastic processes has been initiated. Here the description of the local Gibbs
states employs the properties of the semi-group exp(−τHΛ), τ > 0. This allows
one to translate it into a “probabilistic language”, that opens the possibility
to apply here corresponding concepts and techniques. In this language, our
model is the system of interacting “classical” spins ωℓ, ℓ ∈ L, which however are
infinite-dimensional – they are continuous paths ωℓ : [0, β]→ Rν , ωℓ(0) = ωℓ(β),
called also temperature loops. Each spin is described by the path measure of the
β-periodic Ornstein-Uhlenbeck process corresponding to Hharℓ multiplied by a
density obtained from the anharmonic potential with the help of the Feynman-
Kac formula. Afterwards, finite subsystems are associated with conditional
probability measures, which by the Dobrushin-Lanford-Ruelle (DLR) equation
determine the set of Gibbs measures Gt. This approach is called Euclidean due
to its conceptual analogy with the Euclidean quantum field theory. Its further
development was conducted in the papers [2, 3, 4, 5, 8, 7, 11, 12, 13, 14, 16,
48, 49, 50, 52, 54, 55, 66, 67]. Among the achievements one has to mention the
settlement in [3, 5, 6] of a long standing problem of the influence of quantum
effects on structural phase transitions in quantum anharmonic crystals, which
first was discussed in [77], see also [67, 86, 87].
In the present article, we give a complete description of the set Gt for the
model (1.1) and hence essentially finalize the development of the Euclidean
approach for such models. Our results fall into two groups of theorems. The
first group describes the general case where Jℓℓ′ and Vℓ obey natural stability
conditions only. We state that: Gt is non-void and compact (Theorem 3.1);
the elements of Gt obey certain exponential moment estimates (Theorem 3.2)
and have a Lebowitz-Presutti type support (Theorem 3.3); Gt is a singleton at
high temperatures (Theorem 3.4). The second group of theorems describes the
case of ν = 1 and Jℓℓ′ ≥ 0. Here we employ the FKG order and show that
the set Gt has maximal and minimal elements (Theorem 3.8). If the model
is translation invariant, we prove that the limiting pressure exists and is the
same in all states (Theorem 3.10). Then under natural additional conditions on
Vℓ we show (Theorem 3.12) that the model undergoes a phase transition (for
d ≥ 3) and, on the other hand, Gt is a singleton at all temperatures if a quantum
stabilization condition is satisfied (Theorem 3.13). Finally, we describe a class of
anharmonic potentials Vℓ, for which Gt is a singleton at a non-zero external field
(Theorem 3.14). Here we use a version of the Lee-Yang theorem [52], adapted
to path measures. All these results are novel both for the quantum model and
its classical analogs.
The paper is organized as follows. In section 2 we describe the model in
detail (subsection 2.1) and present the basic elements of the Euclidean approach
(subsections 2.2 and 2.3). Afterwards, we introduce tempered configurations, a
local Gibbs specification, and tempered Euclidean Gibbs measures of our model.
In section 3 we give the results in the form of the theorems discussed above.
Comments, which in particular relate these results with those known in the
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literature, conclude the section. The remaining part of the article is dedicated
to the proof of the theorems and is quite technical. Here we first study in detail
the properties of the local Gibbs specification.
2 Euclidean Gibbs Measures
2.1 The model
The infinite system of quantum oscillators we consider is described by the formal
Hamiltonian (1.1), (1.2), defined on the set L ⊂ Rd, d ∈ N. This set is equipped
with the Euclidean distance |ℓ− ℓ′| inherited from Rd. We suppose that
sup
ℓ∈L
∑
ℓ′∈L
1
(1 + |ℓ− ℓ′|)d+ǫ
<∞, (2.1)
for every ǫ > 0. This is a kind of regularity, which in particular means that
big amounts of the elements of L cannot concentrate in the subsets of Rd of
small volume. A regular case of L is a lattice. In this case the model is called
the quantum anharmonic crystal. For simplicity, we shall always assume that
L = Zd if L is a lattice.
Subsets of L are denoted by Λ. As usual, |Λ| stands for the cardinality
of Λ and Λc – for its complement L \ Λ. We write Λ ⋐ L if Λ is non-void
and finite. By L we denote a cofinal (ordered by inclusion and exhausting the
lattice) sequence of finite subsets of L. Limits taken along such L are denoted
by limL. We write limΛրL if the limit is taken along an unspecified sequence
of this type. If we say that something holds for all ℓ, we mean that it holds
for all ℓ ∈ L; expressions like ∑ℓ mean ∑ℓ∈L. By (·, ·) and | · |, we denote the
Euclidean scalar product and norm in all spaces like Rν , Rd; N0 will denote
the set of nonnegative integers.
The Hamiltonian (1.1) has no direct mathematical meaning and is “repre-
sented” by the local Hamiltonians HΛ, Λ ⋐ L, which are
HΛ =
∑
ℓ∈Λ
[
Hharℓ + Vℓ(qℓ)
] − 1
2
∑
ℓ,ℓ′∈Λ
Jℓℓ′(ql, qℓ′) (2.2)
=
1
2m
∑
ℓ∈Λ
|pℓ|2 +WΛ(qΛ), qΛ = (qℓ)ℓ∈Λ.
In the latter formula the first term is the kinetic energy; the potential energy is
WΛ(qΛ) = −1
2
∑
ℓ,ℓ′∈Λ
Jℓℓ′(qℓ, qℓ′) +
∑
ℓ∈Λ
[
(a/2)|qℓ|2 + Vℓ(qℓ)
]
. (2.3)
The anharmonic potentials Vℓ and the interaction intensities Jℓℓ′ , such that
Jℓℓ = 0, Jℓℓ′ = Jℓ′ℓ ∈ R, ℓ, ℓ′ ∈ L, (2.4)
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are subject to the following
Assumption (A) All Vℓ : R
ν → R are continuous and such that Vℓ(0) = 0;
there exist r > 1, AV > 0, BV ∈ R, and a continuous function V : Rν → R,
V (0) = 0, such that for all ℓ and x ∈ Rν ,
AV |x|2r +BV ≤ Vℓ(x) ≤ V (x). (2.5)
We also assume that
Jˆ0
def
= sup
ℓ
∑
ℓ′
|Jℓℓ′ | <∞. (2.6)
The lower bound in (2.5) is responsible for confining each particle in the vicinity
of its equilibrium position. The upper bound is to guarantee that the oscillations
of the particles located far from the origin are not suppressed. An example of
Vℓ to bear in mind is the polynomial
Vℓ(x) =
r∑
s=1
b
(s)
ℓ |x|2s − (h, x), b(s)ℓ ∈ R, b(r)ℓ > 0, r ≥ 2, (2.7)
in which h ∈ Rν is an external field and the coefficients b(s)ℓ vary in certain
intervals, such that both estimates (2.5) hold. Under Assumption (A) HΛ is a
self-adjoint lower bounded operator in L2(Rν|Λ|) having discrete spectrum. It
generates a positivity preserving semigroup such that
trace[exp(−τHΛ)] <∞, for all τ > 0. (2.8)
A part of our results describe the general case where the only conditions are
those set by (2.5) and (2.6). Another part corresponds to more specific cases.
Definition 2.1 The model is ferroelectric1 if Jℓℓ′ ≥ 0 for all ℓ, ℓ′. The in-
teraction has finite range if there exists R > 0 such that Jℓℓ′ = 0 whenever
|ℓ− ℓ′| > R. The model is translation invariant if L is a lattice, Vℓ = V for all
ℓ, and the matrix (Jℓℓ′)L×L is invariant under translations of L. The model is
rotation invariant if for every orthogonal transformation U ∈ O(ν) and every ℓ,
Vℓ(Ux) = Vℓ(x).
If Vℓ ≡ 0 for all ℓ, one gets a system of interacting quantum harmonic oscillators,
a quantum harmonic crystal if L is a lattice. It is stable if Jˆ0 < a, see Remark
3.5 below.
2.2 Quantum Gibbs states in the Euclidean approach
Here we outline the basic elements of the Euclidean approach in quantum sta-
tistical mechanics, its detailed presentation may be found in [4, 7].
1Usually such a model is called ferromagnetic; we adopt the above terminology in view of
the ferroelectric interpretation mentioned in Introduction.
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For Λ ⋐ L, the HamiltonianHΛ, defined by (2.2), acts in the physical Hilbert
space HΛ def= L2(Rν|Λ|). In view of (2.8), one can introduce the local Gibbs
state
CΛ ∋ A 7→ ̺Λ(A) def= trace(Ae
−βHΛ)
trace(e−βHΛ)
, (2.9)
which is a positive normalized functional on the algebra CΛ of all bounded linear
operators (observables) on HΛ. The mappings
CΛ ∋ A 7→ aΛt (A) def= eitHΛAe−itHΛ , t ∈ R, (2.10)
constitute the group of time automorphisms which describes the dynamics of
the system in Λ. The state ̺Λ satisfies the KMS (thermal equilibrium) condition
relative to the dynamics aΛt , see Definition 1.1 in [44]. Multiplication operators
by bounded continuous functions act as
(Fψ)(x) = F (x) · ψ(x), ψ ∈ HΛ, F ∈ Cb(Rν|Λ|).
One can prove, see [55], that the linear span of the products
a
Λ
t1(F1) · · · aΛtn(Fn), (2.11)
with all possible choices of n ∈ N, t1, . . . , tn ∈ R and F1, . . . , Fn ∈ Cb(Rν|Λ|),
is σ-weakly dense in CΛ. Therefore, as a σ-weakly continuous functional (page
65 of the first volume of [23]), the state (2.9) is fully determined by its values
on (2.11), that is, by the Green functions
GΛF1,...,Fn(t1, . . . , tn)
def
= ̺Λ
[
a
Λ
t1(F1) · · · aΛtn(Fn)
]
. (2.12)
They can be considered as restrictions of functionsGΛF1,...,Fn(z1, . . . , zn), analytic
in the domain
Dnβ = {(z1, . . . zn) ∈ Cn | 0 < ℑ(z1) < ℑ(z2) < · · · < ℑ(zn) < β}, (2.13)
and continuous on its closure D¯nβ ⊂ Cn. Foe every n ∈ N, the “imaginary time”
subset
{(z1, . . . , zn) ∈ Dnβ | ℜ(z1) = · · · = ℜ(zn) = 0}
is an inner set of uniqueness for functions analytic in Dnβ (see pages 101 and 352
of [77]). Therefore, the Green functions (2.12), and hence the states (2.9), are
completely determined by the Matsubara functions
ΓΛF1,...,Fn(τ1, . . . , τn)
def
= GΛF1,...,Fn(ıτ1, . . . , ıτn) (2.14)
= trace[F1e
−(τ2−τ1)HΛF2e
−(τ3−τ2)HΛ · · ·Fne−(τn+1−τn)HΛ ]/trace[e−βHΛ ]
taken at ordered arguments 0 ≤ τ1 ≤ · · · ≤ τn ≤ τ1+β def= τn+1, with all possible
choices of n ∈ N and F1, . . . , Fn ∈ Cb(Rν|Λ|). Their extensions to [0, β]n are
ΓΛF1,...,Fn(τ1, . . . , τn) = Γ
Λ
Fσ(1),...,Fσ(n)
(τσ(1), . . . , τσ(n)),
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where σ is the permutation of {1, 2, . . . , n} such that τσ(1) ≤ τσ(2) ≤ · · · ≤ τσ(n).
One can show that for every θ ∈ [0, β],
ΓΛF1,...,Fn(τ1 + θ, . . . , τn + θ) = Γ
Λ
F1,...,Fn(τ1, . . . , τn), (2.15)
where addition is modulo β. This periodicity along with the analyticity of the
Green functions is equivalent to the KMS property of the state (2.9).
The central element of the Euclidean approach is the representation of the
Matsubara functions (2.14) corresponding to F1, . . . , Fn ∈ Cb(Rν|Λ|) in the form
of
ΓΛF1,...,Fn(τ1, . . . , τn) =
∫
ΩΛ
F1(ωΛ(τ1)) . . . Fn(ωΛ(τn))µΛ(dωΛ), (2.16)
where µΛ is a certain probability measure on the space ΩΛ, which we con-
struct in the subsequent part of this section. This measure is called a local
Euclidean Gibbs measure. By standard arguments, it is uniquely determined by
the integrals (2.16). In view of the fact that the Matsubara functions ΓΛF1,...,Fn
uniquely determine the state ̺Λ, the representation (2.16) establishes a one-
to-one correspondence between the local Gibbs states ̺Λ and local Euclidean
Gibbs measures µΛ.
Thermodynamic properties of the model (1.1) are described by the Gibbs
states corresponding to the whole set L. Such states should be defined on the
C∗-algebra of quasi-local observables C, being the norm-completion of the alge-
bra of local observables ∪Λ⋐LCΛ. Here each CΛ is considered as a subalgebra of
CΛ′ for any Λ
′ containing Λ. The dynamics of the whole system is to be defined
by the limits Λր L of the time automorphisms (2.10), which would allow one
to define the Gibbs states on C as KMS states. This “algebraic” way can be
realized for models described by bounded local Hamiltonians HΛ, e.g., quantum
spin models, see section 6.2 of [23]. For the model considered here, such limiting
automorphisms do not exist and hence there is no canonical way to define Gibbs
states of the whole infinite system. Therefore, the Euclidean approach based
on the one-to-one correspondence between the local states and measures arising
from the representation (2.16) seems to be the only way of developing a math-
ematical theory of the equilibrium thermodynamic properties of such models.
For some versions of quantum crystals, a possibility of constructing the limiting
states ̺ = limΛրL ̺Λ in terms of the limiting path measures µ = limΛրL µΛ
was discussed in [15, 66, 67]. The set of Euclidean Gibbs measures Gt we con-
struct and study in this article certainly includes all the limiting points of this
type. Furthermore, there exist axiomatic methods, see [20, 35], analogous to the
Osterwalder-Schrader reconstruction theory [37, 79], by means of which KMS
states are constructed on certain von Neumann algebras from a complete set of
Matsubara functions. In our case such a set consists of the functions
ΓµF1,...,Fn(τ1, . . . , τn) =
∫
Ω
F1(ω(τ1)) · · ·Fn(ω(τn))µ(dω), µ ∈ Gt, (2.17)
defined for all bounded local multiplication operators F1, . . . , Fn. Therefore,
the theory of Euclidean Gibbs measures presented in this article can be further
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developed towards constructing such algebras and states, which we leave as a
task for the future.
2.3 Path spaces and local Euclidean Gibbs measures
The local Euclidean Gibbs measures are defined on the spaces of continuous
paths. These are continuous functions defined on the interval [0, β], taking equal
values at the endpoints (temperature loops). Here β−1 = T > 0 is absolute
temperature. One can consider the loops as functions on the circle Sβ ∼= [0, β]
being a compact Riemannian manifold with Lebesgue measure dτ and distance
|τ − τ ′|β def= min{|τ − τ ′| ; β − |τ − τ ′|}, τ, τ ′ ∈ Sβ . (2.18)
As single-spin spaces we use the standard Banach spaces
Cβ
def
= C(Sβ → Rν), Cσβ def= Cσ(Sβ → Rν), σ ∈ (0, 1),
of all continuous and Ho¨lder-continuous functions ωℓ : Sβ → Rν respectively,
which are equipped with the supremum norm |ωℓ|Cβ and with the Ho¨lder norm
|ωℓ|Cσ
β
= |ωℓ|Cβ + sup
τ,τ ′∈Sβ, τ 6=τ ′
|ωℓ(τ) − ωℓ(τ ′)|
|τ − τ ′|σβ
. (2.19)
Along with them we use the real Hilbert space L2β = L
2(Sβ → Rν , dτ); its inner
product and norm are denoted by (·, ·)L2
β
and | · |L2
β
respectively. By B(Cβ),
B(L2β) we denote the corresponding Borel σ-algebras. Then one defines dense
continuous embeddings Cσβ →֒ Cβ →֒ L2β, that by the Kuratowski theorem, page
499 of [59], yields
Cβ ∈ B(L2β) and B(Cβ) = B(L2β) ∩ Cβ . (2.20)
The space of Ho¨lder-continuous functions Cσβ is not separable, however, as a
subset of Cβ or L
2
β , it is measurable (page 278 of [74]). Given Λ ⊆ L, we set
ΩΛ = {ωΛ = (ωℓ)ℓ∈Λ | ωℓ ∈ Cβ}, Ω = ΩL = {ω = (ωℓ)ℓ∈L | ωℓ ∈ Cβ}.
(2.21)
These spaces are equipped with the product topology and with the Borel σ-
algebras B(ΩΛ). Thereby, each ΩΛ is a Polish space; its elements are called
configurations in Λ. In particular, Ω is the configuration space for the whole
system. For Λ ⊂ Λ′, the decomposition ωΛ′ = ωΛ×ωΛ′\Λ defines an embedding
ΩΛ →֒ ΩΛ′ by identifying ωΛ ∈ ΩΛ with ωΛ× 0Λ′\Λ ∈ ΩΛ′ . By P(ΩΛ) and P(Ω)
we denote the sets of all probability measures on (ΩΛ,B(ΩΛ)) and (Ω ,B(Ω))
respectively.
A ν-dimensional quantum harmonic oscillator of mass m > 0 and rigidity
a > 0 is described by the Hamiltonian, c.f., (1.2),
Hharℓ = −
1
2m
ν∑
j=1
(
∂
∂x
(j)
ℓ
)2
+
a
2
|xℓ|2, (2.22)
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acting in the complex Hilbert space L2(Rν). The operator semigroup exp(−τHharℓ ),
τ ∈ [0, β], defines a Gaussian β-periodic Markov process – the periodic Ornstein-
Uhlenbeck velocity process, see [45]. In quantum statistical mechanics it first
appeared in R. Høegh-Krohn’s paper [41]. The canonical realization of this pro-
cess on (Cβ ,B(Cβ)) is described by the path measure which one introduces as
follows. In L2β we define the self-adjoint (Laplace-Beltrami type) operator
A =
(
−m d
2
dτ2
+ a
)
⊗ I, (2.23)
where I is the identity operator in Rν . Its spectrum consists of the eigenvalues
λk = m(2πk/β)
2 + a, k ∈ Z. (2.24)
Thus, the inverse A−1 is of trace class and the Fourier transform∫
L2
β
exp[ı(φ, υ)L2
β
]χ(dυ) = exp
{
−1
2
(A−1φ, φ)L2
β
}
, φ ∈ L2β. (2.25)
defines a Gaussian measure χ on (L2β,B(L2β)). Employing the eigenvalues (2.24)
one can show (by Kolmogorov’s lemma, page 43 of [80]) that
χ(Cσβ ) = 1, for all σ ∈ (0, 1/2). (2.26)
Then χ(Cβ) = 1 and by (2.20) we redefine χ as a probability measure on
(Cβ ,B(Cβ)). An account of the properties of χ may be found in [4]. One
of them, which plays a special role in our construction, follows directly from
Fernique’s theorem (Theorem 1.3.24 in [26]).
Proposition 2.2 For every σ ∈ (0, 1/2), there exists λσ > 0 such that∫
L2
β
exp
(
λσ|υ|2Cσ
β
)
χ(dυ) <∞. (2.27)
The measure χ is the local Euclidean Gibbs measure for a single harmonic
oscillator. The measure µΛ ∈ P(ΩΛ) which corresponds to the system of inter-
acting anharmonic oscillators located in Λ ⋐ L is associated with a stationary
β-periodic Markov process defined as follows. The marginal distributions of µΛ
are given by the integral kernels of the operators exp(−τHΛ), τ ∈ [0, β]. This
means that
trace[F1e
−(τ2−τ1)HΛF2e
−(τ3−τ2)HΛ · · ·Fne−(τn+1−τn)HΛ ]/trace[e−βHΛ ](2.28)
=
∫
ΩΛ
F1(ωΛ(τ1) · · ·Fn(ωΛ(τn))µΛ(dωΛ),
for all F1, . . . , Fn ∈ L∞(Rν|Λ|), n ∈ N and τ1, . . . , τn ∈ Sβ , such that τ1 ≤ · · · ≤
τn ≤ β, τn+1 = τ1 + β. And vice verse, the representation (2.28) uniquely, up
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to equivalence, defines HΛ (see [44]). By means of the Feynman-Kac formula
the measure µΛ is obtained as a Gibbs modification
µΛ(dωΛ) = exp {−IΛ(ωΛ)}χΛ(dωΛ)/ZΛ, (2.29)
of the “free measure”
χΛ(dωΛ) =
∏
ℓ∈Λ
χ(dωℓ). (2.30)
Here
IΛ(ωΛ)=− 1
2
∑
ℓ,ℓ′∈Λ
Jℓℓ′(ωℓ, ωℓ′)L2
β
+
∑
ℓ∈Λ
∫ β
0
Vℓ(ωℓ(τ))dτ (2.31)
is the energy functional describing the system of interacting paths ωℓ, ℓ ∈ Λ,
whereas
ZΛ =
∫
ΩΛ
exp {−IΛ(ωΛ)}χΛ(dωΛ), (2.32)
is the partition function. As mentioned above, µΛ is the local Gibbs measure,
where local means corresponding to a Λ ⋐ L.
2.4 Tempered configurations
The next step is to construct the equilibrium states of the whole infinite system
(1.1), which we are going to do in the DLR approach, which is standard for
classical (non-quantum) statistical mechanics, see [36, 73]. In this approach,
the Gibbs measures are constructed by means of local conditional distributions.
In our case the single-spin spaces, Cβ , C
σ
β , are infinite-dimensional and hence
their topological properties are much richer, which makes the DLR technique
we develop here to be more sophisticated.
To go further we have to define functions on the spaces ΩΛ with infinite Λ,
including Ω itself. Among others, we will need the energy functional IΛ(·|ξ)
describing the interaction with a configuration ξ ∈ Ω fixed outside of Λ. In
accordance with (2.2) it is
IΛ(ω|ξ) = IΛ(ωΛ)−
∑
ℓ∈Λ, ℓ′∈Λc
Jℓℓ′(ωℓ, ξℓ′)L2
β
, ω ∈ Ω , (2.33)
where IΛ is defined by (2.31). Recall that ω = ωΛ × ωΛc ; hence,
IΛ(ω|ξ) = IΛ(ωΛ × 0Λc |0Λ × ξΛc). (2.34)
Clearly, the second term in (2.33) makes sense for all ξ ∈ Ω only if the interaction
has finite range. Otherwise, one has to restrict ξ to a subset of Ω , naturally
defined by the condition
∀ℓ ∈ L :
∑
ℓ′
|Jℓℓ′ | · |(ωℓ, ξℓ′)L2
β
| <∞, (2.35)
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that can be rewritten in terms of growth restrictions imposed on {|ξℓ|L2
β
}ℓ∈L,
determined by the decay of Jℓℓ′ (c.f., (2.6)). Configurations obeying such re-
strictions are called tempered. In one or another way tempered configurations
always appear in the theory of system of unbounded spins, see [17, 24, 62, 69].
To impose the restrictions we use special mappings, which define the scale of
growth of {|ξℓ|L2
β
}ℓ∈L. Such mappings, called weights, are introduced by the
following
Definition 2.3 Weights are the symmetric maps wα : L × L → (0,+∞), in-
dexed by
α ∈ I=(α, α), 0 ≤ α < α ≤ +∞, (2.36)
which satisfy the conditions:
(a) for any α ∈ I and ℓ, wα(ℓ, ℓ) = 1;
(b) for any α ∈ I and ℓ1, ℓ2, ℓ3,
wα(ℓ1, ℓ2) · wα(ℓ2, ℓ3) ≤ wα(ℓ1, ℓ3) (triangle inequality), (2.37)
(c) for any α, α′ ∈ I, such that α < α′, and arbitrary ℓ, ℓ′,
wα′(ℓ, ℓ
′) ≤ wα(ℓ, ℓ′), lim
|ℓ−ℓ′|→+∞
wα′(ℓ, ℓ
′)/wα(ℓ, ℓ
′) = 0. (2.38)
The concrete choice of {wα}α∈I depends on the decay of Jℓℓ′ , which thus will
be subject to the following
Assumption (B) For all α ∈ I,
sup
ℓ
∑
ℓ′
log(1 + |ℓ− ℓ′|) · wα(ℓ, ℓ′) <∞; (2.39)
Jˆα
def
= sup
ℓ
∑
ℓ′
|Jℓℓ′ | · [wα(ℓ, ℓ′)]−1 <∞. (2.40)
Given δ > 0, which is a parameter of the theory, there exists α ∈ I, such that
Jˆα − Jˆ0 < δ. (2.41)
The choice of δ, based on the parameters of the model, will be done later.
One observes that the conditions (2.39) and (2.40) are competitive. One can
easily find examples of Jℓℓ′ , obeying (2.6), for which (2.39) and (2.40) cannot
be satisfied simultaneously for any choice of the weights.
Now we give the basic examples which will be used in the sequel. Suppose
that
sup
ℓ
∑
ℓ′
|Jℓℓ′ | · exp (α|ℓ − ℓ′|) <∞, for a certain α > 0. (2.42)
The supremum of such α (possibly infinite) is denoted by α. Then we set
I = (0, α), wα(ℓ, ℓ′) = exp (−α|ℓ− ℓ′|) . (2.43)
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If the condition (2.42) does not hold for any positive α, we assume that
sup
ℓ
∑
ℓ′
|Jℓℓ′ | · (1 + |ℓ − ℓ′|)αd <∞, (2.44)
for a certain α > 1. Then α is set to be the supremum of α obeying (2.44) and
I = (1, α), wα(ℓ, ℓ′) = (1 + ε|ℓ− ℓ′|)−αd , (2.45)
where the parameter ε > 0 will be chosen for (2.41) to be satisfied.
Given u = (uℓ)ℓ∈L ∈ RL, ℓ0, and α ∈ I, we set
|u|l1(wα) =
∑
ℓ
|uℓ|wα(ℓ0, ℓ), |u|l∞(wα) = sup
ℓ
{|uℓ|wα(ℓ0, ℓ)} ,
and introduce the Banach spaces
lp(wα) =
{
u ∈ RL ∣∣ |u|lp(wα) <∞} , p = 1,+∞. (2.46)
Remark 2.4 By (2.38), for α < α′, the embedding l1(wα) →֒ l1(wα′) is com-
pact. By (2.40), for every α ∈ I, the operator u 7→ Ju, defined as (Ju)ℓ =∑
ℓ′ Jℓℓ′uℓ′ , is bounded in both spaces l
p(wα), p = 1,+∞. Its norm does not
exceed Jˆα.
For α ∈ I, we introduce
Ωα=
ω ∈ Ω ∣∣∣ ‖ω‖α def=
[∑
ℓ
|ωℓ|2L2
β
wα(ℓ0, ℓ)
]1/2
<∞
 , (2.47)
and endow this set with the metric
ρα(ω, ω
′) = ‖ω − ω′‖α +
∑
ℓ
2−|ℓ| · |ωℓ − ω
′
ℓ|Cβ
1 + |ωℓ − ω′ℓ|Cβ
, (2.48)
which turns it into a Polish space.
Remark 2.5 The topology of each of the spaces lp(wα), Ωα is independent of
the particular choice of ℓ0. This follows from the properties of the weights wα
assumed in Definition 2.3.
The set of tempered configurations is defined to be
Ω t =
⋂
α∈I
Ωα. (2.49)
Equipped with the projective limit topology Ω t becomes a Polish space as well.
For any α ∈ I, we have continuous dense embeddings Ω t →֒ Ωα →֒ Ω . Then by
the Kuratowski theorem it follows that Ωα,Ω
t ∈ B(Ω) and the Borel σ-algebras
of all these Polish spaces coincide with the ones induced on them by B(Ω). Now
we are at a position to complete the definition of the function (2.33).
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Lemma 2.6 For every α ∈ I and Λ ⋐ L, the map Ωα×Ωα ∋ (ω, ξ) 7→ IΛ(ω|ξ)
is continuous. Furthermore, for every ball Bα(R) = {ω ∈ Ωα | ρα(0, ω) < R},
R > 0, it follows that
inf
ω∈Ω , ξ∈Bα(R)
IΛ(ω|ξ) > −∞, sup
ω,ξ∈Bα(R)
|IΛ(ω|ξ)| < +∞. (2.50)
Proof: As the functions Vℓ : R
ν → R are continuous, the map (ω, ξ) 7→ IΛ(ωΛ)
is continuous and bounded on the balls Bα(R). Furthermore,∣∣∣∣∣∣
∑
ℓ∈Λ, ℓ′∈Λc
Jℓℓ′(ωℓ, ξℓ′)L2
β
∣∣∣∣∣∣ ≤
∑
ℓ∈Λ, ℓ′∈Λc
|Jℓℓ′ | · |ωℓ|L2
β
· |ξℓ′ |L2
β
=
∑
ℓ∈Λ
|ωℓ|L2
β
[wα(0, ℓ)]
−1/2
×
∑
ℓ′∈Λc
|Jℓℓ′ | [wα(0, ℓ)/wα(0, ℓ′)]1/2 · |ξℓ′ |L2
β
[wα(0, ℓ
′)]1/2
≤
∑
ℓ∈Λ
|ωℓ|L2
β
[wα(0, ℓ)]
−1/2
∑
ℓ′∈Λc
|Jℓℓ′ | · [wα(ℓ, ℓ′)]−1/2 · |ξℓ′ |L2
β
[wα(0, ℓ
′)]1/2
≤ Jˆα‖ω‖α‖ξ‖α
∑
ℓ∈Λ
[wα(0, ℓ)]
−1, (2.51)
where we used the triangle inequality (2.37). This yields the continuity stated
and the upper bound in (2.50). To prove the lower bound we employ the super-
quadratic growth of Vℓ assumed in (2.5). Then for any κ > 0 and α ∈ I, one
finds C > 0 such that for any ω ∈ Ω and ξ ∈ Ω t,
IΛ(ω|ξ) ≥ BV β|Λ|+AV β1−r
∑
ℓ∈Λ
|ωℓ|2rL2
β
− 1
2
∑
ℓ,ℓ′∈Λ
Jℓℓ′(ωℓ, ωℓ′)L2
β
( .52)
−
∑
ℓ∈Λ, ℓ′∈Λc
Jℓℓ′(ωℓ, ξℓ′)L2
β
≥ −C|Λ|+ κ
∑
ℓ∈Λ
|ωℓ|2L2
β
− Jˆα‖ξ‖2α
∑
ℓ∈Λ
wα(0, ℓ).
To get the latter estimate we used the Minkowski inequality. 
Now for Λ ⋐ L and ξ ∈ Ω t, we introduce the partition function (c.f., (2.34))
ZΛ(ξ) =
∫
ΩΛ
exp [−IΛ(ωΛ × 0Λc |ξ)]χΛ(dωΛ). (2.53)
An immediate corollary of the estimates (2.27) and (2.52) is the following
Proposition 2.7 For every Λ ⋐ L, the function Ω t ∋ ξ 7→ ZΛ(ξ) ∈ (0,+∞) is
continuous. Moreover, for any R > 0,
inf
ξ∈Bα(R)
ZΛ(ξ) > 0, sup
ξ∈Bα(R)
ZΛ(ξ) <∞. (2.54)
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2.5 Local specification and Euclidean Gibbs measures
Note that the standard sources on the DLR approach are the books [36, 73].
The local Gibbs specification is the family {πΛ}Λ⋐L of measure kernels
B(Ω)× Ω ∋ (B, ξ) 7→ πΛ(B|ξ) ∈ [0, 1]
which we define as follows. For ξ ∈ Ω t, Λ ⋐ L, and B ∈ B(Ω), we set
πΛ(B|ξ) = 1
ZΛ(ξ)
∫
ΩΛ
exp [−IΛ(ωΛ × 0Λc |ξ)] IB(ωΛ × ξΛc)χΛ(dωΛ), (2.55)
where IB stands for the indicator of B. We also set
πΛ(·|ξ) ≡ 0, for ξ ∈ Ω \ Ω t. (2.56)
To simplify notations we write π{ℓ} = πℓ. From these definitions one readily
derives a consistency property∫
Ω
πΛ(B|ω)πΛ′ (dω|ξ) = πΛ′ (B|ξ), Λ ⊂ Λ′, (2.57)
which holds for all B ∈ B(Ω) and ξ ∈ Ω . Furthermore, by (2.52) it follows that
for any ξ ∈ Ω , σ ∈ (0, 1/2), and κ > 0,∫
Ω
exp
{∑
ℓ∈Λ
(
λσ|ωℓ|2Cσ
β
+ κ|ωℓ|2L2
β
)}
πΛ(dω|ξ) <∞, (2.58)
where λσ is the same as in Proposition 2.2.
By Cb(Ωα) (respectively, Cb(Ω
t)) we denote the Banach spaces of all bounded
continuous functions f : Ωα → R (respectively, f : Ω t → R) equipped with the
supremum norm. For every α ∈ I, one has a natural embedding Cb(Ωα) →֒
Cb(Ω
t).
Lemma 2.8 (Feller Property) For every α ∈ I, Λ ⋐ L, and any f ∈ Cb(Ωα),
the function
Ωα ∋ ξ 7→ πΛ(f |ξ) (2.59)
def
=
1
ZΛ(ξ)
∫
ΩΛ
f(ωΛ × ξΛc) exp [−IΛ(ωΛ × 0Λc |ξ)]χΛ(dωΛ),
belongs to Cb(Ωα). The linear operator f 7→ πΛ(f |·) is a contraction on Cb(Ωα).
Proof: By Lemma 2.6 and Proposition 2.7 the integrand
GfΛ(ωΛ|ξ) def= f(ωΛ × ξΛc) exp [−IΛ(ωΛ × 0Λc |ξ)] /ZΛ(ξ)
is continuous in both variables. Moreover, by (2.50) and (2.54) the map
Ωα ∋ ξ 7→ sup
ωΛ∈ΩΛ
|GfΛ(ωΛ|ξ)|
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is bounded on every ball Bα(R). This allows one to apply Lebesgue’s dominated
convergence theorem and obtain the continuity stated. Obviously,
sup
ξ∈Ωα
|πΛ(f |ξ)| ≤ sup
ξ∈Ωα
|f(ξ)|. (2.60)
 Note that by (2.55), for ξ ∈ Ω t, α ∈ I, and f ∈ Cb(Ωα),
πΛ(f |ξ) =
∫
Ω
f(ω)πΛ(dω|ξ). (2.61)
Recall that the particular cases of the model considered were established by
Definition 2.1. For B ∈ B(Ω) and U ∈ O(ν), we set
Uω = (Uωℓ)ℓ∈L UB = {Uω | ω ∈ B}.
If L is a lattice, for a given ℓ0, we set
tℓ0(ω) = (ωℓ−ℓ0)ℓ∈L, tℓ0(B) = {tℓ0(ω) | ω ∈ B}.
Then if the model possesses the corresponding symmetry, one has
πΛ(UB|Uξ) = πΛ(B|ξ), πΛ+ℓ(tℓ(B)|tℓ(ξ)) = πΛ(B|ξ), (2.62)
which ought to hold for all U , ℓ, B, and ξ.
Definition 2.9 A measure µ ∈ P(Ω) is called a tempered Euclidean Gibbs
measure if it satisfies the Dobrushin-Lanford-Ruelle (equilibrium) equation∫
Ω
πΛ(B|ω)µ(dω) = µ(B), for all Λ ⋐ L and B ∈ B(Ω). (2.63)
By Gt we denote the set of all tempered Euclidean Gibbs measures of our model.
So far we do not know whether or not Gt is non-void; if it is, its elements are
supported by Ω t. Indeed, by (2.55) and (2.56) πΛ(Ω \Ω t|ξ) = 0 for every Λ ⋐ L
and ξ ∈ Ω . Then by (2.63),
µ(Ω \ Ω t) = 0 =⇒ µ(Ω t) = 1. (2.64)
Furthermore,
µ
({
ω ∈ Ω t | ∀ℓ ∈ L : ωℓ ∈ Cσβ
})
= 1, (2.65)
which follows from (2.58). If the model is translation and/or rotation invariant,
then, for every U ∈ O(ν) and ℓ ∈ L, the corresponding transformations preserve
Gt. That is, for any µ ∈ Gt,
ΘU (µ)
def
= µ ◦ U−1 ∈ Gt, θℓ(µ) def= µ ◦ t−1ℓ ∈ Gt. (2.66)
In particular, if Gt is a singleton, its unique element should be invariant in the
same sense as the model. One more invariance of the Euclidean Gibbs measures
is connected with the dependence of their Matsubara functions on τ ’s.
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Definition 2.10 A measure µ ∈ Gt is called τ-shift invariant if its Matsubara
functions (2.17) have the property (2.15).
The τ -shift invariance is crucial for reconstructing quantum Gibbs states on von
Neumann algebras, see [20, 35]. This means that only the elements of Gt which
have this property are of physical relevance.
Given α ∈ I, by Wα we denote the usual weak topology on the set of all
probability measures P(Ωα) defined by means of bounded continuous functions
on Ωα. By Wt we denote the weak topology on P(Ω t). With these topologies
the sets P(Ωα) and P(Ω t) become Polish spaces (Theorem 6.5, page 46 of [70]).
The proof of the existence of Euclidean Gibbs measures will be based on the
following statement.
Lemma 2.11 For each α ∈ I, every Wα-accumulation point µ ∈ P(Ω t) of the
family {πΛ(·|ξ) | Λ ⋐ L, ξ ∈ Ω t} is an element of Gt.
Proof: For each α ∈ I, Cb(Ωα) is a measure defining class for P(Ω t). Then
a measure µ ∈ P(Ω t) solves (2.63) if and only if for any f ∈ Cb(Ωα) and all
Λ ⋐ L, ∫
Ωt
f(ω)µ(dω) =
∫
Ωt
πΛ(f |ω)µ(dω). (2.67)
Let {πΛk(·|ξk)}k∈N converge in Wα to some µ ∈ P(Ω t). For every Λ ⋐ L, one
finds kΛ ∈ N such that Λ ⊂ Λk for all k > kΛ. Then by (2.57), one has∫
Ωt
f(ω)πΛk(dω|ξk) =
∫
Ωt
πΛ(f |ω)πΛk(dω|ξk).
Now by Lemma 2.8, one can pass to the limit k → +∞ and get (2.67). 
Let us stress that in the lemma above we suppose that the accumulation
point is a probability measure on Ω t. In general, the convergence of {µn}n∈N ⊂
P(Ω t) in everyWα, α ∈ I, does not yet imply its Wt-convergence. However, in
Lemma 4.5 and Corollary 5.1 below we show that the topologies induced byWα
andWt on a certain subset of P(Ω), which includes Gt and all πΛ(·|ξ), coincide.
3 The Results
In the first subsection below we present the statements describing the general
case, whereas the second subsection is dedicated to the case of ν = 1 and
Jℓℓ′ ≥ 0.
3.1 Euclidean Gibbs measures in the general case
We begin by establishing existence of tempered Euclidean Gibbs measures and
compactness of their set Gt. For models with non-compact spins, here they are
even infinite-dimensional, such a property is far from being evident.
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Theorem 3.1 For every β > 0, the set of tempered Euclidean Gibbs measures
Gt is non-void and Wt- compact.
The next theorem gives an exponential moment estimate similar to (2.27). Re-
call that the Ho¨lder norm | · |Cσ
β
was defined by (2.19).
Theorem 3.2 For every σ ∈ (0, 1/2) and κ > 0, there exists a positive constant
C3.1 such that, for any ℓ and for all µ ∈ Gt,∫
Ω
exp
(
λσ|ωℓ|2Cσ
β
+ κ|ωℓ|2L2
β
)
µ(dω) ≤ C3.1, (3.1)
where λσ is the same as in (2.27).
According to (3.1), the one-site projections of each µ ∈ Gt are sub-Gaussian.
The bound C3.1 does not depend on ℓ and is the same for all µ ∈ Gt, though it
may depend on σ and κ. The estimate (3.1) plays a crucial role in the theory
of the set Gt. Such estimates are also important in the study of the Dirichlet
operators Hµ associated with the measures µ ∈ Gt, see [9, 10].
The set of tempered configurations Ω t was introduced in (2.47), (2.49) by
means of rather slack restrictions (c.f. (2.35)) imposed on the L2β-norms of ωℓ.
By construction, the elements of Gt are supported by this set, see (2.64). It turns
out that they have a much smaller support (a kind of the Lebowitz-Presutti one,
see [62]). Given b > 0 and σ ∈ (0, 1/2), we set
Ξ (b, σ) = {ξ ∈ Ω | (∀ℓ0 ∈ L) (∃Λξ,ℓ0 ⋐ L) (∀ℓ ∈ Λcξ,ℓ0) : (3.2)
|ξℓ|2Cσ
β
≤ b log(1 + |ℓ− ℓ0|)},
which in view of (2.39) is a Borel subset of Ω t.
Theorem 3.3 For every σ ∈ (0, 1/2), there exists b > 0, which depends on σ
and on the parameters of the model only, such that for all µ ∈ Gt,
µ(Ξ (b, σ)) = 1. (3.3)
The last result in this group is a sufficient condition for Gt to be a singleton,
which holds for high temperatures (small β). It is obtained by controlling the
‘non-convexity’ of the potential energy (2.3). Let us decompose
Vℓ = V1,ℓ + V2,ℓ, (3.4)
where V1,ℓ ∈ C2(Rν) is such that
−a ≤ b def= inf
ℓ
inf
x,y∈Rν, y 6=0
(
V ′′1,ℓ(x)y, y
)
/|y|2 <∞. (3.5)
As for the second term, we set
0 ≤ δ def= sup
ℓ
{
sup
x∈Rν
V2,ℓ(x)− inf
x∈Rν
V2,ℓ(x)
}
≤ ∞. (3.6)
Its role is to produce multiple minima of the potential energy responsible for
eventual phase transitions. Clearly, the decomposition (3.4) is not unique; its
optimal realizations for certain types of Vℓ are discussed in section 6 of [11].
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Theorem 3.4 The set Gt is a singleton if
eβδ < (a+ b)/Jˆ0. (3.7)
Remark 3.5 The latter condition surely holds at all β if
δ = 0 and Jˆ0 < a+ b. (3.8)
In this case the potential energy WΛ given by (2.3) is convex. If the oscillators
are harmonic, δ = b = 0, which yields the stability condition
Jˆ0 < a. (3.9)
The condition (3.7) does not contain the particle mass m; hence, the property
stated holds also in the quasi-classical limit2 m→ +∞.
3.2 Ferroelectric scalar models
Recall that here we consider the case where Jℓℓ′ ≥ 0 and ν = 1.
Let us introduce an order on the set Gt. As the components of the config-
urations ω ∈ Ω are continuous functions ωℓ : Sβ → Rν , we can set ω ≤ ω˜ if
ωℓ(τ) ≤ ω˜ℓ(τ) for all ℓ and τ . Thereby, we define
K+(Ω
t) = {f ∈ Cb(Ω t) | f(ω) ≤ f(ω˜), if ω ≤ ω˜}, (3.10)
which is a cone of bounded continuous functions.
Lemma 3.6 If for given µ, µ˜ ∈ Gt, one has
µ(f) = µ˜(f), for all f ∈ K+(Ω t), (3.11)
then µ = µ˜.
The proof of this lemma will be given below in Section 6. We use it to establish
the so called stochastic order on Gt.
Definition 3.7 For µ, µ˜ ∈ Gt, we say that µ ≤ µ˜, if
µ(f) ≤ µ˜(f), for all f ∈ K+(Ω t). (3.12)
Our first result in this subsection is the following
Theorem 3.8 The set Gt possesses maximal µ+ and minimal µ− elements in
the sense of Definition 3.7. These elements are extreme and τ-shift invari-
ant; they are also translation invariant if the model is translation invariant. If
Vℓ(−x) = Vℓ(x) for all ℓ, then µ+(B) = µ−(−B) for all B ∈ B(Ω).
2More details on this limit can be found in [4].
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Now let the model be translation invariant. For this model, we are going to study
the limiting pressure which contains important information about its thermody-
namic properties. A particular question here is the dependence of the pressure
on the external field h, c.f. (2.7). The corresponding analytic properties are
then used in the study of phase transitions.
For Λ ⋐ L, we set
pΛ(h, ξ) =
1
|Λ| logZΛ(ξ), ξ ∈ Ω
t. (3.13)
To simplify notations we write pΛ(h) = pΛ(h, 0). For µ ∈ Gt, we set
pµΛ(h) =
∫
Ω
pΛ(h, ξ)µ(dξ). (3.14)
If for a cofinal sequence L, the limit
pµ(h)
def
= lim
L
pµΛ(h), (3.15)
exists, we shall call it pressure in the state µ. We shall also consider
p(h)
def
= lim
L
pΛ(h). (3.16)
To obtain such limits we impose certain conditions on the sequences L. Given
l = (l1, . . . ld), l
′ = (l′1, . . . l
′
d) ∈ L = Zd, such that lj < l′j for all j = 1, . . . , d, we
set
Γ = {ℓ ∈ L | lj ≤ ℓj ≤ l′j , for all j = 1, . . . , d}. (3.17)
For this parallelepiped, let G(Γ) be the family of all pair-wise disjoint translates
of Γ which cover L. Then for Λ ⋐ L, we set N−(Λ|Γ) (respectively, N+(Λ|Γ)) to
be the number of the elements of G(Γ) which are contained in Λ (respectively,
which have non-void intersections with Λ). Then we introduce the following
notion, see [75].
Definition 3.9 A cofinal sequence L is a van Hove sequence if for every Γ,
(a) lim
L
N−(Λ|Γ) = +∞; (b) lim
L
(N−(Λ|Γ)/N+(Λ|Γ)) = 1. (3.18)
Theorem 3.10 For every h ∈ R and any van Hove sequence L, it follows that
the limits (3.15) and (3.16) exist, do not depend on the particular choice of L,
and are equal, that is p(h) = pµ(h) for each µ ∈ Gt.
The following result, which will be proven in section 7 below, is a consequence
of Theorems 3.10 and 3.8.
Corollary 3.11 If the pressure p(h) is differentiable at a given h, then Gt is a
singleton at this h.
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Next we study the uniqueness/multiplicity problem for the Euclidean Gibbs
measures. In the DLR approach the multiplicity corresponds to phase transi-
tions. In physical systems phase transitions manifest themselves in the macro-
scopic displacements of particles from their equilibrium positions. For transla-
tion invariant ferroelectric models with Vℓ = V obeying certain conditions, the
appearance of such macroscopic displacements at low temperatures was proven
in [16, 27, 39, 48, 71]. Thus, one can expect that |Gt| > 1 at big β, although the
latter fact and the appearance of macroscopic displacements are not equivalent.
To avoid technical complications we prove this for L = Zd, d ≥ 3, however our
scheme can be modified for certain types of irregular L ⊂ Rd.
Let us impose further conditions on Jℓℓ′ and Vℓ. The first one is
inf
ℓ,ℓ′: |ℓ−ℓ′|=1
Jℓℓ′
def
= J > 0. (3.19)
Next we suppose that Vℓ are even continuous functions and the upper bound in
(2.5) can be chosen in the form
V (xℓ) =
r∑
s=1
b(s)x2sℓ ; 2b
(1) < −a; b(s) ≥ 0, s ≥ 2, (3.20)
where a is the same as in (2.22) or in (2.3), and r ≥ 2 is either a positive integer
or infinite. For r = +∞, we assume that the series
Φ(t) =
+∞∑
s=2
(2s)!
2s−1(s− 1)!b
(s)ts−1, (3.21)
converges at some t > 0. Since 2b(1) + a < 0, the equation
a+ 2b(1) + Φ(t) = 0, (3.22)
has a unique solution t∗ > 0. Finally, we suppose that for every ℓ,
V (xℓ)− Vℓ(xℓ) ≤ V (x˜ℓ)− Vℓ(x˜ℓ), whenever x2ℓ ≤ x˜2ℓ . (3.23)
By these assumptions all Vℓ are ‘uniformly double-welled’. If Vℓ(xℓ) = vℓ(x
2
ℓ )
and vℓ are differentiable, the condition (3.23) may be formulated as an upper
bound for v′ℓ. For d ≥ 3, we set
θd =
1
(2π)d
∫
(−π,π]d
dp
E(p)
, E(p) =
d∑
j=1
[1− cos pj ]. (3.24)
Let also f : [0,+∞)→ [0, 1) be the function defined implicitly by
f(t tanh t) = t−1 · tanh t, for t > 0, and f(0) = 1. (3.25)
It is convex and monotone decreasing on (0,+∞). For an account of the prop-
erties of this function, see [29], where it was introduced.
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By (3.25) one readily proves that for every fixed α > 0, the function
(0,+∞) ∋ t 7→ φ(t, α) = αtf(t/α), (3.26)
is monotone increasing to α2 as t→ +∞.
Theorem 3.12 Let d ≥ 3 and the above assumptions hold. Then under the
condition
J > θd/8mt
2
∗, (3.27)
there exists β∗ > 0 such that |Gt| > 1 whenever β > β∗. The bound β∗ is the
unique solution of the equation
2θdm/J = φ(β, 4mt∗). (3.28)
As was shown in [2, 6, 50], strong quantum effects, occurring in particular at
small values of the particle mass m, can suppress abnormal fluctuations. Thus,
one might expect that such effects can cause |Gt| = 1. The strongest result
in this domain – the uniqueness at all β due to quantum effects for the model
with nearest neighbor interaction and a certain type of V (so called BFS, see
[31]) – was proven in [5]. In the present paper we extend this result in two
directions. We prove it for a substantially larger class of anharmonic potentials
and make precise the bounds of the uniqueness regime. Furthermore, unlike to
the mentioned papers, we do not suppose that the interaction has finite range
and that L is regular.
In Theorem 3.13 below we suppose that the anharmonic potentials Vℓ are
even and hence can be presented in the form
Vℓ(x) = vℓ(x
2). (3.29)
Furthermore, we suppose that there exists the function v : [0,+∞)→ R which
is convex and such that
vℓ(t)− v(t) ≤ vℓ(θ)− v(θ) whenever t < θ. (3.30)
In typical cases of Vℓ, like (2.7), as such a v one can take a convex polynomial
of degree r ≥ 2.
Next we introduce the following one-particle Hamiltonian (c.f. (2.22), (2.2))
H˜ = − 1
2m
(
∂
∂x
)2
+
a
2
x2 + v(x2), x ∈ R. (3.31)
It has purely discrete non-degenerate spectrum {En}n∈N0 . Thus, one can define
the parameter
∆ = min
n∈N
(En − En−1) , (3.32)
which is positive and depends on the model parameters m, a, and on the choice
of v. Recall, that Jˆ0 was defined by (2.6).
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Theorem 3.13 Let the anharmonic potentials Vℓ be as above. Then the set of
Euclidean Gibbs measures is a singleton if
m∆2 > Jˆ0. (3.33)
Note that the above result is independent of β > 0 and that (3.33) is a stability
condition like (3.8), where the parameter m∆2 appears as the oscillator rigidity.
If it holds, a stability-due-to-quantum-effects occurs, see [6, 49, 50, 54]. If v is
a polynomial of degree r ≥ 2, the rigidity m∆2 is a continuous function of the
particle mass m; it gets small in the quasi-classical limit m → +∞, see [54].
At the same time, for m → 0+, one has m∆2 = O(m−(r−1)/(r+1)), see [2, 54].
Hence, (3.33) certainly holds in the small mass limit, c.f., [3, 5]. To compare
the latter result with Theorem 3.12 let us assume that L = Zd, d ≥ 3, Jℓℓ′ = J
iff |ℓ − ℓ′| = 1, and all Vℓ coincide with the function given by (3.20). Then the
parameter (3.32) obeys the estimate ∆ < 1/2mt∗, see [54], where t∗ is the same
as in (3.27), (3.28). In this case the condition (3.33) can be rewritten as
J < 1/8dmt2∗. (3.34)
One can show that θd > 1/d and dθd → 1 as d → +∞; hence, the estimates
(3.27) and (3.34), which give sufficient conditions for the phase transition to
occur or to be suppressed, become asymptotically sharp.
Now we consider a translation invariant version of our model, i.e., L = Zd.
Set
FLaguerre =
{
ϕ : R→ R
∣∣∣∣∣ ϕ(t) = ϕ0 exp(γ0t)tn
∞∏
i=1
(1 + γit)
}
, (3.35)
where ϕ0 > 0, n ∈ N0, γi ≥ 0 for all i ∈ N0, and
∑∞
i=1 γi < ∞. Each
ϕ ∈ FLaguerre can be extended to an entire function ϕ : C → C, which has no
zeros outside of (−∞, 0]. These are Laguerre entire functions, see [42, 52, 57].
In the next theorem the parameter a is the same as in (2.22).
Theorem 3.14 Let the model we consider be translation invariant and the an-
harmonic potential be of the form
V (x) = v(x2)− hx, h ∈ R, (3.36)
where v(0) = 0 and is such that for a certain b ≥ a/2, the derivative v′ obeys
the condition b + v′ ∈ FLaguerre. Then the set Gt is a singleton if h 6= 0.
3.3 Comments
In what follows, we have developed a consistent rigorous theory of the equilib-
rium thermodynamic properties of quantum models like (1.1), based on a path
measure representation of local Gibbs states (2.9). In this theory, the model
is considered as a system of infinite-dimensional spins; its global properties are
described by the Euclidean Gibbs measures constructed with the help of the
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DLR equation. As the spins are infinite-dimensional, the methods employed
are more involved and complicated than those used for classical models. Ad-
ditional complications arise from the fact that we study a general case, where
the model has no spacial regularity and the interaction is of infinite range. In
view of the latter property, the only way to develop the theory is to impose
a priori restrictions on the support of the Gibbs measures, which was done by
means of the weights obeying the conditions (2.37) – (2.40). These conditions
are competitive and, in principle, can contradict each other if the interaction
decays too slowly. If they are satisfied, the set of tempered Gibbs measures
Gt is non-void, Theorem 3.1. A posteriori, by Theorem 3.3 its elements have
much smaller support than Ω t, which does not depend on the particular choice
of the weights. If the interaction has finite range, the Gibbs measures can be
defined with no support restrictions. However, in this case the set of all such
measures may contain “improper” elements, which have no physical meaning
and hence should be excluded from the theory. This can be done by means of
the weights obeying the same conditions, except for (2.40) which now is satisfied
automatically. Once this is done, the tempered Gibbs measures obtained have
the support described by Theorem 3.3, independent of the weights.
Now let us compare our results with those known for similar classical and
quantum models.
• Theorem 3.1. A standard tool for proving the existence of Gibbs mea-
sures is the celebrated Dobrushin criterion, see Theorem 1 in [25]. To
apply it in our case one should find a compact positive function h defined
on the single-spin space Cβ such that for all ℓ and ξ ∈ Ω ,∫
Ω
h(ωℓ)πℓ(dω|ξ) ≤ A+
∑
ℓ′
Iℓℓ′h(ξℓ′), (3.37)
where
A > 0; Iℓℓ′ ≥ 0 for all ℓ, ℓ′, and sup
ℓ
∑
ℓ′
Iℓℓ′ < 1.
Then (3.37) would yield that for any ξ ∈ Ω , such that supℓ h(ξℓ) < ∞,
the family {πΛ(·|ξ)}Λ⋐L is relatively compact in the weak topology on
P(Ω) (but not yet in Wα, Wt). Next one would have to show that any
accumulation point of {πΛ(·|ξ)}Λ⋐L is a Gibbs measure, which is much
stronger than the fact established by our Lemma 2.11. Such a scheme
was used in [17, 24, 82] where the existence of Gibbs measures for lattice
systems with the single-spin space R was proven. In those papers the
use of the specific properties of the models, such as attractiveness and
translation invariance, was cricial. The direct extension of this scheme
to quantum models seems to be impossible. The scheme we employ for
proving Theorem 3.1 is based on compactness arguments in the topologies
Wα, Wt. After obvious modifications it can be applied to models with
more general inter-particle interactions. Further comments on this item
follow Corollary 4.2.
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• Theorem 3.2 gives a uniform exponential moment estimate for tem-
pered Euclidean Gibbs measures in terms of model parameters, which in
principle can be proven before establishing the existence. For systems
of classical unbounded spins, the problem of deriving such estimates was
first posed in [17] (see the discussion following Corollary 4.2). For quan-
tum anharmonic systems, similar estimates were obtained in the so called
analytic approach, alternative to the traditional approach based on the
DLR equation, see [8, 7, 13]. In this analytic approach Gt is defined as
the set of probability measures satisfying an integration-by-parts formula,
determined by the model. This gives additional tools for studying Gt and
provides a background for the stochastic dynamics method in which the
Gibbs measures are treated as invariant distributions for certain infinite-
dimensional stochastic evolution equations, see [14]. In both analytic and
stochastic dynamics methods one imposes a number of technical condi-
tions on the interaction potentials and uses advanced tools of stochastic
analysis. The method we employ for proving Theorem 3.2 is much more
elementary. At the same time, Theorem 3.2 gives an improvement of the
corresponding results of [7] because: (a) the estimate (3.1) gives a much
stronger bound; (b) we do not suppose that the functions Vℓ are differen-
tiable – an important assumption of the analytic approach.
• Theorem 3.3. As might be clear from the proof of this theorem, every
µ ∈ P(Ω t) obeying the estimate (3.1) possesses the support property (3.3).
For Gibbs measures of classical lattice systems with unbounded spins, a
similar property was first established in [62]; hence, one can call Ξ (b, σ) a
Lebowitz-Presutti type support. This result of [62] was obtained by means
of Ruelle’s superstability estimates [76], applicable to translation invariant
models only. The generalization to translation invariant quantum model
was done in [69], where superstable Gibbs measures were specified by the
following support property
sup
N∈N
(1 + 2N)−d ∑
ℓ:|ℓ|≤N
|ωℓ|2L2
β
 ≤ C(ω), µ− a.s..
Here we note that by the Birkhoff-Khinchine ergodic theorem, for any
translation invariant measure µ ∈ P(Ω t) obeying (3.1), it follows a much
stronger support property – for every σ ∈ (0, 1/2), κ > 0, and µ-almost
all ω,
sup
N∈N
(1 + 2N)−d ∑
ℓ:|ℓ|≤N
exp
(
λσ|ωℓ|2Cσ
β
+ κ|ωℓ|2L2
β
) ≤ C(σ,κ, ω).
In particular, every periodic Euclidean Gibbs measure constructed in sub-
section 7.5 below has the above property.
• Theorem 3.4 establishes a sufficient uniqueness condition, holding in
particular at high-temperatures (small β). Here we follow the papers
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[11, 12], where a similar uniqueness statement was proven for translation
invariant ferromagnetic scalar version of our model. This was done by
means of another renown Dobrushin result, Theorem 4 in [25], which gives
a sufficient condition for the uniqueness of Gibbs measures. The main tool
used in [11, 12] for estimating the elements of the Dobrushin matrix was
the logarithmic Sobolev inequality for the kernels πℓ.
• Theorem 3.8. For classical ferromagnetic spin models, similar results
were obtained in [17, 73] and [60, 62]. The extreme elements µ± play an
important role in proving Theorems 3.12, 3.13, and 3.14.
• Theorem 3.10. For classical ferromagnetic spin models, a similar state-
ment was proven in [17, 62].
• Theorem 3.12. For translation invariant lattice models, phase transi-
tions are established by showing the existence of nonergodic (with respect
to the group of lattice translations) Gibbs measures. This mainly was be-
ing done by means of the infrared estimates, see [16, 27, 39, 48, 71]. Here
we use a version of the technique developed in those papers and the cor-
responding correlation inequalities which allow us to compare the model
considered with its translation invariant version (reference model).
• Theorem 3.13. For translation invariant models with finite range inter-
actions and with the anharmonic potential being the polynomial (2.7) with
all b(s) ≥ 0 except for b(1) (the so called EMN-class, see [31]), the unique-
ness by quantum effects was proven in [5] (see also [3]). With the help of
the extreme elements µ± ∈ Gt we essentially extend the results of those
papers. As in the case of Theorem 3.12, we employ correlation inequalities
to compare the model considered with a proper reference model.
• Theorem 3.14. For classical lattice models, the uniqueness at nonzero
h was proven in [17, 60, 62] under the condition that the potential (3.36)
possesses the property which we establish below in Definition 8.1. The
novelty of Theorem 3.14 is that it describes a quantum model and gives
an explicit sufficient condition for V to possess such a property3. This
theorem is valid also in the quasi-classical limit m → +∞, in which it
covers all the cases considered in [17, 60, 62]. For (φ4)2 Euclidean quantum
fields, a similar statement was proven in [34].
4 Properties of the Local Gibbs Specification
Here we develop our main tools based on the properties of the kernels (2.55).
3Examples follow Proposition 8.2.
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4.1 Moment estimates
Moment estimates for the kernels (2.55) we are going to derive will allow for
proving the Wt-relative compactness of the set {πΛ(·|ξ)}Λ⋐L, which by Lemma
2.11 will ensure that Gt 6= ∅. Integrating them over ξ ∈ Ω t we will get by the
DLR equation (2.63) the corresponding estimates for the elements of Gt. Recall
that πℓ stands for π{ℓ}.
Lemma 4.1 For any κ, ϑ > 0, and σ ∈ (0, 1/2), there exists C4.1 > 0 such
that for all ℓ ∈ L and ξ ∈ Ω t,∫
Ω
exp
{
λσ|ωℓ|2Cσ
β
+ κ|ωℓ|2L2
β
}
πℓ(dω|ξ) ≤ exp
{
C4.1 + ϑ
∑
ℓ′
|Jℓℓ′ | · |ξℓ′ |2L2
β
}
.
(4.1)
Here λσ > 0 is the same as in (3.1).
Proof: Note that by (2.58) the left-hand side of (4.1) is finite and the second
term in exp{·} on the right-hand side is also finite since ξ ∈ Ω t.
For any ϑ > 0, one has (see (2.6))∣∣∣∣∣∑
ℓ′
Jℓℓ′(ωℓ, ξℓ′)L2
β
∣∣∣∣∣ ≤ Jˆ02ϑ |ωℓ|2L2β + ϑ2 ∑
ℓ′
|Jℓℓ′ | · |ξℓ′ |2L2
β
, (4.2)
which holds for all ω, ξ ∈ Ω t. By these estimates and (2.31), (2.33), (2.53),
(2.55)
LHS(4.1) ≤ [1/Yℓ(ϑ)] · exp
{
ϑ
∑
ℓ′
|Jℓℓ′ | · |ξℓ′ |2L2
β
}
(4.3)
×
∫
Ω
exp
{
λσ|ωℓ|2Cσ
β
+
(
κ + Jˆ0/2ϑ
)
|ωℓ|2L2
β
−
∫ β
0
Vℓ(ωℓ(τ))dτ
}
χ(dωℓ),
where
Yℓ(ϑ) =
∫
Ω
exp
{
− Jˆ0
2ϑ
· |ωℓ|2L2
β
−
∫ β
0
Vℓ(ωℓ(τ))dτ
}
χ(dωℓ).
Now we use the upper bound (2.5) to estimate infℓ Yℓ(ϑ), the lower bound
(2.5) to estimate the integrand in (4.3), take into account Proposition 2.2, and
arrive at (4.1).  By Jensen’s inequality we readily get from (4.1) the following
Dobrushin-like bound.
Corollary 4.2 For all ℓ and ξ ∈ Ω t, the kernels πℓ(·|ξ), obey the estimate∫
Ω
h(ωℓ)πℓ(dω|ξ) ≤ C4.1 + (ϑ/κ)
∑
ℓ′
|Jℓℓ′ | · h(ξℓ′), (4.4)
with
h(ωℓ) = λσ|ωℓ|2Cσ
β
+ κ|ωℓ|2L2
β
, (4.5)
which is a compact function h : Cβ → R.
4 PROPERTIES OF THE LOCAL GIBBS SPECIFICATION 27
For translation invariant lattice systems with the single-spin space R and fer-
romagnetic pair interactions, integrability estimates like
log
{∫
RL
exp(λ|xℓ|)πℓ(dx|y)
}
< A+
∑
ℓ′
Iℓℓ′ |yℓ′ |,
were first obtained by J. Bellissard and R. Høegh-Krohn, see Proposition III.1
and Theorem III.2 in [17]. Dobrushin type estimates like (3.37) were also proven
in [24, 82]. The methods used there essentially employed the properties of the
model and hence cannot be of use in our situation. Our method of getting such
estimates is much simpler; at the same time, it is applicable in both cases –
classical and quantum. Its peculiarities are: (a) first we prove the exponential
integrability (4.1) and then derive the Dobrushin bound (4.4) rather than prove
it directly; (b) the function (4.5) consists of two additive terms, the first of which
is to guarantee the compactness while the second one controls the inter-particle
interaction.
Now by means of (4.1) we obtain the corresponding estimates for the kernels
πΛ with arbitrary Λ ⋐ L. Let the parameters σ, κ, and λσ be the same as in
(4.1). For ℓ ∈ Λ ⋐ L, we define
nℓ(Λ|ξ) = log
{∫
Ω
exp
(
λσ |ωℓ|2Cσ
β
+ κ|ωℓ|2L2
β
)
πΛ(dω|ξ)
}
, (4.6)
which is finite by (2.58).
Lemma 4.3 For every α ∈ I, there exists C4.7(α) > 0 such that for all ξ ∈ Ω t,
lim sup
ΛրL
∑
ℓ∈Λ
nℓ(Λ|ξ)wα(ℓ0, ℓ) ≤ C4.7(α); (4.7)
hence,
lim sup
ΛրL
nℓ0(Λ|ξ) ≤ C4.7(α), for any ℓ0. (4.8)
Thereby, there exists C4.9(ℓ, ξ) > 0 such that for all Λ ⋐ L containing ℓ,
nℓ(Λ|ξ) ≤ C4.9(ℓ, ξ). (4.9)
Proof: Given κ > 0 and α ∈ I, we fix ϑ > 0 such that
ϑ
∑
ℓ′
|Jℓℓ′ | ≤ ϑJˆ0 ≤ ϑJˆα < κ. (4.10)
Then integrating both sides of the bound (4.1) with respect to the measure
πΛ(dω|ξ) we get
nℓ(Λ|ξ) ≤ C4.1 + ϑ
∑
ℓ′∈Λc
|Jℓℓ′ | · |ξℓ′ |2L2
β
(4.11)
+ log
{∫
Ω
exp
(
ϑ
∑
ℓ′∈Λ
|Jℓℓ′ | · |ωℓ′ |2L2
β
)
πΛ(dω|ξ)
}
≤ C4.1 + ϑ
∑
ℓ′∈Λc
|Jℓℓ′ | · |ξℓ′ |2L2
β
+ ϑ/κ
∑
ℓ′∈Λ
|Jℓℓ′ | · nℓ′(Λ|ξ).
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Here we have used (4.10) and the multiple Ho¨lder inequality∫ (∏n
i=1
ϕαii
)
dµ ≤
∏n
i=1
(∫
ϕidµ
)αi
,
in which µ is a probability measure, ϕi ≥ 0 (respectively, αi ≥ 0), i = 1, . . . , n,
are functions (respectively, numbers such that
∑n
i=1 αi ≤ 1). Then (4.11) yields
nℓ0(Λ|ξ) ≤
∑
ℓ∈Λ
nℓ(Λ|ξ)wα(ℓ0, ℓ) (4.12)
≤ 1
1− ϑJˆα/κ
[
C4.1
∑
ℓ′∈Λ
wα(ℓ0, ℓ
′) + ϑJˆα
∑
ℓ′∈Λc
|ξℓ′ |2L2
β
wα(ℓ0, ℓ
′)
]
.
Therefrom, for all ξ ∈ Ω t, we get
lim sup
ΛրL
nℓ0(Λ|ξ) ≤ lim sup
ΛրL
∑
ℓ∈Λ
nℓ(Λ|ξ)wα(ℓ0, ℓ) (4.13)
≤ C4.1
1− ϑJˆα/κ
∑
ℓ
wα(ℓ0, ℓ)
def
= C4.7(α),
which gives (4.7) and (4.8). The proof of (4.9) is straightforward. 
Recall that the norm ‖ ·‖α was defined by (2.47). Given α ∈ I and σ ∈ (0, 1/2),
we set, c.f. Remark 2.5,
‖ξ‖α,σ =
[∑
ℓ
|ξℓ|2Cσ
β
wα(ℓ0, ℓ)
]1/2
. (4.14)
Lemma 4.4 Let the assumptions of Lemma 4.1 be satisfied. Then for every
α ∈ I and ξ ∈ Ω t, one finds a positive C4.15(ξ) such that for all Λ ⋐ L,∫
Ω
‖ω‖2απΛ(dω|ξ) ≤ C4.15(ξ). (4.15)
Furthermore, for every α ∈ I, σ ∈ (0, 1/2), and ξ ∈ Ω t for which the norm
(4.14) is finite, one finds a C4.16(ξ) > 0 such that for all Λ ⋐ L,∫
Ω
‖ω‖2α,σπΛ(dω|ξ) ≤ C4.16(ξ). (4.16)
Proof: For any fixed ξ ∈ Ω t, by the Jensen inequality and (4.12) one has
lim sup
ΛրL
∫
Ω
‖ω‖2απΛ(dω|ξ) (4.17)
≤ lim sup
ΛրL
[
1
κ
∑
ℓ∈Λ
nℓ(Λ|ξ)wα(0, ℓ) +
∑
ℓ∈Λc
|ξℓ|2L2
β
wα(0, ℓ)
]
≤ C4.7(α)/κ.
Hence, the set consisting of the left-hand sides of (4.15) indexed by Λ ⋐ L is
bounded. The proof of (4.16) is analogous. 
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4.2 Weak convergence of tempered measures
Recall that f : Ω → R is a local function if it is measurable with respect to
B(ΩΛ) for a certain Λ ⋐ L.
Lemma 4.5 Let a sequence {µn}n∈N ⊂ P(Ω t) have the following properties:
(a) for every α ∈ I, each its element obeys the estimate∫
Ωt
‖ω‖2αµn(dω) ≤ C4.18(α), (4.18)
with one and the same C4.18(α); (b) for every local f ∈ Cb(Ω t), {µn(f)}n∈N ⊂
R is a Cauchy sequence. Then {µn}n∈N converges in Wt to a certain µ ∈
P(Ω t).
Proof: The topology of the Polish space Ω t is consistent with the following
metric (c.f. (2.48))
ρ(ω, ω˜) =
∞∑
k=1
2−k
‖ω − ω˜‖αk
1 + ‖ω − ω˜‖αk
+
∑
ℓ
2−|ℓ0−ℓ|
|ωℓ − ω˜ℓ|Cβ
1 + |ωℓ − ω˜ℓ|Cβ
, (4.19)
where {αk}k∈N ⊂ I = (α, α) is a monotone strictly decreasing sequence con-
verging to α. Let us denote by Cub (Ω
t; ρ) the set of all bounded functions
f : Ω t → R, which are uniformly continuous with respect to (4.19). Thus, in
accord with a known fact, see e.g. Theorem 2.1.1, page 19 of [22], to prove the
lemma it suffices to show that under its conditions {µn(f)}n∈N is a Cauchy
sequence for every f ∈ Cub (Ω t; ρ). Given δ > 0, we choose Λδ ⋐ L and kδ ∈ N
such that ∑
ℓ∈Λc
δ
2−|ℓ0−ℓ| < δ/3,
∞∑
k=kδ
2−k = 2−kδ+1 < δ/3. (4.20)
For this δ and a certain R > 0, we choose Λδ(R) ⋐ L such that
sup
ℓ∈L\Λδ(R)
{
wαkδ−1(ℓ0, ℓ)/wαkδ (ℓ0, ℓ)
}
<
δ
3R2
, (4.21)
which is possible in view of (2.38). Finally, for R > 0, we set
BR = {ω ∈ Ω t | ‖ω‖αkδ ≤ R}. (4.22)
By (4.18) and the Chebyshev inequality, one has that for all n ∈ N,
µn
(
Ω t \BR
) ≤ C4.18(αkδ )/R2. (4.23)
Now for f ∈ Cub (Ω t; ρ), Λ ⋐ L, and n,m ∈ N, we have
|µn(f)− µm(f)| ≤ |µn(fΛ)− µm(fΛ)| (4.24)
+ 2max{µn(|f − fΛ|);µm(|f − fΛ|)},
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where we set fΛ(ω) = f(ωΛ × 0Λc). By (4.23),
µn(|f − fΛ|) ≤ 2C4.18(αkδ )‖f‖∞/R2 (4.25)
+
∫
BR
|f(ω)− f(ωΛ × 0Λc)|µn(dω).
For chosen f ∈ Cub (Ω t; ρ) and ε > 0, one finds δ > 0 such that for all ω, ω˜ ∈ Ω t,
|f(ω)− f(ω˜)| < ε/6, whenever ρ(ω, ω˜) < δ.
For these f , ε, and δ, one picks up R(ε, δ) > 0 such that
C4.18(αkδ )‖f‖∞/ [R(ε, δ)]2 < ε/12. (4.26)
Now one takes Λ ⋐ L, which contains both Λδ and Λδ[R(ε, δ)] defined by (4.20),
(4.21). For this Λ, ω ∈ BR(ε,δ), and k = 1, 2, . . . , kδ − 1, one has
‖ω − ωΛ × 0Λc‖2αk =
∑
ℓ∈Λc
|ωℓ|2L2
β
wαkδ (ℓ0, ℓ)
[
wαk(ℓ0, ℓ)/wαkδ (ℓ0, ℓ)
]
(4.27)
≤ δ
3 [R(ε, δ)]
2
∑
ℓ∈Λc
|ωℓ|2L2
β
wαkδ (ℓ0, ℓ) <
δ
3
,
where (4.21), (4.22) have been used. Then by (4.19), (4.20), it follows that
∀ω ∈ BR(ε,δ) : ρ(ω, ωΛ × 0Λc) < δ, (4.28)
which together with (4.26) yields in (4.25)
µn(|f − fΛ|) < ε
6
+
ε
6
µn
(
BR(ε,δ)
) ≤ ε
3
.
By assumption (b) of the lemma, one finds Nε such that for all n,m > Nε,
|µn(fΛ)− µm(fΛ)| < ε
3
.
Applying the latter two estimates in (4.24) we get that {µn}n∈N is a Cauchy
sequence in the topology Wt in which P(Ω t) is complete. 
5 Proof of Theorems 3.1 – 3.4
The existence of Euclidean Gibbs measures and the estimate (3.1) can be proven
independently. To establish the compactness of Gt we will need (3.1), thus, we
first prove Theorem 3.2.
Proof of Theorem 3.2: Let us show that every µ ∈ P(Ω) which solves
the DLR equation (2.63) ought to obey (3.1) with one and the same C3.1. To
this end we apply the bounds for the kernels πΛ(·|ξ) obtained above. Consider
the functions
GN (ωℓ)
def
= exp
(
min
{
λσ|ωℓ|2Cσ
β
+ κ|ωℓ|2L2
β
;N
})
, N ∈ N.
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By (2.63), Fatou’s lemma, and the estimate (4.8) with an arbitrarily chosen
α ∈ I, we get∫
Ω
GN (ωℓ)µ(dω) = lim sup
ΛրL
∫
Ω
[∫
Ω
GN (ωℓ)πΛ(dω|ξ)
]
µ(dξ)
≤ lim sup
ΛրL
∫
Ω
[∫
Ω
exp
(
λσ|ωℓ|2Cσ
β
+ κ|ωℓ|2L2
β
)
πΛ(dω|ξ)
]
µ(dξ)
≤
∫
Ω
[
lim sup
ΛրL
∫
Ω
exp
(
λσ|ωℓ|2Cσ
β
+ κ|ωℓ|2L2
β
)
πΛ(dω|ξ)
]
µ(dξ)
≤ expC4.7(α)
def
= C3.1.
In view of the support property (2.65) of any measure solving the equation
(2.63) we can pass here to the limit N → +∞ and get (3.1). 
Corollary 5.1 For every α ∈ I, the topologies induced on Gt by Wα and Wt
coincide.
Proof: Follows immediately from Lemma 4.5 and the estimate (3.1). 
Proof of Theorem 3.1: Let us introduce the next scale of Banach spaces (c.f.
(2.47))
Ωα,σ = {ω ∈ Ω | ‖ω‖α,σ <∞} , σ ∈ (0, 1/2), α ∈ I, (5.1)
where the norm ‖ · ‖α,σ was defined by (4.14). For any pair α, α′ ∈ I such that
α < α′, the embedding Ωα,σ →֒ Ωα′ is compact, see Remark 2.4. This fact
and the estimate (4.16), which holds for any ξ ∈ Ωα,σ, imply by Prokhorov’s
criterion the relative compactness of the set {πΛ(·|ξ)}Λ⋐L in Wα′ . Therefore,
the sequence {πΛ(·|0)}Λ⋐L is relatively compact in every Wα, α ∈ I. Then
Lemma 2.11 yields that Gt 6= ∅. By the same Prokhorov criterion and the
estimate (3.1), we get the Wα-relative compactness of Gt. Then in view of the
Feller property (Lemma 2.8), the set Gt is closed and hence compact in every
Wα, α ∈ I, which by Corollary 5.1 completes the proof. 
Proof of Theorem 3.3: To some extent we shall follow the line of arguments
used in the proof of Lemma 3.1 in [62]. Given ℓ, ℓ0, b > 0, σ ∈ (0, 1/2), and
Λ ⊂ L, we introduce
Ξℓ(ℓ0, b, σ) = {ξ ∈ Ω | |ξℓ|2Cσ
β
≤ b log(1 + |ℓ− ℓ0|)}, (5.2)
ΞΛ(ℓ0, b, σ) =
⋂
ℓ∈Λ
Ξℓ(ℓ0, b, σ).
For a cofinal sequence L, we set
Ξ (ℓ0, b, σ) =
⋃
Λ∈L
ΞΛc(ℓ0, b, σ), Ξ (b, σ) =
⋂
ℓ0∈L
Ξ (ℓ0, b, σ). (5.3)
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The latter Ξ (b, σ) is a subset of Ω t and is the same as the one given by (3.2).
To prove the theorem let us show that for any σ ∈ (0, 1/2), there exists b > 0
such that for all ℓ0 and µ ∈ Gt,
µ (Ω \ Ξ (ℓ0, b, σ)) = 0. (5.4)
By (5.2) we have
Ω \ ΞΛc(ℓ0, b, σ) = {ξ ∈ Ω | (∃ℓ ∈ Λc) : |ξℓ|2Cσ
β
> b log(1 + |ℓ − ℓ0|)}(5.5)
⊂ {ξ ∈ Ω | (∃ℓ ∈ ∆c) : |ξℓ|2Cσ
β
> b log(1 + |ℓ− ℓ0|)},
for any ∆ ⊂ Λ. Therefore,
µ
(⋂
Λ∈L
[Ω \ ΞΛc(ℓ0, b, σ)]
)
= lim
L
µ (Ω \ ΞΛc(ℓ0, b, σ)) , (5.6)
which holds for any cofinal sequence L. By (5.5),
µ (Ω \ ΞΛc(ℓ0, b, σ)) = µ
( ⋃
ℓ∈Λc
[Ω \ Ξℓ(ℓ0, b, σ)]
)
≤
∑
ℓ∈Λc
µ
({
ξ | exp
(
λσ |ξℓ|2Cσ
β
)
> (1 + |ℓ− ℓ0|)bλσ
})
.
Applying here the Chebyshev inequality and the estimate (3.1) we get
µ (Ω \ ΞΛc(ℓ0, b, σ)) ≤ C3.1
∑
ℓ∈Λc
(1 + |ℓ− ℓ0|)−bλσ .
In view of (2.1) the latter series converges for any b > d/λσ. In this case by
(5.6)
µ (Ω \ Ξ (ℓ0, b, σ)) = lim
L
µ ([Ω \ ΞΛc(ℓ0, b, σ)]) = 0,
which yields (5.4). 
Let E be the set of all continuous local functions f : Ω t → R, for which there
exist σ ∈ (0, 1/2), ∆f ⋐ L, and Df > 0, such that
|f(ω)|2 ≤ Df
∑
ℓ∈∆f
exp
(
λσ|ωℓ|2Cσ
β
)
, for all ω ∈ Ω t, (5.7)
where λσ is the same as in (2.27) and (3.1). Let also ex(Gt) stand for the set of
all extreme elements of Gt.
Lemma 5.2 For every µ ∈ ex(Gt) and any cofinal sequence L, it follows that:
(a) the sequence {πΛ(·|ξ)}Λ∈L converges inWt to this µ for µ-almost all ξ ∈ Ω t;
(b) for every f ∈ E, one has limL πΛ(f |ξ) = µ(f) for µ-almost all ξ ∈ Ω t.
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Proof: Claim (c) of Theorem 7.12, page 122 in [36], implies that for any local
f ∈ Cb(Ω t),
lim
L
πΛ(f |ξ) = µ(f), for µ−almost all ξ ∈ Ω t. (5.8)
Then the convergence stated in claim (a) follows from Lemmas 4.4 and 4.5.
Given f ∈ E and N ∈ N, we set ΩN = {ω ∈ Ω | |f(ω)| > N} and
fN (ω) =
{
f(ω) if |f(ω)| ≤ N ;
Nf(ω)/|f(ω)| otherwise.
Each fN belongs to Cb(Ω
t) and fN → f point-wise as N → +∞. Then by (5.8)
there exists a Borel set Ξµ ⊂ Ω t, such that µ(Ξµ) = 1 and for every N ∈ N,
lim
L
πΛ(fN |ξ) = µ(fN), for all ξ ∈ Ξµ. (5.9)
Note that by (4.6), (4.9), and (5.7), for any ξ ∈ Ξµ one finds a positive
C5.10(f, ξ) such that for all Λ ⋐ L, which contain ∆f , it follows that∫
Ω
|f(ω)|2πΛ(dω|ξ) ≤ C5.10(f, ξ). (5.10)
Hence
|πΛ(f |ξ)− πΛ(fN |ξ)| ≤ 2
∫
ΩN
|f(ω)|πΛ(dω|ξ)
≤ 2
N
·
∫
Ω
|f(ω)|2πΛ(dω|ξ) ≤ 2
N
· C5.10(f, ξ).
Similarly, by means of (5.7) and Theorem 3.2, one gets
|µ(f)− µ(fN )| ≤ 2
N
·DfC3.1.
The latter two inequalities and (5.9) allow us to estimate |πΛ(f |ξ) − µ(f)| and
thereby to complete the proof. 
Proof of Theorem 3.4: For the scalar translation invariant version of the
model considered here, the high-temperature uniqueness was proven in [11, 12]
by means of Dobrushin’s criterium. The proof given below is a modification of
the arguments used there.
The main idea of the method of Dobrushin is to control the Wasserstein
distance R[πℓ(·|ξ);πℓ(·|ξ′)] between the measures πℓ(·|ξ) and πℓ(·|ξ′) with ξ 6= ξ′.
In our context, its appropriate choice may be made as follows. For given ℓ and
ξ, ξ′ ∈ Ω t, we set
R[πℓ(·|ξ);πℓ(·|ξ′)] = sup
f∈Lip1(L
2
β
)
∣∣∣∣∫
Ω
f(ωℓ)πℓ(dω|ξ)−
∫
Ω
f(ωℓ)πℓ(dω|ξ′)
∣∣∣∣ ,
(5.11)
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where Lip1(L
2
β) stands for the set of Lipschitz-continuous functions f : L
2
β → R
with the Lipschitz constant equal one. The Dobrushin criterium (see Theorem
4 in [25]) employs the matrix
Cℓℓ′ = sup
{
R[πℓ(·|ξ);πℓ(·|ξ′)]
|ξℓ − ξℓ′ |L2
β
}
, ℓ 6= ℓ′, ℓ, ℓ′ ∈ L, (5.12)
where the supremum is taken over all ξ, ξ′ ∈ Ω t which differ only at ℓ′. Accord-
ing to this criterium the uniqueness stated will follow from the fact
sup
ℓ
∑
ℓ′∈L\{ℓ}
Cℓℓ′ < 1. (5.13)
In view of (2.58) the map
L2β ∋ ξℓ′ 7→ Υ(ξℓ′) def=
∫
Ω
f(ωℓ)πℓ(dω|ξ) (5.14)
has the following derivative in direction ζ ∈ L2β
(∇Υ(ξℓ′ ), ζ)L2
β
= −Jℓℓ′
[
πℓ
(
f · (ωℓ, ζ)L2
β
|ξ
)
− πℓ (f |ξ) · πℓ
(
(ωℓ, ζ)L2
β
|ξ
)]
.
By Theorem 5.1 of [11] the measures πℓ(·|ξ) obey the logarithmic Sobolev in-
equality with the constant
CLS = e
βδ/(a+ b), (5.15)
which is independent of ξ. By standard arguments this yields the estimate∣∣∣(∇Υ(ξℓ′), ζ)L2
β
∣∣∣ ≤ CLS|Jℓℓ′ | · |ζ|2L2
β
. (5.16)
Then with the help of the mean value theorem from (5.12) and (5.15) we get
Cℓℓ′ ≤ |Jℓℓ′ | · eβδ/(a+ b).
Thereby, the validity of the uniqueness condition (5.13) is ensured by (3.7). 
6 Proof of Theorems 3.8 and 3.10
6.1 Stochastic order and the proof of Theorem 3.8
First we prove that the cone K+(Ω
t) may be used to establish an order on Gt,
that is it has the property: if µ(f) ≤ µ˜(f) and µ˜(f) ≤ µ(f) for all f ∈ K+(Ω t),
then µ = µ˜.
Proof of Lemma 3.6: Let us show that the cone K+(Ω
t) contains a defining
class for Gt. Usually, measure defining classes of functions are established by
means of monotone class theorems, see e.g., [19], pages 36 - 39. In our situation,
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a sufficient condition for a measure defining class of bounded continuous func-
tions may be formulated as follows: (a) to contain constant functions; (b) to be
closed under multiplication; (c) to separate points of Ω t. The class (3.10) does
not meet (b); hence, to prove the stated one has to use additional arguments.
A continuous function f : Ω t → R is called a cylinder function if it possesses
the representation
f(ω) = φ(ωℓ1(τ1), . . . , ωℓn(τn)), (6.1)
with certain n ∈ N, ℓ1, . . . , ℓn, τ1, . . . , τn, and a continuous φ : Rn → R.
By Kcyl+ (Ω
t) we denote the subset of K+(Ω
t) consisting of cylinder functions.
Suppose that the equality (3.11) holds for all f ∈ Kcyl+ (Ω t). Then∫
Ωt
ωℓ(τ)µ(dω) =
∫
Ωt
ωℓ(τ)µ˜(dω), for all ℓ, τ, j. (6.2)
For fixed ℓ1, . . . , ℓn and τ1, . . . , τn, let P and P˜ be the projections of the measures
µ and µ˜ on Rn. That is, each of P and P˜ obeys∫
Ωt
f(ω)µ(dω) =
∫
Rn
φ(x1, . . . , xn)P (dx),
for f and φ as in (6.1). Then by (3.11), it follows that∫
Rn
φ(x1, . . . , xn)P (dx) ≤
∫
Rn
φ(x1, . . . , xn)P˜ (dx), (6.3)
for all increasing φ. Let P̂ be a probability measure on R2n, such that
P (dx) =
∫
Rn
P̂ (dx, dx˜), P˜ (dx˜) =
∫
Rn
P̂ (dx, dx˜).
Thus, P̂ is a coupling of P and P˜ . Of course, the above equalities do not
determine P̂ uniquely. By the Kantorovich-Rubinstein duality theorem, the
Wasserstein distance, c.f. (5.11), between the measures P and P˜ which have
first moments, can be defined as follows, see [28],
R(P, P˜ ) = inf
∫
R2n
|x− x˜|P̂ (dx, dx˜), (6.4)
where infimum is taken over all couplings of P and P˜ . It is a metric, and the
convergence of a sequence of measures in this metric is equivalent to its weak
convergence combined with the convergence of the first moments. Consider
M = {(x, x˜) ∈ R2n | xi ≤ x˜i, for all i = 1, . . . , n}.
This set is closed in R2n. Then from (6.3) by Strassen’s theorem, see page 129
of [64], it follows that there exists a coupling P̂∗ such that
P̂∗ (M) = 1. (6.5)
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Thereby,
R(P, P˜ ) ≤
∫
M
|x− x˜|P̂∗(dx, dx˜)
≤
n∑
i=1
∫
R2n
(x˜i − xi)P̂∗(dx, dx˜)
=
n∑
i=1
∫
Rn
xi
[
P˜ (dx) − P (dx)
]
= 0.
The latter equality follows from (6.2). Since the subset of Cb(Ω
t) consisting of
all cylinder functions (6.1) is a defining class for P(Ω t), the equality of all the
projections of µ and µ˜ yields µ = µ˜. 
Observe that for (6.3) to hold, it was enough to have µ ≤ µ˜, c.f., (3.10).
Thus, we have one more important fact arising from the proof of the above
lemma.
Corollary 6.1 If for any µ, µ˜ ∈ Gt, such that µ ≤ µ˜, all their first moments
coincide, i.e., (6.2) holds, then µ = µ˜.
Remark 6.2 For every ℓ, tℓ(ω) ≤ tℓ(ω˜) if ω ≤ ω˜. This means that the trans-
formation θℓ defined in (2.66) is order preserving.
Proof of Theorem 3.8: In establishing the existence of the elements µ± the
main point was to prove Lemma 3.6. Thereby, the existence of µ± can be proven
by literal repetition of the arguments used in [17] for proving Theorem IV.3.
They are unique by definition. Indeed, for two maximal elements, say µ+ and
µ˜+, one would have µ+ ≤ µ˜+ and µ˜+ ≤ µ+ at the same time. Thus, µ+ = µ˜+.
The proof of the extremeness (respectively, the symmetry properties) of µ± can
be done by following the proof of Proposition V.1 (respectively, Proposition V.3)
in [17]. Some additional properties of µ± will be described in the subsequent
section. 
The result just proven and Corollary 6.1 yield the following
Lemma 6.3 Suppose that, for all ℓ,
µ+(ωℓ(0)) = µ−(ωℓ(0)). (6.6)
Then Gt is a singleton. If the model is symmetric, then (6.6) turns into the
condition
µ+(ωℓ(0)) = µ−(ωℓ(0)) = 0.
6.2 Existence of the pressure
Given R > 0 and Λ ⋐ L, let ∂+RΛ be the set of all ℓ ∈ Λc, such that dist(ℓ,Λ) ≤
R. Then for a van Hove sequence L and any R > 0, one has limL |∂+RΛ|/|Λ| = 0,
yielding
lim
L
1
|Λ|
∑
ℓ∈Λ,ℓ′∈Λc
Jℓℓ′ = 0. (6.7)
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The existence of van Hove sequences means the amenability of the graph (L, E),
E being the set of all pairs ℓ, ℓ′, such that |ℓ− ℓ′| = 1. For nonamenable graphs,
phase transitions with h 6= 0 are possible; hence, statements like Theorem 3.14
do not hold, see [43, 65].
Let us prove first the existence of the pressure corresponding to the zero
boundary conditions.
Lemma 6.4 For every h ∈ R, the limiting pressure p(h) = limL pΛ(h) exists
for every van Hove sequence L. It is independent of the particular choice of L.
Proof: For t ≥ 0, ξ ∈ Ω t, and ∆ ⊂ Λ, let ̟(t)Λ,∆, YΛ,∆(t) be defined by (7.24)
with the potentials Vℓ = V having the form (3.36). Then we define
fΛ,∆(t) =
1
|Λ| log YΛ,∆(t), t ≥ 0. (6.8)
This function is differentiable and
gΛ,∆(t)
def
= f ′Λ,∆(t) =
1
2|Λ|
∑
ℓ,ℓ′∈∆
Jℓℓ′̟
(t)
Λ,∆[(ωℓ, ωℓ′)L2β ] (6.9)
+
1
|Λ|
∑
ℓ∈∆,ℓ′∈Λ\∆
Jℓℓ′̟
(t)
Λ,∆[(ωℓ, ωℓ′)L2β ] ≥ 0.
Here we used that ̟
(t)
Λ,∆[(ωℓ, ωℓ′)L2β ] ≥ 0, which follows from the GKS inequality
(7.4). The function gΛ,∆ is also differentiable and
g′Λ,∆(t) ≥ 0, (6.10)
which may be proven similarly by means of the GKS inequality (7.5). Therefore,
fΛ,∆(0) ≤ fΛ,∆(1) ≤ gΛ,∆(1). (6.11)
Now we take here ∆ = Λ and obtain that pΛ is a convex function of h. Further-
more, by (4.15), for any α ∈ I,
log Y{ℓ},{ℓ}(0) ≤ pΛ(h) ≤ Jˆ0C4.15(0)/2. (6.12)
By the translation invariance the lower bound in (6.12) is independent of ℓ.
Therefore, the set {pΛ(h)}Λ⋐L has accumulation points. For one of them, p(h),
let {Γn}n∈N be the sequence of parallelepipeds such that pΓn(h) → p(h) as
n → +∞. Let also L be a van Hove sequence. Given n ∈ N and Λ ∈ L, let
L−n (Λ) ⊂ G(Γn) (respectively, L+n (Λ) ⊂ G(Γn)) consist of the translates of Γn
which are contained in Λ (respectively, which have non-void intersections with
Λ). Let also
Λ±n =
⋃
Γ∈L±n
Γ. (6.13)
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Now we take in (6.8) first ∆ = Λ−n , then ∆ = Λ, Λ = Λ
+
n and obtain by (6.11)
|Λ−n |
|Λ| pΛ−n (h) ≤ pΛ(h) ≤
|Λ+n |
|Λ| pΛ+n (h). (6.14)
Let us estimate pΛ±n (h)−pΓn(h). To this end we introduce for t ≥ 0, c.f., (7.24),
XΛ−n (t) =
∫
Ω
Λ
−
n
exp
12 ∑
Γ∈L−n
∑
ℓ,ℓ′∈Γ
Jℓℓ′(ωℓ, ωℓ′)L2
β
(6.15)
+ t
∑
Γ,Γ′∈L−n , Γ6=Γ′
∑
ℓ∈Γ
∑
ℓ′∈Γ′
Jℓℓ′(ωℓ, ωℓ′)L2
β
+
∑
ℓ∈Λ−n
∫ β
0
[
hωℓ(τ)− v([ωℓ(τ)]2)
]
dτ
χΛ−n (dω),
and
fΛ−n (t) =
1
|Λ−n |
logXΛ−n (t). (6.16)
Then
fΛ−n (1) = pΛ−n (h), fΛ−n (0) =
|Γn|
|Λ−n |
∑
Γ∈L−n
pΓ(h) = pΓn(h). (6.17)
Observe that pΓ(h) = pΓn(h) for all Γ ∈ G(Γn), which follows from the transla-
tion invariance of the model. Thereby,
0 ≤ pΛ−n (h)− pΓn(h) ≤ f ′Λ−n (1) (6.18)
=
1
|Λ−n |
∑
Γ,Γ′∈L−n , Γ6=Γ′
∑
ℓ∈Γ
∑
ℓ′∈Γ′
Jℓℓ′πΛ−n
(
(ωℓ, ωℓ′)L2
β
|0
)
≤ 1|Λ−n |
∑
Γ∈L−n
∑
ℓ∈Γ
∑
ℓ′∈Γc
Jℓℓ′πΛ−n
(
(ωℓ, ωℓ′)L2
β
|0
)
≤ Jˆ(Γn)C4.15(0),
where we used the estimate (4.15) and set
Jˆ(Γn) =
1
|Γn|
∑
ℓ∈Γn
∑
ℓ′∈Γcn
Jℓℓ′ =
1
|Γ|
∑
ℓ∈Γ
∑
ℓ′∈Γc
Jℓℓ′ , for every Γ ∈ G(Γn). (6.19)
In deriving (6.18) we took into account that the function (6.16) has positive
first and second derivatives, c.f., (6.9) and (6.10). By literal repetition one
proves that both estimates from (6.18) hold also for pΛ+n (h)−pΓn(h). In view of
(6.7) the above Jˆ(Γn) may be made arbitrarily small by taking big enough Γn.
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Thereby, for any ε > 0, one can choose n ∈ N such that the following estimates
hold (recall that pΓn → p as n→ +∞)
|pΓn(h)− p(h)| < ε/3, 0 ≤ pΛ−n (h)− pΓn(h) ≤ pΛ+n (h)− pΓn(h) < ε/3. (6.20)
As L is a van Hove sequence, one can pick up Λ ∈ L such that
max
{( |Λ+n |
|Λ| − 1
)
pΛ+n (h);
(
1− |Λ
−
n |
|Λ|
)
pΛ+n (h)
}
< ε/3,
which is possible in view of (6.12). Then for the chosen n and Λ ∈ L, one has
|pΛ(h)− p(h)| ≤ |pΓn(h)− p(h)|+ pΛ+n (h)− pΓn(h)
+max
{( |Λ+n |
|Λ| − 1
)
pΛ+n (h);
(
1− |Λ
−
n |
|Λ|
)
pΛ+n (h)
}
< ε,
which obviously holds also for all Λ′ ∈ L such that Λ ⊂ Λ′.
Proof of Theorem 3.10: The proof will be done if we show that, for every
µ ∈ Gt and any van Hove sequence L,
lim
L
pµΛ(h) = p(h).
By the Jensen inequality one obtains for t1, t2 ∈ R, ξ ∈ Ω t,
ZΛ((t1 + t2)ξ) ≥ ZΛ(t1ξ) exp
t2 ∑
ℓ∈Λ,ℓ′∈Λc
Jℓℓ′πΛ
[
(ωℓ, ξℓ′)L2
β
|t1ξ
] .
We set here first t1 = 0, t2 = 1, then t1 = −t2 = 1, and obtain after taking
logarithm and dividing by |Λ|
pΛ(h) +
1
|Λ|
∑
ℓ∈Λ,ℓ′∈Λc
Jℓℓ′πΛ
[
(ωℓ, ξℓ′)L2
β
|0
]
≤ pΛ(h, ξ) (6.21)
≤ pΛ(h) + 1|Λ|
∑
ℓ∈Λ,ℓ′∈Λc
Jℓℓ′πΛ
[
(ωℓ, ωℓ′)L2
β
|ξ
]
,
where we used that πΛ
[
(ωℓ, ωℓ′)L2
β
|ξ
]
= πΛ
[
(ωℓ, ξℓ′)L2
β
|ξ
]
, see (2.55). Thereby,
we integrate (6.21) with respect to µ ∈ Gt, take into account (2.63), and obtain
after some calculations the following
pΛ(h) − 1|Λ|
∑
ℓ∈Λ,ℓ′∈Λc
Jℓℓ′πΛ
(
|ωℓ|L2
β
|0
)
µ
(
|ξℓ′ |L2
β
)
≤ pµΛ (6.22)
≤ pΛ(h) + 1|Λ|
∑
ℓ∈Λ,ℓ′∈Λc
Jℓℓ′µ
(
(ωℓ, ωℓ′)L2
β
)
.
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By means of Theorem 3.2 (respectively, Lemma 4.4), one estimates µ
(
(ωℓ, ωℓ′)L2
β
)
,
µ
(
|ξℓ′ |L2
β
)
(respectively, πΛ(|ωℓ|L2
β
|0)) by positive constants independent of ℓ, ℓ′.
Thereby, the property stated follows from (6.7) and Lemma 6.4. 
Proof of Corollary 3.11: By (3.13),
∂
∂h
pΛ(h, ξ) =
1
|Λ|
∑
ℓ∈Λ
∫ β
0
πΛ(ωℓ(τ)|ξ)dτ.
Then, for every µ ∈ Gt and Λ ⋐ L, one has
∂
∂h
pµΛ(h) =
∫
Ω
∂
∂h
(pµΛ(h, ξ))µ(dξ) (6.23)
=
1
|Λ|
∑
ℓ∈Λ
∫ β
0
∫
Ω
πΛ [ωℓ(τ)|ξ] µ(dξ)dτ
=
1
|Λ|
∑
ℓ∈Λ
∫ β
0
µ [ωℓ(τ)] dτ
By Theorem 3.10, it follows that
∂
∂h
pµ+(h) =
∂
∂h
pµ−(h). (6.24)
Both extreme measures µ± are translation and shift invariant. Then combining
(6.24) and (6.23) one obtains µ+(ωℓ(0)) = µ−(ωℓ(0)) for any h 6= 0. By Lemma
6.3 this gives the proof. 
7 Proof of Theorems 3.12 and 3.13
We prove these theorem by comparing the model considered with a certain
model, for which the property desired is being proven directly. The comparison
is based on correlation inequalities, which we present in the next subsections.
They were proven in the framework of the lattice approximation technique,
analogous to that of Euclidean quantum fields [79].
Recall that Theorems 3.12 – 3.14 describe the model with ν = 1 and Jℓℓ′ ≥ 0,
which will tacitely be assumed in the statements below.
7.1 Correlation inequalities
We begin with the FKG inequality, Theorem 6.1 in [4]. Recall that the family
of functions K+(Ω) and K
cyl
+ (Ω) were introduced in (3.10) and in the proof of
Lemma 3.6.
Proposition 7.1 For all Λ ⋐ L, ξ ∈ Ω t and any f, g ∈ K+(Ω), it follows that
πΛ(f · g|ξ) ≥ πΛ(f |ξ) · πΛ(g|ξ). (7.1)
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This inequality holds also for any continuous increasing functions, for which the
corresponding integrals exist. This yields in particular that for all such functions,
ξ ≤ ξ˜ =⇒ πΛ(f |ξ) ≤ πΛ(f |ξ˜). (7.2)
Next, there follow the GKS inequalities, Theorem 6.2 in [4].
Proposition 7.2 Let the anharmonic potentials have the form
Vℓ(x) = vℓ(x
2)− hℓx, hℓ ≥ 0 for all ℓ ∈ L, (7.3)
with vℓ being continuous. Let also the continuous functions f1, . . . , fn+m : R→
R be polynomially bounded and such that every fi is either an odd increasing
function on R or an even positive function, increasing on [0,+∞). Then the
following inequalities hold for all τ1, . . . , τn+m ∈ [0, β], and all ℓ1, . . . , ℓn+m ∈ Λ,∫
Ω
(
n∏
i=1
fi(ωℓi(τi))
)
πΛ (dω|0) ≥ 0; (7.4)
∫
Ω
(
n∏
i=1
fi(ωℓi(τi))
)
·
(
n+m∏
i=n+1
fi(ωℓi(τi))
)
πΛ (dω|0) (7.5)
≥
∫
Ω
(
n∏
i=1
fi(ωℓi(τi))
)
πΛ (dω|0) ·
∫
Ω
(
n+m∏
i=n+1
fi(ωℓi(τi))
)
πΛ (dω|0) .
Given ξ ∈ Ω t, Λ ⋐ L, and ℓ, ℓ′, τ, τ ′ ∈ [0, β], the pair correlation function is
KΛℓℓ′(τ, τ
′|ξ) =
∫
Ω
ωℓ(τ)ωℓ′(τ
′)πΛ(dω|ξ) (7.6)
−
∫
Ω
ωℓ(τ)πΛ(dω|ξ) ·
∫
Ω
ωℓ′(τ
′)πΛ(dω|ξ).
Then, by (7.2),
KΛℓℓ′(τ, τ
′|ξ) ≥ 0, (7.7)
which holds for all ℓ, ℓ′, τ, τ ′, and ξ ∈ Ω t. The following result is a version of
the estimate (12.129), page 254 of [31], which for the Euclidean Gibbs measures
may be proven by means of the lattice approximation.
Proposition 7.3 Let Vℓ be of the form (7.3) with hℓ = 0 and the functions vℓ
being convex. Then for all ℓ, ℓ′, τ, τ ′ and for any ξ ∈ Ω t such that ξ ≥ 0, it
follows that
KΛℓℓ′(τ, τ
′|ξ) ≤ KΛℓℓ′(τ, τ ′|0). (7.8)
Let us consider
UΛℓ1ℓ2ℓ3ℓ4(τ1, τ2, τ3, τ4) =
∫
Ω
ωℓ1(τ1)ωℓ2(τ2)ωℓ3(τ3)ωℓ4(τ4)πΛ(dω|0) (7.9)
−KΛℓ1ℓ2(τ1, τ2|0)KΛℓ3ℓ4(τ3, τ4|0)−KΛℓ1ℓ3(τ1, τ3|0)KΛℓ2ℓ4(τ2, τ4|0)
−KΛℓ1ℓ4(τ1, τ4|0)KΛℓ2ℓ3(τ2, τ3|0),
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which is the Ursell function for the measure πΛ(·|0). The next statement gives
the Gaussian domination and Lebowitz inequalities, see [4].
Proposition 7.4 Let Vℓ be of the form (7.3) with hℓ = 0 and the functions vℓ
being convex. Then for all n ∈ N, ℓ1, . . . , ℓ2n ∈ Λ ⋐ L, τ1, . . . , τ2n ∈ [0, β], it
follows that∫
Ω
ωℓ1(τ1)ωℓ2(τ2) · · ·ωℓ2n(τ2n)πΛ(dω|0)
≤
∑
σ
n∏
j=1
∫
Ω
ωℓσ(2j−1)(τσ(2j−1))ωℓσ(2j) (τσ(2j))πΛ(dω|0), (7.10)
where the sum runs through the set of all partitions of {1, . . . , 2n} onto unordered
pairs. In particular,
UΛℓ1ℓ2ℓ3ℓ4(τ1, τ2, τ3, τ4) ≤ 0. (7.11)
7.2 More on extreme elements
Here we continue to study the properties of µ±, the existence of which was
established in Theorem 3.8. In particular, we give an explicit construction of
these measures.
For ℓ0 and b > 0, let ξˆ = (ξˆℓ)ℓ∈L be the following constant (with respect to
τ ∈ Sβ) configuration
ξˆℓ(τ) = [b log(1 + |ℓ− ℓ0|)]1/2. (7.12)
Fix σ ∈ (0, 1/2) and b obeying the condition b > d/λσ (see the proof of Theorem
3.3). In view of (2.39), ξˆ belongs to Ω t. It also belongs to Ξ (ℓ0, b, σ) and for all
ξ ∈ Ξ (b, σ), one finds ∆ ⋐ L such that ξ(j)ℓ (τ) ≤ ξˆ(j)ℓ (τ) for all τ , j and ℓ ∈ ∆c.
Therefore, for any cofinal sequence L and ξ ∈ Ξ (b, σ), one finds ∆ ∈ L such that
for all Λ ∈ L, ∆ ⊂ Λ, one has πΛ(·|ξ) ≤ πΛ(·|ξˆ), see (7.2). As was established
in the proof of Theorem 3.1, every sequence {πΛ(·|ξ)}Λ∈L, ξ ∈ Ξ (b, σ) ⊂ Ω t, is
relatively compact in any Wα, α ∈ I, which by Lemmas 4.4, 4.5 yields its Wt-
relative compactness. For a cofinal sequence L, let µˆ be any of the accumulating
points of {πΛ(·|ξˆ)}Λ∈L. By Lemma 2.11 µˆ ∈ Gt and by Lemma 5.2 µˆ dominates
every element of ex(Gt). Hence, µˆ = µ+ since the maximal element is unique.
The same is true for the remaining accumulation points of {πΛ(·|ξ)}Λ∈L; thus,
for every cofinal sequence L and for every ℓ0, we have
lim
L
πΛ(·| ± ξˆ) = µ±. (7.13)
Remark 7.5 As the configuration (7.12) is constant with respect to τ ∈ Sβ,
the kernel πΛ(·|ξˆ) may be considered as the one πˆΛ(·|0) corresponding to the
Hamiltonian with the external field ξˆ, that is,
HΛ −
∑
ℓ∈Λ
(qℓ, ξˆℓ). (7.14)
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7.3 Reference models
We shall prove Theorems 3.12, 3.13 by comparing our model with two reference
models, defined as follows. Let J and V be the same as in (3.19) and (3.20)
respectively. For Λ ⋐ L = Zd, we set (c.f., (2.2))
H lowΛ =
∑
ℓ∈Λ
[
Hharℓ + V (xℓ)
] − 1
2
∑
ℓ,ℓ′∈Λ
Jǫℓℓ′xℓxℓ′ , xℓ ∈ R, (7.15)
where Hharℓ is given by (2.22) and ǫℓℓ′ = 1 if |ℓ− ℓ′| = 1 and ǫℓℓ′ = 0 otherwise.
The second reference model is defined on an arbitrary L satisfying (2.1). For
Λ ⋐ L, we set
HupΛ =
∑
ℓ∈Λ
[
Hharℓ + v(x
2
ℓ )
]− 1
2
∑
ℓ,ℓ′∈Λ
Jℓℓ′xℓxℓ′ =
∑
ℓ∈Λ
H˜ℓ − 1
2
∑
ℓ,ℓ′∈Λ
Jℓℓ′xℓxℓ′ ,
(7.16)
where H˜ℓ is defined by (3.31) and the interaction intensities Jℓℓ′ are the same as
in (2.2). Since both these models are particular cases of the model we consider,
their sets of Euclidean Gibbs measures have the properties established by The-
orems 3.1 – 3.3. By µlow± , µ
up
± we denote the corresponding extreme elements.
Remark 7.6 The anharmonic potentials of both reference models have the form
(7.3) with the zero external field hℓ = 0 and the functions vℓ being convex.
Hence, they obey the conditions of all the statements of subsection 7.1. The low-
reference model is translation invariant. The up-reference model is translation
invariant if L is a lattice and Jℓℓ′ are translation invariant.
In the statements below the comparison with the low-reference model relates to
the case of L = Zd.
Lemma 7.7 For every ℓ, it follows that
µlow+ (ωℓ(0)) ≤ µ+(ωℓ(0)) ≤ µup+ (ωℓ(0)). (7.17)
Proof: By (7.13) we have that for any L,∫
Ω
ωℓ(τ)µ±(dω) = lim
L
∫
Ω
ωℓ(τ)πΛ(dω| ± ξˆ), for all τ. (7.18)
Thus, the proof will be done if we show that for all Λ ⋐ L and ℓ ∈ Λ,
πlowΛ (ωℓ(0)|ξˆ) ≤ πΛ(ωℓ(0)|ξˆ) ≤ πupΛ (ωℓ(0)|ξˆ). (7.19)
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First we prove the left-hand inequality in (7.19). For given Λ ⋐ L and t, s ∈
[0, 1], we introduce
̟
(t,s)
Λ (dωΛ) =
1
Y (t, s)
exp
1
2
∑
ℓ,ℓ′∈Λ
Jǫℓℓ′(ωℓ, ωℓ′)L2
β
+
∑
ℓ∈Λ
(ωℓ, η
ℓ0,s
ℓ )L2β(7.20)
−
∑
ℓ∈Λ
∫ β
0
V (ωℓ(τ))dτ +
s
2
∑
ℓ,ℓ′∈Λ
[Jℓℓ′ − Jǫℓℓ′ ] (ωℓ, ωℓ′)L2
β
− t
∑
ℓ∈Λ
∫ β
0
[Vℓ(ωℓ(τ)) − V (ωℓ(τ))] dτ
)
χΛ(dωΛ),
where, see (7.12),
ηℓ0,sℓ (τ)
def
=
∑
ℓ′∈Λc
Jǫℓℓ′ ξˆℓ′(τ) (7.21)
+ s
∑
ℓ′∈Λc
[Jℓℓ′ − Jǫℓℓ′ ] ξˆℓ′(τ) ≥
∑
ℓ′∈Λc
Jǫℓℓ′ ξˆℓ′(τ) > 0,
which in fact is independent of τ , and
Y (t, s) =
∫
ΩΛ
exp
1
2
∑
ℓ,ℓ′∈Λ
Jǫℓℓ′(ωℓ, ωℓ′)L2
β
+
∑
ℓ∈Λ
(ωℓ, η
ℓ0,s
ℓ )L2β
−
∑
ℓ∈Λ
∫ β
0
V (ωℓ(τ))dτ +
s
2
∑
ℓ,ℓ′∈Λ
[Jℓℓ′ − Jǫℓℓ′ ] (ωℓ, ωℓ′)L2
β
− t
∑
ℓ∈Λ
∫ β
0
[Vℓ(ωℓ(τ)) − V (ωℓ(τ))] dτ
)
χΛ(dωΛ).
Since the site-dependent ‘external field’ (7.21) is positive, the moments of the
measure (7.20) obey the GKS inequalities. Therefore, for any ℓ ∈ Λ, the function
φ(t, s) = ̟
(t,s)
Λ (ωℓ(0)), t, s ∈ [0, 1], (7.22)
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is continuous and increasing in both variables. Indeed, taking into account
(3.19), (3.20), and (3.23), we get
∂
∂s
φ(t, s) =
∑
ℓ′∈Λ
[Jℓℓ′ − Jǫℓℓ′ ] ξˆℓ′(0)
×
∫ β
0
{
̟
(t,s)
Λ [ωℓ(0)ωℓ′(τ)] −̟(t,s)Λ [ωℓ(0)] ·̟(t,s)Λ [ωℓ′(τ)]
}
dτ
+
1
2
∑
ℓ1,ℓ2∈Λ
[Jℓ1ℓ2 − Jǫℓ1ℓ2 ]
{
̟
(t,s)
Λ
[
ωℓ(0)(ωℓ1 , ωℓ2)L2β
]
− ̟(t,s)Λ [ωℓ(0)] ·̟(t,s)Λ
[
(ωℓ1 , ωℓ2)L2β
]}
≥ 0,
∂
∂t
φ(t, s) =
∑
ℓ′∈Λ
∫ β
0
{
̟
(t,s)
Λ (ωℓ(0) · [V (ωℓ′(τ)) − Vℓ′(ωℓ′(τ))])
− ̟(t,s)Λ [ωℓ(0)] ·̟(t,s)Λ [V (ωℓ′(τ)) − Vℓ′(ωℓ′(τ))]
}
dτ ≥ 0.
But by (7.20) and (7.22)
φ(0, 0) = πlowΛ (ωℓ(0)), φ(1, 1) = πΛ(ωℓ(0)),
which proves the left-hand inequality in (7.19). To prove the right-hand one
we have to take the measure (7.20) with s = 1 and v(x2ℓ ) instead of V (xℓ) and
repeat the above steps taking into account (3.30). 
In the next statement we summarize the properties of the reference models.
Corollary 7.8 (Comparison Criterion) The model considered undergoes a
phase transition if the low-reference model does so. The uniqueness of tempered
Euclidean Gibbs measures of the up-reference model implies that |Gt| = 1.
Proof: The proof follows immediately from (7.17) and Lemma 6.3. 
7.4 Estimates for pair correlation functions
For ∆ ⊂ Λ, ℓ, ℓ′ ∈ Λ, τ, τ ′ ∈ [0, β], and t ∈ [0, 1], we set
QΛℓℓ′(τ, τ
′|∆, t) =
∫
ΩΛ
ωℓ(τ)ωℓ′(τ
′)̟
(t)
Λ,∆(dωΛ), (7.23)
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where this time we have denoted
̟
(t)
Λ,∆(dωΛ) =
1
YΛ,∆(t)
exp
12 ∑
ℓ1,ℓ2∈Λ\∆
Jℓ1ℓ2(ωℓ1 , ωℓ2)L2β (7.24)
+t
∑
ℓ1∈∆
∑
ℓ2∈Λ\∆
Jℓ1ℓ2(ωℓ1 , ωℓ2)L2β +
1
2
∑
ℓ1,ℓ2∈∆
Jℓ1ℓ2(ωℓ1 , ωℓ2)L2β

−
∑
ℓ∈Λ
∫ β
0
Vℓ(ωℓ(τ))dτ
}
χΛ(dωΛ),
YΛ,∆(t) =
∫
ΩΛ
exp
12 ∑
ℓ1,ℓ2∈Λ\∆
Jℓ1ℓ2(ωℓ1 , ωℓ2)L2β
+t
∑
ℓ1∈∆
∑
ℓ2∈Λ\∆
Jℓ1ℓ2(ωℓ1 , ωℓ2)L2β +
1
2
∑
ℓ1,ℓ2∈∆
Jℓ1ℓ2(ωℓ1 , ωℓ2)L2β

−
∑
ℓ∈Λ
∫ β
0
Vℓ(ωℓ(τ))dτ
}
χΛ(dωΛ).
By literal repetition of the arguments used for proving Lemma 7.7 one proves
the following
Proposition 7.9 The above QΛℓℓ′(τ, τ
′|∆, t) is an increasing continuous func-
tion of t ∈ [0, 1].
Corollary 7.10 Let the conditions of Proposition 7.2 be satisfied. Then for
any pair Λ ⊂ Λ′ ⋐ L and for all τ and ℓ, the functions (7.2) obey the estimate
KΛℓℓ′(τ, τ
′|0) ≤ KΛ′ℓℓ′(τ, τ ′|0), (7.25)
which holds for all ℓ, ℓ′ ∈ Λ and τ, τ ′ ∈ [0, β].
Now we obtain bounds for the correlation functions of the reference models for
a one-point Λ = {ℓ}. Set
Kupℓ (τ, τ
′) = πupℓ (ωℓ(τ)ωℓ(τ
′)|0), K lowℓ (τ, τ ′) = πlowℓ (ωℓ(τ)ωℓ(τ ′)|0), (7.26)
We recall that the parameter ∆ was defined by (3.32).
Lemma 7.11 For every β, it follows that
Kupℓ
def
=
∫ β
0
Kupℓ (τ, τ
′)dτ ≤ 1/m∆2. (7.27)
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Proof: In view of (2.15) the above integral in independent of τ . By (2.14) and
(2.16)
Kupℓ =
1
Z˜ℓ
∫ β
0
trace
{
xℓe
−τH˜ℓxℓe
−(β−τ)H˜ℓ
}
dτ, Z˜ℓ = trace[e
−βH˜ℓ ], (7.28)
where the Hamiltonian H˜ was defined in (3.31). Its spectrum {En}n∈N deter-
mines by (3.32) the parameter ∆. Integrating in (7.28) we get
Kupℓ =
1
Z˜ℓ
∑
n,n′∈N0, n6=n′
∣∣(ψn, xℓψn′)L2(R)∣∣2 (En − En′)(e−βEn′ − e−βEn)
(En − En′)2
≤ 1
Z˜ℓ
· 1
∆2
∑
n,n′∈N0
∣∣(ψn, xℓψn′)L2(R)∣∣2 (En − En′)(e−βEn′ − e−βEn)
=
1
∆2
· 1
Z˜ℓ
trace
{[
xℓ,
[
H˜ℓ, xℓ
]]
e−βH˜ℓ
}
=
1
m∆2
, (7.29)
where ψn, n ∈ N0 are the eigenfunctions of H˜ℓ and [·, ·] stands for commutator.
 For the functions K lowℓ , a representation like (7.28) is obtained by means of
the following Hamiltonian
Hˆℓ = H
har
ℓ + V (xℓ) = −
1
2m
(
∂
∂xℓ
)2
+
a
2
x2ℓ + V (xℓ), (7.30)
where m and a are the same as in (3.31) but V is given by (3.20). Thereby,
K lowℓ (0, 0) = trace[x
2
ℓ exp(−βHˆℓ)]/trace[exp(−βHˆℓ)] def= ˆ̺(x2ℓ ). (7.31)
Lemma 7.12 Let t∗ be the solution of (3.22). Then K
low
ℓ (0, 0) ≥ t∗.
Proof: By Bogoliubov’s inequality (see e.g., [81]), it follows that
ˆ̺ℓ
(
[pℓ, [Hˆℓ, pℓ]]
)
≥ 0, pℓ = −
√−1 ∂
∂xℓ
,
which by (3.20), (3.21) yields
a+ 2b(1) +
r∑
s=2
2s(2s− 1)b(s) ˆ̺
[
x
2(s−1)
ℓ
]
= a+ 2b(1) +
r∑
s=2
2s(2s− 1)b(s)πlowℓ
[
(ωℓ(0))
2(s−1)
]
≥ 0.
Now we use the Gaussian domination inequality (7.10) and obtain K lowℓ ≥ t∗.

7 PROOF OF THEOREMS ?? AND ?? 48
7.5 Periodic states and proof of Theorem 3.12
In view of Corollary 7.8 to prove Theorem 3.12 we show that
µlow+ (ωℓ(0)) > 0, (7.32)
if the conditions of Theorem 3.12 are satisfied. To this end we employ the
translation invariance and reflection positivity of the low-reference model. With
this connection we construct periodic Euclidean Gibbs states by introducing
(c.f., (2.31))
IperΛ (ωΛ) = −
J
2
∑
ℓ,ℓ′∈Λ
ǫΛℓℓ′(ωℓ, ωℓ′)L2β +
∑
ℓ∈Λ
∫ β
0
V (ωℓ(τ)) dτ, (7.33)
where
Λ = (−L,L]d
⋂
L, L ∈ N, (7.34)
and ǫΛℓℓ′ = 1 if |ℓ− ℓ′|Λ = 1 and ǫΛℓℓ′ = 0 otherwise. Here
|ℓ− ℓ′|Λ = [|ℓ1 − ℓ′1|2L + · · ·+ |ℓd − ℓ′d|2L]1/2,
|ℓj − ℓ′j |L = min{|ℓj − ℓ′j |;L− |ℓj − ℓ′j|}, j = 1, . . . , d.
Clearly, IperΛ is invariant with respect to the translations of the torus which
one obtains by identifying the opposite walls of the box (7.34). The energy
functional IperΛ corresponds to the following periodic Hamiltonian
HperΛ =
∑
ℓ∈Λ
[
Hharℓ + V (xℓ)
]− J
2
∑
ℓ,ℓ′∈Λ
ǫΛℓℓ′xℓxℓ′ , (7.35)
in the same sense as IΛ given by (2.31) corresponds to HΛ given by (2.2). Now
we introduce the periodic kernels (c.f., (2.55))
πperΛ (dω) =
1
ZperΛ
exp [−IperΛ (ωΛ)]χΛ(dωΛ)
∏
ℓ∈Λc
δ(dωℓ), (7.36)
where δ is the Dirac measure concentrated at ωℓ = 0 and
ZperΛ =
∫
ΩΛ
exp [−IperΛ (ωΛ)]χΛ(dωΛ).
Thereby, for every box Λ, the above πperΛ is a probability measure on Ω
t. By
Lbox we denote the sequence of boxes (7.34) indexed by L ∈ N. For a given
α ∈ I, let us choose ϑ,κ > 0 such that the estimate (4.13) holds.
Lemma 7.13 For every box Λ, α ∈ I, and σ ∈ (0, 1/2), the measure πperΛ obeys
the estimate ∫
Ω
‖ω‖2α,σπperΛ (dω) ≤ C7.37. (7.37)
Thereby, the sequence {πperΛ }Λ∈Lbox is Wt-relatively compact.
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Proof: For ℓ ∈ Λ such that {ℓ′ ∈ L | |ℓ − ℓ′| = 1} ⊂ Λ, we set ∆ℓ = L \ {ℓ}.
Then let νΛℓ be the projection of π
per
Λ onto B(Ω∆ℓ). Let also νℓ(·|ξ), ξ ∈ Ω be
the following probability measure on the single-spin space Ω{ℓ} = Cβ
νℓ(dωℓ|ξ) = 1
Nℓ(ξ)
exp
{
J
∑
ℓ′
ǫℓℓ′(ωℓ, ξℓ′)L2
β
−
∫ β
0
V (ωℓ(τ))dτ
}
χ(dωℓ).
(7.38)
Then (c.f., (2.57)) desintegrating πperΛ we get
πperΛ (dω) = νℓ(dωℓ|ω∆ℓ)νΛℓ (dω∆ℓ). (7.39)
Like in Lemma 4.1 and Corollary 4.2 one proves that the measure νℓ(·|ξ) obeys∫
Cβ
exp
{
λσ|ωℓ|2Cσ
β
+ κ|ωℓ|2L2
β
}
νℓ(dωℓ|ω∆ℓ) ≤ exp
{
C4.1 + ϑJ
∑
ℓ′
ǫℓℓ′ |ωℓ′ |2L2
β
}
,
where λσ, κ, and ϑ are as in (4.1), (4.4). Now we integrate both sides of this
inequality with respect to νΛℓ and get, c.f., (4.12), (4.13)
nperℓ (Λ)
def
= log
{∫
Ω
exp[λσ|ωℓ|2Cσ
β
+ κ|ωℓ|2L2
β
]πperΛ (dω)
}
≤ C4.7.
Then the estimate (7.37) is obtained in the same way as (4.16) was proven.
The relative Wα-compactness of {πperΛ }Λ∈Lper follows from (7.37) and the com-
pactness of the embeddings Ωα,σ →֒ Ωα′ , α < α′. The Wt-compactness is a
consequence of by Lemma 4.5. 
Lemma 7.14 Every Wt-accumulation point µper of the sequence {πperΛ }Λ∈Lper
is a Euclidean Gibbs measure of the low-reference model.
Proof: Let L ⊂ Lper be the subsequence along which {πperΛ }Λ∈L converges to
µper ∈ P(Ω t). Then {νΛℓ }Λ∈L converges to the projection of µper on B(Ω∆ℓ).
Employing the Feller property (Lemma 2.8) we pass in (7.39) to the limit along
this L and apply both its sides to a function f ∈ Cb(Ω t). This yields that
µper has the same one-point conditional distributions as the Euclidean Gibbs
measures of the reference model. But according to Theorem 1.33 of [36], page
23, every Gibbs measure is uniquely defined by its conditional distributions
corresponding to one-point sets Λ = {ℓ} only.  Now we are at a position to
prove that (7.32) holds if β > β∗. Given a box Λ, we introduce
PΛ(β) =
∫
Ω
∣∣∣∣∣ 1β|Λ|∑
ℓ∈Λ
∫ β
0
ωℓ(τ)dτ
∣∣∣∣∣
2
πperΛ (dω). (7.40)
For any ℓ, one can take the box Λ such that the Euclidean distance from this ℓ
to Λc be greater than 1. Then by Corollary 7.10 and Lemma 7.12 one gets∫
Ω
[ωℓ(0)]
2πperΛ (dω) ≥ K lowℓ (0, 0) ≥ t∗. (7.41)
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The infrared estimates based on the reflection positivity of the low-reference
model, together with the Bruch-Falk inequality4 and the estimate (7.41), lead
to the following bound
PΛ(β) ≥ t∗f(β/4mt∗)− θd/2βJ, (7.42)
which holds for any box Λ. By means of the Griffiths theorem, see [29], Theorem
1.1 and the corollaries, one can prove that
µper(ωℓ(0)) ≥ lim sup
Lper
√
PΛ(β). (7.43)
Therefore, the estimate (7.32) holds if the right-hand side of (7.43) is positive,
which can be ensured by taking β > β∗, see (3.26) and (3.27), (3.28).
7.6 Proof of Theorem 3.13
Now we make precise the parameter δ participating in the condition (2.41). In
what follows, we set δ = m∆2, where the parameter ∆ was defined by (3.32).
Then
Jˆ0 < Jˆα < m∆
2. (7.44)
Let us consider the examples following Assumption (B). If Jℓℓ′ obeys (2.42), the
values of α in question exist in view of
lim
α→0+
Jˆα = Jˆ0, (7.45)
which readily follows from (2.42), (2.43). If the weights are chosen as in (2.45),
one can use ε to ensure (7.44). Indeed, simple calculations yield
0 < Jˆ (ε)α − Jˆ0 ≤ εαdJˆ (1)α ,
where to indicate the dependence of Jˆα on ε we write Jˆ
(ε)
α . Thereby, we fix
α ∈ I and choose ε to obey ε < m∆2/αdJˆ (1)α .
Now let us turn to the proof of Theorem 3.13. By Corollary 7.8 it is enough
to prove the uniqueness for the up-reference model, which by Lemma 6.3 is
equivalent to
µup+ (ωℓ(0)) = 0, for all β > 0 and ℓ. (7.46)
Given Λ ⋐ L, we introduce the matrix (TΛℓℓ′)ℓ,ℓ′∈L as follows. We set T
Λ
ℓℓ′ = 0 if
either of ℓ, ℓ′ belongs to Λc. For ℓ, ℓ′ ∈ Λ,
TΛℓℓ′ =
∑
ℓ1∈Λ
Jℓℓ1
∫ β
0
πupΛ [ωℓ1(τ)ωℓ′ (τ
′) |0] dτ ′. (7.47)
By (2.15) the above integral is independent of τ .
4See Theorem VI.7.5, page 392 of [81] or Theorem 3.1 in [29]
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Lemma 7.15 If (3.33) is satisfied, there exists α ∈ I, such that for every
Λ ⋐ L, the matrix (TΛℓℓ′)ℓ,ℓ′∈L defines a bounded operator in the Banach space
l∞(wα).
Proof: The proof will be based on a generalization of the method used in [5]
for proving Lemma 4.7. For t ∈ [0, 1], let ̟(t)Λ ∈ P(ΩΛ)) be defined by (7.24)
with ∆ = Λ and each Vℓ(ωℓ(τ)) replaced by v([ωℓ(τ)]
2), where v is the same as
in (3.31). Then by (7.16)
̟
(0)
Λ =
∏
ℓ∈Λ
πupℓ (·|0), ̟(1)Λ = πupΛ (·|0), for any Λ ⋐ L. (7.48)
Thereby, we set
TΛℓℓ′(t) =
∑
ℓ1
Jℓℓ1
∫ β
0
̟
(t)
Λ [ωℓ1(τ)ωℓ′ (τ
′)] dτ ′ t ∈ [0, 1]. (7.49)
One can show that for every fixed ℓ, ℓ′, the above TΛℓℓ′(t) is differentiable on the
interval t ∈ (0, 1) and continuous at its endpoints where (see (7.27))
TΛℓℓ′(0) = Jℓℓ′K
up
ℓ′ ≤ Jℓℓ′/m∆2, TΛℓℓ′(1) = TΛℓℓ′. (7.50)
Computing the derivative we get
∂
∂t
TΛℓℓ′(t) =
1
2
∑
ℓ1,ℓ2,ℓ3
Jℓℓ1Jℓ2ℓ3
∫ β
0
∫ β
0
UΛℓℓ′ℓ2ℓ3(t, τ, τ
′, τ1, τ1)dτ
′dτ1(7.51)
+
∑
ℓ1
TΛℓℓ1(t)T
Λ
ℓ1ℓ′(t),
where UΛℓℓ′ℓ1ℓ2(t, τ, τ
′, τ1, τ1) is the Ursell function which obeys the estimate
(7.11) since the function v is convex. Hence, except for the trivial case Jℓℓ′ ≡ 0,
the first term in (7.51) is strictly negative. Let us consider the following Cauchy
problem
∂
∂t
Lℓℓ′(t) =
∑
ℓ1
Lℓℓ1(t)Lℓ1ℓ′(t), Lℓℓ′(0) = λJℓℓ′ , ℓ, ℓ
′ ∈ L, (7.52)
where λ ∈ (1/m∆2, 1/Jˆα), with α ∈ I chosen to obey (7.44). For such α, one
can solve the problem (7.52) in the space l∞(wα) (see Remark 2.4) and obtain
L(t) = λJ [I − λtJ ]−1 , ‖L(t)‖l∞(wα) ≤
λJˆα
1− λtJˆα
. (7.53)
where I is the identity operator. Now let us compare (7.51) and (7.52) con-
sidering the former expression as a differential equation subject to the initial
condition (7.50). Since the first term in (7.51) is negative, one can apply Theo-
rem V, page 65 of [88] and obtain TΛℓℓ′ < Lℓℓ′(1), which in view of (7.53) yields
the proof. 
8 UNIQUENESS AT NONZERO EXTERNAL FIELD 52
Proof of Theorem 3.13: For ℓ, ℓ0, Λ ⋐ L, such that ℓ ∈ Λ, and t ∈ [0, 1], we
set
ψΛ(t) =
∫
Ω
ωℓ(0)π
up
Λ (dω|tξℓ0), (7.54)
where ξℓ0 is the same as in (7.12). The function ψΛ is obviously differentiable
on the interval t ∈ (−1, 1) and continuous at its endpoints. Then
0 ≤ ψΛ(1) ≤ sup
t∈[0,1]
ψ′Λ(t). (7.55)
The derivative is
ψ′Λ(t) =
∑
ℓ1∈Λ, ℓ2∈Λc
Jℓℓ1
∫ β
0
πupΛ
[
ωℓ1(0)ωℓ2(τ)
∣∣tξℓ0 ] ηℓ2dτ, (7.56)
where the ‘external field’ ηℓ′ = [b log(1 + |ℓ′ − ℓ0|)]1/2 is positive at each site.
Thus, we may use (7.8) and obtain
ψ′Λ(t) ≤
∑
l′∈Λc
TΛℓℓ′ηℓ′ . (7.57)
By Assumption (B) (b), η ∈ l∞(wα) with any α > 0, then employing Lemma
7.15, the estimate (7.53) in particular, we conclude that the right-hand side of
(7.57) tends to zero as Λր L, which by (7.18) and (7.54), (7.55) yields (7.46).

8 Uniqueness at Nonzero External Field
In statistical mechanics phase transitions may be associated with nonanalyticity
of thermodynamic characteristics considered as functions of the external field
h. In special cases one can oversee at which values of h this nonanaliticity
can occur. The Lee-Yang theorem states that the only such value is h = 0;
hence, no phase transitions can occur at nonzero h. In the theory of classical
lattice models these arguments were applied in [60, 61, 62]. We refer also to
sections 4.5, 4.6 in [37] and sections IX.3 – IX.5 in [79] where applications of
such arguments in quantum field theory and classical statistical mechanics are
discussed.
In the case of lattice models with the single-spin space R the validity of
the Lee-Yang theorem depends on the properties of the anharmonic potentials.
For the polynomials V (x) = x4 + ax2, a ∈ R, the Lee-Yang theorem holds, see
e.g., Theorem IX.15 on page 342 in [79]. But no other examples of this kind
were known, see the discussion on page 71 in [37]. Below we give a sufficient
condition for the potentials V to have the corresponding property and discuss
some examples. Here we use the family FLaguerre defined by (3.35). We also
prove a number of lemmas, which allow us to apply the arguments based on the
Lee-Yang theorem to our quantum model and hence to prove Theorem 3.14.
Recall that the elements of FLaguerre can be continued to entire functions
ϕ : C→ C, which have no zeros outside of (−∞, 0].
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Definition 8.1 A probability measure ν on the real line is said to have the
Lee-Yang property if there exists ϕ ∈ FLaguerre such that∫
R
exp(xy)ν(dy) = ϕ(x2).
In [52], see also Theorem 2.3 in [56], the following fact was proven.
Proposition 8.2 Let the function u : R→ R be such that for a certain b ≥ 0,
its derivative obeys the condition b+u′ ∈ FLaguerre. Then the probability measure
ν(dy) = C exp[−u(y2)]dy, (8.1)
has the Lee-Yang property.
This statement gives a sufficient condition, the lack of which was mentioned
on page 71 of [37]. The example of a polynomial given there for which the
corresponding classical models undergo phase transitions at nonzero h, in our
notations is u(t) = t3 − 2t2 + (α + 1)t, α > 0. It certainly does not meet the
condition of Proposition 8.2. Turning to the model described by Theorem 3.14
we note that, for v(t) = t3+ b(2)t2+ b(1)t, the function u(t) = v(t) + at/2 obeys
the conditions of Proposition 8.2 if and only if b(2) ≥ 0 and b(1)+a/2 ≤ [b(2)]2/3.
Therefore, according to Theorem 3.14 we have |Gt| = 1 at h 6= 0 and 2b(1)+a <
0, b(2) ≥ 0. On the other hand, for this model, by Theorem 3.12 one has a phase
transition at h = 0 and the same coefficients of v.
Set
f(h2) =
∫
Rn
exp
h n∑
i=1
xi +
n∑
i,j=1
Mijxixj
 n∏
i=1
ν(dxi), h ∈ R. (8.2)
By Theorem 3.2 of [63], we have the following
Proposition 8.3 If in (8.2) Mij ≥ 0 for all i, j = 1, . . . , n, and the measure ν
is as in Proposition 8.2, then the function f , if exists, belongs to FLaguerre. It
certainly exists if u′ is not constant.
Now let the potential V obey the conditions of Theorem 3.14. Recall that pΛ(h)
stands for the pressure (3.13) with ξ = 0. Define
ϕΛ(h
2) = pΛ(h), h ∈ R. (8.3)
Lemma 8.4 If V obeys the conditions of Theorem 3.14, the function exp (|Λ|ϕΛ)
belongs to FLaguerre.
Proof: With the help of the lattice approximation technique the function
exp (|Λ|ϕΛ) may be approximated by fN , N ∈ N, having the form (8.2) with
the measures ν having of the form (8.1) with u(t) = v(t) + at/2, v is as in
REFERENCES 54
(3.36), and non-negative Mij (see Theorem 5.2 in [4]). For every h ∈ R,
fN(h
2) → exp (|Λ|ϕΛ(h2)) as N → +∞. The entire functions fN are ridge,
with the ridge being [0,+∞). For sequences of such functions, their point-wise
convergence on the ridge implies via the Vitali theorem (see e.g., [79]) the uni-
form convergence on compact subsets of C, which yields the property stated
(for more details, see [53, 57]). 
Proof of Theorem 3.14: By Lemma 8.4, for every Λ ⋐ L, pΛ(h) can be
extended to a function of h ∈ C, holomorphic in the right and left open half-
planes. By standard arguments, see e.g., Lemma 39, page 34 of [53], and Lemma
6.4 it follows that the limit of such extensions p(h) is holomorphic in certain
subsets of those half-planes containing the real line, except possibly for the point
h = 0. Therefore, p(h) is differentiable at each h 6= 0. Then the proof of the
theorem follows from Corollary 3.11. 
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