We give an efficient deterministic algorithm which extracts Ω´n 2γ µ almost-random bits from sources where n 
Introduction
Our work is motivated by two different areas: randomness extractors and cryptography. We begin by discussing the cryptographic setting.
Motivation From Cryptography
An important cryptographic question is how much information an adversary can obtain about a secret string before the adversary learns too much. The class of mappings known as All-Or-Nothing Transforms (AONT), introduced by Rivest [26] , address this issue. An AONT is an efficient randomized mapping which is easy to invert given the entire output, but is hard to invert given only most of the output. Thus the adversary would have to see almost the entire output of the AONT to get any information about the input. Various important applications of the AONT have been discovered, such as the previously alluded to application of protecting against almost complete exposure of secret keys [9] , and increasing the efficiency of block ciphers [23, 17, 5] .
Boyko used the Random-Oracle model to give the first formalizations and constructions of the AONT [8] . The first constructions in the standard computational model were given in [9] . For their construction, they introduced a new, related, primitive known as an Exposure-Resilient Function (ERF). An ERF is an efficiently computable deterministic function where the output looks random even if the adversary obtains almost all of the bits of the random input. They then reduced the task of constructing an AONT to constructing an equivalent ERF. This work was extended in [13] to the adaptive setting, where the adversary can decide which bits to look at based on the bits he has already seen. This setting is applicable to the problem of partial key exposure. In this case, it is conceivable that the adversary could choose which bits of the key to obtain based on the bits he already has. An important idea used in both [9] and [13] is that we can construct ERF's in the computational setting by first constructing ERF's in the statistical setting and then applying a pseudorandom generator to the output. This allows us to get longer output lengths, which is useful for applications. Because of this observation, we can restrict our attention to constructing ERF's in the statistical setting, where the output must be statistically close to the uniform distribution. However, though [13] gives a probabilistic construction of adaptive statistical ERF's, the problem of giving an explicit construction was left open (see also [12] ).
We address this problem by giving an explicit construction of efficient adaptive ERF's in the statistical setting, which in turn gives an explicit construction of adaptive AONT's. Our construction actually gives a stronger function, known as an almost-perfect resilient function (APRF), introduced in [19] . An APRF is like an ERF, except it works for even the case where the adversary can fix some bits of the input instead of merely looking at them. The APRF we construct will also be an adaptive ERF [13] .
The idea of resilient functions was first introduced in [10] , in which they considered the case of exactly uniform output. They proved that at least n 3 random bits are needed to extract even two bits from an input of length n. Friedman generalized this result to obtain bounds on the number of random bits needed for longer outputs [14] . The large amount of randomness needed to obtain exactly uniform resilient functions led to the consideration of relaxing this restriction to allow for almost uniform output. The idea of APRF's come from this type of relaxation [19] . However, even then, the previous constructions for APRF's still required that at least half of the bits be random [19, 4] . We are able to improve on these constructions by outputting Ω´n 2γ µ bits when the input has at least n 1 2 ·γ random bits.
Motivation From Randomness Extractors
Another related question comes from the study of extracting randomness from a distribution. The problem is to transform the randomness in a source into a more usable form by applying a function to the source so that the output is close to uniform. For certain natural notions of such random sources, it has been shown that it is impossible to devise a single function which extracts even one bit of randomness [28] . One way to combat this problem is to allow the use of a small number of uniformly random bits as a catalyst in addition to the bits from the weak random source. Objects constructed in this manner, known as extractors [24] , have been shown to extract almost all of the randomness from general weak random sources (see [29] for a recent survey).
However, we would like to eliminate the need for the random catalyst by restricting the class of weak random sources for which we need our function to work. Following the lead of Trevisan and Vadhan [30] , we call such functions deterministic extractors for the given class of sources. We can view the APRF we construct as a deterministic extractor for the class of random sources where most of the bits are fixed and the rest are then chosen randomly, which are known as oblivious bit-fixing sources [10, 11] . Our construction also yields even better deterministic extractors for what we call d-ary symbol-fixing sources, where the fixed values are not bits but instead are taken from a d symbol alphabet. For d 2, give a function which extracts a constant fraction of the randomness from such sources.
Another interesting related class of sources for which deterministic extraction is possible are non-oblivious bitfixing sources [3, 18] . In such sources, the fixed bits can depend on the random bits chosen. This problem was originally studied in the context of collective coin flipping [3] , which can be viewed as extraction of a single bit. For the single bit case, nearly optimal lower [18] and upper [2] bounds are known, though the upper bound is not completely constructive. However, little attention has previously been given to generalizing these results to the case of multiple output bits. We give bounds for this case.
Our Results
Our construction for oblivious bit-fixing sources has two parts. The second part involves taking a walk on an expander graph, while the first part involves converting the input into the steps for the expander walk. Similar types of random walks have been used in previous pseudorandomness constructions [1, 11, 16] .
The second part of our construction involves taking a random walk on a d-regular expander graph, with some fixed steps, and taking the vertex label of the end vertex as our output. Even though we allow some of the steps to be fixed by an adversary, we can show that these steps will not hurt us, and that the walk behaves essentially like a random walk on the random steps only. Because of the rapid mixing properties of expanders, this output will be close to uniform. For d-ary symbol-fixing sources with d 2, we can directly use the symbols as our random steps. For oblivious bit-fixing sources, our only randomness is in terms of bits and d 2 for any expander graph, so we need some way to convert the randomness of our input into a suitable form.
This brings us to the first part of our construction, which essentially converts an oblivious bit-fixing source into a symbol-fixing source. Begin by dividing up the input into blocks of bits. For each block, take a random walk on the d-cycle to get a single step on the expander graph. Enough of the blocks will have enough random bits so that enough steps on the expander graph are almost random. We show that the fact that the steps are only almost random will not impact the convergence time too much. We note that the symbols in the output source have constant error, so we can't just add the errors from the almost random steps since they are too large.
For non-oblivious bit-fixing sources, let n k be the number of fixed bits. We show that at most n bits can be extracted from such a source. This is likely to be nearly optimal, as it almost corresponds to applying known single bit functions to blocks of the input. Our argument makes use of a generalization of the edge isoperimetric inequality on the cube.
Preliminaries
For ease of notation, we sometimes assign non-integer values to integer variables when we mean to round off the values. It is easy to observe that any errors introduced in this manner do not effect our results.
We frequently write our definitions in terms of a single function f , though we really mean f to represent a family of functions over all input lengths, so asymptotic notions make sense.
Probability Definitions
We need some standard definitions for probability distributions. First, we express our probability distributions as probability vectors p ṕ 1 p n µ with ∑ i p i 1. Unless otherwise stated, π represents the uniform probability vector (of the appropriate length). The variation (statistical) distance p q between two distributions with probability vectors p and q is half the 1 A source is a family of probability distributions (a probability ensemble). For ease of notation, we usually refer to a source as a single probability distribution.
Exposure-Resilient Cryptography Definitions
There are a few different types of resilient functions that we define, taken from [13] , each of which involve making the output look random given an adversary with certain abilities. For all of these definitions, f is a polynomial time computable function f : 0 1 n 0 1 m . Also, there is a computationally unbounded adversary A that has to distinguish the output of f from a uniformly random string
A function ε´nµ is said to be negligible if ε´nµ O´1 n c µ for all constants c. We say that an ensemble of probability vectors p n is statistically indistinguishable from the uniform distribution if p n π n ε´nµ for some function ε´nµ that is negligible in n.
Definition 2.1. An adaptive k-ERF is a function f where,
for a random input r, when A can adaptively read all of r except for k bits, Pr A r´f´r µµ 1 Pr A r´R µ 1 ε´nµ for some negligible function ε´nµ.
Definition 2.2. A k k´nµ statistical resilient function (RF) is a function f where if any n k bits of the input r are fixed, and then the remaining k bits are chosen uniformly at random, the corresponding output distribution f´rµ is indistinguishable from uniform.

Definition 2.3. A k k´nµ almost-perfect RF (APRF) is a function f where, for any setting of n k bits of the input r to any fixed values, the probability vector p of the output f´rµ over the random choices for the k remaining bits satisfies p i 2 m
2 m ε´nµ for all i and for some negligible function ε´nµ.
Our goal is to construct adaptive ERF's. The following results from [13] show that statistical RF's are not adequate for this task, while APRF's are. So we restrict our attention to finding explicit constructions of APRF's. Lemma 2.1. There are functions which are statistical RF but not adaptive ERF.
Theorem 1. [13] If f is a k-APRF, then f is an adaptive k-ERF.
A related notion is that of the all-or-nothing transform (AONT), introduced by Rivest [26] . In [13] , this idea was extended to adaptive adversaries. Note that the output of the AONT has two parts. We call the first part of the output the secret part and the second part of the output the public part. 
The following lemma from [13] relates adaptive k-ERF's to adaptive k-AONT's, and shows that our construction gives adaptive k-AONT's. 
Extractor Definitions
Trevisan and Vadhan studied what would happen if you removed the random catalyst from ordinary extractors, and they called such functions deterministic extractors [30] . Deterministic extractors for general weak sources are impossible, and they're even impossible for semi-random sources [28] . However, if we restrict our attention to certain classes of weak sources, then the problem becomes tractable. The following definition of a deterministic extractor is taken from [12] , which is implicit in the definitions of [30] . The sets of sources we use are the sets of oblivious bitfixing [10, 11] , symbol-fixing, and non-oblivious bit-fixing sources [3] . Oblivious bit-fixing sources are the easiest to handle, since the fixed bits do not depend on the random bits. Non-oblivious bit-fixing sources are more difficult to handle, since the fixed bits can depend on the random bits. Definition 2.8. An´n kµ non-oblivious bit-fixing source X is a source with n bits, of which k are chosen uniformly at random and then the remaining n k bits are chosen, possibly depending on the random bits.
We will need a slightly weaker notion of symbol-fixing sources when converting bit-fixing sources to symbol-fixing sources.
Definition 2.9. An´n k d εµ approximate oblivious symbol-fixing (approx-SF) source X is a source with n symbols independently chosen from d , of which k have distributions within an 2 distance of ε of uniform.
Our construction yields an ε-extractor for the set of n n 1 2 ·γ µ oblivious bit-fixing sources, and for every d 2, yields ε-extractors for´n k dµ SF sources.
The following lemma shows that any extractor for oblivious bit-fixing sources with small enough error is also an APRF. We use this lemma to show that the extractor we construct is also an APRF. Proof. Since f is an extractor, the total variation distance from uniform of the output of f when n k bits of the input are fixed is within 2 m ε´nµ. Thus the distance of any possible output from uniform must also be within 2 m ε´nµ, and the APRF property is satisfied.
Graph Definitions
We define some standard notions used when studying random walks on graphs. Transition matrices indicate the probability of following any edge in a random walk. A (general) transition matrix P for a graph G V Eµ with n vertices is an n ¢ n matrix with entries p i j 0 if´i jµ ¾ E and p i j 0 otherwise, and ∑ n j 1 p i j 1 for all rows i. The uniform transition matrix P of a d-regular graph G V Eµ has all non-zero entries equal to 1 d. The way to view these definitions is that the probability of choosing edge´i jµ if we are currently at vertex i corresponds to p i j . The stationary probability vector π for a random walk with transition matrix P is the vector such that πP π, and is well defined for connected graphs. In the cases we look at, π corresponds to the uniform distribution on the vertices.
For each random walk, the input is a string of values, each of which can take on any value in d , where d is the degree of the graph. A directed edge´u vµ is labeled i if u vµ is the edge taken when the random walk is at u and receives input value i.
One property that we need in our graphs is that the error shouldn't accumulate in any of the vertices. In order for our graphs to have this property, we require that no vertex has two incoming edges with the same label. Such a graph is said to be consistently labeled. All of our results apply only to consistently labeled graphs.
An expander graph is a graph that has low degree, but is well connected, so that random walks on expanders converge quickly to the uniform distribution. For a given matrix P, let λ´Pµ denote the second largest eigenvalue in absolute value. Here we define expanders in terms of λ´Pµ. We will need all of our expander graphs that we use to be efficiently constructible, that is, we should find the neighbors of any vertex in polynomial time in the length of the vertex label. There are various constructions which give infinite families of constant-degree consistently labeled expander graphs which are efficiently computable, see e.g. [15] , [22] , [21] , and [25] . Though these constructions don't work for every degree, we can always get an expander for a given degree by an appropriate number of self loops to an existing expander. It is easy to see that doing so maintains the eigenvalue separation. We also should note that there are expander constructions which work for degrees as small as 3.
Constructing Extractors for SF Sources
In this section, we show how to construct deterministic extractors for SF sources, which we will then build upon in the next section to extract from oblivious bit-fixing sources. We prove the following theorem to show that we can extract a constant fraction of the randomness from such sources. The extractor works by taking a walk on an expander with 2 m vertices starting at a fixed vertex and using the input symbols as steps. The output is the label of the final vertex.
In an ordinary random walk, each step is uniformly chosen from each of the outgoing edges. If the edges are not uniformly chosen, but instead are only almost uniformly chosen, the transition matrix will be modified and there will be some amount of error. We can separate out the error terms by dividing up our new transition matrix P ¼ into the uniform transition matrix P and an error matrix E´ε dµ, which is defined as follows. In particular, this definition captures the error when using approx-SF sources for the walk. We will want to calculate the distance between the current probability distribution of the random walk and the uniform distribution. An important fact is that, for uniform random walks, this distance can be bounded in terms of λ´Pµ. So if we start such a walk with distribution p π · v, then after t steps the distance from uniform is at most λ´Pµ t v (see e.g. [20] ). For slightly non-uniform random walks, we can modify this bound slightly to get the following lemma. 
Note that in the case of a random walk with no error the previous lemma becomes the standard distance bound.
Proof. Because π is uniform and because each of the columns of E´ε dµ sum to 0 by definition, πE´ε dµ 0. Thus πP ¼ πP · πE´ε dµ π by the above observation combined with the stationarity of π with respect to P. Thus P ¼ has stationary distribution π. 
where the first inequality is simply from the definition, and noting that we only need to sum over all non-zero e i j . The second inequality follows from the Cauchy-Schwarz inequality. The third inequality follows from the fact that the sum of the square of the errors e 2 i j over any column is at most ε 2 . The final inequality comes from the fact that e i j 0 for only those pairs i j corresponding to an edge in G, so we add one v 2 i to the sum for each edge adjacent to i, of which there are exactly d.
Putting everything together we get the desired bound on pP ¼ π .
In our case, most of the steps in our random walks will be either fixed or not have enough randomness in them. We would like to show that these steps do not take us further from the uniform distribution than we already are. First we observe that since any step chosen according to a symbol from a d-ary source is a convex combination of permutations, the steps in our random walk don't increase the distance from uniform.
Lemma 3.2. Let P be a transition matrix for a step chosen according to a symbol X j from a d-ary source X. Then P is a convex combination of permutation matrices and for any probability vector p v · π, πP P and pP π v
Proof. First we show that P is a convex combination of permutation matrices. Every possible value from i ¾ d for x gives a permutation matrix P i . If X j is distributed with prob-
, which is a convex combination of permutation matrices.
Then note that since any permutation of π is still uniform, we have πP i π and thus πP P. This gives us pP π vP . We bound vP by the triangle inequality as vP
where the second inequality follows from the fact that since P i is a permutation, vP i v .
The previous two lemmas dealt with the cases where a step in a walk was almost random and where a step was not random enough. The following key lemma puts together the results of the previous lemmas to deal with the case where some of the steps are almost random and the rest are not. When applied to the expander random walk of our extractor, this lemma proves Theorem 2. 
This lemma tells us that as long as the random walk has enough almost random steps, it will converge to the uniform distribution rather quickly. Note that this lemma also applies to ordinary´n k dµ SF sources since they are just n k d 0µ approx-SF sources.
Proof. Let P i be the transition matrix of the random walk at the i'th step. By Lemma 3.2 P i is a convex combination of permutation matrices and πP i π. This gives us π ∏
Let v j be the non-uniform part of the probability vector after the jth step, so v j ∏ j i 1 P i . Then v j v j 1 P j , where v 0 v. For k of the steps, the symbols are within an 2 distance of uniform, which implies that P j P·E j´ε dµ for these steps. Since G is consistently labeled, the sum of each column of E j´ε dµ is equal to 0, so E j´ε dµ is indeed an error matrix. So for these steps, by Lemma 3.1, v j 1 P j ´λ´Pµ · ε Ô dµ v j 1 . For the other steps, we still have by Lemma 3.2 that v j 1 P j v j 1 . So for k steps the 2 norm is reduced while for the rest of the steps it, at worst, remains the same. Thus
Now apply the bound relating the 2 norm and variation distance and v 1.
There is one slight difficulty, since we may want to use a family of expander graphs which includes graphs that don't have exactly 2 m vertices. This difficulty can be overcome by outputting the result of the random walk on a much larger graph modulo 2 m . The following lemma shows that doing so has little impact on the error. 
From SF Sources to Oblivious Bit-Fixing Sources
Now we show how to extend our results for SF sources to oblivious bit-fixing sources. We are given a sequence of random bits, some number of which are random and some of which are fixed. Our construction first divides the bits up into blocks so that some of the blocks are guaranteed to have "enough" random bits. Using a Markov like argument, we can quantify how many "good" blocks we are going to have, as shown in the following lemma.
Lemma 4.1. Suppose we have n bits from an´n kµ oblivious bit-fixing source, where k δn. For any partition of the n bits into δn 2t blocks of size 2t δ, the number r of blocks with at least t random bits satisfies r
Proof. We know that in the r blocks with at least t random bits there are at most 2t δ random bits. In the remaining blocks there are less than t random bits. Combining these two facts we get that the total number of random bits k 2rt δ · t´´nδ 2tµ rµ, which after a simple calculation gives the desired result.
In our construction, we start by applying Lemma 3.3 to our degree 2 walks on the d-cycle for each of the blocks. Combining this result with Lemma 4.1, we can show that enough of the blocks mix to within ε ¼ of the uniform distribution, for some ε ¼ . This process gives us an approx-SF source. Proof. Divide the input r up into δn 2t blocks of size 2t δ. Then we take a random walk on a d cycle using the bits from each block and output the vertex label of the end vertex for each walk. These vertex labels are the symbols for our approx-SF source. We call a block good if this random walk reaches within an 2 distance of ε from uniform, which means the corresponding symbol is good for our source. By Lemma 3.3 and the fact that the d-cycle has λ´Pµ cos´π dµ, the 2 distance from uniform if there are at least t random bits in the block is at most´cos´π dµµ t ε, which means all such blocks are good. Then by Lemma 4.1, the number of good blocks r satisfies r δ 2 n 4t . Thus the output source is an approx-SF source with the appropriate parameters.
The symbols from the approx-SF source then correspond to our almost random steps in the expander graph, so we can apply Lemma 3.3 to the expander walk to get that the final distribution is close to uniform.
Though we state the following theorem for general values of δ, we have in mind the case δn n Ô nµ, we can take f to be the parity function, since in this case outputting a single bit is enough. Otherwise, let G be a d-regular expander graph on 2 m vertices with uniform transition matrix P.
Then use the procedure in Lemma 4.2 to convert the´n δnµ oblivious bitfixing source to a´δ n 2t
Now we use the approx-SF source to take a random walk on G. We take the label of the final vertex of the walk on G as the output f´rµ. Then we can apply Lemma 3.3, which gives that the variation distance from uniform of f´rµ is at most
We want this to be at most ε 2 cm , so setting m bδ 2 n for some constant b 0 and taking the logarithm, we get
The left hand side of this inequality is just some positive constant, so for any given value of c we can select b so that the inequality is satisfied. These constants give the desired output length and the desired error ε.
Since there are a linear number of expander steps and there exist expanders which take a constant number of arithmetic operations per step, f is computable in a linear number of arithmetic operations on m bits. Note that in the last proof we only needed a bound on the 2 distance, which from the proof of Lemma 3.3 is tighter than the bound on the variation distance. However, this change only affects the constants.
Extracting From Non-Oblivious Bit-Fixing Sources
In this section, we switch our focus to non-oblivious bitfixing sources, where the fixed bits can depend on the random bits. We give upper and lower bounds for extracting from such sources.
Previous bounds on non-oblivious bit-fixing sources have been defined in terms of the "influence" of variables on a function [3] . The influence of a set of variables S on a function f , denoted I f´S µ, is the probability that if the variables not in S are chosen randomly, the function remains undetermined. We show that the influence of a function is related to the variation distance. Proof. Let X be an´n n µ non-oblivious bit-fixing source with set of fixed variables S. Then for all but an ε fraction of the choices for the random bits in X, f has the same distribution regardless of whether the rest of the bits are chosen according to X or according to U n . Thus the variation distance is at most ε. Proof. View the possible outputs as vertices of a hypergraph on 2 m vertices. For each possibility for the n random bits for which the output is undetermined, place a hyperedge among all of the possible outputs of f . Eliminate all of the vertices with no edges. Now divide all of the remaining vertices at random into two sets of equal size A and B. The expected number of hyperedges in the cut between A and B is at least half the total number of hyperedges, so there exists a pair of sets with at least this many hyperedges. Consider such A and B, and look at only the hyperedges in the cut. Consider two sources where all of the probabilities in these hyperedges are assigned to A and B, respectively. Since these hyperedges have total probability at least ε 2, these sources will differ by at least ε 2. Thus at least one of them will differ by at least ε 4 from the uniform distribution.
We now give a construction for an extractor for nonoblivious bit-fixing sources. First, we show that we can construct such an extractor from any boolean function with small influence. Proof. By Lemma 5.1 we need to find a function f which has I f´S µ ε for all sets S of ´n m εµ variables. Divide the input into m blocks of size s n m. Fix a set S. Let i be the number of bits in S in block i and set ε i i r´sµ. Now apply g to each block. The influence for each output bit is then at most ε i . Now we note that since the random bits for each of these functions are chosen independently, the total influence is at most the sum of the influences for each of these boolean functions. Thus, since
We can apply this lemma to the iterated majority function of Ben-Or and Linial. Ajtai and Linial [2] give hope for improvement, because their functions allow Ω´n log 2 nµ fixed bits. However, their construction is non-explicit, and a bound like that in Lemma 5.3 is only known to hold for ε 1 polylog´nµ [27] . Now we show that at most n bits can be extracted from non-oblivious bit-fixing sources. To do so, we generalize the edge-isoperimetric bound from [3] . Proof. View all 2 n possible inputs as vertices of the n dimensional cube. Color the vertices of the cube with 2 m colors, where the color of x corresponds to f´xµ. Now for each possible set S of size and setting of the remaining n random variables, there is a corresponding subcube of dimension in the cube. Note that f is undetermined over such a subcube if and only if the subcube is not monochromatic. So the average influence over all possible S is the probability that a randomly chosen dimensional subcube is not monochromatic. We divide the set of colors into two classes, those with at most 2 n m·1 vertices and those with more, which we call "small" and "large". Let t be the number of large colors. Each of these t colors contributes at least 2 m to the error ε of f with uniform input, so t ε2 m . Since the distance from uniform is at most ε, the total number of vertices with large colors is at most ε2 n · t2 n m 2ε2 n . The probability that a subcube is monochromatic for a large color is at most the probability that the subcube lies completely within this set of vertices, which is at most the probability that any given vertex in the subcube is in this set. Thus, the probability that a subcube is monochromatic for a large color is at most 2ε.
Each small color has at most 2 n m·1 vertices. By a generalization of the edge-isoperimetric inequality, the set of vertices of size 2 n m·1 with the most monochromatic subcubes of dimension corresponds to a subcube of dimension n m · 1 [7, 6] . This larger subcube contains n m·1 ¡ 2 n m·1 subcubes of dimension . Since there are at most 2 m small colors, the total number of monochromatic subcubes with small colors is at most 2 n·1 n m·1 ¡ . Since there are 2 n n ¡ subcubes total, the probability of a randomly chosen subcube being monochromatic for a small color is at most 2´n Note that due to the tightness of the isoperimetric bounds, this bound is essentially the best that can be achieved using an averaging argument. 
Open Questions
There remains some work to be done in order to get truly optimal deterministic extractors for oblivious bitfixing sources. Though we can get nearly optimal results for the d-ary case, for d 2, we lose a factor of δ in the binary case because of the need to take the random walks on the cycle. Ideally, we would like to improve the output length from Ω´δ 2 nµ to Ω´δnµ, to match the number of random bits in the input.
For non-oblivious bit-fixing sources, there also remains more work to be done. It would be nice to eliminate some of the difference between the lower and upper bounds. For the single bit case, Kahn, Kalai, and Linial [18] give a lower bound that improves upon the edge isoperimetric bound by a factor of log n using a harmonic analysis argument. Perhaps similar techniques could be applied to the general case of many output bits. Also, we could get better extractors if we could modify the construction of Ajtai and Linial [2] to work for smaller error and to be made explicit.
Another interesting future direction would be to identify additional classes of sources that have deterministic extractors. One interesting possibility is the set of affine sources, where k bits are chosen uniformly at random and the n bits of the source are affine combinations of these bits. Affine sources are a special case of non-oblivious bitfixing sources, so our constructions apply to affine sources as well. Other methods allow us to extract when k n 2, but it would be interesting to construct extractors for affine sources that work for k n 2, which we know exist by a probabilistic argument.
