In this paper, we study the existence of stationary solutions to the Vlasov-PoissonBoltzmann system when the background density function tends to a positive constant with a very mild decay rate as |x| → ∞. In fact, the stationary Vlasov-PoissonBoltzmann system can be written into an elliptic equation with exponential nonlinearity. Under the assumption on the decay rate being (ln(e + |x|)) −α for some α > 0, it is shown that this elliptic equation has a unique solution. This result generalizes the previous work [9] where the decay rate (1 + |x|) − 1 2 is assumed.
Introduction
The Vlasov-Poisson-Boltzmann system which describes the charged dilute particles (e.g., electron) in the absence of a magnetic field can be written as
Here f = f (x, v, t) is the distribution function for particles at time t ≥ 0 and spatial position x = (x 1 , x 2 , x 3 ) ∈ R 3 with velocity v = (v 1 , v 2 , v 3 ) ∈ R 3 . φ = φ(x, t) is the self-consistent electric potential governed by the Poisson equation. Here, ρ 0 (x) > 0 is the given background density function. As usual, the Boltzmann collision operator Q(f, f ) takes the form:
where
which are the relations between velocities before and after the elastic collision. That is,
In this paper, we are going to prove the existence of stationary solutions to the VlasovPoisson-Boltzmann system (1.1). Thus, similar to [4, 7, 8] , we look for steady solutions in the form of:
Here, Φ(x) is to be determined and M (v) is a global Maxwellian distribution with zero bulk velocity, i.e.,
whereρ,θ and R are positive constants. Without loss of generality, we let R = 1. By substituting (1.3) and (1.4) into (1.1) and using the basic property
we have the following nonlinear elliptic equation for Φ(x):
In the following discussion, we assume that Φ(x) vanishes at infinity, i.e.,
Under this formulation, the existence of a smooth function Φ(x) to (1.5) and (1.6) is equivalent to the existence of a stationary solution with zero bulk velocity to the VlasovPoisson-Boltzmann system. Thus, we will concentrate on the problem (1.5) and (1.6) in the following discussion. For the existence of solutions to the problem (1.5) and (1.6), the previous work in [9] gave an affirmative answer when the background density ρ 0 (x) tends to a positive constant stateρ with the decay rate (1 + |x|) −1/2 . The main result in this paper is to show that under a weaker decay rate assumption, the existence and the uniqueness of the solution to the problem (1.5) and (1.6) still hold. In fact, as long as ρ 0 (x) has a decay rate as (ln(e + |x|)) −α , where α is some positive constant, the elliptic equation (1.5) has a solution satisfying (1.6) .
In what follows, for simplicity, we suppose that M (v) is the normalized global Maxwellian distribution:
so that the problem (1.5) with (1.6) becomes
The main result in this paper can be stated as follows.
where C and α are some positive constants. The problem (1.8) has a unique smooth solution 
There are a lot of studies on the mathematical theory of the Vlasov-Poisson-Boltzmann system. For example, when there is no background charge, i.e. ρ 0 (x) ≡ 0, the large time behavior of weak solutions was studied in [5] . Global existence of DiPerna-Lions' renornmalized solutions with arbitrary amplitude to the initial boundary value problem was obtained in [11] , and the global existence of classical solutions with small amplitude for the Cauchy problem was given in [10] . When the background density ρ 0 (x) is a positive constant, the existence of global solutions around a global Maxwellian distribution function was proved in [12, 13] .
For more general background charge ρ 0 (x), the authors in [1] studied this system in a bounded domain with the incoming boundary condition and proved the convergence of the solution to a unique stationary solution as the time goes to infinity by using the relativeentropy method. We expect that the result in this paper can be used to investigate the stability of stationary solutions in the general setting.
The rest of the paper is arranged as follows. In the next section, we will present the main ideas in proving Theorem 1.1 by showing some preliminary lemmas. The existence and uniqueness of the solution to the problem (1.8) will be given in the last section.
Preliminaries
In this section, we first reformulate the problem (1.8) and then give some basic lemmas for later use. For this, set u(x) = −Φ(x) and ρ 0 (x) = 1 + η(x). Then the problem (1.8)
where the positive constant A will be chosen later. To apply the method of lower and upper solutions, we rewrite (2.1) into a linear equation by considering a solution operator
Here,u is viewed as a given function in the equation for Lu. The rest of the paper is to show that under some conditions, there exists a functionŪ such that LŪ =Ū . With these notations, it is straightforward to prove the following lemma. We omit its proof for brevity. (
1) g is a strictly increasing smooth function on
(2) For any x ∈ R,
(3) L has the explicit expression:
Notice that if u is a fixed point of L defined in (2.3), then u is a smooth solution to the problem (2.1). Here the smoothness of u comes directly from the elliptic property of L as long as u ∈ L 1 loc (R 3 ). Therefore, by Lemma 2.1, the solution to the problem (2.1) can be obtained by using the following iteration process similar to [9] . Suppose that there exist functions U and W satisfying
and
for all positive integers n. By the monotone convergence theorem, L n U converges to some functionŪ as n tends to ∞. Thus, the dominated convergence theorem yields
which implies thatŪ is a solution to (2.1). Hence, it remains only to show that there are functions U and W satisfying (2.5) and (2.6). For this, we give the following definition.
Definition 2.2. The functions U and W satisfying conditions (2.5) and (2.6) are called a subsolution and a supersolution to the problem (2.1) respectively.
The construction of a subsolution U and a supsolution W to the nonlinear elliptic equation (2.1) is left to the next section. Here, we present a lemma on the property of the operator ( − A 2 ).
Denote
with
Since the positive parameter α in the decay rate (ln(e + |x|)) −α can be arbitrary, it is equivalent to use the decay rate in the form of σ −B in the following discussion. Here, B is a positive constant. Notice that the function σ −B is differentiable at x = 0 with its first order derivatives equal to zero. In particular, when 0 < B < 1/2, we have
Lemma 2.4. For any constant B > 0, we have
Proof. For any constant B > 0, direct calculation yields
where a(r) is given by (2.10). Furthermore, the expression of a(r) directly implies that for B ∈ (0, 1/2),
To obtain the inequality on the right hand side of (2.11), we define two functions a 1 (r) and a 2 (r) by a 1 (r) = 4B(B + 1)r 2 − 6Bσ − 2Br 2 σ, and a 2 (r) = 4B(2B − 1) + 4B(2B + 1 − σ)r 2 − 4Bσ.
Since a(r) = σ −2 (1 + r 2 ) 2 a 1 (r), a 1 (r) = r 1 + r 2 a 2 (r), (2.13) and σ ≥ 1, for 0 < B < 1/2, we have
Thus, a 2 (r) ≤ a 2 (0) < 0 which in turn implies that a 1 (r) < 0. Finally, a 1 (r) ≤ a 1 (0) = −6B and then
which completes the proof of the lemma.
Subsolution and supersolution
The subsolution and supersolution to the problem (2.1) can be constructed under the following assumption on the decay rate of η(x) when x tends to infinity.
The main assumption on the global existence of solutions to the problem (1.5) and (1.6) is (M). There exist positive constants C and B such that
In the following discussion, without loss of generality, we assume that 0 < B < 1/2. Firstly, we formally define a subsolution U by
and a supersolution W by
In the following lemmas, we will show that both U and W given in (3.2)-(3.3) are welldefined. Furthermore, we will show that by appropriately choosing the parameters A, D 1 and D 2 , the functions U and W satisfy the conditions (2.5) and (2.6).
Lemma 3.1. Under the condition (M), if
D 1 ≥ C, A ≥ max exp D 1 2 + 1 , 6BD 1 + C ,(3.
4) then we have (1) U given in (3.2) is well-defined so that
Proof. Since η(x) ≤ C from (3.1), by using Lemma 2.4, we have
where we have used ln
By the definition (3.2) for U , we have
On the other hand, Lemma 2.4 implies that
By the definition of L and the uniqueness of the solution to (2.3), we have
Finally, we prove LU ≥ U as follows. Firstly, (3.4) implies that ln A 2 ≥ D 1 which gives
Thus, LU and U are in the domain where g is increasing. Therefore, to show that U ≤ LU is equivalent to prove
Since Lemma 2.1 implies that
where we have used (3.4) and Lemma 2.4 in the last inequality. Hence, (3.7) holds and this completes the proof of Lemma 3.1.
The following lemma is about the supersolution W .
Lemma 3.2. Under the condition (M), by choosing
Proof. Similar to the proof of (3.5), we have
It is then straightforward to check that − ln A 2 ≤ U ≤ W and when |x| → ∞,
To prove LW ≤ W , similar to (3.6), we first notice that
By the monotonicity of L and Lemma 3.1, we have
Hence, both LW and W are in the domain where g is increasing. Thus, it suffices to show that
From (3.3) and (3.10), (3.11) is equivalent to
Notice that 
