The Wittrick-Williams (WW) algorithm was developed over 30 years ago and has been applied with increasing sophistication to problems in structural mechanics ever since. Much wider applications, to any field requiring eigenvalues of self-adjoint systems of differential equations, are possible based on a theorem due to Balakrishnan that underpins the algorithm. These can be calculated to machine accuracy and none are missed. Here the value of the algorithm in mathematics is illustrated by studying in depth Sturm-Liouville equations on large homogeneous trees. These typically involve 10 13 equations and eigenvalues, which often coincide to form high multiplicity ones. Computation is quick (e.g. 1 s) and numerically stable because the multi-level subsysteming corollary of the theorem underpinning the WW algorithm is used.
The Wittrick-Williams (WW) algorithm was developed over 30 years ago and has been applied with increasing sophistication to problems in structural mechanics ever since. Much wider applications, to any field requiring eigenvalues of self-adjoint systems of differential equations, are possible based on a theorem due to Balakrishnan that underpins the algorithm. These can be calculated to machine accuracy and none are missed. Here the value of the algorithm in mathematics is illustrated by studying in depth Sturm-Liouville equations on large homogeneous trees. These typically involve 10 13 equations and eigenvalues, which often coincide to form high multiplicity ones. Computation is quick (e.g. 1 s) and numerically stable because the multi-level subsysteming corollary of the theorem underpinning the WW algorithm is used.
Our numerical results confirm the recent theoretical bounds of Sobolev & Solomyak on the bands into which the spectrum is divided by gaps split by one very high multiplicity eigenvalue. Additionally, an analogy based on structural mechanics and confirmed by numerical results gives exact equations for the high multiplicities of the gap eigenvalue and of those in the band. These cover any b and n, the branching number and number of levels of the tree. When these equations are divided by the number of eigenvalues in one band-gap interval, dimensionless results are obtained which become exact for n → ∞. Finally, the fragmentation of multiple eigenvalues caused by introducing a potential is studied numerically and interpreted using the structural mechanics analogy.
Introduction
Recently (see Coddington & Levinson 1955; Marletta & Pryce 1991; Marletta 1994; Pruess et al . 1995) , there has been much interest in developing algorithms and numer-ical software to compute the eigenvalues and eigenvectors of the classical SturmLiouville problem,
where the coefficients p, q and w are all real-valued functions of x, with w > 0 and both 1/p and q ∈ L 1 loc , this being the set of all measurable functions f : (a * , b * ) → R such that |f | < +∞ on every finite interval I ⊆ (a * , b * ). These algorithms and codes have been used to investigate the distribution of the eigenvalues of equation (1.1) when a * is a regular point and b * is either regular or singular, under separated selfadjoint boundary conditions. Further algorithms and code have been developed so that both periodic and linked boundary conditions can be accommodated (Bailey et al . 2001 ). This work has been motivated by the need to have accurate estimates of the eigenvalues of equation (1.1), despite the analytic difficulties, which are such that few examples have so far been analysed. Furthermore, in both the regular and singular cases, precision can be given to these results by enclosing them in intervals whose bounds can be proven to be correct (see the recent paper by Brown et al . (2000) ).
This paper considers the solution of linked Sturm-Liouville, or higher-order, differential equations through the application of the Wittrick-Williams (denoted WW) algorithm, which enables any required eigenvalues to be calculated to any chosen precision while guaranteeing that none can be missed. The resulting theory is applied to the problem of homogeneous trees, about which there is much current interest (Evans & Harris 1993; Evans et al . 2001; Sobolev & Solomyak 2002) . In particular, attention is focused on adding to the recent work of Sobolev & Solomyak (2002) , who show that for an infinite tree the eigenvalues of the free Laplacian in one dimension form bands of dense point spectra with eigenvalues of infinite multiplicity in the gaps and who also consider the effect on the complete spectrum of introducing a small perturbation in the form of a real-valued potential together with a coupling constant.
Some of the mathematical proofs and results of Sobolev & Solomyak (2002) are confirmed in this paper both by proofs using a structural mechanics analogy and by numerical results. These are mentioned at appropriate places in this paper, but are not summarized here because the emphasis is on the many additional facts for an interval containing a single band and gap which are given for the first time in this paper, principal among which are the following.
A finite tree (a glance at the topology of figure 2 below may be helpful) has a family of high multiplicity eigenvalues, with multiplicities M k (k = 1, 2 . . . ), which can be expressed algebraically as fractions of the number of eigenvalues in the interval. Algebraic equations are also given for the number of eigenvalues in the interval exceeded by each multiple eigenvalue. The equations for these fractions are given alternatively both for potential absent or present. These equations are all very simple for the homogeneous tree and involve only integers, powers, the branching number b of the tree and its number of levels, n. Their correctness was verified by numerical results, typically for n = 25 and b = 2, 3 or 4. Most importantly, these equations have very simple limits, involving only powers of b and integers, as n → ∞. Thus these fractions are exact results for infinite trees.
It is believed that this is the first time that the WW algorithm has been applied to a problem of purely mathematical interest. Therefore, the present paper uses almost exclusively mathematical terminology, except in § 5, in which an analogy based on structural mechanics is used to prove many of the theoretical results presented.
Numerous advanced ways of using the WW algorithm have been developed in the structural mechanics context, being described either as extensions of the algorithm or as more sophisticated applications of it. The algorithm and these extensions and applications of it were demonstrated to be correct by using a mixture of mathematics, theorems of structural mechanics and logic. In engineering terms these demonstrations are accepted as forming fully adequate proofs. However, in the context of the present paper it is more relevant to note that Balakrishnan (1995) gave a mathematically rigorous proof of the WW algorithm by first proving a very closely related theorem. Thus in the present paper the many extensions and sophisticated applications of the WW algorithm are viewed as being derived from corollaries of this theorem.
The main aim of this paper is to show that such corollaries are of considerable benefit to pure mathematicians, principally by showing how the corollary which corresponds to multi-level substructuring in structural engineering can be applied to give valuable new insights into the current mathematical problem of eigenvalues of homogeneous trees.
The Wittrick-Williams (or WW) algorithm
The WW algorithm was developed in the context of structural mechanics. Hence its validity was proved in engineering terms and the terminology used was designed to be friendly to structural engineers rather than to mathematicians. Therefore, although the underpinning theorem applies to finding the eigenvalues, denoted λ j , of any self-adjoint system of differential equations, with the linking achieved by imposing appropriate conditions on y and its derivatives for all equations linked at any vertex, the early work was all done primarily in terms of physical statements rather than the more fundamental underlying mathematical ones. For example, reference is made to members being connected at nodes instead of to equations being linked at vertices. Similarly, the conditions imposed at the nodes or vertices are stated as displacement compatibility and force equilibrium requirements instead of the exactly equivalent conditions on y and its derivatives.
The initial engineering proofs of the WW algorithm (Williams & Wittrick 1970; Wittrick & Williams 1971) were restricted to problems for which all the eigenvalues are positive because they were the necessarily positive squared natural frequencies of structures. However, an engineering proof was later provided to cover problems with both positive and negative eigenvalues (Wittrick & Williams 1973a, b) because these occur for buckling of structures, in which the eigenparameter, λ, is the load factor applied to the loading system and many structures can buckle when it has sufficiently high positive or negative values. Although the above proofs are fully adequate for all structural engineering applications, the more recent alternative proofs of Balakrishnan (1995) , who proves the underpinning theorem, and of Yukhno (1995) are set in the mathematical context and hence are the ones appropriate to this paper.
The mathematical problem for which the WW algorithm and the associated underlying theorem apply can be stated as follows. When two or more differential equations have linking conditions imposed at the vertices, the resulting system equations can be written in the form
where A is an (N × N ) system matrix which is a function of λ and X denotes the N eigenvector components at the vertices, which are amplitudes of quantities which vary sinusoidally with time in the case of vibration problems. The elements of the real symmetric matrix A are transcendental functions of λ, e.g. trigonometric, hyperbolic or Bessel functions. The theorem underpinning the WW algorithm is then simply stated by Balakrishnan (1995) , but with his notation modified to avoid a clash of notation with equation (1.1) and to be consistent with most structural mechanics papers, as follows. It is instructive to note that the WW algorithm relates to the Sturm sequence property of the generalized linear eigenproblem (A * − λB * )X * = 0, which forms the basis for one of its proofs (Wittrick & Williams 1973a; Simpson 1984; Leung 1993) , as sketched in outline only in the rest of this paragraph. Let the linear eigenproblem be an approximate representation of the same problem as equation (2.1) represents and let its order approach infinity. Then let X * be ordered such that internal degrees of freedom, X * i say, of the differential equations precede those at the vertices, i.e. the X of equation (2.1). The Sturm sequence property of the linear eigenproblem can be expressed as J = s{A * − λB * }. Hence equations (2.1) and (2.2) can be deduced as follows. Arresting the Gauss elimination after all rows corresponding to X * i have been pivotal gives A(λ) as the part of the matrix which remains square, i.e. it corresponds to X and so gives equation (2.1). Then equation (2.2) follows too. Moreover, if X * i is such that it contains vertices of one or more subsystems as its final elements, the proof of the WW algorithm extends to include substructuring in structural engineering problems (Williams 1971) , which generalizes to become multi-level subsysteming in the context of this paper. This indicates that multi-level substructuring is a corollary of the underpinning theorem (Balakrishnan 1995) and so it is referred to as a corollary below. Now equation (2.2) must be applied to the subsystem first and the J(λ) which results becomes one of the quantities summed to obtain J 0 (λ) when equation (2.2) is applied to the parent system. The simplicity of the application of subsysteming, even in its more advanced multi-level form, is illustrated beneath the computational steps (1)- (7) needed to implement the WW algorithm which are given near the end of this section and by its application to tree subsystems in equations (4.1)-(4.4).
Theorem 2.1. The number of eigenvalues (counted to multiplicity), J(λ), of
The WW algorithm computes J(λ t ), where λ t is a selected positive or negative trial value of λ, by using the following two steps.
(i) The value of J 0 (λ t ) is equal to the value of J(λ t ) when Dirichlet boundary conditions are imposed on each of the constituent equations (i.e. when all the apexes are clamped).
(ii) The value of s{A(λ t )} is calculated as the number of negative elements on the leading diagonal of the upper triangular matrix A(λ t ) ∆ obtained from A(λ t ) by Gauss elimination in its usual computation form, i.e. pivotal rows are not scaled. (Although this is how the WW algorithm has been used in structural engineering, strictly, if the last diagonal element is zero, it should be counted too, it being noted that higher elements cannot be zero without causing failure of the Gauss elimination.)
The Gauss elimination permits pivoting to be used to improve accuracy so long as corresponding rows and columns are interchanged, but such pivoting is often unnecessary and was not needed to obtain any of the results presented in this paper. Note that the WW algorithm is usually stated identically to equation (2.2) except that λ t replaces λ and J(λ t ) and J 0 (λ t ) are often abbreviated to J and J 0 . It follows that the earlier engineering proofs (Williams & Wittrick 1970; Wittrick & Williams 1971 , 1973a of the WW algorithm may also be regarded as proofs of the structural engineering equivalent of theorem 2.1. Note too that the above definitions give (both with and without the subscript 't' present)
where the summation is over all of the linked equations and J m (λ t ) is the number of eigenvalues of one equation contained in the interval [0, λ t ] when it has Dirichlet boundary conditions. Thus J m (λ t ) is a property of the differential equation, e.g. in vibration problems it is the number of natural frequencies of a member which are equalled or exceeded by λ t when its ends are clamped and the linked differential equations can be fourth-or higher-order ones. The way in which the WW algorithm is applied is illustrated by the two examples given in the next section, which are so simple that their solutions can be obtained in algebraic form. It is also illustrated by the following summary of the computational steps required.
(1) Select a trial value of λ t (J, J m and A below are calculated at λ t , but (λ t ) is omitted for brevity).
(2) For each of the linked differential equations, compute its J m and also establish the relationship between the values of y and its derivatives at the two boundaries of the equation. (In the simple case of Sturm-Liouville equations, the only derivative needed is y .) (3) Use these relationships to assemble the governing equations of the system and hence the system matrix A.
(4) Reduce A to its upper triangular form A ∆ by Gauss elimination and count the number of its leading diagonal elements that are negative, i.e. obtain s{A}.
(6) Use the knowledge of J and any appropriate convergence routine to choose a new value for λ t .
(7) Go back to step (1), or terminate by setting the eigenvalue equal to λ t , depending upon whether the appropriate convergence criterion has been satisfied.
When multi-level subsysteming is used, steps (2)-(5) are looped over because they must be performed for each subsystem in turn, starting with the one(s) at the innermost level, with the following small adjustments. The J computed at step (5) becomes J s for the subsystem and its formula becomes J = J m + J s + s{A}, where the summation is over J s for all contained subsystems. This is illustrated for trees later, by equations (4.1)-(4.4). Note that the subsystem calculations are all performed for Dirichlet (i.e. clamped in the structural engineering case) boundary conditions where the subsystem is linked to its parent system or subsystem. Note that, unless the differential equations are difficult enough for their solution at step (2) to be a major consideration, the solution time is only important when the order N and half-bandwidth m of A are large. Then, in the absence of subsysteming, the solution time can be approximated as DCN m 2 /2, where D is a machine-dependent constant, Nm 2 /2 is the time taken to obtain A ∆ from A at step (4) and C is the number of trial values λ t used as a consequence of steps (1) and (7). (Note that the results of § 6 show that multi-level subsysteming using about 20 levels can solve tree problems of linked Sturm-Liouville equations in fractions of a second.)
Existing mathematical generalizations are very frequently restricted to classical Sturm-Liouville problems and moreover have usually involved linking equations which correspond to linear topology and geometry in the analogous structural mechanics problem, i.e. the x-axes of all the linked members are collinear and connected end to end. In structural mechanics the large majority of problems involve neither of these restrictions, and so the principal benefit of the WW algorithm is in the much more general context of differential equations of higher order than the second-order Sturm-Liouville ones, linking topologies of network form, and situations analogous to that of structural mechanics in which the x-axes of the linked members are not coincident and so transformations are needed when obtaining the linking equations.
Application of the WW algorithm to linked Sturm-Liouville equations
Although the WW algorithm is applicable to a wide range of linked differential equations, the discussion here is restricted to trees and to the simplest possible case of the Sturm-Liouville equations, i.e. equation (1.1) with p(x) = w(x) = 1 and q(x) = 0, although as a consequence the potential q introduced in § 7 has to be approximated.
The governing equation and its general solution are
In order to facilitate the linking of equations, use is made of the algebraic boundary
Substituting into equation (3.2) gives (except when αL is an integer multiple of π)
Because of the use of −y L , instead of y L , this equation is analogous to the member equation for a bar in structural engineering and so will be referred to as the edge equation.
The operation X = 0 for a system of linked equations, i.e. connected edges, imposes the conditions y L = y R = 0 on equation (3.2) so that its eigenvalues λ j (j = 1, 2, . . . ) are given by
(3.8)
Hence for any fixed λ = α 2 , the number of eigenvalues J m ∈ [0, λ] for a single edge having y L = y R = 0 is equal to the number of integers ∈ (0, αL/π], i.e.
(3.9)
Now consider the coupling of three identical differential equations, represented by connecting the corresponding edges, as shown in figure 1 (note that figures 1, 2, 4 and 8 have been drawn as shown for clarity, despite the fact that the vertices are all assumed to be collinear for the structural mechanics analogy). Because of the Dirichlet conditions y = 0 shown at the two right-hand nodes, the connection conditions are
and
where y 1 = 0 for the eigenproblem. Applying equation (3.7) to each edge gives expressions for y Lc , y Rc , y La and y Ld . Then substituting these into equation (3.11) and using equation (3.10) gives the system matrix as
for the Dirichlet boundary condition y 2 = 0, i.e. the system matrix for this particularly simple problem has its limiting scalar form
Similarly, the Neumann condition y 2 = 0 gives
The system matrices A D and A N correspond to the overall dynamic stiffness matrices for axial vibrations of the three bar structure of figure 1 when it is clamped (A D ) or free (A N ) at its left-hand end and the angle between bars a and d is reduced to zero, so that a, c and d are collinear. Equation (3.12) can be used to obtain the eigenvalues of the system of figure 1 for the Dirichlet boundary condition y 2 = 0 because equations (2.2), (2.3) and (3.9) give
(3.14)
In such a simple example it is not necessary to use successive trial values λ = λ t to converge on the eigenvalues, because it can be seen by visualizing the plot of cot αL versus αL that J clearly increases by one as αL increases through (j − 1 2 )π, and by two as αL passes jπ due to the first and second terms of equation (3.14) respectively increasing by 3 and decreasing by 1. Hence the eigenvalues alternate between single-fold and twofold and are
(3.15)
The alternative Neumann condition y 2 = 0 of equation (3.13) gives
Hence equations (2.2), (2.3), (3.9) and (3.16) give
Note that J changes by 1 at αL = jπ, due to the terms on the right-hand side of equation (3.17) changing, respectively, by +3, −1 and −1. However, the value of J remains unchanged as αL increases through (j − 1 2 )π (j = 1, 2, . . . ) since the second term increases by 1 while the third term simultaneously decreases by 1, so that it follows that there are no eigenvalues at αL = (j − 1 2 )π. Finally, there are two eigenvalues ∈ (jπ − π, jπ], given by 2 cot αL = tan αL. Hence the eigenvalues are
Theory for large homogeneous trees
The application area of this paper is the family of trees illustrated in figure 2. Here the branching number b (= 2, 3, 4, . . . ) defines the number of edges emanating from each vertex, n (= 5 for figure 2a and = 3 for figure 2b, c) is the number of levels that the tree has and figure 2a shows that the levels of the edges are r (= 0, 1, . . . , n − 1), the levels of the vertices are defined by the edge levels to their right, the left-hand boundary condition is y = 0 at vertex 0 and the right-hand boundary condition for all vertices at level n is y = 0, i.e. Dirichlet boundary conditions. Numerical results are given for cases with all edges identical and for very high values of n, e.g. n = 25, in order to confirm both the theoretical results of Sobolev y = 0 y = 0 levels: & Solomyak (2002) in the limit as n → ∞ and also the eigenvalue multiplicity formulae derived by structural analogy in § 5 below. This would normally cause severe difficulties because (by summing the geometric progression) there are (b n − 1)/(b − 1) edges and a number of vertices 1 greater than this. However, it is achieved without approximation and with very little computational effort by using the WW algorithm and the multi-level subsysteming feature described in § 2. The subsystems are now subtrees, so the procedure is as follows.
The matrices A(λ) corresponding to equation (2.1) for the innermost subtrees are set up first. These are the eight, three-edge subtrees to the right of the vertices at level 3 in the case of figure 2a, of which only one need be analysed because they are identical. The analysis then proceeds to eliminate those vertices which are not shared with the parent system, e.g. by Gauss elimination, while retaining the rest, which for figure 2a involves retaining only the value of y at the vertex at level 3. This gives a reduced, scalar, subtree 'matrix' A r (λ), which is used when assembling the next subtree level. In the case of figure 2a, this subtree is exactly that of figure 1 and so its subtree matrix is the A N (λ) of equation (3.13) and by referring to equation (3.16) its scalar A r (λ) is given by
where the subscript n − 2 identifies the level of the subtree as being the subtree to the right of any one of the vertices of level n − 2 in figure 2. In general, the next level of subtree matrix is assembled from as many edge equations and innermost level subtree matrices as necessary. In the case of figure 2a, the new subtree is that to the right of one of the vertices at level 2 and so can still be represented by figure 1 if c remains an edge but each of a and d now represents one of the innermost subtrees. It can be seen that a recursive procedure has now been initiated which enables the entire tree of figure 2a to be assembled by multi-level subtreeing. It is also apparent that the procedure extends to all values of b, not just the b = 2 of figure 2a, to give
Here B n−j is well defined because for this tree A r n−j+1 is scalar, as follows:
so that the equivalent of multi-level substructuring in structural analysis can be stated as follows. The application of the WW theorem to multi-level subtreeing is a particular example of the multi-level subsysteming corollary described in § 2. Thus it requires the J of a parent subtree, = J s , to be calculated by summing the J s for all the subtrees it contains except for subtrees within those subtrees, the J m for all bars it contains except those which are within its constituent subtrees, and the sign count of the parent subtree matrix corresponding to its eliminated vertices, i.e. s{B n−j } for equations (4.2) and (4.3) above.
In the case of the tree assembled above, this corollary gives, by using equations (3.9), (4.2) and (4.3),
where J s0 is the value of J for the entire tree, i.e. it is equal to the value of J which would have been calculated if subtreeing had not been used.
Proof of various results, motivated by an analogy with structural mechanics (q = 0)
Because all of the edges are identical, they share the same value of α, α cot αL and α cosec αL. But cot(αL+jπ) = cot αL and cosec(αL+jπ) = − cosec αL and hence it is readily verified, from equations (4.2) and (4.3), that the B n−j have the same values at αL and at (αL + jπ). Therefore, so does J for the entire tree, as a consequence of the multi-level subtreeing (see equation (4.4)). This explains the repetitive pattern of figure 3, which is described in full detail in § 6 below and for which L = 1, so that the abscissa can be written as αL/π. The symmetry of its bullet-shaped repeating portions about αL = (j + These two proofs, of the periodic and symmetric nature of the bullet-shaped curves of figure 3, can be considered to be minor corollaries of the theorem underpinning the WW algorithm and attention can therefore be confined to αL ∈ (jπ, jπ + 
Corollary 5.2 (lower bound on the eigenvalue multiplicity M 1 ). The eigenvalue multiplicity M 1 at αL = jπ has a lower bound b n−1 , i.e.
This is true because the maximum value possible for s{A(λ)} is clearly N , which from figure 2 is seen to equal (b n−1 − 1)/(b − 1), and so at least
eigenvalues must coalesce at αL = jπ.
A structural mechanics analogy is now used with physical reasoning to prove, to acceptable certainty, the generality and correctness of many important results.
First, it should be noted that multiplying equation (3.7) by EA gives the member equation for axial vibrations with angular frequency ω of a uniform bar when α = ω (µ/EA), where E, A and µ are its Young's modulus, cross-sectional area and mass per unit length, respectively. Hence the left-hand side terms −EAy L and EAy R are the axial forces to the right at the left-and right-hand ends of the bar and y L and y R are the corresponding axial displacements. When edges are interpreted as such bars, figure 2 represents the free axial vibration problem of tree structures so long as it is understood that for this vibration problem figure 2 is foreshortened vertically, such that all of the bars are horizontal and hence collinear. Such a structure is not a practical one, because it would involve all the bars at any level occupying the same space, but is nevertheless valid for its current use as an analogy. In this analogy the boundary conditions y = 0 or y = 0 at vertices respectively correspond to clamped and free ends of bars.
The tree with n = 4 and b = 3 of figure 4 has been lettered to aid the following discussion of the behaviour of tree structures. The structure is always clamped at node A and at all 27 of the nodes denoted by O-W. Each of O-W denotes three nodes, distinguished from each other below by using subscripts 't', 'm' and 'b' for, respectively, the top, middle and bottom ones. Initially, attention is confined to consideration of the multiplicity of eigenvalues, by establishing a set of independent modes. (Such modes are not usually orthogonal but they can be combined to obtain an orthogonal set. However, such procedures lie outside the scope of this paper. Similarly the following can be extended to A free, i.e. the Neumann boundary condition, but this also is outside the scope of this paper.)
Consider first the possible modes of vibration for which αL = jπ. From equation (3.8) and its surrounding text these are the clamped-clamped natural frequencies of each bar. Now consider any one of the 27 routes from any of nodes O-W to node A. It contains four bars which can clearly vibrate in-phase with each other and with equal amplitudes, while none of the other bars vibrate. This is because y = 0 at the three connection nodes, and because there is clearly force equilibrium at the three joints due to the amplitudes being equal. These 27 modes are clearly mutually independent, because each involves a different one of the 27 bars at level 3. Other modes are easily visualized, but are readily shown to be combinations of two or more of these 27. For example, if the two bars of the route Q t HQ b (or Q t HQ m ) vibrate in anti-phase, they give y = 0 and equilibrium at H, but can be obtained by subtracting the mode for the route Q b HCBA (or Q m HCBA) from that of equal amplitude for the route Q t HCBA. Similarly, the mode for route O m FCBDJS t can be obtained by subtraction of those for O m FCBA and S t JDBA, etc. Hence there are only 27 independent modes for this example, which equals the number of bars at level n − 1. Generalization to all values of n and b obviously gives equation (5.2 a) with the equality sign, i.e.
Strictly, the above arguments still only prove that equation (5.2 b) gives a lower bound on M 1 , because no proof has been given that every conceivable mode has been considered and shown to be dependent on a combination of the M 1 independent modes defined above equation (5.2 b) . Similarly, the extension of these arguments used below to obtain equations (5.4) for M 2 and (5.5) for M k (k = 1, 2, 3, . . . ) also strictly only give lower bounds on M 2 and M k . However, it is exceedingly improbable that any independent modes have been overlooked and so although equations (5.2 b) (and also equations (5.4) and (5.5) below) should strictly be regarded as being exceptionally good working hypotheses, they are considered in this paper to have been proved. This is supported by the fact that they were found to be correct for all of the numerical results given in § 6 below as well as for all the numerous other numerical results available to the authors.
The number of eigenvalues in a band, N B , must be equal to the total number of eigenvalues in the interval (jπ, jπ + π] less the number which coincide at jπ + π, i.e. N B = N T − M 1 . Hence from equations (5.1) and (5.2 b),
Now, returning to the physical analogy, it is readily shown that eigenvalues at αL = (j − 1 2 )π correspond to clamped-free vibrations of a single bar. Hence any route originating from all three nodes at any one of O-W, going to the node two levels to its left and returning to all three nodes at a different one of O-W defines a possible mode, a typical such route being P * GCHQ * , where the asterisk denotes that the routes P t G, P m G and P b G are all present, etc. Hence, so long as all bars vibrate with equal amplitudes, compatibility (i.e. y is shared) is guaranteed at G and H if each of the three bars represented by P * G vibrate in-phase with each other and with their right-hand ends clamped and their left-hand ends free, and CG vibrates in anti-phase with them (i.e. it shortens when they extend and vice versa) and with its right-hand end free and node C clamped. Similarly, the three bars Q * H vibrate in-phase with each other and in anti-phase with CH. Then, so long as the routes CGP * and CHQ * vibrate in anti-phase to each other, there is force equilibrium at C. Hence this mode satisfies all necessary compatibility and equilibrium conditions and so is one possible mode of the entire structure of figure 4. Clearly, b − 1 independent modes of this type exist for each of C, D and E, i.e. so that generalizing from 4 levels to n levels gives (b − 1)b n−3 such modes. However, in addition the four bars AB, BC, BD and BE form a similar pattern to the one just discussed and so contribute one further mode only, since member AB is at level 0. The equilibrating force at C then comes from one (or more) of CFO * , CGP * and CHQ * vibrating in-phase with ABC and the equilibrating forces at D and E arise similarly. Generalizing to n > 5 shows that there are (b − 1)b n−5 such modes. Hence if n is even M 2 , the total number of independent modes at αL = (j − 1 2 )π, is (b − 1)(b n−3 + b n−5 + · · · + b) + 1, and if n is odd, the bar at level 0 will not participate, giving (b − 1)(b n−3 + b n−5 + · · · + 1) independent modes. Summing these series gives
The above arguments can be extended to obtain all of the mode multiplicities M k (k = 1, 2, . . . ). In effect such modes vibrate as if they are clamped at node levels n − jk (j = 1, 2, . . . , [n/k]) and hence
Note that when k = 2 equation (5.5) gives both the n even and n odd cases of equation (5.4). Note too that the multiplicities given by equation (5.5) will be found to agree exactly with all of those computed in § 6 below. They also unfailingly agree with numerous other numerical results available to the authors. If the bars/edges at level 3 in figure 4, for k = 1, had not been identical to those at the other levels, the only independent modes would be the 18 such as Q g HQ h , where g and h represent any two of the subscripts 't', 'm' and 'b', and it was shown earlier that these involve Q g H and Q h H vibrating in anti-phase. This conclusion is helpful to understanding the latter part of the penultimate paragraph of § 7 below. However, because here the bars are identical, equation (5.2 b) shows there are 27 independent modes, so 9 additional independent modes remain to be found. These could be chosen as follows: six come as a pair for vibration of each of the three structures radiating from and to the right of, respectively, nodes C, D and E at level 2; two come from the three structures radiating from node B; and one involves the entire tree.
The argument implied between equations (5.4) and (5.5) showed that α M k , at which M k occurs, is calculated in effect by introducing clamps at node levels n − jk (j = 1, 2, . . . , n * ), where n * = [n/k]. Therefore, α M k can be calculated as the (singlefold) fundamental eigenvalue of the subtree consisting of a single edge and all the edges emanating from it as far as the b k−1 identical edges occurring at k − 1 levels to its right. This subtree, which has y = 0 at its left-and right-hand extremities, is so simple that α M k can be calculated from it without any risk of ill-conditioning. This was done for many of the results given in this paper and was always found to agree well with the α M k calculated in § 6, i.e. by the method of § 4, which involves an enormous (e.g. 10 13 ) number of edges. This is one of the reasons for believing that all of the results of § 6 are free of ill-conditioning.
The subtree used to calculate α M k in the previous paragraph has higher eigenvalues. Numerical results and relatively simple theoretical arguments, neither of which are given in detail in this paper, show that the higher eigenvalues of this subtree are often equal to the fundamental (or a higher) eigenvalue of the corresponding subtree for some lower value of k, that any eigenvalues not thus accounted for yield extra eigenvalues of multiplicity M k for the entire tree, and that such extra eigenvalues correspond to the equation
having non-integer values of v. Note that the lowest value of k for which this occurs is 5 and that this accounts for the eigenvalue of multiplicity M 5 in the 39th interval of figure 4.
Numerical results for large homogeneous trees (q = 0)
This section gives numerically obtained results for numerous high values of n and for b = 2, 3 and 4, when q = 0 and p = w = L = 1. The results are for α ∈ [0, 5π], which contains 5(b n − 1)/(b − 1) eigenvalues. Even allowing for the advantage that many of these eigenvalues are of high multiplicity, it is probably unrealistic to calculate them all and certainly impossible to present them in a paper of sensible size. However, the fact that the WW algorithm calculates J permits the calculation of eigenvalues to be replaced by calculating J at small intervals of α and hence it is possible to summarize all the information either by plotting J versus α or by subtracting the values of J at adjacent values of α and hence plotting the density of the eigenvalues against α. These two alternatives will be called eigenvalue accumulation and eigenvalue density plots, noting that in vibration problems the latter are called modal density plots. Both involve negligible computational effort, as is seen later in this section.
Eigenvalue density plots can be used to identify any void intervals, in which there are no eigenvalues. J will be constant in such intervals, = J * say. The exact boundaries of the void interval can then be found by converging on only the J * th and the (J * + 1)th eigenvalues. This technique was used to obtain the results of figure 3 for the trees of figure 2 when their identical edges are governed by equation (3.1). The figure shows that for all values of n there are bands, bounded by the bulletshaped curves, which contain eigenvalues. These are separated by gaps which are void except for a single eigenvalue at α = jπ (j = 1, 2, . . . ), where j is the gap number. It is convenient to consider only the first gap, for which M 1 is the multiplicity of the eigenvalue, which is denoted by α M 1 = π. The numerical results confirm the equations figure 3 as n increases ('Extrapolated' denotes parabolic extrapolation from a plot of α versus 1/n to obtain the n → ∞ result, and 'exact' denotes the exact result of Sobolev & Solomyak (2002) where the values of M 1 and N T are those derived in equations (5.2 b) and (5.1); the overbar denotes normalization with respect to N T , the total number of eigenvalues in the interval (jπ, jπ + π] for (j = 0, 1, . . . ), and the superscript '∞' denotes the limit as n → ∞, i.e. the value for an infinite tree. For each b, the five-bullet shaped curves of figure 3 can be seen to be identical to one another and symmetrical about their vertical axes, as was proved must be the case in § 5. Hence it is only necessary to examine the bound in the interval (0, π/2] to see how all of these bounds approach a limit as n → ∞. Table 1 gives these results.
The bands and gaps of figure 3 (which correspond to the well-known stop bands and pass bands of wave propagation) contain many eigenvalues of extremely high . Tables 2 and 4 give accurate values for the shifts Sj (j = 1, 2, . . . ) of the results for n = 2 and for the limits of the ranges Rj into which the gap eigenvalues have fragmented.
multiplicity. This is indicated, for the band of case b = 2 only, by the dimensionless eigenvalue densityα d , plotted in figure 5 and, in less detail, by the dimensionless eigenvalue accumulationα a , plotted in figure 6 for b = 2, 3 and 4. Here the hat denotes that the normalization was achieved by dividing the high multiplicities M k (k = 2, 3, . . . ) by the total number of eigenvalues in the band, N B , which the computer results confirmed was always given by equation (5.3). Note that the M k occurred at α m k , which are not shown in the figures. It is very important to note that because of the multi-level subtreeing used, all of the 102 values of J needed to obtain figure 5 were computed in a mere 0.006 s on a SUN Ultra 10 333 MHz computer, using double precision arithmetic ( ∼ = 16 significant figures).
Both figures 5 and 6 cover only the left-hand band of figure 3 for n = 20 and were obtained by dividing the distance between the dashed lines for the appropriate value of b into 101 equal intervals. Because of the normalization the ordinates sum to unity for figure 5 and the ordinate has unit value at the right-hand boundary of figure 6. Note that figure 5 is symmetric about α = 0.5π, as it must be because of the symmetry of figure 3, which was proved in § 5, and that this was also true of the (not shown) corresponding results for b = 3 and b = 4. Hence all three curves in figure 6 are point symmetric with respect to their centres and also the M k (k = 3, 4, . . . ) in figure 5 are each one of a pair, symmetrically located about α = 1 2 π. There is also a high multiplicity eigenvalue in interval 39 of figure 5 with multiplicity which was found to be equal to M 5 , for reasons discussed in more depth in § 5.
Results obtained for higher values of n show that figures 5 and 6 are correct to plotting accuracy for n → ∞. However, their lack of precision masks some important results, as follows.
Dividing by N B gave the dimensionless eigenvalue multiplicitiesM k , which correspond to the multiplicities M 2 , M 3 , M 4 and M 5 shown in figure 5 (with M 2 , M 3 and M 4 shown again in figure 6, for b = 2, 3 and 4). Numerical evidence confirms that in the limit as n → ∞ the normalized multiplicitiesM ∞ k can be calculated from equation (5.6).
The normalized multiplicity obtained from this equation should be for the high multiplicity eigenvalue and so should exclude any other eigenvalues in the interval. Fortunately, it was observed that, for n = 20 (and b = 2, 3 and 4), every one of the relevant densities was accounted for by a single eigenvalue of the appropriate very high multiplicity and so the fractions shown in figure 5 are almost precise, i.e. when multiplied by N B they gave all of the calculated un-normalized values M 2 , M 3 , M 4 and M 5 to an accuracy better than ±1. As n was increased to a sufficiently high value, each of the intervals containing M 2 , M 3 , M 4 and M 5 encompassed more than one eigenvalue. However, the rate of increase of the high multiplicity eigenvalues was much faster than that of the sum of the multiplicities of these extra eigenvalues, so that calculating the normalized multiplicities from the densities remains highly accurate even for very high values of n.
An interesting observation made from the computer results is that each M k (k = 1, 2, . . . ) is exactly equal to, or exceeds by 1, (b − 1) times the number of eigenvalues E k to the left of it, e.g. for figure 5 M 4 = 34 953 and there are also 34 952 eigenvalues to the left of M 4 . This rule also holds true for b = 2 and b = 4 and as n increases provided that only the high multiplicity eigenvalue in the interval and the eigenvalues to the left of it are considered. For example, at n = 25 for b = 3, M 5 = 2 334 128 401, although there are 2 334 128 403 eigenvalues in the interval. There are also 1 167 064 200 eigenvalues to the left of the high multiplicity eigenvalue, so that the multiplicity exceeds by 1 the number of eigenvalues to the left of M 5 multiplied by (b − 1).
Another result which the scale of figure 5 hides is that several of the 101 intervals are void, i.e. they contain no eigenvalues at all. As expected, these voids filled in as n was increased, but even for n = 43, for which equation (5.3) shows that the band contains over 4 × 10 12 eigenvalues, the 50th interval (and hence also the 52nd one) contains only three of them. This leads to the startling conclusion that the eigenvalue density is 10 −10 times the average value for the band. The 51st interval contains only one eigenvalue, of multiplicity 1 466 015 503 701 (= M 2 ).
Effect of introducing a potential q
The Sturm-Liouville case considered so far has been equation (3.1), i.e. equation (1.1) with p = 1, q = 0 and w = 1. If we now introduce a potential q and keep p = w = 1, then equation (3.1) becomes −y + qy = λy.
The results presented cover the two decaying potentials
where g is a coupling constant. Equation (7.1) was solved approximately by dividing each edge of unit length into segments, for each of which the potential was constant with a value equal to that at its centre. Using 128 segments was found to give adequate accuracy. Figure 7 shows how the b = 2 results of figure 3 were altered by introducing the potential of equation (7.2) with g = 6 and χ = 1 2 . The length S j (j = 1, 2, . . . , 5) shown is the shift of the n = 2 result and the lines R j indicate the ranges into which the gap eigenvalues have fragmented, i.e. they join the lowest fragmented eigenvalue to the highest. Starting at the left-hand end of the range, and including additional computed results for b = 3 and 4, which are not presented here, the original M 1 coincident eigenvalues fragment into n distinct eigenvalues. The first of these is still at α = jπ and has multiplicity (b − 1)M 1 /b. This is followed by eigenvalues of multiplicity (b − 1)M 1 /b j , for j = 2, 3, . . . , n − 1, i.e. the final eigenvalue has multiplicity 1. There is also one further single-fold eigenvalue which is the only one for which the edge at level 0 participates in the eigenvector. These multiplicities were observed from the results but can also be verified theoretically by using figure 4 in a similar manner to that in § 5 except that now the edges at one level differ from those at any other level. Hence the multiplicity (b − 1)M 1 /b j relates to eigenvectors which are null for the edges at levels 0 to n − j − 1. (The M k (k = 2, 3, . . . ) coincident eigenvalues fragment similarly to M 1 and for the same reasons, but it is harder to show this in figures because they lie inside the bands.)
It would be prohibitive to repeat figure 7 for several b values and potentials. Therefore, instead, tables 2-4 give the values of S j , the bounds on the bands at infinity and the limits on the ranges R j for the case of figure 7 itself and also for all variants obtained by altering b to 3 (and to 4 for table 2) and by changing the potential to that of equation (7.2) with g = 1 and χ = 1 2 or to that of equation (7.3) with g = 0.01 and γ = 1 2 . Note that the bounds of table 3 and the limits of table 4 were obtained by parabolic extrapolation to the limit as n → ∞ (see table 1) from the n = 24 and 25 results. This explains why the left-hand limits in table 4 are not exactly 1, 2, . . . , 5 (although their close proximity to the values justifies the extrapolation) and is also the reason why the bounds in table 3 sometimes lie outside those of Sobolev & Solomyak (2002) although all non-extrapolated results for high n, including some for b = 2 and n = 43, lay inside their bounds. 
Discussion and suggested extensions to further work
Prior to § 7, where a potential was introduced, all the results and discussion have been for trees with all edges identical, so that in the structural analogy the length of the tree, measured between vertices 0 and n, is nL and so becomes infinite when n is infinite. Suppose instead that L decreases as the level increases, according to the geometrical progression
where j is the level shown in figure 4 . Hence the tree is no longer homogeneous, L is the length of the bar/edge at level 0 and the length of the tree is finite for n infinite. Moreover, for any upper limit chosen for αL, there will be a value n a of n, such that all eigenvalues below αL are unaltered to the specified accuracy as n → ∞, i.e. n = n a gives asymptotic results as n → ∞, which are exact to the specified accuracy. Such results could be obtained by the theory presented in this paper, but lie outside its scope. However, it is worth recording that the multiplicities of eigenvalues are identical to those described in § 7, because again edges at one level are dissimilar to those at the next level, although the reason is now that β < 1. A more rigorous mathematical treatment of the asymptotics of the discrete spectrum subject to a potential perturbation has been given by Naimark & Solomyak (2000) . As already highlighted, the WW algorithm is not restricted to second-order differential equations. For example, it has been used in conjunction with member equations derived from the fourth-and sixth-order differential equations of, respectively, Timoshenko beam theory (Howson & Williams 1973) and curved beam theory (Howson figure 7 when the potential defined in equations (7.2) or (7. 3) is included (Each value has been calculated using parabolic extrapolation from the n = 24, 25 results to obtain the n → ∞ result. The exact result is due to Sobolev & Solomyak (2002) .) 
& Jemah 1999a, b).
Although results from such theory lie outside the scope of this paper, brief comments on the associated eigenvalue multiplicities predicted by the structural analogy follow, for β = 1 and fourth-order equations. Figure 8a indicates that any pair of beams which emanate to the right of a vertex at level n − 1 of figure 4 can vibrate flexurally in antiphase and with their modes having equal amplitude, so that, remembering that the beams are collinear, equilibrium of moment and of transverse force exists at their common vertex. However, a mode corresponding to a path such as P t GCBA is no longer possible at the same eigenvalue because the associated mode would have to involve zero deflection and rotation at G, C and B and such modes cannot give both moment and transverse force equilibrium at G, C and B. Figure 8b shows a mode for which the approximate modes and amplitudes shown for the upper four beams give force and moment equilibrium both at their common vertex and, because the lower four beams are in anti-phase, at the left-hand vertex on the figure. Therefore, this is clearly a possible mode for the set of b subtrees emanating to the right from any vertex at level n − 2. Hence it may be deduced that the mode multiplicities are again the same as those described in § 7. figure 7) of the gap eigenvalues when the potential defined in equations (7.2) or (7. 3) is included (Each value has been calculated using parabolic extrapolation from the n = 24, 25 results to obtain the n → ∞ results.) 
Conclusions
Application of the Wittrick-Williams algorithm to the Sturm-Liouville problem on trees has successfully demonstrated that a numerical procedure can be used to provide numerical evidence on the spectral behaviour of the free Laplacian in one dimension acting on a metric tree. The solutions to the infinite problem form bands of continuous spectra with an eigenvalue of infinite multiplicity in the middle of the gaps. Specifically, the problem of finding the exact eigenvalues of homogeneous trees with n levels and any branching number b has been addressed, particularly for n very large and for n → ∞. For all of the numerical results presented, the governing equations of the edges are the classical Sturm-Liouville ones, either with or without potential. It has been shown that the Wittrick-Williams algorithm (or its underpinning theorem), which was developed in and is still mainly used in the discipline of structural engineering, can be used to obtain the eigenvalue densities, distribution and multiplicities for values of n in excess of 43 and for multiplicities and total numbers of edges both in excess of 10 13 . This was possible and took very little computation time because the trees are ideally suited for application of the multi-level subsysteming corollary of the WW algorithm. The results presented, and others using quadruple precision arithmetic, have shown that very good accuracy is attained for such high values of n without quadruple precision arithmetic or pivoting being required. The upper limit on the value of n used in double precision arithmetic was that caused by the maximum integer that could be stored limiting the value of J, i.e. (approximately) the total number of bars, that could be used.
As well as incidentally confirming the bounds on the bands predicted by Sobolev & Solomyak (2002) , the numerical results (which all had L = 1, so α not αL is used in this section) have been used to confirm exact equations which give, for finite n, the extremely high multiplicities of many of the eigenvalues. These multiplicity equations were established by applying physical reasoning to the analogous structural mechanics problem of finding natural frequencies of free axial vibration of collinear bars connected at their ends to form the required tree topology. They have been made dimensionless by dividing by the number of eigenvalues in a band or by the total number of eigenvalues for α ∈ [0, π], i.e. by dividing by the N B or N T of equations (5.3) or (5.1).
Important results obtained for trees for which potential is absent from the SturmLiouville equations include the following equations for n → ∞, which are restricted to α ∈ (0, π] because the bands and gap eigenvalues repeat at intervals of π. The fractions of the total number of eigenvalues that have the highest multiplicities,M times the average density.
It has also been shown, both by the structural analogy and numerically, that introducing potential causes theM k to fragment to the right into n separate eigenvalues, with multiplicities (b − 1)M k /b j (j = 1, 2, . . . , n − 1) and 1. The numerical results of tables 2-4 cover the first five bands and show the bands approaching those of Sobolev & Solomyak (2002) , i.e. the bounds when there is no potential, as n → ∞, the disturbance of the band caused by the potential for finite n seemingly decreases for successive bands, and the fragmentation of the gap eigenvalues is towards the right and also becomes progressively less pronounced for higher numbered bands. Because of fragmentation of theM k , the multiplicities are lower than for the trees without potential. It has been shown from the structural mechanics analogy that when potential is absent this also occurs for infinite trees of finite length (due to edge lengths decreasing in a geometric progression) and for trees with no potential but with edges governed by the fourth-order differential equations for beam bending.
Apart from the conclusions about the behaviour of the homogeneous trees given above, this paper has, we believe for the first time in mathematics, (i) illustrated the power of the Wittrick-Williams theorem by solving tree-based systems of linked self-adjoint differential equations;
(ii) indicated that fourth-and higher-order equations are covered;
(iii) shown the enormous power of multi-level subsysteming (in its specific subtreeing form) corollary to the theorem underpinning the WW algorithm for networks of suitable topology; and (iv) demonstrated the mathematical insights obtainable from physical reasoning based on a structural mechanics analogy, particularly when predicting very high eigenvalue multiplicities and their associated eigenvectors. denotes limiting value as n → ∞, i.e. the infinite treē · overbar denotes normalization using N T · hat denotes normalization using N B
