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Abstract—In addition to providing substantial performance
enhancements, future 5G networks will also change the mobile
network ecosystem. Building on the network slicing concept, 5G
allows to “slice” the network infrastructure into separate logical
networks that may be operated independently and targeted at
specific services. This opens the market to new players: the
infrastructure provider, which is the owner of the infrastructure,
and the tenants, which may acquire a network slice from the
infrastructure provider to deliver a specific service to their
customers. In this new context, we need new algorithms for the
allocation of network resources that consider these new players.
In this paper, we address this issue by designing an algorithm for
the admission and allocation of network slices requests that (i)
maximises the infrastructure provider’s revenue and (ii) ensures
that the service guarantees provided to tenants are satisfied.
Our key contributions include: (i) an analytical model for the
admissibility region of a network slicing-capable 5G Network, (ii)
the analysis of the system (modelled as a Semi-Markov Decision
Process) and the optimisation of the infrastructure provider’s
revenue, and (iii) the design of an adaptive algorithm (based on
Q-learning) that achieves close to optimal performance.
I. INTRODUCTION
By leveraging on novel concepts of virtualization and
programmability, future 5G Networks [1] are expected to
be reliable, high-performing and cost-efficient. However, the
scope of 5G goes beyond just pure performance metrics, and
incorporates profound changes in its architecture design which
will change the mobile network ecosystem. One of the key
novel concepts of the 5G architecture is that of Network
Slicing [2], driven by very diverse requirements demanded by
5G. Indeed, there is a consensus in that accommodating such
heterogeneous services using the same infrastructure will not
be possible with the current, relatively monolithic architecture
in a cost efficient way. In contrast, with network slicing the
infrastructure can be divided in different slices, each of which
can be tailored to meet specific service requirements.
With network slicing, different services (such as, e.g., auto-
motive, mobile broadband or haptic Internet) can be provided
by different network slice instances. Each of these instances
consists of a set of virtual network functions that run on the
same infrastructure with a especially tailored orchestration. In
this way, very heterogeneous requirements can be provided by
the same infrastructure, as different network slice instances
can be orchestrated and configured according to their specific
requirements. Additionally, this can be performed in a cost-
efficient manner, as the different network slice tenants dynam-
ically share the same infrastructure.
This novel approach does not just provide better performing
and more efficient networks, but it also makes room for
new players in the mobile network ecosystem. Network slices
allow for a role separation between infrastructure providers
(the ones who provide computational and network resources
used by different network slices) and network slice tenants
(the ones acquiring a slice to orchestrate and run network
functions within that slice to provide a certain service to their
customers).
The above model is currently being successfully applied by
Infrastructure as a Service (IaaS) providers such as Amazon
Web Services or Microsoft Azure, which sell their computa-
tional resources such as CPU, disk or memory for Virtual Net-
work Function (VNF) purposes. While such an IaaS approach
follows a very similar business model to ours, providing
network resources is an intrinsically different problem, since
(i) spectrum is a scarce resource for which over-provisioning
is not possible, (ii) the actual capacity of the systems (i.e.,
the resources that can actually be sold) heavily depends
on the mobility patterns of the users, and (iii) the Service
Level Agreements (SLAs) with network slices tenants usually
impose stringent requirements on the Quality of Experience
(QoE) perceived by their users. Therefore, in contrast to IaaS,
in our case applying a strategy where all the requests coming to
the infrastructure provider are admitted is simply not possible.
In the above context, the new 5G ecosystem calls for novel
algorithms and solutions for the allocation of the (scarce) net-
work resources among tenants; this is the so-called spectrum
market. In this paper we address this problem by designing
a network capacity brokering solution, implemented by an
infrastructure provider, that assigns resources to tenants and
their respective network slices. When taking the decision of
whether to admit or reject new network slices requests (and the
associated resources), our solution aims at (i) maximising the
revenue of a network infrastructure provider, and (ii) satisfying
the service guarantees provided to the network slices.
While the network slicing concept has only been proposed
recently [2], it has already attracted substantial attention.
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Similarly,therewardfunctionR(s,a)isgivenby:















































































































































































































































Fig. 4: Optimal admission policy for elastic traffic.
VI. PERFORMANCE EVALUATION
In this section we evaluate the performance of the pro-
posed algorithms via simulation. Unless otherwise stated, we
consider a scenario with four slice classes, two for elastic
traffic and two for inelastic. We set  = 5 for all network
slices classes, and the arrival rates equal to i = 2 and
e = 10i for the elastic and inelastic classes, respectively.
We consider two network slice sizes, equal to C=10 and C=20,
where C is the total network capacity. Similarly, we set the
throughput required guarantees for elastic and inelastic traffic
to Ri = Re = Cb=10. Two key parameters that will be
employed throughout the performance evaluation are e and
i, the average revenue per time unit generated by elastic
and inelastic slices, respectively (in particular, performance
depends on the ratio between them).
A. Optimal admission policy
We start by analysing the admission policy resulting from
our optimal algorithm for different ratios between i and e.
Note that, given that inelastic traffic is more demanding, it is
reasonable to assume that it pays a higher price than elastic
traffic i  e. As inelastic traffic provides a higher revenue,
in order to maximise the total revenue, the infrastructure
provider will always admit inelastic network slice requests. In
contrast, it is to be expected that, while elastic traffic requests
will be admitted when the utilisation is low, they may be
rejected with higher utilisations in order to avoid losing the
opportunity to admit future (and more rewarding) inelastic
requests. Furthermore, it is to be expected that this behaviour
will be exacerbated as the i=e grows larger.
The admission policy for elastic traffic resulting from our
algorithm is shown in Fig. 4. As expected, we can observe
that the region corresponding to the admission of elastic
network slices requests is smaller than the admissibility region,
implying that we are more restrictive in the admission of
elastic traffic. Furthermore, and also as expected, this region
becomes smaller for larger i=e ratios. These results thus
confirm our intuitions on the optimal admission policy.
B. Revenue optimality
We next evaluate the performance of our adaptive algo-
rithm by comparing it against: (i) the benchmark provided





















Fig. 5: Revenue vs. i=e.
by the optimal algorithm, and (ii) two naive policies that
always admit elastic traffic requests and always reject them,
respectively. Fig. 5 shows the relative average reward obtained
by each of this policies, taking as baseline the policy that
always admit all network slice requests (as this would be
the most straightforward algorithm). We observe from the
figure that our adaptive algorithm performs very closely to the
optimal policy, which serves to validate the algorithm design
proposed in this paper. We further observe that the revenue
improvements over the naive policies is very substantial, up
to 100% in some cases. As expected, for small i=e the
policy that always admits all requests is optimal, as in this
case both elastic and inelastic slices provide the same revenue;
in contrast, for very large i=e ratios the performance of the
“always reject” policy improves, as in this case the revenue
obtained from elastic traffic is (comparatively) much smaller.
C. Revenue gains
While the result of the previous section shows that the
proposed algorithm performs close to optimal, it is only
compared against two naive policies and thus does not give
an insight on the revenue gains that could be achieved over
smarter yet not optimal policies. To this end, we compare the
performance of our algorithm against a set of “smart” random
policies defined as: inelastic network slices requests are always
accepted (k = i) a = G), while the decision of rejecting an
elastic request (k = e ) a = D) is set randomly. Then, by
drawing a high number of random policies, it is to be expected
that some of them provide good performance.
Fig. 6 shows the comparison against 1000 different random
policies. The results confirm that (i) none of the random
policies outperforms our approach, further confirming the opti-
mality of the approach, and (ii) substantial gains (around 20%)
are obtained over the random policies. This result confirms
that a smart heuristic is not effective in optimizing revenue,
and very substantial gains can be achieved by using a close to
optimal policy such as our adaptive algorithm.
D. Impact of estimation errors
The previous results have assumed that (i) arrivals and
departures follow Poisson process with exponential times, and
(ii) the optimal algorithm has a perfect estimation of the








(a) i=e = 5








(b) i=e = 10








(c) i=e = 15























Fig. 7: Revenue in a perturbed scenario, i=e = 5.
statistics of this process. In this section we address a more
realistic case in which neither of these assumption holds. We
hence introduce two modifications: (i) arrivals and departures
are Pareto-distributed, and (ii) we let the real arrival process
^ deviate from the estimated one : ^ (j) = j+1 as a
function of a parameter j >  1. That is, the optimal policy
obtained by Value Iteration under the original assumptions is
computed offline, with the estimated parameter, and applied
to the real system. Note that for negative j values, the system
receives a number of request per time unit higher than the
estimated , while positive j values indicate a lower requests
arrival rate.The results, depicted in Fig. 7, show that our
adaptive algorithm, which automatically learns the network
slice behaviour on the fly and hence is not affected by possible
estimation errors, substantially outperforms the optimal policy
built upon flawed assumptions and estimations.
VII. CONCLUSION
One of the key concepts behind 5G is the network slic-
ing model, which brings new players into the ecosystem:
the network infrastructure provider and the network slices’
tenants. Under this new business model, we need new resource
allocation mechanisms that take into account the relationship
between the various players. In this paper, we have addressed
this issue by designing an admission control algorithm to
be executed by the infrastructure provider when receiving
network slice requests from the tenants. Building on an
analytical model for the performance and revenue of the
system, we have provided an optimal policy benchmark and
an adaptive algorithm for practical usage. Our results show
that our adaptive algorithm approximates the performance of
the optimal policy, and provides substantial gains in revenue
over potentially smart heuristics.
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