Let f (q) = a r q r + · · · + a s q s , with a r = 0 and a s = 0, be a real polynomial. It is a palindromic polynomial of darga n if r+s = n and a r+i = a s−i for all i. Polynomials of darga n forms a linear subspace P n (q) of R(q) n+1 of dimension ⌊n/2⌋+1. We give transition matrices between two bases q j (1 + q + · · · + q n−2j ) , q j (1 + q) n−2j and the standard basis q j (1 + q n−2j ) of P n (q). We present some characterizations and sufficient conditions for palindromic polynomials that can be expressed in terms of these two bases with nonnegative coefficients. We also point out the link between such polynomials and rank-generating functions of posets. MSC: 05A20; 05A15; 15A03; 06A07
Introduction
Let a 0 , a 1 , . . . , a n be a sequence of real numbers. It is palindromic (or symmetric) with center of symmetry at n/2 if a i = a n−i for all i. It is unimodal if a 0 ≤ · · · ≤ a m−1 ≤ a m ≥ a m+1 ≥ · · · ≥ a n for some m.
Let f (q) = a r q r + · · · + a s q s , with a r = 0 and a s = 0, be a real polynomial. Following Zeilberger [17] , the darga of f (q), denoted by dar f , is defined to be r + s, i.e., the sum of its lowest and highest powers. For example, dar (1 + q) = 1 and dar (q) = 2. We say that the polynomial f (q) is palindromic (unimodal, resp.) if the sequence a r , a r+1 , . . . , a s−1 , a s has the corresponding property. Following Brenti [4] , we say that a polynomial with nonnegative coefficients is a Λ-polynomial if it is both palindromic and unimodal.
Λ-polynomials arise often in algebra, analysis, and combinatorics. Two most wellknown Λ-polynomials are 1 + q + · · · + q n and (1 + q) n = n i=0 n i q i . Another famous Λ-polynomial is the Gaussian polynomial defined by n i q = (q n − 1)(q n−1 − 1) · · · (q n−i+1 − 1) (q i − 1)(q i−1 − 1) · · · (q − 1)
.
The symmetry of the Gaussian polynomial follows immediately by definition. But the unimodality of the Gaussian polynomial is not so easy to prove. The first proof of the unimodality was given by Sylvester [16] in 1878 using the classical theory of invariants. Then there have been several different proofs based on methods of Lie algebras, linear algebra, algebraic geometry or Pólya theory [11] . In 1990, K. O'Hara [9] gave her celebrated constructive proof, which, roughly speaking, is to decompose the Gaussian polynomial into a finite sum of suitable palindromic polynomials of the same darga [18] .
To prove the unimodality of a polynomial is often a very difficult task. The case for palindromic polynomials is somewhat different. Λ-polynomials have much better behavior than unimodal polynomials. For example, the product of two unimodal polynomials is not unimodal in general; however, the product of two Λ-polynomials is still a Λ-polynomial [2, Theorem 1] . This is the motivation for us to study palindromic polynomials. The object of the present paper is to explore such a topic from a viewpoint of linear algebra.
The organization of the paper is as follows. We first study algebraic properties of palindromic polynomials in the next section. Palindromic polynomials of darga n form a linear space of dimension ⌊n/2⌋ + 1. We give transition matrices between the bases {q j (1 + q + · · · + q n−2j )} , {q j (1 + q) n−2j } and the standard basis {q j (1 + q n−2j )}. Then in Section 3 we study palindromic polynomials that can be expressed in terms of the first two bases with nonnegative coefficients respectively. Certain known results can be obtained and extended in a unified approach. Finally in Section 4 We point out the link between palindromic polynomials and rank-generating functions of posets.
Throughout this paper all polynomials considered are real. As usual, denote by R[q] n+1 the set of real polynomials of degree at most n, and let the binomial coefficient n i = 0 unless 0 ≤ i ≤ n. For the sake of convenient, denote n = ⌊n/2⌋ and 0 is viewed as a palindromic polynomial (of any darga).
Palindromic polynomials
We study algebraic properties of palindromic polynomials in this section. Some of them are obvious and have occurred in the literature.
Let f (q) be a polynomial of darga n. The reciprocal polynomial f * of f is defined by
In other words, if f (q) = a r q r + · · · + a s q s , where a r = 0, a s = 0 and r + s = n, then f * (q) = a s q r + · · · + a r q s . The following characterization for palindromic polynomials is direct.
Corollary 2.2. Suppose that a ∈ R, f (q) and g(q) are two palindromic polynomials of darga n. Then af (q) and f (q) + g(q) are palindromic polynomials of darga n.
It is clear that [f (q)g(q)] * = f * (q)g * (q). So the following result is immediate.
Corollary 2.3. Let f (q) and g(q) be two palindromic polynomials of darga n and m respectively. Then
is a palindromic polynomial of darga n + m; in particular, q j f (q) is a palindromic polynomial of darga n + 2j.
(ii) If g(q)|f (q) and f (q) = g(q)h(q), then h(q) is also palindromic.
Let f (q) be a palindromic polynomial. If z 0 = 0 is a zero of f (q), then 1/z 0 is also a zero of f (q) and has the same multiplicity. On the other hand, the complex zeros of a real polynomial occur in conjugate pairs. So a irreducible palindromic polynomial must be linear, quadratic or quartic.
where r i = 1 and b
Definition 2.6. We say that {f j (q)} j≥0 is a sequence of basic palindromic polynomials if f j (q) is a palindromic polynomial of dagar j with nonzero constant term.
Example 2.7. Three sequences of basic palindromic polynomials:
(ii) A 0 (q) = 1 and A j (q) = 1 + q + · · · + q j for j ≥ 1.
(iii) B 0 (q) = 1 and B j (q) = (1 + q) j for j ≥ 1.
Let P n (q) denote the set of palindromic polynomials of darga n. Then P n (q) forms a linear subspace by Corollary 2.2. A sequence of basic palindromic polynomials can induce a basis of P n (q). More precisely, we have the following. Theorem 2.8. Let {f j (q)} j≥0 be a sequence of basic palindromic polynomials. Assume that f (q) is a real polynomial of darga n. Then f (q) is palindromic if and only if f (q) can be written as
In other words, P n (q) is a linear space of dimension n + 1, with a basis
Proof. The "if" part follows from Corollary 2.2 since all terms q j f n−2j (q) in the summation (1) are palindromic polynomials with the same darga n. We next prove the "only if" part by induction on dar f . We may assume, without loss of generality, that all f j are monic.
Let f (q) = a r q r +· · ·+a s q s be a palindromic polynomial of darga n, where a r = a s = 0 and r + s = n. Define
Then g(q) is a palindromic polynomial of darga ≤ n − 2. By the induction hypothesis,
where c j ∈ R for all j. This completes the proof.
We next consider the transition matrix between two bases of the linear space P n (q).
Theorem 2.9. Let {f j (q)} j≥0 and {g j (q)} j≥0 be two sequences of basic palindromic polynomials. Suppose that
Then the transition matrix from the basis
is the (n + 1) × (n + 1) lower triangle matrix
Proof. Note that
for j = 0, 1, . . . , n. Hence the statement follows immediately.
Let us examine transition matrices between the following three bases induced by sequences of basic palindromic polynomials in Example 2.7:
, where S 0 (q) = 1 and S j (q) = 1 + q j for j ≥ 1.
(
, where A 0 (q) = 1 and A j (q) = 1 + q + · · · + q j for j ≥ 1.
, where B 0 (q) = 1 and B j (q) = (1 + q) j for j ≥ 1.
Corollary 2.10. The transition matrices
respectively, where b i,j = 0 for i < j and
Hence the statement follows from Theorem 2.9.
Other transition matrices between these three bases can be deduced from M(S, A) and M(S, B). For example,
where d i,j = 0 for i < j and
We can also obtain M(B, S) by another approach.
. Then c i,j = 0 for i < j and
Proof. Recall the classical Chebyshev inversion relation
where
which can be rewritten as
So by (2),
i.e.,
Thus by Theorem 2.9, c i,j = 0 for i < j and
This completes our proof.
Remark 2.12. Note that
Hence all C(n, i) are integers, and so are all c i,j . Thus M(B, S) is an integer matrix.
Λ-polynomials
Let F be a basis of P n (q) and f (q) ∈ P n (q). We say that f (q) is F-positive if f (q) can be expressed in terms of the basis F with nonnegative coefficients. Clearly, the set of all F-positive polynomials forms a convex cone of P n (q). Our concern in this section is Apositive polynomials and B-positive polynomials. A B-positive polynomial is usually said to have nonnegative γ-vector and a A-positive polynomial is precisely a Λ-polynomial. Proof. Let f (q) be a palindromic polynomial of darga n. Assume that
Then c 0 = a 0 and c j = a j − a j−1 for 1 ≤ j ≤ n by the transition matrix M(A, S). Thus c j is nonnegative if and only if a j is nondecreasing for 0 ≤ j ≤ n. In other words, f (q) is A-positive if and only if f (q) is unimodal.
The following result is an immediate consequence of Corollary 2.11
Theorem 3.2. Let f (q) = n j=0 a j q j be a palindromic polynomial of darga n and
(ii) If all a j are integers, then so are all b i .
(iii) A palindromic polynomial f (q) = n j=0 a j q j is B-positive if and only if
Clearly, if all elements of a certain transition matrix from the basis F to the basis F ′ are nonnegative, then a F ′ -positive polynomial must be F-positive. In particular, if f (q) is B-positive, then it is a Λ-polynomial.
Let {f j (q)} j≥0 be a sequence of basic palindromic polynomials. Then
is a basis of P n (q) by Theorem 2.8. For any i, j ≥ 0, the product f i (q)f j (q) is a palindromic polynomial of darga i + j, and so it can be expressed in terms of the basis F i+j . We say that the sequence
Example 3.3. Let us examine the self-positivity of three sequences of basic palindromic polynomials in Example 2.7. The sequences {S j (q)} and {B j (q)} are obviously selfpositive. Note that
Hence the sequence {A j (q)} is also self-positive.
Proposition 3.4. Let {f j (q)} j≥0 be a self-positive sequence of basic palindromic polynomials. Suppose that f (q) and g(q) are F n -positive and F m -positive respectively. Then
Proof. By the self-positivity of {f j (q)} j≥0 , we have
Thus f (q)g(q) is F n+m -positive, and the proof is therefore complete.
In particular, taking f j (q) = A j (q) in Proposition 3.4, we obtain a result due to Andrews [2, Theorem 1].
Corollary 3.5. The product of Λ-polynomials is a Λ-polynomial.
where c k = i+j=k a i b j . In other words, {c k } is the convolution of {a i } and {b j }. This result also holds for the product of arbitrary finite such polynomials.
A concept closely related to unimodality is log-concavity. Let {a i } n i=0 be a sequence of nonnegative numbers with no internal zeros, i.e., there are no three indices i < j < k such that a i , a k = 0 and a j = 0. It is log-concave if a i−1 a i+1 ≤ a 2 i for 0 < i < n. Clearly, the sequence is log-concave if and only if a i−1 a j+1 ≤ a i a j for 0 < i ≤ j < n. Thus a log-concave sequence is unimodal. A basic approach for attacking unimodality and logconcavity is to utilize the Newton's inequality: If the polynomial f (q) = n i=0 a i q i has only real zeros, then Theorem 3.7. Let f (q) = n j=0 a j q j be a palindromic polynomial of darga n and
If the polynomial f (q) = n j=0 a j q j has nonnegative coefficients and has only real zeros, then so does the polynomial
Proof. We first consider the case that q ∤ f (q) and (1 + q) ∤ f (q). Now f (q) is palindromic and has only real zeros, so by Proposition 2.4, n is even and
where a > 0, r k > 0 and r k = 1. It follows that
where s k = r k + 1/r k − 2 > 0. By Remark 3.6, we have
which has nonnegative coefficients and has only real zeros. For the general case, let f (q) = q r (1 + q) e g(q), where q ∤ g(q) and (1 + q) ∤ g(q). Then g(q) is also a palindromic polynomial with nonnegative coefficients and with only real zeros. By the discussion above, we have g(q) = 
which is a polynomial with nonnegative coefficients and with only real zeros, as required. This completes our proof.
Remark 3.8. It is well known that Eulerian polynomials, Narayana polynomials and derangement polynomials are palindromic and have only real zeros (see, e.g., [7] ). So these polynomials are all B-positive. See [14, 15] for combinatorial interpretations to express these polynomials in terms of the basis B with nonnegative coefficients.
Remarks
An important resource for Λ-polynomials is rank-generating functions of posets. We follow Engel [5] for poset notation and terminology.
Let P be a finite graded poset of rank n and F (P ; q) be the rank-generating function of P . Let C n and B n be the chain of length n and the Boolean algebra on n elements respectively. Then F (C n ; q) = 1 + q + q 2 + · · · + q n and F (B n ; q) = (1 + q) n . It is well known that if P has a symmetric chain decomposition, then
where c j is the number of symmetric chains of length n − 2j in the symmetric chain decomposition of P . Similarly, if P has a symmetric Boolean decomposition (see [10] for details), then
where b j is the number of symmetric Boolean algebras B n−2j in the decomposition of P . More generally, let P be a Peck poset. Then F (P ; q) is a Λ-polynomial. Two particular interesting examples of Peck posets are Young lattices L(m, n) and M(n), whose rankgenerating functions are the Gaussian polynomial respectively. Stanley [13] showed, among other things, that L(m, n) and M(n) are Peck posets using the hard Lefschetz theorem of algebraic geometry (see [11] for a linear algebra approach). This implies that the Gaussian polynomial and the partition polynomial are Λ-polynomials. O'Hara [9] gave a constructive proof for the unimodality of the Gaussian polynomial. However, there is no combinatorial interpretation for the unimodality of the partition polynomial (1 + q)(1 + q 2 ) · · · (1 + q n ). On the other hand, Odlyzko and Richmond [8] developed analytic techniques to study the unimodality of polynomials (1 + q a 1 ) · · · (1 + q an ), and in particular, showed the unimodality of (1 + q)(1 + q 2 ) · · · (1 + q n ). Almkvist [1] further proposed the following. is a Λ-polynomial if either r is even and n ≥ 1 or r is odd and n ≥ 11.
Almkvist also verified the conjecture for n = 3, 4, . . . , 20, 100, 101 using Odlyzko and Richmond's techniques. But the general case is still open.
It is interesting to find out a combinatorial interpretation of the unimodality of (1 + q)(1 + q 2 ) · · · (1 + q n ) and how to express (1 + q)(1 + q 2 ) · · · (1 + q n ) in terms of the basis A with nonnegative coefficients.
