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Abstract
One problem in the application of reinforcement
learning to real-world problems is the curse of di-
mensionality on the action space. Macro actions,
a sequence of primitive actions, have been studied
to diminish the dimensionality of the action space
with regard to the time axis. However, previous
studies relied on humans defining macro actions or
assumed macro actions as repetitions of the same
primitive actions. We present Factorized Macro
Action Reinforcement Learning (FaMARL) which
autonomously learns disentangled factor represen-
tation of a sequence of actions to generate macro
actions that can be directly applied to general rein-
forcement learning algorithms. FaMARL exhibits
higher scores than other reinforcement learning al-
gorithms on environments that require an extensive
amount of search.
1 Introduction
Reinforcement learning has gained significant attention re-
cently in both robotics and machine-learning communities
because of its potential of wide application to different do-
mains. Recent studies have achieved above-human level
game play in Go [Silver et al., 2016; Silver et al., 2017] and
video games [Mnih et al., 2015; OpenAI, 2018]. Application
of reinforcement learning to real-world robots has also been
widely studied [Levine et al., 2016; Haarnoja et al., 2018].
Reinforcement learning involves learning the relationship
between a state and action on the basis of rewards. Rein-
forcement learning fails when the dimensionality of a state or
action increases. This is why reinforcement learning is of-
ten considered data inefficient, i.e., requiring a large number
of trials. The curse of dimensionality on the state space is
partially solved using a convolutional neural network (CNN)
[Krizhevsky et al., 2012; Mnih et al., 2015]; training pol-
icy from raw image input has become possible by applying a
CNN against the input states. However, reducing the dimen-
sionality on the action side is still challenging. The search
∗Both authors equally contributed to this paper.
space can be exponentially wide with a longer sequence and
higher action dimension.
Application of macro actions to reinforcement learning has
been studied to reduce the dimensionality of actions. By
compressing the sequence of primitive actions, macro actions
diminish the search space. Previous studies defined macro
actions as repetitions of the same primitive actions [Sharma
et al., 2017] or requiring humans to manually define them
[Hausknecht and Stone, 2015]. However, more sophisticated
macro actions should contain different primitive actions in
one sequence without humans having to manually defining
these actions.
We propose Factorized Macro Action Reinforcement
Learning (FaMARL), a novel algorithm for abstracting the
sequence of primitive actions to macro actions by learn-
ing disentangled representation [Bengio, 2013] of a given
sequence of actions, reducing dimensionality of the action
search space. Our algorithm uses Factorized Action Varia-
tional Autoencoder (FAVAE) [Yamada et al., 2019], a varia-
tion of VAE [Kingma and Welling, 2013], to learn macro ac-
tions from given expert demonstrations. Using the acquired
disentangled latent variables as macro actions, FaMARL
matches the state with the latent variables of FAVAE instead
of primitive actions directly. The matched latent variables are
then decoded into a sequence of primitive actions and applied
repeatedly to the environment. FaMARL is not limited to just
repeating the same primitive actions multiple times, because
this compresses any kind of representation with FAVAE. We
experimentally show that FaMARL can learn environments
with high dimensionality of the search space.
2 Related work
Applying a sequence of actions to reinforcement learning has
been studied [Sharma et al., 2017; Vezhnevets et al., 2016;
Lakshminarayanan et al., 2017; Durugkar et al., 2016].
Fine Grained Action Repetition (FiGAR) successfully adopts
macro actions into deep reinforcement learning [Sharma et
al., 2017], showing that Asynchronous Advantage Actor-
Critic (A3C)[Mnih et al., 2016], an asynchronous variant of
deep reinforcement learning algorithm, with a learning time
scale of repeating the action as well as the action itself scores
higher than that with primitive actions in Atari 2600 Games.
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There are mainly two differences between FaMARL and
FiGAR. First, FiGAR can only generate macro actions that
are the repeat of the same primitive actions. On the other
hand, macro actions generated with FaMARL can be a com-
bination of different primitive actions because FaMARL finds
a disentangled representation of a sequence of continuous ac-
tions and uses the decoded sequence as macro actions. Sec-
ond, FaMARL learns how to generate macro actions and op-
timizes the policy for the target task independently, while
FiGAR learns both simultaneously. Despite FaMARL can-
not learn macro actions end-to-end, this algorithm can easily
recycle acquired macro actions to new target tasks, because
macro actions are acquired independent to target tasks.
Hausknecht proposed using a parameterized continu-
ous action space in the reinforcement learning framework
[Hausknecht and Stone, 2015]. This approach, however, is
limited in the fact that the action has to be selected at ev-
ery time step, and humans need to parameterize the action.
FaMARL can be viewed as an expansion of this model to
time series.
3 Sequence-Disentanglement Representation
Learning by Factorized Action Variational
AutoEncoder
VAE [Kingma and Welling, 2013] is a generative model that
learns probabilistic latent variables z via the probability dis-
tribution learning of a dataset. VAE encodes data x to latent
variable z and reconstructs x from z.
The β-VAE [Higgins et al., 2017] and CCI-VAE [Burgess
et al., 2018], which is an improved β-VAE, are models for
learning the disentangled representations. These models dis-
entangle z by adding the constraint to reduce the total corre-
lation to VAE. FAVAE [Yamada et al., 2019] is an extended
β-VAE model to learn disentangled representations from se-
quential data. FAVAE has a ladder network structure and
information-bottleneck-type loss function. This loss function
of FAVAE is defined as
− Eqφ(z|(x1:T )) [log pθ (x1:T |z)]
+ β
∑
l˜
∣∣DKL (qφ (z| (x1:T )) ||p (z))l˜ − Cl˜∣∣ , (1)
where p (z) = N (0, 1), l˜ is the index of the ladder, β is a
constant greater than zero that encourages disentangled repre-
sentation learning by weighting Kullback-Leibler divergence
term, and C is called information capacity for supporting the
reconstruction. In the learning phase, C increases linearly
along with epochs from 0 to Clast. The Clast is determined
by first training FAVAE with a small amount of β (we used
β = 0.1) and Clast = 0. The last value of Dkl(q(z|x)||p(z))
is used as Clast. Each ladder requires a C . For example, a
3-ladder network requires 3 Cs.
4 Proposed algorithm
Our objective is to find factorized macro actions from given
time series of expert demonstrations and search for the opti-
mal policy of a target task based on these macro actions in-
stead of primitive actions. The target task can differ from
Algorithm 1 Unsupervised segmentation of macro actions
Input: Expert demonstration D ← 〈A1, A2, ..., An〉 on
Base, where Ai ← 〈ai1, ai2, ..., aim〉 (m ← length of ith
episode)
Parameter: Encoder qseg
1: Dslice ← 〈〈d11, d12, ...〉, 〈d21, d22, ...〉, ..., 〈dn1, dn2, ...〉〉
// Slice all Ai with WindowSize← 4
2: Train qseg(dij) with dij 3 Dslice
3: distanceij ← |qseg(dij)− qseg(dij−1)|
4: Segment Ai 3 D with distancei
5: Dseg ← 〈〈x11, x12, ...〉, 〈x21, x22, ...〉, ..., 〈xn1, xn2, ...〉〉
Algorithm 2 Factorized macro action with proximal policy
optimization (PPO)
Input: Decoder of FAVAE θ
Parameter: PPO Agent ψ
1: while converge do
2: zt ∼ piψ(zt|st)
3: 〈at, at+1, ..., at+l〉 ← pθ(bt|zt)
4: rtot ← 0
5: for k ← t to t+ l do
6: sk+1, rk ← p(ak, sk)
7: rtot ← rtot + rk
8: end for
9: Minimize equation 4 using rtot
10: end while
the task that the expert demonstrations are generated. We use
FAVAE [Yamada et al., 2019] to find factorized macro ac-
tions. The details of FaMARL are given in Sections 4.1 and
4.2.
One might be curious why we do not apply expert demon-
strations or their segmentations, directly to the reinforcement
learning agent to learn a new task. There are two reasons for
learning disentangled factors of (segmented) expert demon-
strations. First, if the agent explores these expert demonstra-
tions only, it can only mimic expert demonstrations to solve
the task, which results in serious deficiencies in generalizing
macro actions. Consider a set of demonstrations containing
actions of 〈 turn right 70◦, turn right 60◦, . . . , turn right 10◦
〉. If the environment requires the agent to turn right 80◦,
the agent cannot complete the task. On the other hand, latent
variables trained with the expert demonstrations acquire gen-
erated macro actions to ”turn right x◦. Thus, the agent can
easily adapt to the target task. Second, without latent vari-
ables, the action space is composed by listing only all expert
demonstrations, forming a discrete action space. This causes
the curse of dimensionality, detering fast convergence on the
task.
4.1 Unsupervised segmentation of macro actions
An episode of an expert demonstration is composed of a se-
ries of macro actions, e.g., when humans show a demonstra-
tion of moving an object by hand, that demonstration is com-
posed of 1)extending a hand to the object, 2)grasping the ob-
Figure 1: Overview of FaMARL
ject, 3)moving the hand to the target position, and 4)releasing
the object.
Therefore, expert demonstrations first need to be seg-
mented into each macro action. One significant challenge is
that there are usually no ground-truth labels for macro ac-
tions. One possible solution is to ask experts to label their ac-
tions. However, this is another burden and incurs additional
cost.
Lee proposed a simple method using an AE [Hinton and
Salakhutdinov, 2006; Vincent et al., 2008] to segment sig-
nal data [Lee et al., 2018]. This method, simply speaking,
trains an AE with sliding windows of signal data, acquiring
the temporal characteristics of the sliding windows. Then,
the distance between the encoded features of two adjacent
sliding windows is calculated. All the peaks of the distance
curve are selected as segmentation points. One advantage of
this method is that it is not domain-specific. This method can
be easily applied to expert demonstration data since it is as-
sumed that there are no specific data characteristics.
On our implementation of this segmentation method, dis-
tance is defined as |qseg(ai) − qseg(ai−1)|, where qseg(aij)
refers to the encoded feature of the jth sliding window on ith
trajectory data. We used a sliding window size of 4. Any
distance point that is highest among 10 adjacent points with
a margin of 0.05 is selected as a peak.
4.2 Learning disentangled latent variables with
FAVAE
Once the expert demonstrations are segmented, FAVAE learns
factors that compose macro actions. However, FAVAE can-
not directly intake segmented macro actions. This is be-
cause segmented macro actions may have different lengths,
while FAVAE cannot compute data with different lengths be-
cause it uses a combination of 1D convolution and multi-
layer perceptron which requires an unified data size across
all datasets. To address this issue, macro actions are padded
with trailing zeros to match the data length of L, the input
size of FAVAE. Also, two additional dimensions actionon
and actionoff are added to macro actions to identify if ac-
tion ak at timestep k is a real action or zero-padded one. The
actionon is 〈10, 11, 12, ...1l, 0l+1, 0l+2, ...0L〉 and actionoff
is 〈00, 01, 02, ...0l, 1l+1, 1l+2, ...1L〉, where subscript l is the
length of a macro action and subscript L is the input size
of FAVAE. The cutting point of a real action against zero-
padding is computed by the first timestep where actionoff
is selected from the softmax of actionon and actionoff . We
used the mean squared error for reconstruction loss. Also,
FAVAE used three ladders and CCI is applied. [Burgess et
al., 2018].
4.3 Learning policy with proximal policy
optimization (PPO)
Our key idea of diminishing the search space is to search on
the latent space of the macro actions instead of primitive ac-
tions directly. We used proximal policy optimization (PPO)
[Schulman et al., 2017] as the reinforcement learning algo-
rithm, although any kind of reinforcement learning algorithm
can be used1.
PPO is used following the loss function:
LCLIP (ψ) = Et[min(ρt(ψ)Aˆt, clip(ρt(ψ), 1− , 1 + )Aˆt) (2)
Here, ρt(ψ) =
piψ(at|st)
piold(at|st) , where ρt denotes the probability
ratio.
Integrating PPO with macro actions generated with FAVAE
is simply to replace the primitive action of every time step
with the macro action with a step interval l which is the length
of the macro action. Therefore, the model of the environment
with respect to a macro action is:
st+l,
t+l∑
k=t
rk ∼ p(zt, st) (3)
where p(zt, st) is the transition model of the environment.
The PPO agent matches a latent variable zt on input state
st.
The decoder φ of FAVAE then decodes zt into series of
actions: 〈at, at+1, at+2, ..., at+L〉, where subscript L is the
output length of the decoder. Then actions are trimmed using
the value of the softmax of actionon and actionoff , which is
also decoded from the decoder.
The macro action is cropped to 〈at, at+1, ..., at+l〉 where
subscript l is the first timestep at which actionoff is selected.
This macro action is applied to the environment without feed-
back. Rewards between t and t+ l are summed and regarded
as the reward for the result of output zt+l.
1Our implementation of PPO is based on
https://github.com/Anjum48/rl-examples
(a) Base (b) Maze
Figure 2: ContinuousWorld tasks
Thus, the objective function of PPO can be modified as:
LCLIP (ψ) = Et′ [min(ρt′(ψ)Aˆt′ , clip(ρt′(ψ), 1− , 1 + )Aˆt′) (4)
where t′ is the time step from the perspective of the macro
action. If t and t′ indicate the same time step in the environ-
ment, the relationship of t+ l = t′ + 1 is established.
5 Experiments
FaMARL was tested in two environments: ContinuousWorld,
a simple 2D environment with continuous action and state
spaces, and RobotHand, a 2D environment with simulated
robot hand made by Box2D, a 2D physics engine2.
5.1 ContinuousWorld
The objective with this environment is to find the optimal tra-
jectory from the starting position (blue dot in Figure 2) to the
goal position (red dot in Figure 2). The reward of this envi-
ronment is −|x− g|, where x is the position of the agent and
g is the position of the goal. The action space is defined by
the 〈 acceleration to the x axis and acceleration to the y axis
〉.
There are two tasks in ContinuousWorld: Base and Maze.
In Base, the agent and goal are randomly placed at the cor-
ners, top or bottom. Thus, the number of cases for initial-
ization is 2 ∗ 2 = 4. To acquire factors of macro actions re-
gardless of scale, the size of map is selected between [2.5, 5]
randomly. In Maze, the agent and goal are always placed at
the same position. However, the entrances in the four walls
are set randomly for each episode so that the agent has to find
an optimal policy on different entrance positions. This makes
this environment difficult because walls act like strong local
optima of reward; the agent has to make a long detour with
lower rewards to finally find the optimal policy.
Our purpose was to find disentangled macro actions from
expert demonstrations in Base and applying the macro ac-
tions to complete the target tasks. 100 episodes of the expert
demonstrations were generated in Base using programmed
scripts. We compared four different scripts: DownOnly,
Down&Up, PushedDownOnly, and PushedDown&Up. All
scripts are illustrated in Figure 3. For DownOnly, the goal
is only initialized at the bottom of the aisle; therefore, the
macro actions do not include upward movements. On the
2Dataset and other supplementary results are available at
https://github.com/FaMARLSupplement/FaMARLSupplement
(a) (b) (c) (d)
Figure 3: Examples of script trajectories. DownOnly uses only
trajectories in 3a, Down&Up uses those in 3a and 3b, Pushed-
DownOnly uses those in 3c, and PushedDown&Up uses those in
3c and 3d
(a) Comparison among different actions
(b) Example trajectories of macro
actions. Color change indi-
cates change in macro action
Figure 4: Results of Maze
other hand, Down&Up does not limit the position of the goal;
thus, upward and downward movements are included in the
macro actions. For PushedDownOnly and PushedDown&Up,
the agent always accelerates upward or downward, according
to the goal position.
With the expert demonstrations generated in Base, we
used FaMARL in Maze. We used β = 50. Among
FaMARL with macro actions acquired from expert demon-
strations of PushedDownOnly, PPO with primitive actions,
and FiGAR, FaMARL performed best for this task and other
two algorithms failed to converge (Figure 4a). It is also
obvious that the choice of macro action is critical. While
PushedDownOnly outperformed the primitive action, other
macro actions could not complete the task. Because Pushed-
DownOnly does not contain any demonstrated actions of
moving upwards, this can dramatically diminish the action
space to search. On the other hand, Down&Up is similar to
just repeatedly moving one direction, which was not suffi-
(a) (3,1): Node that learned factor (b) (2,1): Node that did not learnany factor
Figure 5: Examples of latent traversal on (Ladder, Index of z) of
Down&Up
cient for completing the task.
Figure 5 shows visualized example trajectories of latent
traversal for Down&Up. Latent traversal is a technique
that shifts only one latent variable and fixes the other vari-
ables for observing the decoded output from the modified
latent variables. If disentangled factor representation is ac-
quired, the output shows meaningful changes. Otherwise,
changes are not distinguishable. Also, if the number of la-
tent variables exceeds that of factors that form the sequence
of actions, only some of the latent variables acquire fac-
tors and the others show no changes when traversed. Fig-
ure 5a shows that the 1st variable of the 3rd ladder changed
to 〈−3.0,−1.0,+1.0,+3.0〉. This changed the direction of
the agent’s trajectory, while Figure 5b shows no change. This
result indicates that FAVAE learns the disentangled represen-
tation of a given sequence of actions.
Comparison among different β of equation 1 and numbers
of expert trajectories are shown in Figure 6 using Pushed-
DownOnly. Figure 6a illustrates the experiment with differ-
ent β. FAVAE did not learn factors in a disentangled manner
when β was low. The entangled latent variables of macro
actions severely deters matching the state space with macro
action space for an optimal policy because the latent space,
which actually matches with the state space, is distorted. On
ContinuousWorld, we found that β ≥ 1.0 is enough to com-
plete Maze. Figure 6b illustrates the experiment with differ-
ent numbers of expert trajectories. Even though we used 100
expert trajectories across all experiments, the number of tra-
jectories did not impact the performance of FaMARL.
5.2 RobotHand
RobotHand has four degrees of freedom (DOFs), i.e., mov-
ing along the x axis, moving along the y axis, rotation,
and grasping operation. The entire environment was built
with Box2D https://box2d.org/ and rendered with OpenGL
https://www.opengl.org/. Similar to Base task at Continuous-
World, Base at RobotHand, which is a pegging task, provides
100 expert demonstrations to learn disentangled macro ac-
tions. And the target tasks Reaching and BallPlacing are com-
pleted with the acquired macro actions. We used β = 0.1 on
this environment.
Base (Figure 7a) is a pegging task. In Base, the robot
moves a rod from a blue basket to a red one. We chose this
task because the pegging task is complex enough to contain
(a) Comparison among different β on PushedDownOnly
(b) Comparison among different numbers of expert trajecto-
ries of PushedDownOnly
Figure 6: Comparison between different β and numbers of expert
trajectories in Maze
(a) Base (b) Reaching (c) BallPlacing
Figure 7: RobotHand tasks
all macro actions that might be used in target tasks.
Reaching (Figure 7b) is a simple task. The robot hand has
to reach for a randomly generated goal position (red) as fast
as possible. To make this task sufficiently difficult, we used a
sparse reward setting in which the robot hand only receives a
positive reward of +100 for reaching the goal position within
a distance of 0.5 m; otherwise there is a time penalty of -1.
In BallPlacing (Figure 7c), the robot hand has to carry the
ball (blue) to the goal position (red). The ball is initialized at
random positions within a certain range, and the goal position
is fixed. The reward is defined by −|b− g| where b is the po-
sition of the ball and g is the position of the goal. An episode
ends when the ball hits the edges or reaches the goal position
within a distance of 0.5 m. An additional reward of +200 is
given when the ball reaches the goal.
Figure 8 is a comparison of FaMARL, PPO with primi-
tive actions, and FiGAR on both Reaching and BallPlacing.
PPO with primitive actions and FiGAR respectively failed to
learn Reaching and BallPlacing, while FaMARL successfully
learned both tasks. Because the reward of Reaching is sparse,
(a) Reaching
(b) BallPlacing
Figure 8: Comparison of FaMARL, PPO with primitive actions, and
FiGAR in RobotHand tasks
using primitive actions fails to find rewards. on the other
hand, even though the reward of BallPlacing is not sparse,
it requires precisely controlling a ball to the goal., FiGAR,
which repeats the same primitive actions a number of times,
could not precisely control the ball. FaMARL is the only al-
gorithm that completed both tasks.
It should be noted that in the RobotHand experiments
FaMARL optimized its behavior by shortening macro ac-
tions, while fully using the advantages of exploring with
macro actions. In Reaching, the average length of macro ac-
tions gradually diminished (Figure 9b). However, when time
penalty (in Reaching, time penalty of -1 was added to the re-
ward at every time step) is eliminated, the length of a macro
action did not diminish (Figure 9). This is because the agent
did not need to optimize its policy in accordance with speed.
A macro action can be inefficient in optimizing policy com-
pare to a primitive action because the optimal policy for the
task may not match macro actions, but a suboptimal policy
will. That is why FaMARL gradually uses primitive-like ac-
tions (macro actions with lengths of 1 3) instead of keeping
macro actions with dozens of primitive actions.
6 Limitations of FaMARL
FaMARL exhibits generally better scores than using primitive
actions. However, there are limitations with FaMARL.
6.1 Lack of feed-back control
Searching on macro actions instead of primitive actions fa-
cilitates searching on the action space in exchange for fast
(a) Reaching with time penalty
(b) Reaching without time penalty
Figure 9: Average macro action length and rewards in Reaching
with/without time penalty
response to unexpected changes in state. We failed to
train BipedalWalker-v23 with FaMARL based on the ex-
pert demonstration at BipedalWalker-v2. Because a bipedal-
locomotion task requires highly precise control for balancing
induced from instability of the environment; thus, diminish-
ing the search space by macro actions in exchange for faster
response was not adequate.
6.2 Compatibility of macro actions with task
Figure 4 shows that the type of macro actions is critical. If the
targeted task does not require the macro actions that are ab-
stracted from expert demonstrations, FaMARL will easily fail
because the actions an optimal policy requires are not present
in the acquired macro actions. Thus, choosing appropriate
expert demonstrations for a targeted task is essential for trans-
ferring macro actions to target tasks.
7 Discussion
We proposed FaMARL, an algorithm of using expert demon-
strations to learn disentangled latent variables of macro ac-
tions to search on these latent spaces instead of primitive ac-
tions directly for efficient search. FaMARL exhibited higher
scores than other reinforcement learning algorithms in tasks
that require extensive iterations of search when proper ex-
pert demonstrations are provided. This is because FaMARL
diminishes the searching space based on acquired macro ac-
tions. We consider this a promising first step for practical
3https://gym.openai.com/envs/BipedalWalker-v2/
application of macro actions in reinforcement learning in a
continuous actions space. However, FaMARL could not com-
plete a task that requries actions outside of macro actions. the
tasks that need actions outside of restricted searching space
cannot be solved. Possible solutions include searching opti-
mal policy with both macro actions and primitive actions.
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