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a b s t r a c t
Inmany realistic scenarios of job processing, one job consumes a longer time to be satisfied
with a later start time of processing. This phenomenon is known as job’s deterioration
effect. Such effect is unexplored in the context of online environment. In this paper we
study online single machine scheduling for deteriorating jobs, where jobs arrive over time
and become known to any online algorithm on their arrivals. The processing time of each
job is a linearly increasing function of its start time. We mainly investigate three online
models that minimize makespan, total completion time and maximum delivery time,
respectively. For each model we present an optimal online algorithm in competitiveness.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
In classical scheduling theory, the processing time of each job is considered to be constant. In practice, however, we
often encounter such settings that the processing time of a job increases in its start time of processing. For example, for a
fire fighting job, it generally consumes more time to put out the fire if fire fighters arrive the locale at a later time. Another
example is for steel-making work where the temperature of molten steel decreases during waiting, and later on it takes
some time, depending on the time being waiting, to heat up the molten steel before further processing. This phenomenon
is usually characterized as job’s deterioration effect. Deteriorating job scheduling has caught much interest in the literature
due to its various applications, and many authors consider the offline scene on a single machine where all the information
of each job is known at the beginning. It is generally assumed that jobs are of linear deterioration. Mosheiov [10] considered
the non-preemptive model with simple linear deteriorating jobs such that the processing time of a job is the product of its
deteriorating rate and its start time of processing. For the objectives ofmakespan, flow-time, total tardiness, number of tardy
jobs, etc., the models were proved polynomially solvable. Cheng and Sun [3] investigated the case with rejection for linear
deteriorating jobs. For twomodels either tominimize themakespan plus the total penalty of rejected jobs or tominimize the
totalweighted completion time plus the total penalty, they proved that both areNP-hard. One pseudo-polynomial algorithm
and an FPTAS are presented respectively to solve the two models. Ng et al. [11] investigated the preemptive model with
simple linear deterioration. For the objective of minimizing some regular symmetric functions, they gave an O(n2) time
algorithm, while they proved that it is NP-hard for the objective of minimizing total weighted completion time. Ji and Cheng
[6] considered the case with simple linear deteriorating jobs on one batch machine, aiming at minimizing the makespan.
They proved that the problem is strongly NP-hard under most situations.
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In many scenarios, a scheduler cannot have complete information of all jobs to make a decision on job processing at any
time. To deal with this uncertainty, we resort to the theory of competitive analysis (see [1]) in scheduling field, i.e., online
scheduling. Three online models have been proposed in [12]. The first one assumes that all jobs are released at time zero
but they are presented to an online scheduler in a list. The online scheduler has to irrecoverably schedule each job before
seeing the next job in the list. The second model assumes that the running time of a job is unknown until the job finishes.
The online scheduler only knows whether an unsatisfied job is still running or not at any time. The third model assumes
that jobs arrive over time. At any time when a machine becomes idle, the online scheduler decides which one of currently
available jobs is scheduled, if any. In this paper, we consider the third model where jobs arrive over time.
1.1. Related work
In online single machine scheduling, for the objective of minimizing total completion time, Vestjens [16] proposed the
D-SPT algorithm with optimal competitive ratio of 2. By delaying the release times of jobs, Lu et al. [9] gave a general 2-
competitive algorithm. Considering the situation which allows preemption and restart, Stee and Poutre [14] improved the
competitive ratio to 3/2. For the objective of Makespan minimization, it is trivial that any greedy algorithm, which starts an
arbitrary available job whenever the machine is idle, behaves optimally no matter whether jobs are with different release
times. Therefore, the focus of makespan minimization shifts to parallel machine environments (see [13,2,16]).
Many authors considered the scenario such that each job has to be delivered or transported to some destination after
processing. Therefore, onemain criterion is tominimize themaximumdelivery time Lmax, i.e., tominimize the time bywhich




competitive deterministic algorithm. Tian et al. [15] presented an online algorithm with competitive ratio of
√
2 for the
problem 1|online, rj, qj ≤ pj|Lmax where qj, pj are the delivery time and the processing time of job Jj respectively. For the
corresponding offline setting, one well known LDT (largest delivery time first) rule is optimal for the case without release
time, i.e., 1||Lmax. For the case with release time or 1|rj|Lmax, Kise et al. [7] proved that the LDT rule is 2-approximate, and
Lawer et al. [8] proved that the problem is strongly NP-hard.
1.2. Our results
To the best of our knowledge, there are no results for online scheduling with linear deteriorating jobs. In this paper,
we focus on online single machine scheduling with simple linear deterioration function, and investigate three models
that minimize makespan, total completion time and maximum delivery time respectively. Our main results are optimal
deterministic algorithms for the three models respectively.
In the remainder of this paper, Section 2 gives some notations and preliminaries. Section 3 presents optimal results for
the problem with makespan minimization. In Section 4, we present an optimal deterministic algorithm for the problem to
minimize total completion time. We then propose an optimal algorithm for the problem to minimize maximum delivery
time in Section 5. Finally, Section 6 concludes this paper.
2. Notations and preliminaries
Given a job instance I = {J1, . . . , Jn}. We use rj and pj to denote the release time and the processing time of job Jj
(j = 1, . . . , n), respectively. Jobs are scheduled on a single machine for processing, and at most one job is being processed
at any time.
For a simple linear deteriorating job Jj, we have pj = ajt , where aj ≥ 0 and t are the job’s deteriorating rate and start
time of processing, respectively. Let amax = maxJj∈I{aj}. It is generally assumed that all the jobs arrive at or after some time
t0 > 0 since otherwise any job that arrives at time 0 can be started and completed at the time, implying that it is a dummy
job. We use the three-field notation (refer to [4]), α|β|γ , to represent one scheduling problem, where the three terms α, β
and γ denote machine environments, requirements on jobs, and optimization objectives, respectively.
We adopt the method of competitive analysis (refer to [1]) to measure the performance of online algorithms. Consider
one scheduling problem with minimization objective. For any job input sequence I , let A(I) denote the objective value of
the schedule produced by an online deterministic algorithmA and OPT (I) be that of an optimal schedule. We say thatA is
ρ-competitive if
A(I) ≤ ρOPT (I)+ β
where β is a constant number. ρ is also called the competitive ratio of A. Obviously, ρ ≥ 1 holds. We further define the
lower bound of competitive ratio for the problemas follows. LetON be the complete set of online algorithms for the problem.
Then the lower bound γ is defined as
γ = infA∈ON supI A(I)OPT (I) .
Note that we focus on deterministic algorithms in this paper.
M. Liu et al. / Theoretical Computer Science 445 (2012) 75–81 77
3. Makespan minimization
In this section we consider the problem to minimize makespan, denoted by 1|online, rj ≥ t0, pj = ajt|Cmax. It is trivial
to show that the Greedy algorithm, which schedules jobs in an arbitrary order whenever there are available jobs, is optimal
for the corresponding offline problem 1|rj ≥ t0, pj = ajt|Cmax. Since Greedy does not consider jobs’ deteriorating rates in
producing an optimal schedule, we may regard that Greedy works online. That is, it receives jobs one by one and appends
each received job at the end of the schedule. The following theorem shows that Greedy performs optimally for the online
scenario as well.
Theorem 1. For problem 1|rj ≥ t0, pj = ajt|Cmax, the Greedy algorithm is optimal.
Proof. Given a job input instance I, let π be the schedule produced by Greedy. We divide π into several subschedules.
Within each subschedule there is no idle time while any two consecutive subschedules are separated by an idle time
segment. We claim that the first job of each subschedule is scheduled at its release time. Considering the objective of Cmax,
we focus on the last subschedule in π . Let t0 be the start time of the first job in the last subschedule, and A the job set of the
subschedule. Note that all the jobs in A are released at or after time t0. Hence, Cmax = t0Jj∈A(1+aj), which is the optimum
since Cmax is independent on processing order of jobs in A and no jobs in A can be scheduled before time t0. 
4. Total completion time minimization
In this section, we study another non-preemptive problem 1|online, rj ≥ t0, pj = ajt| Cj. We first introduce an optimal
scheduling rule for the corresponding preemptive–resumption model, which is useful in proving the competitiveness of an
online algorithm in the original non-preemptive model. We then show that 1 + amax is a lower bound of competitive ratio
for the non-preemptive problem, and present an optimal algorithm named D-SGR (Delayed-Smallest Growth Rate).
4.1. An optimal scheduling rule in the preemptive–resumption model
Consider problem 1|online, pmtn, rj ≥ t0, pj = ajt| Cj, where pmtn means preemption is allowed in this online
problem. Moreover, we focus on the preemptive–resumption case. If one job Jj which was started at time t1 is preempted
at time t2, then it can be resumed from where it was preempted and with a revised deteriorating rate smaller than aj. We
call such a revised deteriorating rate, denoted by a′j , the remaining deteriorating rate, which is defined as
a′j =
(1+ aj)t1 − t2
t2
.
By the definition of a′j , if Jj is resumed immediately at time t2, it can be completed at the same time as in the case it was not
preempted. For this preemptive–resumption model, we present a scheduling rule SRDR (Shortest Remaining Deteriorating
Rate) that schedules jobs by the shortest remaining deteriorating rate at any time. A schedule produced by SRDR rule is
called an SRDR schedule, which has the following property as compared with other feasible schedules.
Property 1. At any time, An SRDR schedule has the most number of completed jobs.
Proof. At any time from the beginning, SRDR rule always chooses to process a jobwith the smallest remaining deteriorating
rate, and it finishes the job earlier than other feasible schedules. Since the job with smallest (remaining) deteriorating rate
is of the shortest processing time, the property follows. 
From the above property, we directly have the following conclusion.
Theorem 2. For problem 1|pmtn, rj ≥ t0, pj = ajt| Cj, SRDR rule is optimal.
Since SRDR rule works online, we have a desirable result below.
Theorem 3. For problem 1|online, pmtn, rj ≥ t0, pj = ajt| Cj, SRDR rule is optimal.
4.2. A lower bound
Theorem 4. For problem 1|online, rj ≥ t0, pj = ajt| Cj, any online algorithm has a competitive ratio at least 1+ amax.
Proof. For any online algorithm A, we construct a job input instance I to show that A behaves poorly and is at best





C(σ ) be the objective values of π and σ , respectively.
The first job J1 with deteriorating rate a1 in I is released at time t0. Assume that A schedules J1 at some time t ≥ t0.
Depending on the value of t , we consider the following two cases.
Case 1: t ≥ t0(1+ a1).
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In this case, no more jobs arrive and I = {J1}. A completes the job at time t + a1t ≥ t0(1 + a1)2. In π , however, J1 is





t0(1+ a1) = 1+ a1.
Case 2: 0 ≤ t < t0(1+ a1).
In this case, the other n − 1 jobs J2, . . . , Jn with deteriorating rate 0 (i.e., a2 = · · · = an = 0) arrive at time t + ϵ,
where ϵ > 0 is an arbitrarily small real number and n is an arbitrarily large natural number. I = {J1, J2, . . . , Jn}, and
pj = 0 for job Jj (2 ≤ j ≤ n). A completes J1 at time t(1 + a1) and satisfies the rest n − 1 jobs at the time as well,
implying that

C(σ ) = nt(1+ a1). The optimal schedule π consists of scheduling the last n− 1 jobs followed by J1. Thus




(n+ a1)(t + ϵ) .
As n →∞ and ϵ → 0, it follows

C(σ )
C(π) → 1+ a1. Note that amax = a1 in I. This completes the proof. 
4.3. The D-SGR algorithm
Mosheiov [10] showed that the smallest growth rate (SGR) rule is optimal for the corresponding offline problem
1|rj = t0, pj = ajt| Cj. Using the idea of SGR, we propose an online algorithm named D-SGR (Delayed-SGR) to cope
with the online problem.
Given a job instance I, algorithm D-SGRworks as follows.
Step 1. If the machine is idle and there is at least one available job at time t , determine an unscheduled job with the
smallest deteriorating rate, say Jj. Ties are broken by taking one with the earliest release time;
Step 2. If t ≥ t0(1 + aj), then start Jj immediately; otherwise wait until time t0(1 + aj) or until a new job arrives,
whichever happens first, and go to Step 1;
Step 3. If all the jobs in I have been satisfied, stop; otherwise, go to Step 1.
By Theorem 4, we have the lower bound of 1 + amax for the problem. In the next subsection, we prove that D-SGR has
a matching competitive ratio by the method of contradiction. More precisely, we assume otherwise there exists a so-called
counterexample for which the ratio between the objective value obtained by D-SGR and that of an optimal schedule is strictly
larger than 1 + amax. To prove the optimal competitiveness of D-SGR, it suffices to show that such a counterexample does
not exist at all.
4.4. Competitive analysis of D-SGR
We first investigate someproperties of a smallest counterexample, i.e., a counterexample consisting of aminimumnumber
of jobs. Let I be such a smallest counterexample, and let σ , π be the schedule produced by D-SGR and by an optimal
scheduler for instance I, respectively. Let Cj(π), Cj(σ ) be the completion time of the jth job in π and σ respectively, and
Cj(π) and

Cj(σ ) be the objective values of π and σ respectively. Note that the jth job in the two schedules may not be
the same one. Similar to the Observation 2.2 in [16], we have the following lemma.
Lemma 1. The schedule σ consists of a single block: it possibly starts with an idle time after which all jobs are executed
contiguously.
Proof. Suppose otherwise that σ contains at least two blocks, and thus there is an idle time segment [t1, t2) between the
execution of the last two blocks. We claim that the schedule of jobs completed before the idle time segment does not
influence the schedule of jobs started after the time segment. By the description of D-SGR, each job Jj that is started on
or after time t2 has either a large deteriorating rate aj such that t0(1+ aj) ≥ t2 or a large release time satisfying rj ≥ t2. So,
the processing time and completion time of Jj have no relation to the completion time t1 of the preceding block.
We also observe that the schedule of jobs in the last block that are started for processing after time t2 does not influence
the schedule of jobs that are completed before time t1. Therefore, instance I can be split into at least two independent sub-
instances by time segment [t1, t2). For at least one of these sub-instances D-SGR produces a schedulewith a total completion
timemore than (1+ amax) times of the optimal one (even if the job with maximum deteriorating rate amax is not in this sub-
instance), which contradicts the assumption of minimum number of jobs in I. This completes the proof. 
By Lemma 1, for the smallest counterexample I, D-SGR produces schedule σ in which jobs are processed contiguously.
We describe the schedule in details below. Assume that there are n jobs in σ , i.e., σ = (J1, J2, . . . , Jn). Let Sj(σ ) be the start
time of job Jj and pj(σ ) = ajSj(σ ) be the processing time of Jj in σ . Then S1(σ ) = r1 = t0, and Sj+1(σ ) = Sj(σ ) + pj(σ ) =
(1+ aj)Sj(σ ) for 1 ≤ j < n. We further partition σ into k ≥ 1 blocks B1, . . . Bk such that jobs within each Bi are ordered by
SGR-rule and the last job of Bi has a strictly larger deteriorating rate than the first job of Bi+1 for 1 ≤ i < k. Bi consists of jobs
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Jb(i−1)+1, . . . , Jb(i), where the indices b(i) are recursively determined forward by b(i) = min{j > b(i − 1)|aj > aj+1} where
b(0) = 0. Then b(k) = n, and ab(i−1) > ab(i)+1 holds for 1 ≤ i < k. The number k of blocks follows from the recursion scheme.
Letm(i) be the index of the job with largest deteriorating rate in the first i (1 ≤ i ≤ k) blocks, i.e., am(i) = max1≤j≤b(i) aj.
To derive the lower bound of the optimal objective value

Cj(π) and the upper bound of the objective value of D-SGR,
Cj(σ ), we define a pseudo-schedule ψ for schedule σ as follows. The order of the jobs in ψ as well as job processing
continuity within each Bi is the same as in σ , while the start time of Bi (1 ≤ i ≤ k) is shortened to Sb(i−1)+1(σ )/(1+ am(i−1))
where am(0) = S1(σ )/t0 − 1. For b(i− 1)+ 1 ≤ j ≤ b(i),
Sj(ψ) = Sj(σ )/(1+ am(i−1)), and Cj(σ ) = Cj(ψ)(1+ am(i−1)). (1)
We observe that the first job inψ starts at time t0 by Eq. (1) and the definition of am(0). Some jobs inψ may be started before
their release times and some jobs overlap with each other. Thusψ is not a feasible schedule. Moreover, the value of am(i) and
the length of backward shift for each block Bi increase in i, implying that there is no idle time between any two consecutive
jobs in ψ .
We further define φ as the corresponding preemptive–resumption schedule by SRDR rule for I, and let

Cj(φ) be the
objective value of φ. By Theorem 3, φ is an optimal preemptive schedule and

Cj(φ) ≤ Cj(π) since π is a candidate for
φ. In the following lemmas, we derive the upper bound of

Cj(σ ) by (1+ amax) Cj(π) via Cj(ψ).
Lemma 2. For any Jj ∈ I, Sj(ψ) ≤ Sj(φ).
Proof. Let I denote the job set as well as the smallest counterexample itself. By the pseudo-schedule ψ , we create a new
instance I′ which consists of all the jobs in I and the deteriorating rate of each job remains the same, but the release time
of each job Jj is redefined as r ′j = min{rj, Sj(ψ)}.
Let φ′ be the optimal preemptive–resumption schedule by SRDR rule for instance I′. Determine the first job in φ′ which
starts earlier in φ′ than in ψ , say Jj, that is, Sj(φ′) < Sj(ψ) where Sj(φ′) is the start time of the last processing of Jj in φ′.
Suppose this job belongs to Bi+1 in σ . Our aim is to prove that there is a contradiction if such Jj exists.
Case 1. aj ≥ am(i).
All jobs scheduled before Jj in ψ have higher priorities than Jj, i.e., they either have smaller deteriorating rates or have
equal deteriorating rate but smaller release times. This implies that in preemptive schedule φ′ these jobs also have higher
priorities and hence are scheduled before Jj. Since there is no idle time inψ , we always have Sj(φ′) ≥ Sj(ψ). This contradicts
the fact that Sj(φ′) < Sj(ψ).
Case 2. aj < am(i).
We further consider two cases.
Case 2.1. Sj(ψ) ≤ rj.
r ′j = Sj(ψ) in I′. Since Sj(φ′) ≥ r ′j = Sj(ψ), this contradicts the fact that Jj is the first job in φ′ that starts earlier in φ′ than
in ψ .
Case 2.2. Sj(ψ) > rj.
In this casewe claim that Jj cannot be the first job in Bi+1 or j > b(i)+1, since Sb(i)+1(ψ) = Sb(i)+1(σ )/(1+am(i)) ≤ Sb(i)(σ )
by am(i) ≥ ab(i) and rb(i)+1 > Sb(i)(σ ). Let SET be the job set that contains all jobs to be processed within time interval
ϖ = [rj, Sj(ψ)], including the one that is started before rj but completed after the time, if exists. Thusϖ includes at least
job Jj−1 ∈ Bi+1. We claim that each job Jk in ϖ has a higher priority than Jj, since at time Sk(ψ) job Jj is available but Jk is
scheduled. So Jk is still scheduled before Jj by SRDR rule in φ′.
By the assumption that Jj is the first job that starts earlier in φ′ than in ψ , we have Sk(φ′) ≥ Sk(ψ) and thus Ck(φ′) ≥
Ck(ψ). Therefore, the last job inϖ , which is Jj’s immediately preceding job, is completed in φ′ not earlier than in ψ , from
which we deduce that Sj(φ′) ≥ Sj(ψ). A contradiction again. This completes the proof. 
By Lemma 2, we directly have the following corollary.
Corollary 1. Cj(ψ) ≤ Cj(φ).
Lemma 3. For all Jj ∈ I, Cj(σ )− Cj(ψ) ≤ amax · Cj(φ).
Proof. Consider an arbitrary job Jj in σ . For blocks Bi+1 where 1 ≤ i < k, by Eq. (1) and Corollary 1,
Cj(σ )− Cj(ψ) = am(i−1) · Cj(ψ) ≤ amax · Cj(φ).
For the first block B1, it is easy to verify that the above inequality holds. The lemma follows. 
Theorem 5. D-SGR algorithm has the optimal competitive ratio of (1+ amax) for problem 1|rj = t0, pj = ajt| Cj.
Proof. By Corollary 1 and Lemma 3, we have Cj(σ ) ≤ (1 + amax)Cj(φ) for j = 1, . . . , n. It follows  Cj(σ ) ≤ (1 +
amax)

Cj(φ) ≤ (1 + amax) Cj(π). Thus, we prove the nonexistence of such a smallest counterexample I that the ratio
between the total completion time of D-SGR and that of OPT is strictly larger than 1+ amax. The theorem follows. 
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5. Maximum delivery time minimization
In many situations, jobs have to be transported to some destinations after processing and the transportation of each job
consumes some time. We consider such case that the transportation time is a linear deterioration function of the start time
of transportation, and each job must be transported immediately after its completion of processing. Let qj denote the time
to transport job Jj, and gj ≥ 0 the deteriorating rate of qj. We assume that qj = gjt . The delivery time of job Jj is then given
by Lj = Cj + qj. The objective of the problem considered is to minimize Lmax = maxj Lj, and we denote the problem as
1|online, rj ≥ t0, qj|Lmax. For notational simplicity, we use Jj = (aj, gj) to denote job Jj. For a job input instance I, we define
gmax = maxJj∈I{gj} and ρ = max{1+ amax, 1+ gmax}.
5.1. A lower bound
Theorem 6. For problem 1|online, rj ≥ t0, qj|Lmax, there exists no online algorithm with competitive ratio less than ρ .
Proof. Similar to the proof of Theorem 4, for any online algorithmA, we construct an instance I to show thatA is at best
(1 + amax)-competitive. Let π and σ denote an optimal offline schedule and the schedule produced by online algorithmA
for the instance, respectively. We use Lmax(π) and Lmax(σ ) to indicate the objective values of π and σ , respectively.
The first job J1 = (a1, 0) in I arrives at time t0. Assume that algorithm A starts J1 at some time t ≥ t0. The second job
J2 = (0, g2) with g2 = a1 arrives at time t + ϵ where ϵ is an arbitrarily small positive number. A completes processing J1
at time t(1 + a1) after which it starts to process J2. L1(σ ) = C1 + q1 = t(1 + a1) + 0 = t(1 + a1), C2 ≥ t(1 + a1) and
L2(σ ) = C2 + q2 ≥ t(1+ a1)+ t(1+ a1)g2 = t(1+ a1)(1+ g2). So Lmax(σ ) ≥ t(1+ a1)(1+ g2). π consists of processing
J2 followed by J1, and each of them is transported respectively. L1(π) = (t + ϵ)(1 + g2), L2(π) = (t + ϵ)(1 + a1). Since
a1 = g2, we have L1(π) = L2(π) and then Lmax(π) = max{L1(π), L2(π)} = min{L1(π), L2(π)}.
Lmax(σ )
Lmax(π)
≥ t(1+ a1)(1+ g2)
min{L1(π), L2(π)} =
t
t + ϵ max{1+ a1, 1+ g2} =
t
t + ϵ ρ
where the last equation is due to amax = a1 and gmax = g2. As ϵ → 0, tt+ϵ → 1 and then Lmax(σ )/Lmax(π) ≥ ρ. This
completes the proof. 
5.2. Greedy and its competitive analysis
From the proof of Theorem 6, we observe that no matter how long one job J has been kept waiting for processing, the
worst case for an online algorithm is to release the next job immediately after J is started. That is, it might not be very useful
to keep an available job waiting for processing or to keep a job waiting for transportation after processing. So, we adopt the
greedy idea to process and transport jobs one by one as soon as possible.
Algorithm Greedyworks as follows:
Whenever themachine is idle, arbitrarily choose one among currently available jobs to process, and deliver the job immediately
after processing.
Similar to the analysis for the problem with objective of total completion time in Section 4.3, we adopt the method of
smallest counterexample. That is, to prove that Greedy is ρ-competitive, it suffices to prove that there does not exist a
smallest counterexample I such that the maximum delivery time in the schedule produced by Greedy is strictly larger than
ρ times of that of an optimal schedule. Notice that Lemma 1 still holds for this model. Thus we claim that σ , the schedule
produced by Greedy for I, consists of a single block within which there is no idle time segment.
For instance I, define gmin = minJj∈I{gj}. Let r1 > 0 be the release time of the first job in I.
Theorem 7. For problem 1|online, rj ≥ t0, qj|Lmax, Greedy has the optimal competitive ratio of ρ .
Proof. For offline optimal schedule π , since all jobs are released at or after time r1, the completion time of processing the
last job is at least T (π) = r1 ·Jj∈I(1 + aj), and it takes at least gminT (π) time to transport the last job. So, the optimal
maximum delivery time satisfies




For Greedy, since schedule σ consists of a single block, it completes processing the last job at time T (σ ) = r1 ·Jj∈I(1+ aj),
and then consumes at most gmaxT (σ ) time to transport the last job. Thus,
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1+ gmin ≤ 1+ gmax ≤ ρ.
The theorem follows. 
6. Conclusion
In this paper, we investigate online single machine scheduling with linear deteriorating jobs. We consider three online
problems tominimizemakespan, total completion time andmaximumdelivery time respectively, and obtain optimal results
for each of them. Since online scheduling with deteriorating jobs has a lot of applications, there are many other models
worthy to be considered in further work such as online single machine scheduling with nonlinear deteriorating jobs, or
deteriorating job scheduling on parallel machines, etc.
Acknowledgments
The authors would like to acknowledge the constructive comments by anonymous referees which improve the
presentation of the paper. The first author is supported by the Fundamental Research Funds for the Central Universities
(2010KJ035). This work is partially supported by the National Science Foundation of China under Grants 71101106,
71172189, 71171149, 70832005 and 71090404/71090400, the Fundamental Research Funds for the Central Universities,
and the Natural Science Research Project of Shaanxi Province (2010JQ9001).
References
[1] A. Borodin, R. El-Yaniv, Online Computation and Competitive Analysis, Cambridge University Press, Cambridge, 1998, (Chapter 1).
[2] B. Chen, A.P.A. Vestjens, Scheduling on identical machines: How good is lpt in an online setting? Operations Research Letters 21 (1997) 165–169.
[3] Y.S. Cheng, S.J. Sun, Scheduling linear deteriorating jobs with rejection on a single machine, European Journal of Operational Research 194 (2009)
18–27.
[4] R.L. Graham, E.L. Lawler, J.K. Lenstra, A.H.G. Rinnooy Kan, Optimization and approximation in deterministic sequencing and scheduling: a survey,
Annals of Discrete Mathematics 5 (1979) 287–326.
[5] J.A. Hoogeveen, A.P.A. Vestjens, A best possible deterministic on-line algorithm for minimizing maximum delivery time on a single machine, SIAM
Journal on Discrete Mathematics 13 (2000) 56–63.
[6] M. Ji, T.C.E. Cheng, Batch scheduling of simple linear deteriorating jobs on a single machine to minimize makespan, European Journal of Operational
Research 202 (2010) 90–98.
[7] H. Kise, T. Iberaki, H. Mine, Performance analysis of six approximation algorithms for the one-machine maximum lateness scheduling problem with
ready times, Journal of Operation Research Society Japan 22 (1979) 205–224.
[8] E.L. Lawler, J.K. Lenstra, A.H.G. Rinnooy Kan, D.B. Shmoys, Sequencing and scheduling: algorithms and complexity, in: S.C. Graves, P.H. Zipkin,
A.H.G. Rinnooy Kan (Eds.), Logistics of Production and Inventory, in: Handbooks of Operation Research Management Science, vol. 4, North-Holland,
Amsterdam, 1993, pp. 445–522.
[9] X. Lu, R.A. Sitters, L. Stougie, A class of on-line scheduling algorithms to minimize total completion time, Operations Research Letters 31 (2003)
232–236.
[10] G. Mosheiov, Scheduling jobs under simple linear deterioration, Computers and Operations Research 21 (1994) 653–659.
[11] C.T. Ng, S.S. Li, T.C.E. Cheng, J.J. Yuan, Preemptive scheduling with simple linear deterioration on a single machine, Theoretical Computer Science 411
(2010) 3578–3586.
[12] K. Pruhs, J. Sgall, E. Torng, Online scheduling, in: J.Y.-T. Leung (Ed.), Handbook of Scheduling: Algorithms, Models, and Performance Analysis, 2004,
(Chapter 1).
[13] D.B. Shmoys, J. Wein, D.P. Williamson, Scheduling parallel machines online, SIAM Journal on Computing 24 (1995) 1313–1331.
[14] R.V. Stee, H.L. Poutre, Minimizing the total completion time on-line on a single machine, using restarts, Journal of Algorithms 57 (2005) 95–129.
[15] J. Tian, R.Y. Fu, J.J. Yuan, A best on-line algorithm for single machine scheduling with small delivery times, Theoretical Computer Science 393 (2008)
287–293.
[16] A.P.A. Vestjens, On-line machine scheduling, Ph.D. Thesis, Eindhoven Unversity of Technology, Netherlands, 1997.
