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Resumen
La simulacio´n de los u´ltimos estadios de la vida de las estrellas necesita de me´todos hidrodina´micos multidi-
mensionales debido a la pe´rdida de simetr´ıa esfe´rica de los sistemas y a la frecuente aparicio´n de inestabilidades
hidrodina´micas. Hasta fechas recientes casi todos los me´todos hidrodina´micos utilizados, tanto de tipo Lagran-
giano como Euleriano eran de naturaleza expl´ıcita. En este trabajo nos hemos propuesto la construccio´n de un
me´todo Lagrangiano impl´ıcito, que permitira´ abordar sistemas en quasi equilibrio. A continuacio´n se describen
los fundamentos f´ısicos y matema´ticos del co´digo construido, las dificultades encontradas y la propuesta de
trabajo futuro.
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1. Introduccio´n
En los u´ltimos an˜os la modelizacio´n de procesos
astrof´ısicos, con el aumento de potencia de ca´lculo y
la aparicio´n de nuevas te´cnicas de computacio´n, se nos
presenta como un campo apasionante. El Grupo de As-
tronomı´a y Astrof´ısica (GAA) de la UPC centra su
trabajo en la simulacio´n nume´rica orientada a la mo-
delizacio´n de los u´ltimos estadios de la evolucio´n es-
telar y para ello utiliza varias te´cnicas entre las que
destaca el me´todo Smoothed Particle Hydrodynamics
(SPH).
El presente trabajo tiene como fin a medio plazo
el solucionar algunos problemas relacionados con la
modelizacio´n de las explosiones de Supernova. Una de
las mayores dificultades para entender el mecanismo de
explosio´n de las Supernovas del tipo Ia reside en que las
fases previas a la ignicio´n del carbono, desencadenante
de la explosio´n, esta´n muy mal comprendidas desde el
punto de vista teo´rico(1).
La razo´n fundamental es que la simulacio´n debe
realizarse en ma´s de una dimensio´n y simulta´neamente
debe extenderse sobre largos periodos de tiempo com-
parados con el llamado tiempo de Courant (limitacio´n
nume´rica que garantiza la estabilidad de la integra-
cio´n del sistema de Ecuaciones en derivadas parciales
EDPs). La situacio´n puede solventarse usando me´to-
dos impl´ıcitos aunque a costa de incrementar la com-
plejidad algebraica. Este trabajo presenta un me´todo
impl´ıcito para dar solucio´n a esta problema´tica.
Respecto al campo que estamos tratando podemos
encontrar dos referencias bibliogra´ficas sobre el trata-
miento de modelos con co´digos impl´ıcitos:
Ho¨flich & Stein(2) proponen un me´todo impl´ıcito,
diferente al SPH, para tratar las Supernovas.
Knapp(3) propone un me´todo impl´ıcito basado en
resolvedores iterativos de Krylov, este co´digo ha
sido desarrollado a partir del co´digo SPH Expl´ıci-
to: SPHINX de Los Alamos National Laboratory.
Nuestra intencio´n es basarnos en este trabajo y
desarrollar una versio´n del SPH Impl´ıcito a par-
tir del SPH Expl´ıcito del GAA, aportando nue-
vas ideas para tratar de solventar los problemas
computacionales que se citan en la referencia.
2. Te´cnica hidrodina´mica SPH
El me´todo se basa en simular fluidos, similares a
los que se pueden encontrar en interiores estelares, me-
diante una formulacio´n Lagrangiana. De tal modo que
tendremos una malla de part´ıculas que se mueve con
ellas por el espacio y donde cada una de las part´ıculas
tiene una serie de propiedades locales que son la suma
interpolada de las propiedades de las part´ıculas de su
entorno. Es decir, a mayor resolucio´n de la malla ma´s
se aproxima el comportamiento del sistema al de un
fluido continuo.
Como ventajas ma´s destacadas del me´todo pode-
mos citar que permite una implementacio´n en 3D ma´s
sencilla que los me´todos Eurlerianos y que conserva va-
rias propiedades interesantes, entre ellas el momento
angular del sistema.
Siendo un me´todo explicito su principal inconve-
niente lo tenemos en el paso de tiempo entre las itera-
ciones. Para que se mantenga estable, el paso de tiem-
po no puede superar la condicio´n de Courant, condi-
cio´n que nos condena a usar a pasos de tiempo pe-
quen˜os. Esta peculiaridad limita el me´todo a la mo-
delizacio´n de procesos de duracio´n muy corta como
choques o explosiones.
2.1. Aplicaciones del SPH
La te´cnica SPH se utiliza para simular multitud
de sistemas(4), como se destaca a continuacio´n:
Aplicaciones en fluidos, como la dina´mica de ga-
ses, fluidos incompresibles, fluidos viscosos, meta-
les l´ıquidos, elasticidad y fractura, etc.
Aplicaciones en astrof´ısica, como la materia os-
cura en galaxias, colisio´n de galaxias, colisio´n de
estrellas, coalescencia de estrellas de neutrones,
explosio´n de Supernovas, etc.
Aplicaciones en ingenier´ıa, como la modelizacio´n
del agua que cae por un valle despue´s de la rotura
de una presa.
2.2. SPH Explicito vs SPH Impl´ıcito
Que sea necesario cumplir la condicio´n de Courant
es debido a que el co´digo que utiliza el GAA, y el
resto de grupos de investigacio´n que utilizan SPH, es
de tipo expl´ıcito. La caracter´ıstica principal de este
tipo de co´digos es que las propiedades de las part´ıculas
en un paso de tiempo concreto (n+1) dependen de
las del tiempo anterior (n). Esta cualidad los hacen
fa´cilmente implementables y computables, pero con la
restriccio´n de que para saber las propiedades en un
instante concreto hay que pasar por todos los instantes
anteriores. Esto requiere mucho esfuerzo de ca´lculo si
los pasos de tiempo son pequen˜os y una posible pe´rdida
de precisio´n por acumulacio´n de errores si utilizamos
tiempos largos.
Por contra, la formulacio´n del SPH Impl´ıcito per-
mite que el me´todo sea utilizado para modelizar pro-
cesos que se dilatan en el tiempo, como en el campo
de la astrof´ısica podr´ıa ser la evolucio´n de una gigante
roja. El principal problema es que estos me´todos no
son computacionalmente viables en ma´s de 1D. Esto
es debido a que una propiedad de una part´ıcula en un
paso de tiempo concreto depende de otras propieda-
des de la misma y de sus vecinas en el mismo paso de
tiempo que estamos calculando.
Esta peculiaridad provoca que todas las propieda-
des deban de ser calculadas a la vez, mediante un sis-
tema de ecuaciones con una matriz jacobiana, a cada
paso de tiempo que se desea conocer.
El problema ante el que nos encontramos es de
tiempo de computacio´n. Necesitamos resolver el siste-
ma y para ello se requiere invertir la matriz o utilizar
te´cnicas avanzadas de manipulacio´n algebraica para
encontrar δX como si realizaramos la inversio´n:
A · δX = B => δX = A−1 ·B (1)
Siendo: δX, el vector de incrementos a cada
iteracio´n; A, la matriz Jacobiana; B, el vector de
soluciones.
Invertir una matriz es una tarea sencilla, lo que
no es sencillo es implementar un me´todo, eficiente en
tiempo, para invertir una matriz enorme pero muy dis-
persa. Adema´s este paso se ha de realizar cada vez que
debemos encontrar los incrementos (δX) en los suce-
sivos refinamientos de la iteracio´n.
Alcanzaremos nuestros resultados definitivos del
paso de tiempo cuando en sucesivas iteraciones, el
calculo de todas las propiedades contenidas en el vec-
tor de incrementos (δX) sobre el vector B sea menor
que un cierto valor ε (tolerancia de la solucio´n). En ese
momento el vector B contendra´ la solucio´n estable de
todas las propiedades de las part´ıculas en el paso de
tiempo tratado.
A diferencia de los me´todos expl´ıcitos los impl´ıci-
tos evitan la restriccio´n de Courant al paso de tiempo
debido a su estabilidad.
2.3. F´ısica del modelo
Cada part´ıcula del modelo tiene asociado un
grupo de ecuaciones SPH que se derivan de las
ecuaciones Lagrangianas de los fluidos(4):






























mj (vi − vj) · ∇iWij (4)
Siendo: Wij, funcio´n interpoladora similar a una
funcio´n δ de Dirac; Pi, presio´n; Ui, energ´ıa interna por
gramo.
3. Objetivos
El objetivo de este trabajo de final de master
(TFM), es probar que se puede generar un SPH
Impl´ıcito en 2D, que resuelva problemas simples
usando unos miles de part´ıculas como los que se
detallan en los tests.
Para ello se han establecido una serie de premisas
que se detallan a continuacio´n:
El programa ha de ser desarrollado en Fortran,
ya que es uno de los lenguajes de programacio´n
que ma´s se utilizan en el a´mbito cient´ıfico y es un
esta´ndar dentro del GAA. A iniciativa propia he
preferido implementarlo en F95(8). En esta ver-
sio´n de Fortran podemos encontrar una pseudo-
implementacio´n del paradigma de orientacio´n a
objetos(9), recursividad, punteros, etc.
Para su futura ampliacio´n el programa ha de ser
modulable, reutilizable, mantenible y escalable.
El Kernel o funcio´n interpoladora sera´: Spline
Cu´bico. En el futuro tambie´n se probara´ el com-
portamiento con otros, as´ı que esta posibilidad ha
de ser contemplada.
El me´todo de ordenacio´n de part´ıculas sera´: La
ordenacio´n de Morton(5). Esto tiene su origen
en la ordenacio´n por proximidad espacial de las
part´ıculas de cara una implementacio´n paralela
del co´digo, donde la inversio´n de la matriz pue-
da ser tratada de forma deslocalizada en sistemas
multicomputador (clusters).
El me´todo de inversio´n de la matriz sera´: Descom-
posicio´n LU. Para ello se ha utilizado la funcio´n
de tratamiento de matrices banda dgbsv de la li-
brer´ıa Lapack v3.0. Este me´todo de resolucio´n es
costoso y necesita una gran cantidad de memoria
de almacenamiento, por lo que pro´ximamente se
probara´n otras te´cnicas ma´s eficientes de almace-
namiento de la matriz y de su inversio´n.
Para este trabajo nos hemos propuesto la realiza-
cio´n de dos test ba´sicos:
1. Tenemos una malla rectangular en 2D con con-
diciones reflexivas de contorno que representa un
sistema con densidad constante y donde estudia-
remos dos casos.
El sistema en equilibrio con part´ıculas
equiespaciadas
La perturbacio´n de este sistema, con el in-
cremento puntual de la energ´ıa en la parte
central y la observacio´n de la onda de densi-
dad y presio´n asociada a este incremento.
2. Problema de las ondas de choque en un tubo pa-
ra un gas perfecto (Shock Tube(7)), donde tene-
mos un fluido con dos densidades separadas por
una membrana. Una vez se rompe la membrana,
los gases se mezclan. Aqu´ı estudiaremos la evolu-
cio´n temporal del del sistema compara´ndolos con
la solucio´n anal´ıtica y si reproduce los resultados
obtenidos del SPH Explicito(6).
4. Desarrollo del programa
Para el desarrollo del programa se ha utilizado el
paradigma de orientacio´n a objetos. La caracter´ıstica
principal de este tipo de programacio´n es que tenemos
una serie de clases (objetos) donde cada una contiene
una serie de atributos y me´todos (operaciones).
Esta separacio´n tiene las siguientes ventajas:
Modularidad : Permite co´digos limpios y simples.
Integridad de datos: Cada una de las clases (y solo
esa) es responsable de la correctitud de los atri-
butos que guarda, permitiendo su manipulacio´n
solamente a trave´s de los me´todos de la clase.
Mantenibilidad : Se a´ıslan y controlan los errores,
evitando su propagacio´n al resto del co´digo.
Escalabilidad : Se deriva de la modularidad y la
mantenibilidad, permite establecer los mejores
puntos para paralelizar el co´digo.
El diagrama de clases (fig.1) muestra la composi-
cio´n interna del programa. En el se pueden observar
distintos tipos de objetos:
Clases, que contienen atributos y me´todos.
Tipos de datos derivados (datatype) , contenidos
en algunas clases o compartidos por varias de
ellas.
Tipos enumerados (enum), que contienen los
para´metros de control del programa.
Figura 1: Co´digo SPH Impl´ıcito: Diagrama de clases
4.1. Ejecucio´n del programa
A grandes rasgos se puede explicar el flujo del pro-
grama, descrito en la fig.1 con el siguiente esquema:
1. El programa principal (mainProgram), genera un
modelo inicial en modeloInicial y luego llama a
sphImplicito para que lo resuelva.
2. sphImplicito carga los datos en memoria (las
part´ıculas) y genera la estructura de bloques.
3. sphImplicito, por cada paso de tiempo reali-
zara´ una serie de ca´lculos, refinando los valores
de las variables hasta que su variacio´n sea menor
que la torelancia. Dentro de un paso de tiempo se
realizan las siguientes operaciones:
Se recalculan los kerneles entre toda part´ıcu-
la vecina en bloqueIJ que llama a kernel que
a su vez llama al kernel concreto, en este caso
kernelSplineCubico.
Si dos part´ıculas son vecinas se agregan co-
mo vecina en la listaVecinos contenida en
part´ıcula.
Con las posiciones se calculan las claves de
ordenacio´n en ordenacio´n que llama a la or-
denacio´n utilizada, en este caso la ordena-
cio´nMorton. Una vez obtenidas esas claves
se ordena el vector de part´ıculas con un al-
goritmo QuickSort.
Con la nueva ordenacio´n de part´ıculas, se re-
estructura la matriz Jacobiana de tal modo
que nos den matrices dispersas con forma de
banda (fig.3).
Y por u´ltimo ejecuta el co´digo de refinamien-
to de variables en el paso de tiempo tratado.
4. sphImplicito, a cada refinamiento dentro de un pa-
so de tiempo y siguiendo este orden realiza las
siguientes operaciones:
Se recalculan los bloques (porciones de la Ja-
cobiana o matriz A, fig.3) en bloqueIJ (fig.2).
Esto es debido a que los valores de las va-
riables van cambiado en cada refinamiento y
hay que actualizar el bloque con los nuevos
valores.
Se calculan los bloques de la diagonal de for-
ma posterior en part´ıcula, ya que para ello
necesitamos conocer sus vecinos, esto nos lo
da el paso anterior cuando i 6= j.
Se calcula en part´ıcula los resultados que le
corresponden (porciones del vector de incog-
nitas o vector B).
Una vez tenemos la matriz A y el vector B
completos, resolvemos el sistema mediante la
funcio´n dgbsv de la librer´ıa Lapack que nos
devolvera´ directamente los nuevos incremen-
tos (vector δx).
Se actualizan los valores de las part´ıculas su-
mando los nuevos δx obtenidos.
Si se ha conseguido la precisio´n buscada se
avanza al siguiente paso de tiempo a calcular,
sino se refinan otra vez las variables.
Figura 2: BloqueIJ 2D
La fig.2 plantea la composicio´n de un bloque cual-
quiera de la matriz, para dos part´ıculas vecinas, en
caso contrario todos los valores ser´ıan igual a 0. Pode-
mos observar que hay multitud de valores que vienen
ya determinados (1/0) y que otros dependen de si tra-
tamos los bloques de la diagonal (i = j) o no (i 6= j).
Esta circunstancia simplifica un poco ma´s los ca´lculos
de la matriz dispersa en banda.
Figura 3: Esquema de part´ıculas: Matriz Jacobiana 2D
4.2. Paralelizacio´n del co´digo
El co´digo se ha generado de tal forma que es relati-
vamente sencillo escoger que partes son paralelizables,
actualmente se barajan los siguientes candidatos:
bloqueIJ de forma individual para tratamiento, ya
que se genera uno independiente por cada par de
part´ıculas.
part´ıcula de forma individual para su tratamiento,
ya que cada particula mantine una lista indepen-
diente de sus vecinos.
bloquesIJ en conjuntos de bloques de part´ıculas de
vecinos (superbloques de la banda de la matriz,
fig.3) independizando los subtratamientos de la
matriz dispersa.
5. Conclusiones y trabajo
futuro
En el trabajo que aqu´ı se expone se muestra la via-
bilidad de construir un co´digo SPH Impl´ıcito funcional
para resolver problemas f´ısicos en ma´s de 1D, aunque
de momento usando pocas part´ıculas. Estos problemas
podr´ıan ser del tipo de los que se proponen en los test
u otros de intere´s ma´s astrof´ısico.
Este programa sera´ el primer paso para la elabo-
racio´n de una Tesis y pone de relieve que, solventando
los problemas actuales, sera´ factible poder usar una
implementacio´n de SPH Impl´ıcito para la generacio´n
de simulaciones astrof´ısicas en 3D usando decenas
de miles de part´ıculas. Y por tanto poder aplicarlo a
multitud de problemas que necesiten unos pasos de
tiempo de iteracio´n grandes.
El futuro desarrollo del programa se basara´ en los
siguientes puntos:
Cambiar el me´todo de almacenamiento de la ma-
triz Jacobiana, de tal forma que no se almacenen
las posiciones que tienen valores nulos y que ac-
tualmente consume demasiada memoria.
Aplicar te´cnicas de resolucio´n de Matrices disper-
sas para conseguir la inversio´n de la matriz de
forma menos costosa que con el me´todo de la des-
composicio´n LU de la matriz, usado hasta ahora.
Probar otros sistemas de ordenacio´n, como a´rbo-
les binarios de bu´squeda ordenados por proximi-
dad.
Probar otros Kernels y observar los nuevos resul-
tados.
Paralelizar el co´digo, mediante te´cnicas de paso de
mensajes (MPI) para la ejecucio´n del programa en
multiprocesadores y multicomputadores.
Aplicar el co´digo una vez testeado a la simula-
cio´n de las etapas iniciales de la explosio´n de una
Supernova(2).
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