ABSTRACT. In the paper we solve the problem of D H -optimal design on a discrete experimental domain, which is formally equivalent to maximizing determinant on the convex hull of a finite set of positive semidefinite matrices. The problem of D H -optimality covers many special design settings, e.g., the D-optimal experimental design for multivariate regression models. For D H -optimal designs we prove several theorems generalizing known properties of standard D-optimality. Moreover, we show that D H -optimal designs can be numerically computed using a multiplicative algorithm, for which we give a proof of convergence. We illustrate the results on the problem of D-optimal augmentation of independent regression trials for the quadratic model on a rectangular grid of points in the plane.
Introduction
Consider the standard homoscedastic linear regression model with uncorrelated observations Y satisfying E(Y ) = f T (x)β, where β ∈ R m is an unknown vector of parameters and f = (f 1 , . . . , f m )
T is a vector of real-valued regression functions linearly independent on the experimental domain X = {x 1 , . . . , x n }. For this model, constructing the D-optimal experimental design (see, e.g., monographs [4] , or [5] ) is equivalent to finding a vector of D-optimal weights, which is any solution w * of the problem max ln det
where S n is the unit simplex in R n :
w i = 1, w 1 , . . . , w n ≥ 0 .
In this paper we study a generalization of the problem (1) that can be used in a variety of less standard optimal design settings and, in the same time, exhibits similar theoretical properties as well as permits the use of efficient algorithms, such as a generalization of the multiplicative algorithm for the standard problem of D-optimality on a discrete experimental domain. Let H be the convex hull of the set of nonzero positive semidefinite matrices
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i.e., H contains a regular matrix. Our aim is to find a vector w
where we set ln(0) = −∞. Note that there always exists a solution w * of (3), and the matrix M * = n i=1 w * i H i is unique and regular, which follows from compactness and convexity of H , existence of a regular matrix in H , and strict concavity of ln det(·) on S m ++ . We will say that the vector w * is a D H -optimal design, and its components w * 1 , . . . , w * n are D H -optimal weights corresponding to the elementary design matrices H 1 , . . . , H n . The matrix M * will be called the D H -optimal information matrix.
Clearly, the standard problem (1) is a special case of (3) with elementary information matrices corresponding to individual regression trials, i.e., For instance, in the regression model with grouped observations (see [4, Section II.5.3]), the information matrix of a design w ∈ S n is given by the formula
where G i is an m × r i matrix and K i is a regular r i × r i covariance matrix of the r i -dimensional vector of observations corresponding to the trial in the point x i ∈ X. Hence, D-optimality for the model with grouped observations is a problem of D H -optimality with the basic information matrices
Note that an important special case of the model with grouped observations is the multivariate regression model E(Y ) = G T (x)β, where β is an unknown m-dimensional parameter, G(x) is the m × r design matrix corresponding to to the trial in x ∈ X, and Y is the r-dimensional vector of observations with covariance matrix K(x).
In Section 6 we demonstrate that D H -optimality covers also other design problems, such as D-optimal augmentation of independent regression trials.
Equivalence theorem for D H -optimal designs
Consider the function Φ :
++ and Φ(M) = −∞ otherwise. We will call the function Φ the "criterion of D-optimality". It is well known that Φ is a concave function and the gradient in
Clearly, a matrix M * maximizes Φ on H iff M * is regular and
That is, the optimization problem:
has the optimal value less or equal to m, and
where w * i are components of an optimal solution of (4), maximizes the determinant on the set H . Moreover, notice that
which means that the optimal value of the problem (4) is exactly m. Therefore, we know the optimal value of the problem (4), although in general we do not know the point at which it is attained. Moreover, from (5) we see that a coefficient w * i of the optimal convex combination is nonzero only if tr(M
We obtain a generalization of the famous K i e f e r -W o l f o w i t z theorem of equivalence between the problems of D-and G-optimality (see [3] , or [4, Section IV.2.4]):
n . Then the following three statements are equivalent:
(ii) w * is a solution of the problem (4);
Note also that for any information matrix M ∈ H we have
where
By Theorem 1, if M approaches M * , then ε M converges to 0. Therefore, inequality (6) can be used to control convergence of D H -optimal design algorithms; cf. Section 5.
Bounds for D H -optimal weights
A well known fact in the theory of D-optimal design is that the components of the vector of D-optimal weights are bounded by 1/m from above (see, e.g., [ 
From Theorem 1 we know that tr(M 
Since λ is the eigenvalue of N i we have det(N i −λI m ) = 0, from which we obtain
In other words M * −λ −1 H i is singular. We will show that this implies w *
which is a contradiction with singularity of
As a straightforward corollary of the previous theorem we obtain that if 
Identification of zero weights of D H -optimal designs
In this section we formulate a direct generalization of the method from the paper [2] , which allows us to use any regular information matrix M = 
where ε M is defined by (7) . Using identical methods as in the paper [2] , we can show that inequalities (9) and (10) imply
which together with inequality (8) yields:
w i H i is regular, let w * be any D H -optimal design, and let j ∈ {1, . . . , n} be such that w * j > 0. Then
Therefore, using any regular information matrix M we can remove all the basic information matrices H j for which the inequality (12) is not satisfied, since corresponding weights of the D H -optimal design must be 0. This can help to significantly speed up the computation of a D H -optimal design (cf. [2] ).
A multiplicative algorithm for constructing D H -optimal designs
As a simple numerical method for calculating D H -optimal designs, we will formulate a generalization of the T i t t e r i n g t o n -T o r s n e y multiplicative algorithm (see, e.g., [6] , [7] ).
Let
T using the formula:
(Note that (2) and positivity of w
that is w (j+1) is also a design. Note that the algorithm is computationally very rapid, since it calculates the inverse of an m × m matrix only once per iteration, with m being usually small (less than 10 in most optimal design problems). The speed of calculation is more influenced by the number n of support matrices, but the number of candidate support matrices can be significantly reduced during the calculation using the technique of Section 4.
In the following, we will prove that the multiplicative algorithm produces a sequence w 
Define
H i , and note that
(14) From (14) and Lemma 1 it immediately follows that is similar to M
++ , which means that these matrices have the same, real and positive eigenvalues.) Using the inequality between geometric and arithmetic means we obtain
which together with (15) gives the required inequality
APPROXIMATE D-OPTIMAL DESIGNS OF EXPERIMENTS ON THE CONVEX HULL
To prove the second part of the theorem, assume that
From (15), (17) 14), and properties of the Schur complement we obtain
Hence we can apply Lemma 2 with A = M and B = M + − M which, together with (19) and the positive definiteness (i.e., regularity) of A + B = M + , implies
By multiplying both sides of this equality by Therefore M must be D H -optimal by Theorem (1). The last statement of the theorem can be proved using the same arguments as in the proof of Proposition V.6 in [4] , that is, using compactness of the space S n of weights and monotonicity det(M j ) ≤ det(M j+1 ), which is strict, unless M j is optimal. 
