We consider the following communication task in the multi-party setting, which involves a joint random variable XY ZM N with the property that M is independent of Y ZN conditioned on X and N is independent of XZM conditioned on Y . Three parties Alice, Bob and Charlie, respectively, observe samples x, y and z from XY Z. Alice and Bob communicate messages to Charlie with the goal that Charlie can output a sample from M N having correct correlation with XY Z. This task reflects the simultaneous message passing model of communication complexity. Furthermore, it is a generalization of some well studied problems in information theory, such as distributed source coding, source coding with a helper and one sender and one receiver message compression. It is also closely related to the lossy distributed source coding task.
Introduction
Source coding is a central task in information theory, where the task for a sender is to communicate a sample from a source. The constraint is that the error made by the receiver in the decoding process should be small and the goal is to communicate as less number of bits as possible. A tight characterization of this task was achieved by Shannon [1] in the asymptotic and i.i.d. setting, where the senders are assumed to have a large number of identical and independent samples from the source. Later, Slepian and Wolf [2] presented a tight characterization for a multi-party source coding in the same asymptotic and i.i.d. setting. The powerful techniques introduced by these authors were further generalized to asymptotic and non-i.i.d. setting [3] .
In the recent years, there has been a growing interest in the study of various generalizations of source coding in the non-asymptotic and non-i.i.d. setting. An important setting that has been actively investigated in the past few decades is the one-shot setting, where just one sample from the source is given to the senders. A notable generalization of source coding, that has been studied in both the asymptotic i.i.d. and the one-shot settings, is that the sender observes a sample x from a source and the receiver is supposed to output a random variable that depends on the sample. This task was investigated in the one-shot setting in [4, 5] in the context of communication complexity (known there as message compression), while in the asymptotic and Task C is a generalization of the distributed source coding (DSC) studied by Slepian and Wolf [2] in the asymptotic and i.i.d setting and in [11, 12, 13, 10] in the second order and oneshot settings. We show in Appendix A that Task C also generalizes the task of source coding with a helper (SCH), which has been studied in [14, 15, 16, 17, 13, 18, 10] . The motivation for considering Task C is for the message compression in multi-party communication complexity. In the past two decades, many elegant message compression protocols in the one-shot setting have been discovered in the context of communication complexity [4, 5, 9, 19] (some of which we discussed earlier). These protocols show how to achieve the communication cost close to the information complexity [20] , which measures the amount of information exchanged between the communicating parties. As a result, significant progress has been made towards the direct sum problems, one of the central open problems in communication complexity. However, the notion of information complexity in the multi-party communication complexity has not yet been established, party due to the fact that the communication cost region for multi-party communication is more involved and less understood. Hence, giving a tight characterization of the communication cost of Task C is a first step towards developing a correct notion of information complexity in the multi-party communication complexity.
We begin by trying to understand the rate region for Task C in the asymptotic and i.i.d. setting. By employing the time sharing technique [21, Section 4.4] , it can be found that the following is an achievable rate region, where R 1 is the rate of communication from Alice to Charlie and R 2 is the rate of communication from Bob to Charlie. 
where on the right hand side, we have the mutual information quantities. Is it possible to show that this rate region is optimal? The answer is negative, which can be seen by considering the task of SCH, which is a special case of Task C as discussed earlier. In this task, Alice holds a random variable X and Bob holds a random variable Y correlated with X. Alice and Bob communicate messages to Charlie in a manner that Charlie is able to output X with high probability.
It is well known [21, Section 10.4 ] that the time sharing rate region for the SCH task (as obtained by setting M = X and N trivial in Eq. (1)) is not the optimal rate region. In fact, the known characterization of an optimal rate region requires the introduction of auxiliary random variables. Thus, the rate region given in Eq. (1) is not an optimal characterization of Task C and an optimal characterization may require some auxiliary random variables. On the other hand, the utility of the achievable rate region in Eq. (1) is that it only involves the random variables that are input for the task.
Our results
We obtain the following results in the paper.
• We study Task C in the one-shot setting. First, we show how to obtain a one-shot analogue of Eq. (1) in Theorem 3.4, which is our main result. Observe that time sharing method cannot be applied in the one-shot setting. Hence we require a new tool to obtain our result, which we achieve by an appropriate multi-partite generalization of the protocols constructed in [9, 10] . While this achievable rate region is not known to be optimal (which is not known even in the asymptotic and i.i.d. setting, as discussed earlier) it has the following applications. and i.i.d. setting was shown to be equal to H(X|Z). We show in Theorem 5.1 that any one-way protocol for this task will incur an expected communication cost of 1 √ H(X|Z). On the other hand, the result of [9] implies that there is an interactive protocol achieving the expected communication cost of H(X|Z) + c H(X|Z) + log 1 , for some universal constant c. Thus, there is a stark contrast between the one-way protocols and interactive protocols in terms of the expected communication cost.
In turn, this implies that one-way protocols cannot achieve the region given in Eq. (1) for Task C in expected communication, even when the side information Z is trivial. On the other hand, we also observe that there is a simple interactive scheme that uses the protocol of [9] for Task B as a subroutine and achieves the region given in Eq. (1) (up to small additive factors).
Our techniques
For our achievability result in Theorem 3.4, we use the two tools of convex-split [22] and position-based decoding [23] . Convex-split technique allows the encoder to find the appropriate correlations in a collection of independent random variables (by incurring a small error) and position-based decoding is a hypothesis testing process applied to a collection of random variables. Hypothesis testing is a technique to distinguish a random variable X from a random variable X (both taking values over the same set X), by constructing a test that accepts X with as small probability as possible, with the constraint that the same test must accept X with probability close to 1. Typically, it suffices to assume that the test corresponds to checking the membership of a sample in some suitable subset S ⊂ X. Owing to the protocol developed in [10] for Task B, our key technical challenge will be to construct an appropriate hypothesis testing step, which we discuss in details in Subsection 3.1. We remark that Task C was also studied in [10, Theorem 4] using the techniques of convex-split and position-based decoding. But the hypothesis testing step therein was different and in Subsection 3.4 we show that our communication region contains the communication region obtained in [10, Theorem 4] , up to small additive factors. For the proof of Theorem 5.1, we construct a joint random variable XZ with two properties. First is that it has a low conditional entropy H(X|Z) and there is a value z 0 of Z such that (X|Z = z 0 ) has high entropy. The second property is that any one-way protocol with small expected communication cost for the Slepian-Wolf task leads to a protocol with small expected communication cost for the source coding of random variable (X|Z = z 0 ). Since (X|Z = z 0 ) has high entropy, it requires high expected length for its source coding [8] . This leads to a contradiction.
Organisation
We discuss our notations and the facts required in our proofs in Section 2. In Section 3, we discuss our achievability result and its various consequences. We also provide an overview of earlier techniques that are relevant to us. Various consequences of our results are discussed in Section 4 In Section 5, we discuss the expected communication cost of Task C.
Preliminaries
For a natural number n, let [n] denote the set {1, 2, . . . , n}. Let the random variable X take values in a finite set X (all sets we consider in this paper are finite). We let p X represent the distribution of X, that is for each
We use x ∼ X to represent that x is sampled from X. The support of the random variable X is defined to be {x : p X (x) > 0} and is denoted by supp (X). For any subset A ⊆ X, we use Pr X [A] to represent the probability x∈A p X (x), that is, the probability that x ∈ A. Let random variables XY take values in the set X × Y. The random variable Y conditioned on X = x is denoted as (Y |X = x). We say that X and Y are independent and denote the joint distribution by X × Y , if for each x ∈ X and y ∈ Y it holds that p XY (x, y) = p X (x) p Y (y). We say that random variables (X, Y, Z) form a Markov chain, represented as Y − X − Z, if for each x ∈ X, (Y |X = x) and (Z|X = x) are independent. For an event E, its complement is denoted by ¬E. The indicator random variable is denoted by the symbol 1(·). For a random variable X taking values over X and a function f : X → X , we denote by f (X) the random variable obtained by sampling x according to X and then applying f to it. We use the same notation when X is correlated with other random variables. For a random variable X over a set X and a set S ⊆ X, the random variable X defined as p X (x) =
is called a restriction of X over the set S.
Definition 2.1. Given ∈ (0, 1) and random variables X and X taking values in X, we define
• KL-divergence.
where we assume 0 log
• Max information spectrum divergence.
• Hypothesis testing information spectrum divergence.
Fact 2.2. Let G ⊆ X, X be a random variable over X and X be the restriction of X over the set G. It holds that 1 2
Proof. Consider
Fact 2.5. Let X and X be two random variable distributed over set X and f : X → Z be a map. It holds that
The following is the classical version of the convex-split lemma [22] , as stated in [10] .
Fact 2.6 (Convex-split lemma [10] ). Let , δ > 0, R be a non-negative integer, XM be a joint distribution over X × M and W be a random variable distributed over M
Let J be a random variable uniformly distributed over [2 R ] and the joint distribution JXM 1 M 2 . . . M 2 R be defined to be:
Its bipartite generalization is as follows, given in [10] .
Let J be uniformly distributed in [ 
We will also need a classical version of position-based decoding [23] , which was obtained in [10] . Below we provide a more rigorous proof. 
Proof. From the definition, we have
where the equality follows from the fact that
We will bound each of term in the summation on the right hand side.
. By Fact 2.5,
Thus it suffices to upper bound the right hand side. For this, we introduce two sub-protocols P 0 i and P 1 i . P 0 i runs P till step i − 1 and sets B i = 1 and C to be the index returned upon P's termination, if P terminates. It sets B i = 0, C = i otherwise. If B i = 0, P 1 i runs P from step i onwards and outputs HC B i . If B i = 1, P 1 i outputs HC B i and then terminates. Observe that the output of P is part of the output of
where the first inequality follows from Lemma 2.5. Let E <i be the event that the protocol P does not terminate in any step before i. Then using the expansion
we have
where the last equality follows from the fact that P 0 i outputs B i = 0 and C = i when it runs on (H i |E <i ) and does not terminate till step i − 1. Moreover,
Combining Eqs. (5)(6), we have
To upper bound the second term in Eq. (4), consider
where the second equality follows from the definitions of P 1 i and (H i |A i ). Combining Eqs. (6)(8), we have
Combining Eqs. (2)(3)(4)(7)(9), we conclude the result.
Achievability result for two senders and one receiver
We revisit our main task (Task C), restated here for convenience. Before proceeding to our main result, we discuss the protocols in [9, 10] for the case of one sender and one receiver (Task B), and discuss the limitation of the known techniques for the two sender and one receiver case.
Revisiting previous protocols for Task B
The idea in [9] is as follows, which we rephrase in the context of worst case communication. Alice and Charlie share sufficiently large number of copies of a random variable which is uniform over the set M × [K], where K is a sufficiently large integer. The number of required copies turns out to be approximately |M| and they index these copies with a unique integer in [|M|] . Given x, Alice has the knowledge of the probability distribution p M |X=x and given z, Charlie has the knowledge of the probability distribution p M |Z=z . Define
as the largest possible ratio between these probabilities, for all x, z in the support of p XZ . It can be viewed as a one-shot analogue of the conditional mutual information, I(X : M |Z). Using the rejection sampling method of [24, 4, 5] , Alice finds an index of the shared randomness where the sample (m, e) satisfies e ≤ Kp M |X=x (m). Charlie accepts an index if the associated sample (m, e) satisfying e ≤ K ·2 c ·p M |Z=z (m). The definition of c ensures that Charlie definitely accepts the index that Alice accepts (among various other indices). Then Alice uses hash functions to inform Charlie about the correct index (see [9] for more details).
In [10] , it was shown that above protocol can be viewed in the context of hypothesis testing over an 'extended distribution' over M × [K] . Using the convex-split [22] and position-based decoding [23] methods, Charlie's operation is replaced by a hypothesis testing operation. Alice and Charlie divide their copies of shared randomness in approximately 2 c blocks. Alice uses convex-split method to find an index property correlated with X (alternatively, she could have used rejection sampling). At this index, any sample (m, e) satisfies e ≤ Kp M |X=x (m). Denote the random variable associated to e as E, which extends XM to XM E. Alice communicates the block number to Charlie using approximately c bits of communication. Within this block lies the correct index that Alice wants Charlie to pick up. Charlie needs to distinguish this index with other indices, where any sample (m, e) has the property that e is uniform in [K] . Charlie uses hypothesis testing for this step, with the observation that the definition of c ensures that e ≤ K · 2 c · p M |Z=z (m) at the correct index, giving it a small support size. Thus, the test that Charlie uses for hypothesis testing is simply to check the membership of (m, e) in the support of the random variable M E. It accepts the distribution M E at the correct index with probability 1 and accepts the uniform distribution over M × [K] with probability at most 2 c |M| (see [10] for details).
One can try the same approach for Task C, by extending the random variables M and N into new random variables M E and N F , where e is uniform in [K · p M |X=x (m)] and f is uniform in [K · p N |Y =y ] for a given x, y, m, n. Alice and Bob can perform the convex-split steps and Charlie can attempt to perform the hypothesis testing step. The key challenge is to construct the correct test for hypothesis testing. Below, we analyze the test given in [10] by considering the full support of the distribution M EN F . For the ease of argument, we assume that Z is trivial.
The test should ensure that Charlie accepts the uniform distribution over M × [K] × N × [K] with probability at most 2 −c , where c is define as follows:
Observe that c is a one-shot analogue of the mutual information I(XY : M N ) (see Equation  1 ). By the construction of the random variable EF , the definition of c can only ensure that
all pairs e, f satisfy the condition. Let the set of all such (m, n) be 'Bad' and let the rest be 'Good'. For (m, n) ∈ Good, the number of pairs (e, f ) that satisfy this condition can be calculated to be
The support of (EF | M N = m, n), for all (m, n) ∈ Bad, accepts the uniform distribution over [K] × [K] with probability 1 and hence gives no advantage for hypothesis testing. Furthermore, the probability of the set 'Bad' can be large. To argue, consider
We have the following claim.
Claim 3.2.
Fix an ∈ (0, 1) and let α ∈ (0, 1) be such that
The proof of this claim is given in Appendix B. This implies that the probability Pr M N [Bad] is at least 1 − 7 √ , leading to large error. Hence, constructing hypothesis test using the full support of the random variable M N EF does not give the desired result.
To solve the problem, we revisit the protocol in [10] for Task B and obtain a new hypothesis test. We recall the joint random variables XM EZ, where XM Z satisfy M − X − Z and E is uniform in [K · p M |X=x (m)] conditioned on m, x. The distribution of E, conditioned on m, z and averaged over x, satisfies
where we have used the definition of c. Let G be a random variable, jointly correlated with M Z, that takes the value K · p M |X=x (m) with probability p X|M Z=mz (x) (by perturbing the conditional distribution in a negligible manner and choosing large enough K, we can assume that K · p M |X=x (m) is unique for every x, m). Using this, above inequality simplifies to
We now show the following result. 
Let A m,z be the set of all e for which
.
From Eq. (10) and Lemma 3.3, we find that
Moreover,
Hence, the 'test' A m,z can be used to distinguish the random variable (E|M Z = m, z) from the uniformly distributed random variable over [K] . The probability of accepting the uniform
. Thus the probability of accepting the uniform distribution over
for any z. This reproduces the property of the hypothesis test obtained in [10] up to a small multiplicative factor of 1 δ . Moreover, this construction generalizes to the multi-variate setting, as shown in Lemma 3.6.
Achievable rate region for Task C
Following is our main theorem.
There exists a R 1 + 3 log Proof. We assume that p M |X=x (m) and p N |Y =y (n) are distinct rationals for all (x, y, m, n), which is possible by perturbing the distributions and introducing an arbitrary small error. Let K be a sufficient large integer such that Kp M |X=x (m) and Kp N |Y =y (n) are integers for all x, y, m, n. We define random variables EF over [K] × [K] such that E is generated conditioned on M X and F is generated conditioned on N Y as follows:
We further define random variables
whereS,T and L are uniformly distributed over M, N and [K], respectively. Set
Let J 1 be uniformly distributed over [2 R 3 +r 1 ] and the joint random variable J 1 XS 1 S 2 . . . S 2 R 3 +r 1 be defined to be:
Similarly, let J 2 be uniformly distributed over [2 R 4 +r 2 ] and the joint random variable J 2 Y T 1 T 2 . . . T 2 R 4 +r 2 be defined to be:
We further assume that XS 1 S 2 . . . S 2 R 3 +r 1 J 1 and Y T 1 T 2 . . . T 2 R 4 +r 2 J 2 are independent. From the choice of R 3 + r 1 and R 4 + r 2 and Fact 2.6, we conclude that 1 2
Since the random variables S 1 . . . S 2 R 3 +r 1 are defined conditioned on x, and similarly the random variables T 1 . . . T 2 R 4 +r 2 are defined conditioned on y, we conclude that
We are now ready to define the protocol. is an integer greater than 1.
Input: Random variables
XY M N distributed over X × Y × M × N,
Then there exists a set
and
Proof outline: Lemma 3.6 is a two dimensional extension of Lemma 3.3. For any x, y, set
, and let W, V be the corresponding random variables jointly distributed with XY ZM N EF . Fix the values m, n, z and consider the joint distribution of W V EF . We wish to show that EF is 'mostly' supported on a set of small size, using an argument similar to Lemma 3.3. This amounts to showing that the set of (e, f ), for which w > e and v > f with small probability according to W V , has small probability according to EF . Unfortunately, it is not clear how to achieve it for arbitrary W V EF just with the condition that E < W (always) and F < V (always). But we know that E | (W = w) is uniform in [w] and F | (V = v) is uniform in [v] , and we can use this property in our argument.
As an illuminating example, we consider the case where W V is supported in {a 0 , . . . a 1 } × {b 0 , . . . b 1 } (Figure 1) , and it holds that
] and we divide this into four regions, as shown in Figure 1 . Region 2 has the property that e < w always, and region 3 has the property that f < v always. Thus we can apply Lemma 3.3 to random variables F V for region 2 and EW for region 3. No argument is needed in region 4, as all (e, f ) satisfy the property that e < w and v < f . The issue lies with region 1, where we do not know how to show the desired result. Fortunately, the probability that EF lies in region 1 is at most δ, by the choice of a 0 , a 1 , b 0 and b 1 and using the fact that
Hence 
This leads to the recursive decomposition given in Figure 2 . To keep the number of squares less than ≈ log max{|M|, |N|}, we perturb
|N| . This is possible with an error of at most δ. Finally, we construct a set that contains a large support of EF for every square in the decomposition given in Figure 2 . By taking a union over all these sets, we obtain the desired result, with a loss of log log max{|M|, |N|} that is reflected in the statement of Theorem 3.4. 
Then the probability that EF lies within Region 1 is at most δ, as given any w, v, the random variable
. Any (e, f ) in Region 3 automatically satisfies that e < w and f < v. For Region 2, we use an argument similar to Lemma 3.3 for the random variable F V and for Region 4 we do the same for the random variable EW . 
We define the new random variables X Y E F M N Z obtained by restricting XY to Good
otherwise.
Here, ∧ refers to 'and'. Let W V be jointly correlated with X Y E F M N Z and defined as
p W V |X Y E F M N Z=xyef mnz (w, v) def = 1 if w = w m (x) ∧ v = v n (y) 0 otherwise.
From Fact 2.2 it holds for any m, n, z that
E F X Y |M N Z = mnz − (EF XY |M N Z = mnz) 1 = X Y |M N Z = mnz − (XY |M N Z = mnz) 1 = 2 1 − Pr XY |M N Z=mnz [Good m,n,z ] .(15)
Constructing a partition of [K] × [K]:
The idea behind the construction is depicted in 
with T c being undefined. For i ∈ {0, 1, . . . , c} and j ∈ [ 
max{|M|,|N|} , which implies that S c does not intersect the support of (W V |M N Z = mnz) for any m, n, z. Given i, j, m, n, z, we set
Constructing A:. For any i, j, m, n, z, set
We conclude from Claim 3.8 and Claim 3.9 that
Moreover, for all (e, f ) ∈ A i,j,m,n,z , which ensures that (e, f ) / ∈ Bad i,j,m,n,z , we have
where we use the fact that for all (x, y) ∈ Good m,n
Summing Eq. (16) over all (e, f ) ∈ A i,j,m,n,z , we have
which implies that
We further define
And
Note that for any m, n, z
m,n,z = 1, which implies that
Combining with Eq. (15), we have
where the last inequality follows from Claim 3.7. Thus, we conclude the first inequality in Lemma 3.6. For the second inequality in Lemma 3.6, consider
Similarly,
For the last inequality, we apply Eq. (17) to conclude,
The following claims were used in the above lemma.
Proof. From the choice of in Theorem 3.4, we have
The following claim upper bounds the Region 1 in Figure 1 .
Claim 3.8. For any i, j, it holds that
Proof. Note that
where the first inequality follows from the definition of T i,j .
The following claim upper bounds the error in Regions 2, 3 and 4 in Figure 1 . Claim 3.9. For any i, j, m, n, z, it holds that
Proof. Let w * , v * be the smallest integers such that
We claim that for any (e, f ) ∈ Bad i,j,m,n,z , either e ≥ w * or f ≥ v * . Suppose by contradiction that there exists (e, f ) ∈ Bad i,j,m,n,z such that e ≤ w * and f ≤ v * . As (e, f ) / ∈ T i,j , either e ≤ a 0 i,j or f ≤ b 0 i,j . Suppose e ≤ a 0 i,j (corresponding to Region 2 in Figure 1 ; the other case follows similarly). Then
where the equality is from the fact that supp (
which ensures that every w is larger than e; the inequality follows from the definition of f * . Therefore, we have
We upper bound the first summation on the right hand side, following Lemma 3.3.
Thus, we conclude the claim.
Compression in terms of conditional mutual information
In this subsection, we present a simpler feasible communication region in terms of conditional mutual information, which is obtained via arguments similar to the Substate theorem in [4] .
suppose Alice and Bob are given x and y, respectively, where (x, y) are drawn from distribution XY . Then for any δ ∈ (0, 1) there exists a
two-senders-one-receiver message compression with side information at the receiver.
Proof. Let δ > 0 be a parameter chosen later. Note that
By the Markov inequality,
where the inequality follows from the fact that i a i log
Applying Theorem 3.4, by setting δ to be the largest real number less than δ/10 satisfying that
, we conclude the result.
Comparision with the bound obtained in [10]
In [10, Theorem 4] , the following achievable communication region was obtained for the task in Definition 3.1 (the authors also state a more general bound optimized over all possible extensions of M N , but that involves auxiliary random variables of unbounded size): 
There is no shared randomness among the parties.
The following theorem obtains a nearly tight one-shot bound for this task, that uses auxiliary random variables of bounded size. Note that auxiliary random variables also arise in the characterization of the lossy source coding task (see [21, Section 3.6 ] for a discussion). 
where the first inequality is from Eq. (20) and the second inequality is from Eq. (23) . Similarly, we have
The converse follows from the union bound.
• Achievability. 
This completes the proof.
Near optimal characterization of Task C in terms of the auxiliary random variables
We first show how to reduce the amount of shared randomness in any given (R 1 , R 2 , ) twosenders-one-receiver message compression with side information at the receiver, using an argument similar to Wyner [34] and Newman [35] . Since their arguments do not apply in the multi-partite setting (notice that the new randomness must be shared independently between Alice, Charlie and Bob, Charlie), we replace the Chernoff bound arguments in [34, 35] with an argument based on bipartite convex-split lemma (Fact 2.7).
Claim 4.3. Fix , δ ∈ (0, 1). For any (R 1 , R 2 , ) two-senders-one-receiver message compression with side information at the receiver, exists another (R 1 , R 2 , + 2δ) two-senders-one-receiver message compression with side information at the receiver that uses at most log 
This expression can be reaaranged to obtain
Thus, there exists a choice of {s 1 1 , . . . s
The new protocol is as follows.
• • Conditioned on the value i ∼ U 1 , Alice generates (T 1 |XY Z, S 1 = s i 1 ) and sends it to Charloe. Conditioned on the value j ∼ U 2 , Bob generates (T 2 |XY Z, S 2 = s j 2 ) and sends it to Charlie.
• Charlie, who also observes
• Let the output of Charlie, averaged over the shared randomness, be M N .
It holds that
Thus, Eq. (27) guarantees that
To bound the size of shared randomness, observe that Eq. (26) can be rephrased as follows, using the fact that XY Z is independent of S 1 S 2 : bits of shared randomness between Bob and Charlie. We denote by S 1 the shared randomness between Alice and Charlie, and by S 2 the shared randomness between Bob and Charlie. Let T 1 be the message sent from Alice to Charlie and T 2 be the message sent from Bob to Charlie. Since T 1 is obtained by applying deterministic function on XS 1 , we have that |T 1 | ≤ |X||S 1 |. Similarly, |T 2 | ≤ |Y||S 2 |. Let U 1 be uniform over supp (T 1 ) and U 2 be uniform over supp (T 2 ). Let f be the function that Charlie applies on S 1 , S 2 , T 1 , T 2 , Z to obtain M N . Then
The rest of the proof follows closely the converse proof given in Theorem 4.2.
• Achievability: The achievability also follows along the lines similar to Theorem 4.2. By a straightforward application of Theorem 3.4, Alice and Bob communicate R 1 and R 2 bits respectively to Charlie such that Charlie is able to output
Charlie now applies the function f to obtain the desired output. It holds that
Recovering achievable communication for DSC task and Task B
Another application is the following corollary, for the problem of DSC. While it is a special case of lossy distributed source coding, it is possible to obtain a simpler bound without introducing auxiliary random variables. We reproduce the near-optimal one-shot bound given in [10] , up to an additive factor of log log max{|X| , |Y|}.
There exists a protocol satisfies the following:
• No players share public coins.
• Alice and Bob observe a sample from X and Y and then send R 1 + 3 log 1 δ bits and R 2 + 3 log 1 δ bits to Charlie, respectively;
• Charlie outputs the random variables X Y such that
Proof. Applying Theorem 3.4 with Z trivial, M = X and N = Y , we obtain a randomness assisted protocol with communications R 1 and R 2 from Alice and Bob respectively. Charlie outputs random variables X , Y such that
This completes the proof by the standard derandomization argument to fix the shared randomness.
Using the argument similar to Theorem 3.10, we have the following corollary which expresses above communication region in terms of conditional entropies.
is an integer. Let R 1 , R 2 satisfy:
• Alice and Bob observe a sample from X and Y and then send R 1 + 3 log We also reproduce the main results in [9] and [10] for Task B, up to additive factor of log log |M|. This is obtained by setting Y and N to be trivial in Theorem 3.4. 
• Alice and Charlie share public random coins;
• Alice sends R + 3 log 1 δ bits to Charlie;
• Charlie outputs the random variables M such that
Lower bound on the expected communication cost of one-way protocols for Slepian-Wolf task
In this section, we consider the expected communication cost of Slepian-Wolf task, which is a special case of Task B where M = X (originally studied by Slepian and Wolf [2] ). The protocol in [9] for Task B implies that there is an interactive protocol achieving the expected communication H(X|Z) + c H(X|Z) + log 1 , for some constant c independent of |X| , |Z|.
The following theorem shows that interaction is necessary, giving a much larger lower bound for one-way protocols. He sends B 1 to Alice and B 2 to Bob. Conditioned on the value 0, Bob and Charlie run the protocol in [9] to communicate N to Charlie and then Alice and Charlie run the protocol in [9] to communicate M to Charlie. Conditioned on the value 1, first Alice and Charlie run the protocol to communicate M and then Bob and Charlie run the protocol to communicate N . The expected communication cost is p times the expected communication cost of the former protocol and 1 − p times the expected communication cost of the latter. This achieves the desired result.
Conclusion
In this work, we have studied the problem of message compression in the multi-party setting. We have obtained an achievable communication region that can be viewed as a one-shot analogue of the time sharing region for Task C. Since time-sharing is not possible in the one-shot setting, we have developed a novel hypothesis testing approach to obtain our main result. As applications of our result, we obtain near optimal one-shot communication regions for Task C and the lossy distributed source coding task, in terms of auxiliary random variables. A utility of our result is that the auxiliary variables involved are of size comparable to the size of random variables input to the task. This feature is often useful from the computational point of view and present in the characterization of communication for various tasks (see [21] for such examples). We leave open the problem of obtaining a near optimal characterization without using auxiliary random variables, which is not known also for the task of source coding with a helper. An important question that we do not answer is about formulating a proper notion of information complexity [20] in the interactive setting. We believe our compression results will shed light on this, as the notion of information complexity is closely tied to compression protocols in the two-party setting [5, 9, 19] .
B Proof of Claim 3.2
Fix α ∈ (0, 1) and set = α(1−α) 2 2
. Assume X 
