ABSTRACT Accuracy is extensively considered a key issue for traffic big data prediction in a vehicular cyber-physical system (VCPS). Deep learning with super performance has been successfully applied to traffic prediction for feature learning. However, uncertain traffic big data pose a remarkable challenge on current deep learning models, which work in a vector space in a deterministic manner and fail to learn the features of uncertain traffic data. This study solves the problem of citywide traffic flow prediction to satisfy the accuracy requirement of the VCPS from the perspective of users. In this study, a tensor-train fuzzy deep convolution (TFDC) approach is first proposed to satisfy the accuracy requirements of traffic flow prediction. Moreover, the Tucker deep computation (T-TFDC) approach for TFDC is proposed to satisfy the prediction accuracy requirements with low computational complexity. The TFDC model is built upon the fuzzy deep convolutional network, which uses unified tensor data representation for spatio-temporal traffic flow data. The key idea of the T-TFDC is to introduce Tucker decomposition into the TFDC model to compress parameters for traffic flow feature learning. Furthermore, learning algorithms for training TFDC and T-TFDC model parameters are devised on the basis of the back-propagation strategy. Experimental results on the TaxiBJ and BikeNYC data sets verify the effectiveness and efficiency of the proposed approaches over stateof-the-art methods.
I. INTRODUCTION
Accurate and real-time traffic flow prediction is crucial for individual travel, traffic safety, and environmental pollution [1] , [2] . A recent report from the United Nations shows that, in 2018, 55% of the world's population lives in urban areas, and this number is expected to increase to 68% by 2050 [3] . Recently, an explorative growth of traffic data has promoted the development of the vehicular cyber-physical systems (VCPS), and has presented opportunities for traffic flow prediction [4] , [5] . A VCPS provides specific services for vehicle driving by integrating computation, communication, and control techniques [6] , [7] . Typically, the vehicular cyber-physical system is defined
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as a service-oriented cyber-physical system, as illustrated in Fig. 1 . Physical devices at the data sensing layer are used to collect data, including vehicle location, and weather conditions. These devices may be connected to the road infrastructure over the network. Then, the collected data are forwarded to the application layer, in which various cognition applications (i.e., traffic flow prediction) for the VCPS can be performed. Finally, the computation of applications are implemented at the computing layer, and services can be provided for the system.
Traffic big data emerged in recent years is characterized by high volume, variety, veracity, and velocity [8] - [10] . On one hand, traffic big data may be affected by spatial dependencies, temporal dependencies, and external factors [11] . On the other hand, traffic big data may be incomplete, noisy, or uncertain as they are generated from the VCPS. Such characteristics of traffic big data make feature learning a great challenge that traditional methods are almost ineffective to solve. For example, the method of multi-modal DL first performs feature learning through DL for each modal data, and then integrates the features learned from each modality as a shared feature representation of the data [12] . Although the multi-modal DL model is effective in capturing high-order correlations across multiple modalities, it cannot fully learn the useful features of the data because it ignores the nonlinear relationship between heterogeneous input data [13] . Therefore, an efficient method for feature learning of high dimensional big data is urgently needed, and the tensor-based DL method is developed. The deep learning method is widely concerned with its ability to learn the hierarchical features of the data automatically [14] . It has been successfully applied to classification, natural language processing, and prediction tasks. Considering that the traffic process is complicated in nature, DL methods (i.e., deep belief network [DBN] , stacked auto-encoder [SAE] , recurrent neural network [RNN] , and convolutional neural network [CNN] ) have been applied to traffic flow prediction, and has achieved good performance [15] - [18] . Zhang et al. proposed a DL-based approach called ST-ResNet, which designs the structure of the deep spatio-temporal residual network to model the spatio-temporal properties of crowd traffic data. However, it is a deterministic method and shed no light on data uncertainty. To deal with this problem, fuzzy theory was introduced into the DL model, and fuzzy deep convolutional network (FDCN) approach was proposed [2] . The FDCN used fuzzy representation in the DL model to reduce the impact of data uncertainty, therefore improving the accuracy of traffic flow prediction. However, the FDCN has the following limitations: (1) When the number of layers is less than 10, the accuracy obtained using the FDCN is slightly lower than that using a fuzzy convolutional neural network. ( 2) The FDCN model with tensor data representation involves millions of parameters, and its training requires powerful computational resources. It is computationally time consuming and difficult to apply directly to terminal devices [14] . In fact, real-time and accuracy are important performance requirements for VCPSs. Thus, it is necessary to reduce the complexity of the model to accelerate the computation.
In this study, a tensor-train fuzzy deep convolutional network (TFDC) approach is proposed to improve the accuracy of traffic flow prediction, in which the TFDC model is constructed, and a learning algorithm of the training parameters of the TFDC is presented. A Tucker deep computation (T-TFDC) model is proposed to reduce the number of the parameters in the TFDC model, and its learning algorithm is described. The T-TFDC approach not only speeds up the computation but also achieves an accuracy that is close to the original tensor.
(1) To learn the features of uncertain traffic big data, we propose the TFDC approach based on tensor training and fuzzy theory for traffic flow prediction. A learning algorithm for training the TFDC model is presented, in which a fusion strategy with tensor-based deep computation is described to improve prediction accuracy.
(2) To reduce the computational complexity of the TFDC model, we propose the T-TFDC approach, which is achieved by introducing Tucker decomposition into the TFDC model. A Tucker deep computation model is built, and a backpropagation-based learning algorithm is presented to improve training efficiency.
(3) To evaluate the performance of the proposed approaches, we conduct experiments on the TaxiBJ and BikeNYC data sets. The results validate the performance of the proposed approaches over state-of-the-art methods.
The remainder of this paper is organized as follows. Section II reviews related work. Section III presents preliminaries on fuzzy theory and tensor decomposition. Section IV presents the TFDC approach. In Section V, the T-TFDC approach and its learning algorithm are proposed. The experimental results are discussed in Section VI. Section VII provides the conclusions drawn from this study.
II. RELATED WORK A. TRAFFIC FLOW PREDICTION
Traffic flow prediction in cities is regarded as an important part of smart transportation. In recent years, numerous models and approaches have been developed to solve traffic prediction problems. Classical methods include auto-regressive integrated moving average (ARIMA), and artificial neural network (ANN) [17] . Most of these methods use shallow models, which still can not satisfy the requirements of travelers. Traffic flow prediction depends on various historical and real-time data collected from the cyber-physical system. With the increase in traffic data, prediction models based on deep architecture have been developed. Deep models, such as DBN, SAE, and RNN models, are deployed to learn features for predicting traffic flow [15] - [17] . In the DBN model, a multi-task regression layer is added on top of the model and the relationship between weather and traffic flow are explored on the basis of multi-modal data representation. The CNN is used to learn features by extracting the spatial dependencies of the traffic network [19] . However, it converts dynamic traffic data into 2-D images and fails to capture features sufficiently from a spatio-temporal perspective. Furthermore, an F-CNN method is proposed given the uncertainty of the influence of time, space and external factors on traffic flow [20] . In contrast to our work, the F-CNN method considers uncertain traffic accident and traffic flow data as the input, followed by fuzzification and deep convolution residual modules to learn the data features.
B. DEEP COMPUTATION OF THE DEEP LEARNING MODEL
Deep learning models contain a large number of parameters, which require powerful computation resources and are time-consuming. Thus, methods for parameter reduction and computational acceleration, such as hashing, Canonical Polyadic (CP) decomposition, matrix transformation, and tensor-training with Tucker decomposition, are proposed [21] - [24] . In Literature [21] , the hashing method is used to divide the parameters of the neural network in the learning system into different groups, and each group is assigned the same value. In Literature [22] , CP decomposition is used to compress the parameters of the convolution kernel to accelerate the inference time in the CNN. In Literature [23] , the method for transforming the parameter matrix into a tensor network is proposed to compress the linear neural network. In Literature [24] , Tucker decomposition is used in the SAE for mobile multimedia feature learning. The proposed method performs Tucker decomposition on the fully connected layers to compress the weight parameters of the model. Inspired by these works, we propose a Tucker deep computation approach for the fuzzy deep convolution network model to enhance the computation efficiency of traffic flow prediction.
III. PRELIMINARIES
In this section, the preliminaries, including tensor decomposition and fuzzy logic system, are described.
A. TENSOR DECOMPOSITION
Tensors can provide a unified representation of large-scale and high-dimensional big data in the form of multidimensional generalizations of matrices, and tensor decompositions are a natural way of generalizing a low-rank approach. The concept of tensor decomposition is derived from the tensor expression proposed by Hitchcock in 1927 [25] , [26] . The Tucker decomposition and CP decomposition are the two main methods of tensor decomposition. The Tucker decomposition is also called high-order singular value decomposition, which provides an efficient method for multi-channel data analysis.
Suppose X is an N -order tensor with the size I 1 ×I 2 ×· · ·× I N ; X can be decomposed by Tucker into:
where (n) represents the nth path, × n represents the modulo n product, A represents a core tensor with the size J 1 ×J 2 ×· · ·× J N , and U (n) ∈ R I n ×J n represents a semi-orthogonal matrix of I n × J n and J n ≤ I n . Each component X i 1 i 2 ···i N of the tensor X can be obtained using Eq. (2).
When these components are integrated into different paths, the decomposed core tensor A is considered to be the tensor weight. Fig. 2 depicts an example of Tucker decomposition of a three-order tensor. The inverse of the Tucker decomposition in Eq. (1) can be obtained using Eq. (3) .
where † represents the inverse operation. This equation is crucial. If J 1 , J 2 , · · · , J N is smaller than I 1 , I 2 , · · · , I N , the core tensor A can be regarded as a compressed version of the original tensor X , that is, a feature tensor with reduced dimensions.
B. FUZZY LOGIC SYSTEM
The term fuzzy logic is introduced with fuzzy set theory, which is proposed by Lotfi Zadeh in 1965. Fuzzy logic is a form of many-valued logic in which the truth values of input data may be any real number between 0 and 1 [2] , [27] . Fuzzy logic is commonly used to handle the concept of partial truth, such as data uncertainty. Considering that the nature of real data is frequently incomplete, noisy, and complex, fuzzy logic systems have been applied to many fields, such as automatic control, time series prediction, and pattern recognition. Typically, a fuzzy logic system consists of five parts, namely, input, fuzzification, fuzzy rules and inference, defuzzification, and output, as demonstrated in Fig. 3 Thus, the degree of membership for ∀u ∈ U is m F (u), and the fuzzy set in U can be represented as a set of ordered pairs. A value of m F (u) that is approximately 1 indicates a high degree of membership. Membership is a fuzzy evaluation concept, which is characterized by the fact that the evaluation results are not absolutely positive or negative but are represented by a fuzzy set. In the fuzzy logic system, establishing fuzzy membership functions is crucial. The commonly used membership functions include Gaussian, triangular, and trapezoidal.
After fuzzification, the system performs fuzzy inference based on all available rules to compute the fuzzy output, which is performed in the third layer. Two types of fuzzy inference methods can be used: One method is to define IF − THEN rules (fuzzy logic rules) subjectively by studying a human-operated system, the other method is to design a fuzzy logic system that adaptively generates rules by learning from the data itself. In the first method, inference rules with AND/OR operators are entered manually and adjusted in accordance with the test results. The second method is used when inference rules are uncertain, thereby avoiding cumbersome manual input rules. The fuzzy logic system with the learning ability of deep neural networks may provide a promising approach. At the defuzzification layer, defuzzification strategies are applied to the inference values and the final output can be achieved. Among the commonly used defuzzification strategies, the center-of-weight method achieves a superior result [28] .
Fuzzy theory is essential, and the linguistic formulation of its rule basis provides an optimization approach to building relationships between the input and output. Most systems design their membership functions empirically and construct fuzzy logical rules from experts. However, in cases where empirical knowledge is unavailable, the system must adaptively find suitable logic rules and proper membership functions by learning the desired output.
IV. TENSOR DEEP LEARNING MODEL
In this section, the problem is described, the TFDC model with the tensor-based fusion and fuzzy inference modules is designed, and the learning algorithm of the TFDC is presented.
A. PROBLEM DESCRIPTION
Consider temporal and spatial characteristics of traffic flow data. We partition a city into an I × J grid map in terms of the longitude and latitude, and the inflow and outflow of the vehicles at time interval t can be obtained. Then, the citywide traffic flow in the I × J grid map at time interval t is denoted as a tensor X t ∈ R 2×I ×J . Formally, the flow in a dynamic system, represented by X ∈ R T ×2×I ×J , changes over time in each grid. The problem to be addressed is defined as:
Problem 1: Given a set of historical observations {X t |t = 1, . . . , n}, predict {X n+1 , . . . , X n+k }, where k ≥ 1.
B. TFDC MODEL
To deal with the uncertainty of traffic flow data, fuzzy theory is introduced into the DL method, and the model of tensor-train fuzzy deep convolutional networks called TFDC is proposed, as shown in Fig. 4 . In the TFDC model, tensor-based data representation is used as the input, and the data from the CNN and FN modules are fused at the fusion layer. The input data flow through the CNN and FN modules, where convolution and fuzzification operations are done, respectively. In the convolutional network, multi-layer convolutions and nonlinear transformations (i.e., Rectified Linear Unit [ReLU]) are stacked. In the fuzzy network, the fuzzification operation is performed using the membership function (MF), and then the AND and OR operations are performed at the fuzzy rule layer. In contrast to our previous work in Literature [2] , the CNN, rather than the residual network, is used in the TFDC. At the top of the fusion layer, the regression layer is added for prediction. 
C. FUSION WITH TENSOR-BASED DEEP COMPUTATION
In the TFDC model, the tensor-based fusion strategy of the fuzzy module and deep convolutional module is the key. As the input of the fusion layer comes from the output of the CNN and FN modules in the TFDC model, the fusion strategy with tensor-based deep computation is presented in this subsection.
Suppose K is the convolution kernel, and X andŶ are the input and expected output of the N-order tensor, correspondingly. The convolution operation in the TFDC model is defined as:
where i 1 , i 2 , · · · , i N are n dimensions, I 1 , I 2 , · · · , I N represent the size of each dimension of the convolution kernel, and b j 1 j 2 ···j M is the bias. The dimension of vehicle flow data at the tth time interval is three. The non-linear transformation is performed after the convolution, and the typical nonlinear transformation ReLU is computed as:
Considering the uncertainty of vehicle flow data, the Gaussian membership function is used to convert the input data into data ranging from 0 to 1. The tensor-based Gaussian MF is defined in Eq. (6) .
where µ i 1 i 2 ···i N is the mean, and σ i 1 i 2 ···i N is the variance. At the fuzzy rule layer, fuzzy logic operators, such as AND and OR, are available. A common approach for operators is the Zadeh operators, in which AND takes the minimum, and OR takes the maximum. For True/1 and False/0, the fuzzy expressions produce the same result as the Boolean expressions. At the fusion layer in the TFDC model, fuzzy representation and DL are combined to improve prediction performance. If the result from the CNN module is z with k dimensions, and the result from the FN module is u with k dimensions, then the fusion can be computed as:
where w (l) d is the weight of the (l) th layer between the CNN and fusion layers, and w
f is the weight of the (l) th layer between the FN and fusion layers. The TFDC aims to predict vehicle flow. Therefore, the regression function is used at the top of the fusion layer. The hyperbolic tangent (tanh) function is used to ensure that the output value is close to the normalized input value in the range 0 to 1. Taking the output of the (l) th layer as the input of the (l + 1) th layer, i.e., x (l+1) = y (l) , the tanh function is defined as:ŷ
D. LEARNING ALGORITHM OF TFDC
The learning algorithm of TFDC aims to minimize the loss function for parameter optimization of the model. The loss function is defined as follows:
where Y is the forward output,Ŷ is the expected output, and θ is the set of parameters containing K , w d , w f , and b. Parameter optimization is implemented through back-propagation and Adam, including gradient computation and parameter update. In the TFDC model, the gradient of parameters is computed in Eq. (10) and the parameters are updated in Eq. (11) .
where num is the number of samples, l is the index of the current gradient computation layer, t is the current iteration moment, α is the learning rate, and θ is the parameter set of the model. The proposed learning algorithm of TFDC is presented in Algorithm 1.
The main idea of Algorithm 1 is that the TFDC uses tensor data as the original sequence input, and the tensor-based fuzzy deep computation is performed for prediction. The algorithm includes the forward learning and the back training phases. In the high-order forward learning phase, the convolutional layer and fully connected layer operations are performed at each iteration. In the back training phase, the gradient is computed and parameters are updated. The details of Algorithm 1 are described as follows:
Build the model TFDC shown in Fig. 4 ; 2: Initialize parameters θ= {W , b, µ, σ } and learning rate α; 3: Put a training instance D into the model; 4: repeat 5: Randomly select a batch of instances D t from D; 6: Forward learn the TFDC model using Eqs. (4) - (8); 7: Compute the value of J (θ ) using Eq. (9); 8: Back propagate error and update parameters using Eqs. (10) - (11) by minimizing the function in Eq. (9) with D b ; 9: until Stopping criteria is met; 10: Return M (W , b, µ, σ ).
(1) In Lines 1-3, the structure of the TFDC model, in which the CNN with k convolutions and nonlinear transformations is designed, is initialized, and the CNN and FN modules are merged at the fusion layer. The parameters of the model are initialized, and the tensor-based training instance is placed into the model.
(2) In Lines 4-9, the model is trained by the forward learning and back propagation processes, and the optimal stopping strategy is used to terminate the training. The forward learning process with the FN and CNN is performed from bottom to top until the output layer, such that an output is obtained. The back-propagation process is performed from top to bottom until the input layer, and the parameters of the model are updated.
(3) In Line 5, a batch of instances from the observation data set is randomly selected and input into the model for training. The size of a batch of data is related to the model settings. For example, the format of a batch of data is set to 32 * 2 * 32 * 32 in accordance with the tensor-based model structure initialized in the first step, in which the value of the first item, 32, represents the size of a batch, the value of the second item, 2, represents the number of the flow, and the last two items represent the size of the space region.
(4) In Lines 6-8, a training process of the model is completed by forward learning, error computation, and back propagation. Initially, one output of forward learning can be obtained using Eqs. (4) - (8) . Then, the error value is computed using Eq. (9) . If the error value can not satisfy the condition of training termination, then the gradients are computed and parameters are updated in the back propagation process using Eqs. (10) - (11) .
After learning, the trained TFDC model for prediction is obtained. The process of single-or multi-step forward prediction is summarized in Algorithm 2.
Algorithm 2 Multi-
Step Forward Prediction Using TFDC Input: Trained TFDC model: M , number of forward prediction steps: k, k ≥ 1, historical observations:
Put X into model M ; 4: Compute the output X n+i using Eqs. (4) - (8); 5: end for 6: Return {X n+1 , · · · X n+k }.
The above analysis reveals that the TFDC uses the tensor representation to project the temporal and spatial features of traffic flow data into a unified feature representation. The inputs and features obtained at different layers are tensor-based operations, and the curse of dimensionality has been slightly alleviated through convolutional operations. However, given that the tensor-based kernel K in the convolutional layer and the weight W in the fully connected layer must be stored for the kernel sub-tensor K α and weight sub-tensor W β , the storage complexities of the kernel and weight sub-tensors are O(I N ) and O(J M ), respectively, where I = max(I 1 , I 2 , · · · , I N ) and J = max(J 1 , J 2 , · · · , J N ). Thus, the model training of TFDC is time consuming. Such results must be further optimized to improve computing performance.
V. TUCKER DEEP COMPUTATION OF TFDC
In this section, tucker deep computation of the TFDC model (T-TFDC) is presented and its learning algorithm is proposed for reducing complexity of the TFDC.
A. TUCKER DEEP COMPUTATION MODEL
Suppose that K is the convolutional kernel tensor, and W is the fully connected weight tensor in the TFDC model. In Eqs. (12) and (13), each sub-tensor can be decomposed into the Tucker format to construct a Tucker TFDC model.
where i is the index of the convolutional kernel at the convolutional layer, and N and M are the orders of the tensors K and W , correspondingly. Accordingly, each item K (i) i 1 ···i N and W j 1 ···j M of K and W can be represented equivalently as:
After obtaining the Tucker decomposition of each subtensor, the decomposed sub-tensor is applied to the forward learning process of the TFDC model. The operations in the convolutional and fully connected layers of the T-TFDC model are computed as:
where g r 1 ···r N and h s 1 ···s M are the core tensor items of K (i) and W , respectively; and X i 1 i 2 ···i N and X j 1 j 2 ···j M are the input tensor items of the convolutional and fully connected layers, correspondingly. Similar to the TFDC model, the Tucker deep computation model can be constructed by stacking the Tucker convolutional layer in the CNN part of the TFDC model. The parameters of the Tucker deep computation model are pre-trained hierarchically from bottom to top, followed by a fine-tuning step from top to bottom.
B. LEARNING ALGORITHM OF T-TFDC
In this subsection, the learning algorithm with Tucker deep computation is designed to train the parameters of the T-TFDC model, which is based on the back-propagation strategy.
To describe the proposed algorithm briefly, some abbreviations are used, as defined in Eqs. (18) - (22) .
According to Eqs. (18) - (22) , the weight tensor can be represented as:
Therefore, the forward pass at the convolutional and fully connected layers in the T-TFDC model can be rewritten as:
where V r n = r r N ) ). In Eq. (9), the loss function is first constructed to train parameters of the T-TFDC model. Second, the gradients of parameters, also called the partial derivatives, are computed to fine-tune the model. Finally, the parameters are updated. In the T-TFDC model, the gradient of In Fig. 4 , the main operations of the model are the convolutional and fully connected operations. When z works at the top of the model, the value of z i 1 ,··· ,i N is the output of the model. That is,
can be computed using a chain rule as:
where
can be computed by transform-
. (27) Considering that the last two items in Eq. (27) 
The computation of the partial derivative
. According to the chain rule,
can be computed using Eq. (29) .
is computed using Eq. (30) .
In terms of other parameters in the loss function J (θ ), the partial derivative can also be computed on the basis of the back propagation strategy.
Finally, for a training set with num samples, the gradient of J (θ ) can be computed as:
where i is the index of the parameter in the parameter set, and j is the index of the sample in the sample set.
The learning algorithm of the T-TFDC model is demonstrated in Algorithm 3. The main idea of Algorithm 3 is to VOLUME 7, 2019 Compute the Tucker decomposition of the kernel K using Eq. (12); 6: end for 7: for (k = 1; K ; k + +) do 8: Compute Tucker decomposition of the weight W using Eq. (13); 9: end for 10: repeat 11: Randomly select a batch of instances D t from D; 12: Forward learn the T-TFDC model using Eqs. (4) - (8) and (12) - (17); 13: Compute the value of J (θ ) using Eq. (9); 14: Compute the gradients of parameters, i.e.,
Algorithm 3 The Learning Algorithm of T-TFDC
and ∂J (θ) ∂h s 1 ,s 2 ,··· ,s M using Eqs. (28) - (29); 15: Update parameters using Eqs. (10) - (11); 16: until Stopping criteria is met; 17: Obtain the trained model M (W , b, µ, σ ); 18: Put the observations X = {X (i) 
simplify the computation by performing Tucker decomposition on the kernel and weight sub-tensors in the TFDC model. The details of Algorithm 3 are described as follows:
(1) In Lines 1 and 2, the TFDC model is constructed and the parameters of the TFDC are initialized. The structure of the model is illustrated in Fig. 4 , in which the fuzzy membership and AND/OR operations are used, and the number of layers in the CNN can be set dynamically. The initialized parameters include the learning rate, the number of layers of the depth model, the mean and variance of Gaussian membership function, and the weights between the connected layers.
(2) In Lines 4-9, Tucker decomposition is performed for the weights between layers. In the convolutional operation part, the kernel tensor of each layer performs Tucker decomposition using Eq. (12) . At the fully connected layers, the weight tensors are decomposed using Eq. (13) . The compressed weight tensor can be obtained by Tucker decomposition.
(3) In Lines 10-16, the tensor-train learning process, including forward learning and back propagation, is performed. First, a batch of data is placed into the model. Second, forward learning of the T-TFDC model is performed. Third, the error, that is, the value of the loss function J (θ ), is computed. Fourth, back propagation is performed through gradient computation and parameter update. Finally, the system checks if the stop condition of model training is satisfied.
(4) In the forward learning of the model, each weight sub-tensor is decomposed into the Tucker format using Eqs. (12) - (15), and the operations of the convolutional and fully connected layers are computed using Eqs. (16) and (17), respectively. The forward pass process of the CNN is completed according to Eqs. (4) and (5). The fuzzy process of the FN is implemented using Eq. (6), and the AND and OR operations. Fusion from the FN and the CNN is implemented using Eq. (7) and the tanh is performed for the fusion result.
(5) In the back propagation of the model, the gradient with Tucker decomposition
is computed using Eqs. (28) - (29), and the gradient
can be computed similarly. The gradients of µ and σ are computed through the back propagation algorithm. After completing the gradient computation, the parameters are updated using Eqs. (10) and (11). (6) In Lines 17-19, the learned model is obtained, and the output is obtained by using the optimal model for prediction. If the objective is multi-step prediction,then the multiple predicted values can be obtained through the learning algorithm. 
VI. EXPERIMENTS
In this section, we present the experimental results through comparisons with ARIMA [29] , DeepST [30] , ST-ResNet [18] , FDCN [2] , and F-CNN [20] . Real-time data sets are used in the experiments to evaluate the performance of the proposed approaches.
A. SETTINGS
In this subsection, we describe the configuration, data sets, and baselines for our experimental settings.
1) CONFIGURATION
The experimental configuration in this study is as follows: a 64-bit Ubuntu server, an Intel(R) Core(TM) i9 CPU 3.30GHz, NVIDIA TITAN XP 12G and 48GB memory. The software used in our experiment is PyCharm 5.0.3 and Python 3.6. The programs are built on the Keras and Tensorflow libraries. The GPU-accelerated library cuDNN for deep neural networks is to accelerate model training.
2) DATA SETS
Two different data sets (i.e., TaxiBJ and BikeNYC) are used in our experiments. The TaxiBJ data set includes the taxi trajectory data of Beijing from 2014 to 2016. The BikeNYC data set collects bike rent/return numbers from bike stations in New York City. During the model training stage, 10% of the data is randomly selected as testing data, and the others are used as training data.
3) BASELINES
The baselines and our models are summarized as follows.
• ARIMA: ARIMA refers to autoregressive integrated moving average model, which is suitable for understanding and predicting time series.
• DeepST: DeepST is a model based on the deep neural network for spatio-temporal data prediction.
• ST-ResNet: ST-ResNet is a deep residual network-based model, which uses a residual convolutional neural network to model the spatio-temporal data.
• FDCN: FDCN refers to fuzzy deep convolutional network, in which a residual convolutional network module is combined with a fuzzy module to predict traffic data.
• F-CNN: F-CNN is a model that integrates fuzzy theory and CNNs. It initially fuzzifies the uncertain traffic accident data and then uses the CNN to extract features of traffic flow, external factors, and traffic accident data.
In the F-CNN method, the fuzzy rules are adjusted manually.
• TFDC: TFDC is a tensor-train fuzzy deep convolution approach, which introduces fuzzy theory into DL to generate and adjust fuzzy rules adaptively.
• T-TFDC: T-TFDC is a Tucker deep computation model of the TFDC, which introduces Tucker decomposition into the TFDC model to simplify the computation of the model.
4) EVALUATION METRIC
Root mean square error (RMSE), mean relative error (MRE), and mean absolute error (MAE) are used to evaluate the performance of the proposed TFDC approach.
where y i andŷ i are the observed and predicted values, respectively; and m is the number of all predicted values. In Eq. (32), a small value of these indicators denotes a high accuracy of the prediction.
The accuracy drop rate (ADR), ratio of parameter reduction (PR), and speedup ratio (SR) are used to evaluate the T-TFDC model. The ADR is the percentage of accuracy drop of the predicted accuracy obtained through the T-TFDC method to the predicted accuracy obtained through the tensor-train TFDC method, in which the predicted accuracy can be computed using Eq. (33).
where y i andŷ i are the observed and predicted values, respectively; and m is the number of all predicted values. The PR is the ratio of the number of parameters of the T-TFDC model to the tensor-train TFDC model. Whereas, the SR is the ratio of the training time of the T-TFDC model to that of the TFDC model.
B. RESULTS OF THE DIFFERENT TFDC VARIANTS
This subsection discusses the impacts of the model depth and regression function variants on the performance of the TFDC model.
1) IMPACT OF MODEL DEPTH
Model depth is critical to the predictive performance of the model. It depends on the number of convolutional layers in the model. This experiment is conducted to investigate the impact of varying the number of layers on the performance of the TFDC model. The experimental results are depicted in Fig. 5 . The RMSE initially decreases and then increases when the number of model layers increases, thereby indicating that the deep model frequently has a low error. The TFDC model captures the spatial and temporal dependence of traffic flow data, and can obtain high prediction accuracy. However, training becomes increasingly difficult with the increase in the depth of the model. When the number of layers in the model reaches 10, over-fitting may become large. 
2) IMPACT OF THE REGRESSION FUNCTION
In this experiment, the impact of regression functions on the regression layer of the TFDC model is investigated. Here, the VOLUME 7, 2019 The hyper-parameters of the model are set as follows: the number of convolution layers is 8, the batch size is 32, and the learning rate is 0.0002. Fig. 6 demonstrates the results of the experiment, which is run 10 times and trained for 30 epochs using Adam. The curve plotted in Fig. 6 displays that the RMSE value decreases with the increase in training epochs. Furthermore, the TFDC model with the tanh function has lower training errors and faster convergence than the three other functions. This result may be due to the input data of each layer in the model are not necessarily greater than or equal to 0. Considering the gradient descent and weight update process, the input data of each layer may change dynamically.
C. EVALUATION OF SINGLE OR MULTI-STEP FORWARD PREDICTION
In this subsection, the single-step prediction performance of the TFDC is first analyzed, and then the multi-step prediction performance of the TFDC is evaluated.
1) SINGLE-STEP FORWARD PREDICTION
Based on the TaxiBJ data set, Figs. 7 and 8 exhibit the comparison of the predicted and the observed flows at different times in a high-load area, and Table 1 summarizes the comparison of the six methods in terms of RMSE, MRE, and MAE. In Fig. 7 , the predicted traffic flow has a similar pattern with the observed flow and matches well in the high-load area. The maximum volume of traffic flow in a day occurs between 12:00 and 14:00, and the minimum traffic flow occurs at approximately 04:00. In Fig. 8 , the flow pattern of each day is similar, that is, changing from low to high and then to low. According to Table 1 , we can find that the RMSE of the model decreases with the increase in the number of layers. When the number of layers is 8, the proposed TFDC has an RMSE of 0.334, which is the minimum value among the six methods. The RMSE value obtained using TFDC is smaller than that obtained using the FDCN with the same size. When the number of layers is 2, the RMSE of TFDC is reduced by 1.79 with respect to FDCN. To further verify the performance, this experiment is conducted to compare the RMSE of six traffic flow prediction methods on TaxiBJ and BikeNYC data sets. According to the optimal results in Table 1 , we set the number of depth model layer to 8. Fig. 9 shows the comparison of RMSE values using different methods on TaxiBJ and BikeNYC data sets. The RMSE values obtained using TFDC on two data sets are lower than that of other methods. Such results indicate that the proposed TFDC method is more efficient than state-ofthe-art methods.
2) MULTI-STEP FORWARD PREDICTION
This experiment is conducted to compare the RMSE of multi-step forward prediction. In the experiment, the historical and recently predicted data are used to predict traffic flows in multiple subsequent time intervals. Fig. 10 illustrates the results of six models on the TaxiBJ data set. In Fig. 10 , the RMSE value obtained using TFDC changes slightly with the increase in prediction steps, thus indicating that TFDC has a relatively stable performance. In addition, when the number of steps predicted forward is less than or equal to 4, the performance is better in the TFDC approach than in other methods. Such results show that the TFDC can improve the accuracy of traffic flow prediction, regardless if it is singlestep or multi-step forward prediction.
D. EVALUATION OF T-TFDC
In the experiments, the T-TFDC model is evaluated by comparing with the TFDC model in terms of ADR, PR, and SR. The objective is to accelerate model training while ensuring the accuracy of the prediction through Tucker decomposition to simplify the model. The number of layers affects the complexity of the model and the accuracy of prediction. The rank plays an important role in the model with Tucker decomposition. Thus, the experimental results are discussed in terms of different layers and different rank values. 
1) VARYING NUMBER OF LAYERS
This experiment is conducted to compare the accuracy drop and speedup of the T-TFDC for varying number of layers. The rank value and learning rate are set as 128 and 0.0002, respectively. The number of layers is changed from 2 to 10.
In Table 2 , the ratio of accuracy drop decreases with the increase of the number of layers. When the number of layers is 10, the prediction accuracy obtained using the T-TFDC is only 0.68% lower, which is a small accuracy drop, than that using the TFDC. Simultaneously, the number of parameters and the training speed using the T-TFDC are reduced at different layers relative to that using the TFDC. It indicates that the speedup can be achieved using the T-TFDC, whereas accuracy drops only slightly when the number of layers changes. 
2) VARYING RANK VALUE
To observe the performance of the T-TFDC with different ranks, this experiment is conducted to compare the ADR, PR, and SR for varying rank values. The number of layers in the model is set to 4, and the rank value varies from 4 to 128. Table 3 shows that the ADR, PR, and SR decrease gradually with the increase in the rank value. When the rank value is 4, the speed is increased by 512.5 times but the accuracy is reduced by 29.5%, which is undesirable. With the increase in the rank value, the accuracy drop becomes small, and acceleration is achieved. When the rank value is 128, the accuracy of the T-TFDC is only 0.8% lower than the accuracy of the TFDC. This changing is nearly the same as the accuracy obtained using the TFDC. This result is due to a large rank value denoted an increasingly accurate approximation to the original tensor. In addition, the training speed obtained using the T-TFDC is 2.7 times higher than that obtained using the TFDC. These results show that the T-TFDC accelerates with a small accuracy drop.
The combination of all the results of the TFDC with single-and multi-step forward prediction and the T-TFDC with varying number of layers and rank values indicate that the proposed TFDC and T-TFDC approaches are efficient in predicting accuracy and accelerating model training.
VII. CONCLUSIONS
In this study, tensor-based fuzzy deep convolutional approaches (i.e., TFDC and T-TFDC) are developed to predict citywide traffic flow accurately. The TFDC approach is implemented by fusing fuzzy theory and deep convolution model with tensor training to learn features of traffic flow data hierarchically. The TFDC demonstrates higher accuracy for citywide traffic flow prediction than state-of-the-art approaches. To reduce the computational complexity of the TFDC, the T-TFDC approach is proposed to handle model training acceleration. The main advantage of the T-TFDC is its capability to accelerate model training by applying Tucker decomposition to the TFDC model, such that the T-TFDC model has fewer parameters and is easier to train than the TFDC model. Results of our experiments under various conditions verify the effectiveness of TFDC and T-TFDC.
In a future work, an optimization approach for the interpretability of the TFDC model will be considered for feature learning of traffic flow data. In addition, the T-TFDC will be validated further on edge computing nodes or low-end devices for real-time applications in the VCPS.
