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CONTINUOUS DEPENDENCE AND UNIQUENESS
FOR LATERAL CAUCHY PROBLEMS
FOR LINEAR
INTEGRO-DIFFERENTIAL PARABOLIC EQUATIONS
ALFREDO LORENZI, LUCA LORENZI AND MASAHIRO YAMAMOTO
Abstract. Via Carleman estimates we prove uniqueness and continuous de-
pendence results for lateral Cauchy problems for linear integro-differential par-
abolic equations without initial conditions. The additional information sup-
plied prescribes the conormal derivative of the temperature on a relatively open
subset of the lateral boundary of the space-time domain.
1. Introduction
In this paper we consider the linear ill-posed integro-differential parabolic prob-
lem with no initial condition

Dtu(t, x)−A(x,D)u(t, x) = Bu(t, x) + f0(t, x), (t, x) ∈ (0, T )× Ω,
u(t, x) = g(t, x), (t, x) ∈ (0, T )× ∂Ω,
DνAu(t, x) = DνAg(t, x), (t, x) ∈ (0, T )× Γ.
(1.1)
Here Ω is a bounded connected open set in Rn whose boundary ∂Ω is of C2-class,
Γ ⊂ ∂Ω is a sub-domain of Γ, i.e., a relatively open subset of ∂Ω. Moreover,
A(x,D) =
n∑
i,j=1
Dxi(ai,j(x)Dxj ) +
n∑
j=1
bj(x)Dxj + a0(x) (1.2)
is an elliptic operator which generates an analytic semigroup {etA}t≥0 in L2(Ω).
The operator B is defined by
Bu(t, x) =f1(t, x)u(T1, x) + f2(t, x)u(T2, x) + f3(t, x)
∫ T2
T1
ρ1(σ, x)u(σ, x) dσ
+Bu(t, x) + f4(t, x)
∫ T2
T1
ρ2(σ, x)Bu(σ, x) dσ =:
5∑
j=1
Bju(t, x), (1.3)
where 0 < T1 < T2 < T and
Bu(t, x) =
∫
Ω
k(t, x, y)u(t, y) dy, (1.4)
the kernel k : (0, T ) × Ω × Ω → R being a measurable function. The functions
f0, f1, f2, f3, f4, ρ1, ρ2, k, g are suitably chosen so as to satisfy Hypotheses 2.1 and
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3.1 stated in Sections 2 and 3. Finally, νA denotes the conormal vector related to
the operator A(x,D), i.e., (νA(x))i =
∑n
j=1 ai,j(x)νj(x) for any i = 1, . . . , n and
x ∈ ∂Ω, where ν denotes the outward unit normal vector to ∂Ω at x.
We consider the inverse problem of determining u by the knowledge of f0 and g.
Our main results are the uniqueness: f0 = 0 and g = 0 imply u = 0 in (0, T )× Ω
and the continuous dependence of u in terms of (f0, g). Continuous dependence
means here that u is estimated in C((0, T ];L2(Ω))∩L2loc((0, T ];H1(Ω)) in terms of
the H1(0, T ;L2(Ω))-norm of f0 and the L
2(0, T ;H2(Ω))-norm of g.
When the non-local term B is not included, that is, when we have to deal with
a differential problem, we can apply the Carleman estimate in [4] (see also [3]) and
prove the uniqueness and continuous dependence. With the presence of B, to the
best knowledge of the authors, results are not available in literature.
Our method is still based on the Carleman estimate in [4], but in order to treat
the non-local terms, we need strong conditions on the kernels ρ1, ρ2 and k in B.
Finally, we stress that, due to the absence of initial conditions, our results can
concern both forward and backward parabolic problems.
Carleman estimates are a powerful tool in solving inverse problems. We refer
the readers to the pioneering work [2] and also to [6] and the survey [11] related
to parabolic inverse problems. Concerning uniqueness and continuous dependence
results for Cauchy problems with no initial conditions, we mention the papers [8, 9,
10]. More specifically, in [8], f1 = f2 = f3 = f4 = 0 and only the Dirichlet boundary
condition is prescribed on ∂Ω. Two different additional conditions are assumed. In
the first case, u is assumed to be known in an open subdomain ω with ω ⊂ Ω, while
in the latter the linear operator B, which transforms spatial arguments, is defined
by
Bu(t, x) = k0(t, x)u(t, σx) +
n∑
j=1
kj(t, x)Dxju(t, ρx),
for some σ ∈ (0, 1), where Ω is convex with respect to x = 0. In [9] the case when
the elliptic operator A(·, D) has smooth and unbounded coefficients in a cylinder
of Rm+n and it degenerates on some directions is considered and new Carleman
estimates are proved. Finally, in [10] problem (1.1) is considered with Dirichlet
boundary conditions on ∂Ω and first order additional conditions on a part of ∂Ω.
Also in this situation, new Carleman type estimates have been the key tool to prove
the uniqueness and continuous dependence results.
We conclude this introduction with giving the plan of the paper. In Section 2
we state the problems that we deal with in the paper and introduce the well-known
Carleman estimates for linear parabolic operators (e.g., [3]-[5]). In Section 3 we
establish the uniqueness result (Theorem 3.1) for our problem and prove it. The
proof is based on the Carleman estimate. Finally, Section 4 is devoted to deducing
the continuous dependence result in non-weighted L2-spaces (Theorem 4.1).
Notation. Throughout the paper we set QT1,T2 = (T1, T2) × Ω for any T1, T2 ∈ R
with T1 < T2 and we simply write QT for Q0,T .
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2. Main assumptions and preliminary results
To begin with, let us introduce our standing assumptions. For this purpose, we
introduce the function l : [0, T ] → R, defined by l(t) = t(T − t) for any t ∈ [0, T ],
and a function ψ ∈ C2(Ω) which satisfies the following properties:
ψ(x) > 0, x ∈ Ω, |∇ψ(x)| > 0, x ∈ Ω,
DνAψ(x) :=
n∑
i,j=1
ai,j(x)νj(x)Diψ(x) ≤ 0, x ∈ ∂Ω \ Γ.
For the existence of such a function, we refer the reader to [3].
Hypotheses 2.1. (i) Ω is a bounded open set in Rn, ∂Ω being of C2-class;
(ii) Γ ⊂ ∂Ω is an arbitrarily fixed sub-domain of Γ;
(iii) the coefficients of the operator A(x,D), defined in (1.2), satisfy the following
conditions:
(a) ai,j ∈ C2(Ω), aj,i = ai,j, for any i, j = 1, . . . , n;
(b) aj ∈ C1(Ω) for any j = 0, . . . , n,
(c) a0 ∈ C(Ω);
(d)
∑n
i,j=1 ai,j(x)ξiξj ≥ µ0|ξ|2 for any x ∈ Ω, ξ ∈ Rn and some positive
constant µ0;
(iv) f0 ∈ L2((0, T )× Ω) and g ∈ H1(0, T ;L2(Ω)) ∩ L2(0, T ;H2(Ω));
(v) f1, f2, f3, f4 ∈ L2(0, T ;L∞(Ω));
(vi) ρ1, ρ2 belong to L
2((0, T );L∞(Ω)).
(vii) k is a measurable function in (0, T )×Ω×Ω. Moreover, the functions (t, y) 7→
(l(t))3−γ‖k(t, ·, y)‖L1(Ω) and (t, x) 7→ (l(t))3−γ‖k(t, x, ·)‖L1(Ω) are bounded in
QT .
Remark 2.2. The conditions on ρ1, ρ2 and k will be refined in Section 3.
In this paper, our first main problem is:
(IP1): estimate the solution u in C((0, T );L2(Ω))∩L2loc((0, T ];H1(Ω)) to the prob-
lem
(IP1)


u ∈ H1(0, T ;L2(Ω)) ∩ L2(0, T ;H2(Ω)),
Dtu(t, x)−A(x,D)u(t, x) = Bu(t, x) + f0(t, x), (t, x) ∈ (0, T )× Ω,
u(t, x) = g(t, x), (t, x) ∈ (0, T )× ∂Ω,
DνAu(t, x) = DνAg(t, x), (t, x) ∈ (0, T )× Γ,
where the linear operator B is defined by (1.3) and (1.4).
We can consider another problem:
(IP1′) estimate in C((0, T );L2(Ω))∩L2loc([0, T );H1(Ω)) the solution u to the problem
(IP1′)


u ∈ H1(0, T ;L2(Ω)) ∩ L2(0, T ;H2(Ω)),
Dtu(t, x) +A(x,D)u(t, x) = Bu(t, x) + f0(t, x), (t, x) ∈ (0, T )× Ω,
u(t, x) = g(t, x), (t, x) ∈ (0, T )× ∂Ω,
DνAu(t, x) = DνAg(t, x), (t, x) ∈ (0, T )× Γ.
By the change of the unknown function w(t, x) = u(T − t, x) for (t, x) ∈ (0, T ) ×
Ω, the problem (IP1′) changes to problem (IP1) with (B, f0, g) being replaced by
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(B̂, f̂0,−ĝ), where ĥ(t, x) = −h(T − t, x) for a given function h and the linear
operator B̂ is defined by
B̂w(t, x) =f̂1(t, x)w(T̂2, x) + f̂2(t, x)w(T̂1, x)− f̂3(t, x)
∫ T̂2
T̂1
ρ̂1(σ, x)w(σ, x) dσ
+ B̂w(t, x) + f̂4(t, x)
∫ T̂2
T̂1
ρ̂2(σ, x)B̂w(σ, x) dσ =:
5∑
j=1
B̂ju(t, x),
where T̂1 = T − T2, T̂2 = T − T1 and
B̂w(t, x) =
∫
Ω
k̂(t, x, y)w(t, y) dy.
Thus (IP1′) is led back to the problem (IP1), which is a forward problem in time.
Remark 2.3. It is a simply task to check that, if Hypotheses 2.1 hold true for
(f0, f1, f2, f3, f4, ρ1, ρ2, k), then they hold true also for (f̂0, f̂1, f̂2, f̂3, f̂4, ρ̂0, ρ̂1, k̂).
We stress that, if the triplet (ρ1, ρ2, k) satisfies the forthcoming Hypotheses 3.1,
then the triplet (ρ̂1, ρ̂2, k̂) satisfies the same conditions with the same constants,
since l(T − t) = l(t) for any t ∈ [0, T ].
Coming back to problem (IP1) and introducing the function v = u− g, where u
is the solution to problem (IP1), we can reduce (IP1) to the problem with homoge-
neous boundary condition:
(IP2)


v ∈ H1(0, T ;L2(Ω)) ∩ L2(0, T ;H2(Ω)),
Dtv(t, x) −A(x,D)v(t, x) = Bv(t, x) + f˜(t, x), (t, x) ∈ (0, T )× Ω,
v(t, x) = 0, (t, x) ∈ (0, T )× ∂Ω,
DνAv(t, x) = 0, (t, x) ∈ (0, T )× Γ,
where
f˜ = f0 −Dtg +A(·, D)g + Bg. (2.1)
Therefore, we mainly consider problem (IP2).
Now we state a key Carleman estimate. For this purpose, we introduce the
functions ϕλ : Ω→ R and αλ : [0, T ]× Ω→ R with λ ∈ [1,+∞), defined by
ϕλ(x) = e
λψ(x), αλ(t, x) =
eλψ(x) − e2λ‖ψ‖∞
l(t)
, t ∈ (0, T ) x ∈ Ω. (2.2)
By [5, Lemma 2.4] (see also [3, 4]) and since ϕλ(x) ≥ 1 for all x ∈ Ω, there exists
λ̂ such that for any λ ≥ λ̂ we can choose ŝ0 = ŝ0(λ) > 0 and C1 = C1(λ) > 0 such
that the following Carleman estimate
s3
∫
QT
(l(t))−3|v(t, x)|2 exp[2sαλ(t, x)] dtdx
+ s
∫
QT
(l(t))−1|∇xv(t, x)|2 exp [2sαλ(t, x)] dtdx
+ s−1e−λ‖ψ‖∞
∫
QT
l(t)
[
|Dtv(t, x)|2 +
n∑
i,j=1
|DxiDxjv(t, x)|2
]
exp [2sαλ(t, x)] dtdx
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≤s3
∫
QT
(l(t))−3(ϕλ(x))
3|v(t, x)|2 exp [2sαλ(t, x)] dtdx
+ s
∫
QT
(l(t))−1ϕλ(x)|∇xv(t, x)|2 exp [2sαλ(t, x)] dtdx
+ s−1
∫
QT
l(t)(ϕλ(x))
−1
[
|Dtv(t, x)|2+
n∑
i,j=1
|DxiDxjv(t, x)|2
]
exp [2sαλ(t, x)] dtdx
≤6C1
∫
QT
[
|f˜(t, x)|2 +
5∑
j=1
|Bjv(t, x)|2
]
exp [2sαλ(t, x)] dtdx (2.3)
is satisfied by all s > ŝ0 and any solution v ∈ H1(0, T ;L2(Ω)) ∩ L2(0, T ;H2(Ω) ∩
H10 (Ω)) to problem (IP2). Moreover, the positive constants C1, λ and ŝ0 depend
on µ0, µ1, T , ‖ai,j‖L∞(Ω), ‖aj‖L∞(Ω), ‖a0‖L∞(Ω), i, j = 1, . . . , n, Ω and Γ.
Remark 2.4. Note that the Carleman estimate in [11, Lemma 2.4] actually contains
the L2-norms of es0αλv, es0αλDtv and e
s0αλDxjv (j = 1, . . . , n) on (0, T )×Γ on its
right-hand side. In our situation all these terms identically vanish on (0, T )× ∂Ω.
Indeed, since v = 0 almost everywhere on (0, T )×Ω, Dtv and the tangential spatial
derivatives of v vanish almost everywhere on (0, T ) × ∂Ω as well. On the other
hand, since the conormal derivative of v vanishes on (0, T )× Γ and for any x ∈ Γ
we can split an arbitrary vector of Rn along νA(x) and the tangential directions,
we conclude that ∇v vanishes almost everywhere on (0, T )× Γ.
3. Uniqueness result
In this section λ ≥ λ̂ is fixed and for notational convenience we set
c1,λ(ψ) := e
2λ‖ψ‖∞ − eλψm
where ψm denotes the minimum of the function ψ.
We also assume the following additional set of assumptions.
Hypotheses 3.1. There exist five positive constants Kj (j = 1, . . . , 5) and 0 <
T1 < T2 < T such that
|ρ1(t, x)| ≤ K1 exp[s0αλ(t, x)], (t, x) ∈ QT , (3.1)
|ρ2(t, x)| ≤ K2 exp[s0αλ(t, x)], (t, x) ∈ QT1,T2 , (3.2)
Moreover,
K3 := ess sup(t,x)∈QT (l(t))
γ
∫
Ω
|k(t, x, y)| dy < +∞, (3.3)
for some γ ∈ [0, 3] and∫
{x∈Ω: ψ(x)>ψ(y)}
|k(t, x, y)| dx ≤ K4(l(t))γ−3 exp [−2s0c1,λ(ψ)(l(t))−1], (3.4)
∫
{x∈Ω: ψ(x)≤ψ(y)}
|k(t, x, y)| dx ≤ K5(l(t))γ−3, (3.5)
for any (t, y) ∈ QT .
Remark 3.2. We stress that the condition (3.1) implies that the kernel ρ1 should
exponentially decay to 0 at t = 0 and t = T .
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Next, we choose s0 ≥ ŝ0 so as to satisfy the inequalities
H0(s0) :=6C1
{(
2−6T 6[(T2−T1)−1+s1+δ0 ] + 2−2T 3s0c1,λ(ψ)
) 1∑
j=0
‖fj‖2L2(0,T ;L∞(Ω))
+ 2−6T 6(T2 − T1)K22‖f3‖2L2(0,T ;L∞(Ω)) +K3(K4 +K5)
+ (T2 − T1)K21K3(K4 +K5)‖f4‖2L2(0,T ;L∞(Ω))
}
≤ 1
2
s30, (3.6)
H1(s0) :=6C1M
−1
T1,T2
s
−(1+δ)
0
1∑
j=0
‖fj‖2L∞(Ω;L2(0,T )) ≤
1
2
s−10 e
−λ‖ψ‖∞ , (3.7)
C1 being the positive constant in estimate (2.3), K3,K4,K5 being given in (3.3)-
(3.5) and MT1,T2 = [min{T1(T − T1), T2(T − T2)}]−1. Observe then that, for all
(t, x) ∈ QT , we have
exp[−2s0c1,λ(ψ)(l(t))−1] ≤ exp[2s0αλ(t, x)] ≤ 1, (3.8)
Then we show our first main result.
Theorem 3.3. Let Hypotheses 2.1, 3.1 and conditions (3.6), (3.7) be satisfied.
Further, let u be a strong solution to problem (IP1). Then, the following weighted
estimate
1
2
s30
∫
QT
(l(t))−3|v(t, x)|2 exp [2s0αλ(t, x)] dtdx
+ s0
∫
QT
(l(t))−1|∇xv(t, x)|2 exp [2s0αλ(t, x)] dtdx
+
1
2
s−10 e
−λ‖ψ‖∞
∫
QT
l(t)|Dtv(t, x)|2 exp [2s0αλ(tj , x)] dtdx
≤6C1
∫
QT
|f˜(t, x)|2 exp [2s0αλ(t, x)] dtdx, (3.9)
holds true with v = u− g and s ≥ ŝ0. In particular, problem (IP1) admits at most
one solution.
The rest of this section is devoted to the proof of Theorem 3.1.
3.1. Estimating B1 and B2. First we need some weighted trace results.
Lemma 3.4. The following estimate holds true for all w ∈ H1(T1, T2;L2(Ω)),
r0 ≥ 0, ε > 0 and j = 1, 2:∫
Ω
|w(Tj , x)|2 exp [2r0αλ(Tj , x)] dx
≤ε2
∫
QT1,T2
|Dtw(t, x)|2 exp [2r0αλ(t, x)] dtdx
+
∫
QT1,T2
|w(t, x)|2{(T2 − T1)−1 + ε−2 + 2r0c1,λ(ψ)|l′(t)|(l(t))−2}
× exp [2r0αλ(t, x)] dtdx. (3.10)
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Proof. By a density argument, we can assume that w is smooth enough. We arbi-
trary fix x ∈ Ω. From the identity
|w(t, x)|2 exp [2r0αλ(t, x)]− |w(Tj , x)|2 exp [2r0αλ(Tj , x)]
=
∫ t
Tj
Ds{|w(s, x)|2 exp [2r0αλ(s, x)]} ds
=2
∫ t
Tj
w(s, x)Dsw(s, x) exp [2r0αλ(s, x)] ds
+ 2r0
∫ t
Tj
|w(s, x)|2(e2λ‖ψ‖∞ − eλψ(x))l′(s)(l(s))−2 exp [2r0αλ(t, x)]) ds,
which holds true for j = 1, 2, and Young inequality we easily deduce that the
following inequality holds for all t ∈ (T1, T2), ε ∈ R+ and for j = 1, 2:
|w(Tj , x)|2 exp [2r0αλ(Tj , x)]
≤|w(t, x)|2 exp [2r0αλ(t, x)] + ε2
∣∣∣∣
∫ t
Tj
|Dsw(s, x)|2 exp [2r0αλ(s, x)] ds
∣∣∣∣
+ ε−2
∣∣∣∣
∫ t
Tj
|w(s, x)|2 exp [2r0αλ(s, x)] ds
∣∣∣∣
+ 2r0
∣∣∣∣
∫ t
Tj
|w(s, x)|2c1,λ(ψ)|l′(s)|(l(s))−2 exp [2r0αλ(t, x)] ds
∣∣∣∣
≤|w(t, x)|2 exp [2r0αλ(t, x)] + ε2
∫ T2
T1
|Dsw(s, x)|2 exp [2r0αλ(s, x)] ds
+
∫ T2
T1
|w(s, x)|2[ε−2 + 2r0c1,λ(ψ)|l′(s)|(l(s))−2] exp [2r0αλ(s, x)] ds.
Integrating over (T1, T2) the first and last side of the previous chain of inequalities
yields
|w(Tj , x)|2 exp [2r0αλ(Tj , x)]
≤ε2
∫ T2
T1
|Dtw(t, x)|2 exp [2r0αλ(t, x)] dt
+
∫ T2
T1
|w(t, x)|2{(T2 − T1)−1+ε−2+2r0c1,λ(ψ)|l′(t)|(l(t))−2} exp [2r0αλ(t, x)] dt.
Finally, an integration over Ω leads to the assertion. 
The needed estimates for B1 and B2 follow from (3.10), if we choose ε = s−(1+δ)/20 ,
with δ ∈ (0, 1), and observe that l(t) ≥MT1,T2 := min{T1(T − T1), T2(T − T2)} for
any t ∈ [T1, T2] and l(t) ≤ 2−2T 2, |l′(t)| ≤ T for any t ∈ [0, T ]. Indeed,∫
QT
|Bjv(t, x)|2 exp [2s0αλ(Tj, x)] dtdx
=
∫
Ω
|v(Tj , x)|2 exp [2s0αλ(Tj , x)] dx
∫ T
0
|fj(t, x)|2 dt
≤‖fj‖2L∞(Ω;L2(0,T ))
∫
Ω
|v(Tj , x)|2 exp [2s0αλ(Tj, x)] dx
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≤s−(1+δ)0 ‖fj‖2L2(0,T ;L∞(Ω))
∫
QT1,T2
(l(t))−1l(t)|Dtv(t, x)|2 exp [2s0αλ(t, x)] dtdx
+ ‖fj‖2L2(0,T ;L∞(Ω))
∫
QT1,T2
{[(T2 − T1)−1 + s1+δ0 ](l(t))3 + 2s0c1,λ(ψ)|l′(t)|l(t)}
× (l(t))−3|v(t, x)|2 exp [2s0αλ(t, x)] dtdx
≤s−(1+δ)0 ‖fj‖2L2(0,T ;L∞(Ω))M−1T1,T2
∫
QT1,T2
l(t)|Dtv(t, x)|2 exp [2s0αλ(t, x)] dtdx
+ ‖fj‖2L2(0,T ;L∞(Ω)){2−6T 6[(T2 − T1)−1 + s1+δ0 ] + 2−2T 3s0c1,λ(ψ)}
×
∫
QT1,T2
(l(t))−3|v(t, x)|2 exp [2s0αλ(t, x)] dtdx, (3.11)
for j = 1, 2.
3.2. Estimating B3. Using (3.1), (3.8) and again the condition ‖l‖∞ ≤ 2−2T 2, we
easily obtain the following chain of inequalities:∫
QT
|B3v(t, x)|2 exp [2s0αλ(t, x)] dtdx
=
∫
QT
exp [2s0αλ(t, x)]|f3(t, x)|2
∣∣∣∣
∫ T2
T1
ρ1(σ, x)v(σ, x) dσ
∣∣∣∣
2
dtdx
≤(T2 − T1)
∫
QT
exp [2s0αλ(t, x)]|f3(t, x)|2 dtdx
∫ T2
T1
|ρ1(σ, x)|2|v(σ, x)|2 dσ
=(T2 − T1)
∫
QT1,T2
|ρ1(σ, x)|2|v(σ, x)|2 dσdx
∫ T
0
exp [2s0αλ(t, x)]|f3(t, x)|2 dt
≤(T2 − T1)
∫
QT1,T2
|ρ1(σ, x)|2|v(σ, x)|2 dxdσ
∫ T
0
‖f3(t, ·)‖2L∞(Ω) dt
≤(T2 − T1)‖f3‖2L2(0,T ;L∞(Ω))K22
∫
QT1,T2
exp [2s0αλ(σ, x)]|v(σ, x)|2 dσdx
≤(T2 − T1)‖f3‖2L2(0,T ;L∞(Ω))K22
∫
QT
(l(σ))3(l(σ))−3 exp [2s0αλ(σ, x)]|v(σ, x)|2 dσdx
≤(T2 − T1)‖f3‖2L2(0,T ;L∞(Ω))2−6T 6K22
×
∫
QT
(l(σ))−3 exp [2s0αλ(σ, x)]|v(σ, x)|2 dσdx. (3.12)
3.3. Estimating B4 = B. Via Ho¨lder’s inequality, we obtain∫
QT
|B4v(t, x)|2 exp [2s0αλ(t, x)] dtdx
=
∫
QT
∣∣∣∣
∫
Ω
k(t, x, y)v(t, y) dy
∣∣∣∣
2
exp [2s0αλ(t, x)] dtdx
≤K2
∫ T
0
(l(t))−γ dt
∫
Ω
exp [2s0αλ(t, x)] dx
∫
Ω
|k(t, x, y)||v(t, y)|2 dy
≤K2
∫
QT
(l(t))−3|v(t, y)|2 dtdy
∫
Ω
(l(t))3−γ exp [2s0αλ(t, x)]|k(t, x, y)| dx, (3.13)
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K2 being defined by (3.3).
Setting hs0,λ(t, x, y) = (l(t))
3−γ exp {2s0[αλ(t, x)− αλ(t, y)]}, we easily deduce the
estimates
hs0,λ(t, x, y) ≤(l(t))3−γ exp {2s0[exp (λ‖ψ‖∞)− exp (λψm)](l(t))−1}
≤(l(t))3−γ exp [2s0c1,λ(ψ)(l(t))−1], (3.14)
if t ∈ [0, T ] and ψ(x) > ψ(y), and
hs0,λ(t, x, y) ≤ (l(t))3−γ , (3.15)
if t ∈ [0, T ] and ψ(x) ≤ ψ(y). Then from (3.4), (3.5), (3.14) and (3.15), we obtain∫
Ω
hs0,λ(t, x, y)|k(t, x, y)| dx =
∫
{x∈Ω: ψ(x)>ψ(y)}
hs0,λ(t, x, y)|k(t, x, y)| dx
+
∫
{x∈Ω: ψ(x)≤ψ(y)}
hs0,λ(t, x, y)|k(t, x, y)| dx
≤(l(t))3−γ exp [2s0c1,λ(ψ)(l(t))−1]
×
∫
{x∈Ω: ψ(x)>ψ(y)}
|k(t, x, y)| dx
+ (l(t))3−γ
∫
{x∈Ω: ψ(x)≤ψ(y)}
|k(t, x, y)| dx
≤K4 +K5, (3.16)
for any (t, y) ∈ QT . Hence, from (3.13) and (3.16) we easily deduce the estimate∫
QT
exp [2s0αλ(t, x)]|B4v(t, x)|2 dtdx
≤K3(K4 +K5)
∫
QT
(l(t))−3|v(t, x)|2 exp [2s0αλ(t, x)] dtdx. (3.17)
3.4. Estimating B5. By the definition of B5 in (1.3), estimates (3.2), (3.8) and
(3.17) we obtain∫
QT
|B5v(t, x)|2 exp [2s0αλ(t, x)] dtdx
=
∫
QT
exp [2s0αλ(t, x)]|f4(t, x)|2
∣∣∣∣
∫ T2
T1
ρ2(σ, x)Bv(σ, x) dσ
∣∣∣∣
2
dtdx
≤(T2 − T1)
∫
QT
exp [2s0αλ(t, x)]|f4(t, x)|2 dtdx
∫ T2
T1
|ρ2(σ, x)|2|Bv(σ, x)|2 dσ
≤(T2 − T1)
∫
QT
|f4(t, x)|2 dtdx
∫ T2
T1
|ρ2(σ, x)|2|Bv(σ, x)|2 dσ
≤(T2 − T1)
∫ T
0
‖f4(t, ·)‖2L∞(Ω) dt
∫
QT1,T2
|ρ2(σ, x)|2|Bv(σ, x)|2 dσdx
≤(T2 − T1)K21‖f4‖2L2(0,T ;L∞(Ω))
∫
QT1,T2
exp [2s0αλ(σ, x)]|Bv(σ, x)|2 dσdx
≤(T2 − T1)K21K3(K4 +K5)‖f4‖2L2(0,T ;L∞(Ω))
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×
∫
QT
(l(σ))−3 exp [2s0αλ(σ, x)]|v(σ, x)|2 dσdx. (3.18)
We can now complete the proof of Theorem 3.3. From (3.11), (3.12), (3.16) and
(3.18), we easily deduce the following estimate:
6C1
∫
QT
5∑
j=1
|Bjv(t, x)|2 exp [2s0αλ(t, x)] dtdx
≤H0(s0)
∫
QT
(l(t))−3 exp [2s0αλ(t, x)]|v(t, x)|2 dσdx
+H1(s0)
∫
QT
l(t)|Dtv(t, x)|2 exp [2s0αλ(tj , x)] dtdx,
≤1
2
s30
∫
QT
(l(t))−3 exp [2s0αλ(t, x)]|v(t, x)|2 dσdx
+
1
2
s−10 e
−λ‖ψ‖∞
∫
QT
l(t)|Dtv(t, x)|2 exp[2s0αλ(t, x)] dtdx.
Then from (2.3), with s = s0, we deduce the estimate (3.9). Thus, we have proved
Theorem 3.3.
4. A continuous dependence result
The main result of this section is the following:
Theorem 4.1. Under Hypotheses 2.1, 3.1 and conditions (3.6), (3.7), the strong
solution u to problem (IP1) satisfies the continuous dependence estimate
‖u(τ, ·)‖2L2(Ω) + 2µ2
∫ τ
2εT
‖∇xu(t, ·)‖2L2(Ω) dt
≤C(ε)[‖f0‖2L2(QT ) + ‖g‖2H1(0,T ;L2(Ω)) + ‖A(·, D)g‖2L2(QT )],
for any ε > 0, any τ ∈ [εT, T ] and some suitable positive constant C(ε) depending
on ε.
Remark 4.2. If f0 = g = 0, then v = 0 in [2εT, T ] × Ω for all ε ∈ (0, 1/2).
This implies u = g = 0 in (0, T ] × Ω. In particular, since u ∈ H1(0, T ;L2(Ω)) →֒
C([0, T ];L2(Ω)), we can conclude that u = 0 in C([0, T ];L2(Ω)), i.e., uniqueness
holds true for the solution to problem (IP1). Moreover, the continuous dependence
results estimate the solution in C((0, T ];L2(Ω)) ∩ L2loc((0, T ];H1(Ω)) and the data
in L2(QT )×
[
H1(0, T ;L2(Ω)) ∩ L2(0, T ;H2(Ω))].
Remark 4.3. From estimates (3.4) and (3.5) it follows that
sup
(t,y)∈QT
(l(t))3−γ
∫
Ω
|k(t, x, y)| dx ≤ K6 = max{K4,K5}. (4.1)
We will use this estimate in the proof of Theorem 4.1.
In the proof of Theorem 4.1 we need the following lemma from [1], which we
state here as a lemma.
Lemma 4.4 (Theorem 4.9 of [1]). Let z ∈ C([0, T ]) and b, k ∈ L1(0, T ) be nonneg-
ative functions which satisfy the integral inequality
z(τ) ≤ a+
∫ τ
0
b(s)z(s) ds+
∫ τ
0
k(s)(z(s))1/2 ds, τ ∈ [0, T ],
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where p ∈ (0, 1) and a ≥ 0 are given constants. Then, the following estimate
z(τ) ≤ exp
(∫ τ
0
b(s) ds
)[√
a+
1
2
∫ τ
0
k(s) exp
(
−1
2
∫ s
0
b(σ) dσ
)
ds
]2
holds true for any τ ∈ [0, T ].
Proof of Theorem 4.1. Let us introduce a family of functions σε ∈W 1,∞(0, T ) (ε ∈
(0, T1/(2T ))) such that
0 ≤ σε ≤ 1, σε(t) = 0, t ∈ [0, εT ], σε(t) = 1, t ∈ [2εT, T ].
It is a simple task to show that the function vε = σεv, where v is the solution to
problem (IP2), solves the following initial and boundary-value problem:
(DP1)


vε ∈ H1(0, T ;L2(Ω)) ∩ L2(0, T ;H2(Ω)),
Dtvε(t, x)−A(x,D)vε(t, x)
= Bvε(t, x) + σ
′
ε(t)v(t, x) + σε(t)
∑
j 6=4
Bjv(t, x)
+f˜ε(t, x), (t, x) ∈ QT ,
vε(0, x) = 0, x ∈ Ω,
vε(t, x) = 0, (t, x) ∈ (0, T )× ∂Ω,
where f˜ε = σεf˜ and the operator Bj (j = 1, 2, 3, 5) are defined in (1.3). Recall now
that −A(·, D) satisfies the following estimate for all w ∈ H2(Ω) ∩H10 (Ω):
−
∫
Ω
wA(·, D)wdx =−
∫
Ω
n∑
i,j=1
Dxi(ai,jDxjw)w dx
+
∫
Ω
n∑
j=1
ajwDxjwdx +
∫
Ω
a0w
2 dx
=
∫
Ω
n∑
i,j=1
ai,jDxiwDxjw dx+
∫
Ω
n∑
j=1
ajwDxjw dx+
∫
Ω
a0w
2 dx
≥µ0‖∇xw‖2L2(Ω) −
( n∑
j=1
‖aj‖2∞
)1/2 ∫
Ω
|∇xw||w| dx
− ‖a0‖∞‖w‖2L2(Ω)
≥µ0‖∇xw‖2L2(Ω) − ‖a0‖∞‖w‖2L2(Ω)
− 1
2
( n∑
j=1
‖aj‖2∞
)1/2
(ε‖∇xw‖2L2(Ω) + ε−1‖w‖2L2(Ω)),
where µ0 is the ellipticity constant in Hypothesis 2.1(iii). Hence, choosing ε prop-
erly, we conclude that
−
∫
Ω
wA(·, D)w dx ≥ µ0
2
‖∇xw‖2L2(Ω) − µ1‖w‖2L2(Ω),
for some positive constant µ1. Fix τ ∈ [εT, T ). Multiplying both sides of the
differential equation in (DP1) by vε, integrating in [εT, τ ] × Ω and taking the
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previous estimate into account, we get
‖vε(τ, ·)‖2L2(Ω) + µ0
∫ τ
εT
‖∇xvε(t, ·)‖2L2(Ω)dt− 2µ1
∫ τ
εT
‖vε(t, ·)‖2L2(Ω)dt
≤2
∫ τ
εT
(Bvε(t, ·), vε(t, ·))L2(Ω)dt+ 2
∫ T
εT
σ′ε(t)‖vε(t, ·)‖L2(Ω)‖v(t, ·)‖L2(Ω)dt
+ 2
∑
j 6=4
∫ τ
εT
σε(t)‖vε(t, ·)‖L2(Ω)‖Bjv(t, ·)‖L2(Ω)dt
+ 2
∫ T
εT
‖vε(t, ·)‖L2(Ω)‖f˜ε(t, ·)‖L2(Ω)dt. (4.2)
Let us estimate the terms in the right-hand side of (4.2). The last one is straight-
forward to estimate using Ho¨lder inequality. Hence, we focus our attention on the
other terms.
According to (3.3), (4.1) and Holmgren’s inequality (cf., e.g., [7, Chapter 16,
Theorem 3]), we can estimate
‖Bvε(t, ·)‖L2(Ω) ≤
√
K3K6(l(t))
γ−3‖vε(t, ·)‖L2(Ω), t ∈ (0, T ), (4.3)
and, consequently,∫ τ
εT
(Bvε(t, ·), vε(t, ·))L2(Ω)dt ≤
√
K3K6
∫ τ
0
χ(εT,T )(t)(l(t))
γ−3‖vε(t, ·)‖2L2(Ω) dt.
(4.4)
Further, using the inclusion suppσ′ε ⊂ [εT, 2εT ], we obtain the inequality∫ τ
εT
|σ′ε(t)|2‖v(t, ·)‖L2(Ω)‖vε(t, ·)‖L2(Ω) dt ≤
∫ T
εT
|σ′ε(t)|2‖v(t, ·)‖2L2(Ω) dt
≤‖σ′ε‖2L∞(0,T )
∫ 2εT
εT
‖v(t, ·)‖2L2(Ω) dt.
(4.5)
Now, we estimate terms in (4.2) containing the operators B˜jv, j = 1, 2, 3, 5. Using
the inclusion suppσε ⊂ [εT, T ], we have the inequalities
2
∫ τ
0
|σε(t)|‖vε(t, ·)‖L2(Ω)‖Bjv(t, ·)‖L2(Ω) dt
≤
∫ τ
0
‖vε(t, ·)‖2L2(Ω) dt+
∫ τ
0
|σε(t)|2‖Bjv(t, ·)‖2L2(Ω) dt
≤
∫ τ
0
‖vε(t, ·)‖2L2(Ω) dt+
∫ T
εT
‖Bjv(t, ·)‖2L2(Ω) dt. (4.6)
From the definition of Bj , j = 1, 2, Lemma 3.4 with s0 = 0 and ε = 1, we deduce∫ T
εT
‖Bjv(t, ·)‖2L2(Ω) dt =
∫ T
εT
dt
∫
Ω
|fj(t, x)|2|v(Tj , x)|2 dx
≤‖fj‖2L2(0,T ;L∞(Ω))
∫
Ω
|v(Tj , x)|2 dx
≤‖fj‖2L2(0,T ;L∞(Ω))
∫
QT1,T2
|Dtv(t, x)|2 dtdx
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+ ‖fj‖2L2(0,T ;L∞(Ω))
∫
QT1,T2
[(T2 − T1)−1 + 1]|v(t, x)|2 dtdx.
(4.7)
Likewise we can estimate∫ T
εT
‖B3v(t, ·)‖2L2(Ω) dt =
∫ T
εT
dt
∫
Ω
|f3(t, x)|2
∣∣∣∣
∫ T2
T1
ρ1(σ, x)v(σ, x) dσ
∣∣∣∣
2
dx
≤‖f3‖2L2(0,T ;L∞(Ω))
×
∫
Ω
(∫ T2
T1
|ρ1(σ, x)|2dσ
)(∫ T2
T1
|v(σ, x)|2 dσ
)
dx
≤‖f3‖2L2(0,T ;L∞(Ω))‖ρ1‖2L2(0,T ;L∞(Ω))
∫ T2
T1
‖v(σ, ·)‖2L2(Ω) dσ
(4.8)
and, taking (4.3) (with v replacing vε) into account,∫ T
εT
‖B5v(t, ·)‖2L2(Ω) dt =
∫ T
εT
dt
∫
Ω
|f4(t, x)|2
∣∣∣ ∫ T2
T1
ρ2(σ, x)Bv(σ, x) dσ
∣∣∣2 dx
≤‖ρ2‖2L2(T1,T2;L∞(Ω))‖f4‖2L2(0,T ;L∞(Ω))
∫ T2
T1
‖Bv(σ, ·)‖2L2(Ω)dσ
≤‖ρ2‖2L2(T1,T2;L∞(Ω))‖f4‖2L2(0,T ;L∞(Ω))
×K3K6
∫ T2
T1
(l(σ))2γ−3(l(σ))−3‖v(σ, ·)‖2L2(Ω) dσ
≤K3K6max{M2γ−3T1,T2 , 26−4γT 4γ−6}‖ρ2‖2L2(T1,T2;L∞(Ω))
× ‖f4‖2L2(0,T ;L∞(Ω))
∫ T2
T1
(l(σ))−3‖v(σ, ·)‖2L2(Ω) dσ,
(4.9)
where we also used the estimate ‖l‖∞ ≤ T 2/4. Therefore, from (4.2) and (4.4)-(4.9)
we get the integral inequality:
‖vε(τ, ·)‖2L2(Ω) + µ0
∫ τ
0
‖∇xvε(t, ·)‖2L2(Ω) dt
≤
∫ τ
0
bε(t)(t)‖vε(t, ·)‖2L2(Ω) dt+
∫ τ
0
‖f˜ε(t, ·)‖L2(Ω)‖vε(t, ·)‖L2(Ω) dt
+ J1(f1, f2)
∫ T2
T1
‖Dtv(t, ·)‖2L2(Ω) dt+ J2(f1, f2, f3, ρ1)
∫ T2
T1
‖v(t, ·)‖2L2(Ω) dt
+ J3(f4, ρ2)
∫ T2
T1
(l(t))−3‖v(t, ·)‖2L2(Ω) dt+ 2‖σ′ε‖2L∞(0,T )
∫ 2εT
εT
‖v(t, ·)‖2L2(Ω) dt,
(4.10)
where we have set
bε(t) = 2
[
µ1 + 1 +
√
K3K6χ(εT,T )(t)(l(t))
3−γ
]
, t ∈ (0, T ),
J1(f1, f2) =
2∑
j=1
‖fj‖2L2(0,T ;L∞(Ω)),
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J2(f1, f2, f3, ρ1) = [(T2 − T1)−1 + 1]
2∑
j=1
‖fj‖2L2(0,T ;L∞(Ω))
+ ‖ρ1‖2L2(0,T ;L∞(Ω))‖f3‖2L2(0,T ;L∞(Ω)),
J3(f4, ρ2) = K3K6max{M2γ−3T1,T2 , 26−4γT 4γ−6}‖ρ2‖2L2(T1,T2;L∞(Ω))‖f4‖2L2(0,T ;L∞(Ω)).
Since ε ∈ (0, T1/(2T )), it follows that 2εT < T1 and (4.10) implies the integral
inequality
‖vε(τ, ·)‖2L2(Ω) + µ0
∫ τ
0
‖∇xvε(t, ·)‖2L2(Ω) dt
≤
∫ τ
0
bε(t)‖vε(t, ·)‖2L2(Ω) dt+
∫ τ
0
‖f˜ε(t, ·)‖L2(Ω)‖vε(t, ·)‖L2(Ω) dt
+ J1(f1, f2)
∫ T2
εT
‖Dtv(t, ·)‖2L2(Ω) dt+ J3(f4, ρ2)
∫ T2
εT
(l(t))−3‖v(t, ·)‖2L2(Ω) dt
+ J4(ε, f1, f2, f3, ρ1)
∫ T2
εT
‖v(t, ·)‖2L2(Ω) dt,
where
J4(ε, f1, f2, f3, ρ1) = J2(f1, f2, f3, ρ1) + 2‖σ′ε‖2L∞(0,T ).
Now, from (2.2) we deduce the inequalities
(l(t))j exp[2s0αλ(t, x)] ≥
[
min
t∈[εT,T2]
l(t)
]j
exp
{
− 2s0c1,λ(ψ)
[
min
t∈[εT,T2]
l(t)
]−1}
=: C2+j(ε, T2, T ),
(l(t))−3 exp[2s0αλ(t, x)] ≥ 26T−6 exp
{
− 2s0c1,λ(ψ)
[
min
t∈[εT,T2]
l(t)
]−1}
=: C4(ε, T2, T ),
for all t ∈ [εT, 2εT ] and j = 0, 1. Hence, from the Carleman type estimate (3.9), we
obtain ∫ T2
εT
‖Djtv(t, ·)‖2L2(Ω) dt
≤(C4−j(ε, T2, T ))−1
∫ T2
εT
(l(t))−3+4j exp[2s0αλ(t, x)]‖Djtv(t, ·)‖2L2(Ω) dt
≤12C1(C4−j(ε, T2, T ))−1s4j−30 eλj‖ψ‖∞
∫
QT
|f˜(t, x)|2 exp [2s0αλ(t, x)] dtdx
≤12C1(C4−j(ε, T2, T ))−1s4j−30 eλj‖ψ‖∞‖f˜‖2L2(QT ), (4.11)
for j = 0, 1 and∫ T2
εT
(l(t))−3‖v(t, ·)‖2L2(Ω) dt
≤(C2(ε, T2, T ))−1
∫ T2
εT
(l(t))−3 exp[2s0αλ(t, x)]‖v(t, ·)‖2L2(Ω) dt
≤12C1(C2(ε, T2, T ))−1s−30 ‖f˜‖2L2(QT ). (4.12)
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Finally, from (4.9), (4.11) and (4.12) we deduce the fundamental integro-differential
inequality
zε(τ) :=‖vε(τ, ·)‖2L2(Ω) + µ0
∫ τ
0
‖∇xvε(t, ·)‖2L2(Ω) dt
≤
∫ τ
0
bε(t)zε(t) dt+
∫ τ
0
‖f˜(t, ·)‖L2(Ω)χ(εT,T )(t)(zε(t))1/2 dt
+ J5(ε, f1, f2, f3, f4, ρ1, ρ2, λ, ψ)‖f˜‖2L2(QT ),
for any τ ∈ (εT, T ) (and, hence, for any τ ∈ [0, T ] since vε(t, ·) = 0 for any t ∈
[0, εT ]), where
J5(ε, f1, f2, f3, f4, ρ1, ρ2, λ, ψ) =12C1(C3(ε, T2, T ))
−1J1(f1, f2)s0e
λ‖ψ‖∞
+ 12C1(C2(ε, T2, T ))
−1J3(f4, ρ2)s
−3
0
+ 12C1(C4(ε, T2, T ))
−1J4(ε, f1, f2, f3, ρ1)s
−3
0 .
From Lemma 4.4 we deduce the fundamental estimate
‖vε(τ, ·)‖2L2(Ω) + µ0
∫ τ
0
‖∇xvε(t, ·)‖2L2(Ω) dt
≤
[
J5(ε, f1, f2, f3, f4, ρ1, ρ2, λ, ψ)
1/2‖f˜‖L2(QT ) exp
(
1
2
∫ τ
0
bε(r) dr
)
+
∫ τ
0
exp
(
1
2
∫ τ
t
bε(r) dr
)
χ(εT,T )(t)‖f˜(t, ·)‖L2(Ω) dt
]2
,
for any τ ∈ [0, T ]. In particular, for all τ ∈ [2εT, T ], we easily find the desired
estimate for u = v + g:
‖u(τ, ·)‖2L2(Ω) + µ0
∫ τ
2εT
‖∇xu(t, ·)‖2L2(Ω) dt
≤2‖g(τ, ·)‖2L2(Ω) + 2µ0
∫ τ
0
‖∇xg(t, ·)‖2L2(Ω) dt
+ 2
[
J5(ε, f1, f2, f3, f4, ρ1, ρ2, λ, ψ)
1/2 exp
(
1
2
‖bε‖L1(0,T )
)
‖f˜‖L2(QT )
+ exp
(
1
2
‖bε‖L1(0,T )
)∫ T
0
χ(εT,T )(t)‖f˜(t, ·)‖L2(Ω) dt
]2
, (4.13)
for any ε ∈ (0, T1/(2T )). Finally, observe that from (2.1) and (4.3) we easily deduce
the estimate
‖f˜(t, ·)‖L2(Ω) ≤‖f0(t, ·)‖L2(Ω) + ‖Dtg(t, ·)‖L2(Ω) + ‖A(·, D)g(t, ·)‖L2(Ω)
+ ‖Bg(t, ·)‖L2(Ω)
≤‖f0(t, ·)‖L2(Ω) + ‖Dtg(t, ·)‖L2(Ω) + ‖A(·, D)g(t, ·)‖L2(Ω)
+
2∑
j=1
‖fj(t, ·)‖L∞(Ω)‖g(Tj, ·)‖L2(Ω)
+ ‖f3(t, ·)‖L∞(Ω)‖ρ1‖L2(T1,T2,L∞(Ω))‖g‖L2(QT1,T2)
+
√
K3K6(l(t))
γ−3‖g(t, ·)‖L2(Ω)
+
√
K3K6M
γ−3
T1,T2
‖f4(t, ·)‖L∞(Ω)‖ρ2‖L2(T1,T2,L∞(Ω))‖g‖L2(QT ),
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where, as usual, MT1,T2 = inft∈[T1,T2] l(t). Hence,∫ T
0
χ(εT,T )(t)‖f˜(t, ·)‖L2(Ω)dt
≤
√
T
(
‖f0‖L2(QT )+‖Dtg‖L2(QT )+‖A(·, D)g‖L2(QT )+
2∑
j=1
‖fj‖L2(QT )‖g(Tj, ·)‖L2(Ω)
+ ‖f3‖L2(0,T ;L∞(Ω))‖ρ1‖L2(T1,T2,L∞(Ω))‖g‖L2(QT1,T2)
+
√
K3K6M
γ−3
T1,T2
‖f4‖L2(0,T ;L∞(Ω))‖ρ2‖L2(T1,T2,L∞(Ω))‖g‖L2(QT )
)
+
√
K3K6
(∫ T
εT
(l(t))2γ−6dt
)1/2
‖g‖L2(QT ).
Replacing this estimate in (4.13), the assertion follows at once. 
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