Abstract-Base station operation consumes a lot of energy, a considerable amount of which can be saved by switching off base stations during low user demand (for example, at night). Base station switching (BSS) can result in loss in coverage if not performed properly. We show that coverage is closely related to scheduling via power management and that the bottleneck is typically the uplink. To save energy, we propose a set of BSS patterns, at a global system-level, that have the potential to provide full coverage if the appropriate schedulers are used. We further show that the existing benchmark uplink scheduling schemes do not provide full coverage when BSS is used in urban as well as rural macro-cell environments (the downlink benchmark scheduling scheme provides full coverage only for some of the BSS patterns). Hence, we propose novel scheduling schemes for both uplink and downlink that realistically model interference, ensure full coverage, and provide good energy-performance trade-offs for the proposed BSS patterns. We also present a low complexity high performance heuristic for the proposed uplink scheduler. Finally, we show the presented models and results can be used to quantify, offline, the energy-performance trade-offs under different operating scenarios.
INTRODUCTION

T HE information and communication technology (ICT)
sector is estimated to be responsible for around 2 percent of the global CO 2 emissions [1] . Within ICT, cellular networks are one of the biggest contributors [1] . Base stations (BSs) operations consume up to 80 percent of the energy required for the operation of a cellular network [2] . Hence, schemes that can possibly switch off some BSs, when demand is lower, are important from the perspective of saving energy, money, and reducing the carbon footprint. LTE cellular systems [3] are typically designed for providing full coverage and good performance for a given (nominal) user density. However, as shown in [4] , [5] , significant time periods can occur when the user density drops far below this nominal density (for example, during the nights or public holidays). As BSs consume the majority of the energy in a cellular network, significant gain in operational expenditure (OPEX) is possible by suitably turning off some BSs and expanding the coverage of the remaining BSs when user density is low [4] , [5] , [6] .
Typically, the objective of a base station switching (BSS) framework is to achieve the best possible energy versus throughput trade-off while maintaining full coverage when user equipment (UE) density decreases. This can be achieved by minimizing the energy consumption while maintaining the throughput performance as in the nominal system. Alternatively, we can maximize the throughput performance for a given energy consumption. The past works that have tried to address this problem have the following limitations.
They only focus on the downlink. The uplink being more power limited is the bottleneck. The interference is not realistically modeled. In particular, it is highly dependent on which BSs are active (both on the uplink and the downlink). They work with a simplistic and rigid scheduler that limits the possible energy versus performance trade-offs. When a BS is switched off, it affects all its neighboring BSs, which have to take over the region no more covered by that BS, making coverage more difficult. We consider that the operator switches off BSs using predefined global BSS patterns (motivated from the frequency re-use patterns typically used in cellular networks) that have been designed offline to offer full coverage with suitable scheduling schemes on the uplink and the downlink. Scheduling is critical to the efficient operation of a cellular network with BSS. Providing non-zero data rate to the UEs on the downlink/uplink depends on the downlink/uplink scheduler which is in charge of allocating resources (e.g., time, channels, 1 power per channel) to the UEs. By switching off BSs, the system becomes more power-limited and hence it is important that, whenever required, the schedulers should be flexible enough to allow power to be focused on the right number of channels. However, focusing power impacts the interference which, in turn, limits coverage. Many schedulers proposed in the literature allocate power in a rigid way and hence do not fare well when BSs are switched off. Hence, studying BSS will amount to proposing uplink and downlink schedulers. In summary, the issues of coverage, scheduling, power per channel, and interference are highly inter-dependent and they need to be studied jointly both on the uplink and the downlink to enable a large range of energy/performance trade-offs in BSS. This is the motivation of this work. More precisely, the contributions of this paper are as follows.
We propose a framework to study the energy versus performance trade-offs that takes into account uplink and downlink, and models interference properly. The framework is based on a detailed system model and predefined global BSS patterns. We show that the BSS patterns' feasibility in terms of coverage is determined by the uplink. We propose two novel flexible schedulers (one for the downlink and one for the uplink) to allow better performance-energy trade-offs than the state of the art schedulers. However, this flexibility has a computational cost. We will show that this computational cost is negligible on the downlink, but not on the uplink. Hence, a low complexity high performance heuristic is proposed for the uplink scheduling scheme. We present performance-energy trade-off results, for a given user density, for uplink and downlink in urban as well as rural macro-cell environments and quantify the gain obtained from the proposed schemes with respect to the state of the art. The rest of the paper is organized as follows. In Section 2, the related work is presented. The system model, BSS patterns, and the problem formulation are described in Section 3. In Section 4, we discuss several scheduling schemes and propose the new scheduling schemes for BSS. The numerical results are presented in Section 5. Section 6 provides some concluding remarks.
RELATED WORK
The issues pertaining to coverage, throughput, and energy trade-offs in BSS are discussed in [7] . A first-order approximation of the percentage of power that can be saved by switching off BSs in an urban macro-cell environment during low traffic periods while maintaining coverage is presented in [4] . A practical BSS algorithm that takes into consideration the incremental impact of switching off BSs one by one on the downlink performance in an urban macro-cell is proposed in [5] , but the uplink performance and uplink coverage issues are not considered. In heterogeneous networks composed of cellular and wireless local area networks (WLANs), a joint UE association and BSS algorithm is presented in [8] . However, the focus of [8] is only on the downlink transmissions. In [9] , a novel antenna beam tilting based dynamic cell expansion technique is proposed for the downlink. The proposed technique is utilized for compensating the coverage loss due to switched off BSs resulting in energy savings. A cell zooming based load balancing and BSS framework is presented in [10] . However, the details of scheduling in uplink/downlink are not discussed. An energy efficient coordinated downlink scheduling for dynamically switching component carrier and BSs based on the variation in load is proposed in [11] . Yet, uplink scheduling and coverage issues are not analysed in [11] . In [12] , some of the BSS patterns presented in this work (like A 1=3 and A 3=4 ) are discussed and the amount of energy that can be saved for the various patterns is calculated. However, the actual implementation of BSS, suitable interference model, and the corresponding uplink and downlink scheduling schemes are not discussed. A store-carry-forward relaying based mechanism for energy saving is proposed in [13] . In store-carry-forward relaying, mobile nodes store and carry information messages while in transit and only forward the data as the channel conditions become better. However, suitable scheduling and interference modelling for BSS are not discussed. A dynamic BSS scheme (with load balancing) is proposed in [14] with an exponential weighted moving average based estimation of the load in the downlink. For computation tractability, average interference estimation for downlink is considered but a similar study for the uplink is required. Results for BSS in a heterogeneous network in a rural environment are presented in [15] . However, in [15] , the focus is on the downlink only and it does not consider multiple BSS patterns as presented in this work. The BS activation problem for full coverage on downlink with minimal power consumption in green cellular networks is analysed in [16] . Yet, scheduling and interference modelling are not considered.
Most of the existing work do not deal with the uplink. Any BSS scheme has to be evaluated for both uplink and downlink to ensure that full coverage is maintained even after switching off some BSs. Further, the interference experienced in the system after switching off the BSs must be realistically modeled. This work is a comprehensive study that takes into account the uplink and the downlink focusing on a realistic interference model and flexible scheduling schemes in various cellular environments.
SYSTEM MODEL
We consider a homogeneous OFDM-based LTE cellular system composed of B hexagonal cells with sectored macro BSs. Each BS has three directional antennas as depicted in Fig. 1 . The set of sectors (three per BS) is denoted by B ¼ f1; . . . ; 3Bg. The inter-site distance (ISD) is given (different for urban and rural scenarios).
We consider that at any BS a total of M channels are used with a reuse factor of 3 over the three sectors. Thus, each of the three sectors of a BS is allocated one of the three exclusive bands of M=3 channels denoted by M 1 , M 2 and M 3 . We focus on a sector of the BS at the center (let s denote this sector for the BS represented by the yellow rectangle in Fig. 1 ). We assume that we have N s UEs in the sector under consideration (we denote the set of UEs for this sector by N s ). Assume that this sector uses M 1 . Further, we assume that the time is divided in frames of T time slots (with T denoting the set of time slots). We consider a time division duplex (TDD) system such that b proportion of these frames are for the downlink and the rest are for the uplink. We assume that each UE associates with the BS offering the maximum SINR per channel (to be defined) as traditionally done in cellular systems. Finally, the B BSs cover a certain area D. The important mathematical notations used in this paper are summarized in Table 1 , while the system parameters considered for numerical calculations are presented in Table 3 (more details in Section 5).
BSS Patterns
For mathematical brevity, in the following, we consider a limited number of BSS patterns. However, the framework presented in this paper can be extended to arbitrary number of possible BSS patterns. We investigate the following patterns: A 3=4 with three out of four BSs switched on, A 2=3 with two out of three BSs switched on, A 2=4 with two out of four BSs switched on, A 1=3 with one out of three BSs switched on, and A 1=4 with one out of four BSs switched on. Thus, a BSS pattern A e1=e2 is obtained by switching off ðe 2 À e 1 Þ BSs out of every e 2 BSs in a predetermined pattern. The nominal system, where all BS are on, is represented by A 1=1 . In Fig. 2 , we illustrate BSS pattern A 2=3 where only the BSs marked by black rectangles are on (i.e., the BSs marked by white rectangles are switched off). Similarly, the pattern A 1=3 illustrated in Fig. 3 , is obtained by switching off all the white BSs. The BSS pattern A 3=4 is illustrated in Fig. 4 . For each of the studied patterns, the BSs remaining on have to extend their coverage to compensate for the switched off BSs. The extended coverage for the central BS in the BSS patterns has been depicted in Figs. 2, 3 , and 4 by the dotted black lines (assuming a constant fading, more details in Section 5). For example, the resultant coverage area of the central BS in A 2=3 becomes a triangle, in A 1=3 it becomes a bigger rotated hexagon, and in A 3=4 it becomes a parallelogram. Note that, the coverage area of each sector for any BS (still on) increases with the number of BSs switched off in the predefined BSS patterns. Given a BSS pattern A e 1 =e 2 , let d e 1 =e 2 denote the area of the BS sector under consideration (in m 2 ). The area of the BS sector is equal to 4=3a, 3=2a, and 3a for the BSS patterns A 3=4 , A 2=3 , and A 1=3 , respectively, where a is the area of the BS sector in the nominal system A 1=1 . Note that, the sectors of a BS do not remain symmetric for the various BSS patterns, e.g., A 3=4 has asymmetric sectors as shown for the BS under consideration (yellow rectangle) by the dashed black line in Fig. 4 . For BSS patterns with asymmetric sectors, we generate results averaged over all three sectors.
Let the energy consumed per unit time by a BS be denoted by E. Then, E Â B is the energy consumed per unit time by the nominal system, A 1=1 , since all the B BSs are on. Note that the majority of the energy consumption in a typical cellular network is for operating the BSs. Hence, E is approximately constant irrespective of the number of connected UEs [2] (even when no UE is connected with the BS). Thus, a suitable measure of energy efficiency, obtained from a BSS pattern A e 1 =e 2 is the percentage of energy saving ES e 1 =e 2 obtained with respect to the nominal system given by ES e 1 =e 2 % ðe 2 À e 1 Þ=e 2 Ã 100 ;
i.e., if ðe 2 À e 1 Þ BSs are switched off out of every e 2 BSs, the total energy savings in the system will be proportional to ðe 2 À e 1 Þ=e 2 . Transmit power on channel c from transmitter x to receiver r Pair of uplink and downlink scheduler 
User Distribution
The UEs are assumed to be randomly distributed in the region D with an average UE density of m per m 2 . Given m, we define wðmÞ or simply w as a user realization in the area D. Then, given a BSS pattern A e1=e2 and a UE realization w, the number of UEs associated with a sector s is denoted by N s ðwðmÞ; A e 1 =e 2 Þ, or simply N s . Note that the number of users in each sector need not be the same for a given realization and depends on the UEs' distribution. The network is designed for some expected (nominal) user density m Ã . We expect that m changes over time and falls much below m Ã , for example, at night. In such a case, we investigate whether some BSs can be switched off (using one of the proposed BSS patterns) to save energy while maintaining some level of performance.
The Channel Model
The SINR from a transmitter x to a receiver r on a channel c is given by
where N 0 is the additive white Gaussian noise power on the channel, G c xr is the channel gain between x and r on c, P c xr is the transmit power used by x and I c xr is the cumulative interference seen by the receiver r on channel c. Note that P c xr is allocated by the scheduler and that the interference I c xr is a function of the locations of the interferers (which depends on the BSS pattern), and the transmit power they use on c which is in turn a function of the scheduler.
We consider symmetric uplink and downlink channel gains. Given a user realization w, we assume that the BS has the knowledge of UEs' channel gains and an estimate of the interference. Further, we assume that the interfering BSs use the same scheduling schemes as the BS under consideration on both uplink and downlink. The interferers on a downlink are the BSs transmitting on the same band and their positions are known and fixed. Unlike the downlink, the interfering UE locations for the uplink are not fixed and known. Given a BSS pattern, to simplify the analysis, we consider the interfering UE locations (one per sector sharing the same channels as the sector under consideration) to be such that they yield high interference to any point in the sector (i.e., in Figs. 1, 2, 3, and 4, "x" represents the locations of all the uplink interferers for a UE in the "pink" sector of the BS at the centre, marked by a yellow rectangle). In summary, the SINR is a function of the transmit power per channel and the interference that significantly depend on the scheduler for both the uplink and the downlink. Further, the interference also depends on the BSS pattern.
Scheduling
Scheduling is the core functionality of a cellular network in that it affects performance and interference. There are many ways to design a scheduler (be it on the downlink or the uplink). A scheduler allocates a combination of channels, power per channel, and time slots to each UE to optimize an objective function. Typically, to provide proportional fairness to UEs [3] , the objective is to maximize the product of the UEs' throughput assuming that each UE is greedy. By allocating in a (downlink or uplink) frame, power to channels and channel to UEs on a time slot basis, a scheduler allocates a specific per frame throughput to a UE and this allocation produces inter-sector interference. The resources to be allocated to the UEs associated to the BS are different for the downlink and uplink. In the downlink, the BS transmit power is distributed over the channels in each time slot, while in the uplink, each UE brings its own power P UE . The difficulty with scheduling comes from the fact that it has to be computed often, fast, and it is intractable in its most generic form. Hence, the objective is to design schedulers that are tractable and quasi-optimal. The problem has received a lot of attention for a nominal (i.e., A 1=1 ) system on the downlink but little attention in the case of BSS where flexibility becomes another criteria as we will see next. We denote a pair of scheduling schemes by ¼ ð D ; U Þ, where D and U denote the downlink and uplink schedulers, respectively.
Coverage
We define coverage with respect to a non-zero rate. The rate that a UE receives on the downlink (resp. the uplink) depends on the downlink (resp. the uplink) scheduler, its channel gains, the BSS pattern under consideration, and the resultant interference. In the following, we say that a scheduler D (resp. U ) provides full coverage in the downlink (resp. uplink) if the scheduler can provide non-zero rate to the UE at the farthest locations (a function of the BSS pattern) as long as the fading is less than a certain predetermined threshold. (resp. U ) and the BSS pattern under consideration. We consider the geometric mean throughput of all the UEs in the sector of the cell under consideration as our metric for quantifying user performance (this is the natural metric if we consider proportional fairness as the fairness criteria [15] , [17] 
Performance Metric
where N s is the number of UE connected to the sector for the realization w and the BSS pattern A e1=e2 . We then define the overall performance metric of a sector for a given w, A e1=e2 , and a scheduler pair as
We have already shown that the BS sectors need not be symmetric for the various BSS patterns. Hence, for a scheduler pair , a user density m, and a BSS pattern A e1=e2 , the cell level average performance metric is defined, using (5), as
where the expectation is over the UE realizations w and S represents the set of sectors associated with the cell under consideration. Although, the BS sectors may not be symmetric, all the cells of a BSS pattern have the same coverage area. Hence, the extension of the performance results from a cell to a system level is trivial and not considered. Next, we present the theoretical formulation of the problem considered in this paper.
Problem Formulation
Our design objective is to maximize the system performance metric (given in (5)) for each BSS pattern. Note that we have already shown the computation of energy savings from a BSS pattern in (1) . Given a user density m, a scheduler pair , a TDD time fraction b, and a finite set of BSS patterns, we will obtain energy savings versus throughput performance trade-off curves as a set of possible points (represented in Fig. 5 by one point per BSS pattern and a scheduler pair) instead of a continuous energy-performance Pareto frontier described in [7] (depicted by the throughput-energy tradeoff limit in Fig. 5 ). Further, it is possible that the optimal scheduler pair can provide full coverage for a given BSS pattern while it is not so for another pair (e.g., there is no green circle for the highest energy saving in Fig. 5 ). Hence, for any specific scheduler pair there might exist BSS patterns for which full coverage cannot be provided, such patterns are considered as unfeasible. Thus, the design objective for a feasible BSS pattern, can be represented as a maximization of (5) for a given , m, and A e1=e2 . Note that we will obtain different sets of trade-off points depending on the schedulers. The optimal schedulers for uplink and downlink can reach the trade-off limit as depicted in Fig. 5 . However, as will be shown later, optimal schedulers can be computationally complex and not usable in a realistic scenario. Hence, our objective is to propose suitable uplink and downlink schedulers that can deliver good throughputenergy trade-offs compared to the existing benchmark schedulers (discussed later). In the next section, we present the different downlink and uplink schedulers considered in this paper for BSS.
SCHEDULING FOR BSS
Given a BSS pattern A e1=e2 , a TDD time fraction b, and a user realization w in the sector under consideration, we consider various scheduling schemes in this section. Note that given b and a scheduler pair , using (5), we can completely decouple the performance metric per sector G s ð; w; A e1=e2 Þ for the downlink and the uplink. We first consider the case of optimal schedulers on the downlink and the uplink.
Optimal Schedulers
On the downlink, the optimal scheduler in a sector will allocate, in every downlink frame, the available channels (M=3) and the time slots (T ) to the UEs with the BS transmit power (P BS =3) suitably distributed over the channels in each time slot. Given the number of UEs in the sector N s , the optimal downlink scheduling at this sector can be formulated as the following optimization problem 
where f is a mapping between the SINR per channel and the efficiency of the modulation and coding scheme (MCS) for LTE given in Table 2 , P t;c n denotes the downlink transmit power from the BS sector s to UE n in time slot t and channel c. The interference at UE n in time slot t on channel c can be calculated as follows:
where, P t;ĉ s is the downlink power allocated by the scheduler at the interfering BSŝ on the same channel c (equal to zero if the channel is not in use or the BS is switched off in the BSS pattern under consideration), G ĉ sn is the channel gain from the BSŝ to the UE (for the sectors using the same channels as the one under consideration), and the location of the interferers are known. We assume adaptive modulations with discrete rates such that whenever the SINR lies between any two thresholds, in Table 2 , the rate f P obtained by the UE on that channel is the corresponding efficiency multiplied with SC OFDM SY OFDM =T subframe [18] . Similarly, given N s , the optimal uplink scheduling at a sector can be formulated as the following optimization problem 
where I t;c ns represents the interference on channel c seen by the BS due to UEs other than UE n operating on the same channel in the nearby cell sectors (represented by an expression similar to (12)) at time t and is a function of the BSS pattern and the scheduling at each of the interfering BSs.
Given the optimal downlink and uplink scheduling schemes in (6) and (13), we can compute the performance metric (in (5)) by averaging over multiple UE realizations and the sectors of the BS under consideration for a BSS pattern and b. However, the optimal schedulers for the downlink and the uplink described in (6) and (13), respectively, have non-linear objective functions, non-linear constraints, and integer variables. Moreover, the interference in the SINR ( (11) and (18)) is dependent on the scheduling at the interfering sectors as well as the BSS pattern and is difficult to estimate. Thus, the optimization problems are NP-hard and difficult to solve for a practical cellular network. This has motivated the proposal of simpler schedulers that we call benchmark schedulers and present in the following sub-section. They were proposed in the context of nominal systems (i.e., A 1=1 ) because they provide full coverage, are simple in terms of power allocation, and make the estimation of the interference relatively easy. The problem is that they do not fare well in the BSS context.
Benchmark Schedulers
For mathematical brevity, in the rest of the paper, we assume that the channels are flat. The downlink scheduler assumes that the BS allocates all its power (P BS =3 in each sector) to a UE n in a given time slot. This single-UE scheduling in a downlink time slot is a strong but natural assumption due to the coupling of power in the downlink. It enables the simplification of the problem especially if we relax the integrality of time. Let a D n denote the fraction of the downlink time the BS allocates to UE n. During this fraction of time, the sector's transmit power is used only to transmit to UE n. This power is then equally divided over all the M=3 channels. Thus, the benchmark downlink scheduler 
s:t: It has been shown in [17] that this proportional fair scheduler will allocate equal fraction of time to all UEs. Hence, on the downlink, the benchmark scheduler allocates, to each UE in the sector, M=3 channels for b=N s fraction of the time and transmits with equal power per channel P D;c n ¼ P BS =M on any channel c 2 M 1 . Further, interference is easy to compute for the benchmark scheduler as the neighboring BSs are also transmitting at a known power at any time on each channel.
In the uplink, the benchmark scheduler U bench allocates to each UE n in the sector M=ð3N s Þ channels for the complete uplink ð1 À bÞ fraction of time.
2 Further, we assume that a UE uses its transmit power P UE equally over the M=ð3N s Þ channels.
These schedulers work well in a nominal system (both in an urban and rural environments). However, when switching off some BSs to save energy (i.e., for all the BSS patterns), situations can arise where distributing power equally on all the channels for the downlink (and allocating a fixed number of channels on the uplink) can result in coverage holes (by spreading the power too thin). For example, given a rural macro-cell environment, let us assume the system is in BSS pattern A 3=4 . Consider a UE close to the centre of the switched off white BS marked by L 1 in Fig. 4 . This UE in Fig. 4 is approximately at a distance of 1,732 m from the closest BS still on. Assuming that five users per sector are present and a total of 30 channels (M=3) are available in the extended sector, then the benchmark scheduler will allocate six channels (M=ð3 Â 5Þ) to each user for uplink. Using Table 3 (more explanation on Table 3 will be given in the numerical results section), the SINR per channel of the UE at L 1 will be approximately À9 dB. This value is much lower than the minimum SINR threshold (À6:5 dB) given in Table 2 resulting in a coverage hole at L 1 . Similarly, it can be shown that the location L 1 is not covered by the benchmark uplink scheduler for any of the proposed BSS patterns. The situation worsens with a decrease in the number of UEs per sector as the power per channel on the uplink decreases with N s for the benchmark scheduler (recall that P U;c n ¼ 3P UE N s =M). Using the benchmark uplink scheduler for the BSS patterns A 3=4 , A 2=3 , and A 1=3 result in a coverage loss of approximately 10, 5, and 15 percent, respectively. Thus, to ensure full coverage, a new uplink scheduler is needed, one that allows power to be focused on appropriate number of channels. Note that coverage holes on the downlink due to the benchmark downlink scheduler do exist but are less significant. This means that a new (more flexible) downlink scheduler is also needed.
Proposed Schedulers
We will design our schedulers using the insight described below. Given a transmitter, a receiver, and the discrete rate function in Table 2 , spreading all the transmit power over all the available channels is not always an optimal strategy from the perspective of user performance. To illustrate this, we consider a transmitter at a fixed location and a receiver that can be at five different locations, each one yielding a SNR (we assume no interference for the purpose of this illustration) when the transmit power is focused on one channel equal to 3, 6.6, 10, 13, and 17.6 dB, respectively. We compute the rates (see Fig. 6 ) that the receiver would obtain at these five locations if the transmitter were forced to transmit over exactly m M channels. We also include in Fig. 6 the theoretical rate obtained by considering the logarithmic rate model, typically, considered in the literature for one of the locations. For the logarithmic rate model, spreading power on more channels always increases performance (i.e., the data rate at the receiver). However, this is not true for the discrete rate model. Fig. 6 shows that for some of the locations (corresponding to very low SNR) spreading the power on many channels results in zero rate (i.e., no coverage). But even for the locations with higher SNR, Fig. 6 indicates that a higher rate is achievable by using less than M ¼ 33 channels.
For example, for the BSS patterns A 3=4 , A 2=3 , and A 1=3 , the percentage of locations where uplink users can obtain higher throughput by utilizing less channels than the benchmark scheduler allocates is 51, 48, and 63 percent for a nominal 15 users in the cell, in a rural macro-cell environment. Hence, the BS must select the number of channels on which to transmit for both downlink and uplink carefully to ensure better performance and full coverage. This motivates our proposed downlink and uplink schedulers in which power can be focused on a lower number of channels to ensure higher throughput and full coverage.
Our proposed scheduling schemes for downlink and uplink are generalizations of the benchmark ones. The goal 2. For mathematical brevity, we assume M=ð3N s Þ to be a positive integer. We can equally consider, without any loss of generality, V ¼ modðM=3; N s Þ users are allocated bM=ð3N s Þc þ 1 channels, whereas, N s À V users get bM=ð3N s Þc channels as given in [3] .
of the proposed schemes is to provide more flexibility in terms of power allocation. We keep the principle of sharing the downlink equally in time between the UEs, i.e., a D n ¼ b=N s and dedicate all the BS transmit power in a sector, i.e., P BS =3, to a UE at a time. However, we allow the BS to spread this power over less than M=3 channels, i.e., we allow the BS to focus its power on m D n M=3 channels for UE n. Additionally, to keep the interference manageable, we do not allow the BS to focus the power on strictly less than X channels (where X is a system parameter and its selection is discussed in the next section). Thus, we can represent our downlink scheduler as an optimization problem given by 
By lower bounding the number of channels that can be allocated to a UE on the downlink by X, we ensure that the worst case interference on the downlink is bounded by a function of P BS =ð3XÞ as shown in (26), i.e., we make sure that all BSs use no more than P BS =ð3XÞ on any channel. Note that by focusing the power on less channels, we increase the interference that the neighboring BSs generate on some channels, while we decrease their interference on the other channels (not used). By not taking into account the fact that some channels can be better off, we are in fact computing a lower bound on the possible throughput. Note that as the BS uses the whole power for one UE, the unused channels cannot be used for other UEs (no power is left for the downlink to use at the same time). Thus, for a given predetermined value of X, we can decouple the problem in (22) and separately optimize 
The optimization problem in (27) gives the number of channels to be used for the given UE on the downlink. Note that the benchmark downlink scheduler is a feasible solution of the scheduler proposed above as long as there is coverage. Now, we focus on the uplink. We keep the principle that a UE is allocated a set of channels at all time the uplink is on, i.e., ð1 À bÞ of the time, but the cardinality of this set is computed on a per realization basis (i.e., depending on the number of UEs and their locations) to make sure that each UE spreads its transmit power more efficiently. The UE transmit power is equally allocated to all channels in the set. Further, we assume that a UE cannot be allocated less than Y channels (to upper bound the interference). The proposed uplink scheduler corresponds to the following problem: 
The upper bound in (35) is a conservative estimate of the uplink interference as the interfering UEs in the neighboring cells may be spreading their power on more than Y channels. Note that the benchmark uplink scheduler is a feasible solution of this proposed scheme as long as there is coverage. Unlike the downlink scheduler, the proposed uplink scheduler cannot be decoupled on a per UE basis. The proposed schedulers are more flexible than the benchmark schedulers when BSs are switched off since the transmit power can be focused on the right number of channels to ensure coverage over larger distance (in BSS). The results obtained from (22) (resp. (31)) depend on selecting the appropriate value of X for the downlink (resp. Y for the uplink). For a given BSS pattern, the same predetermined values of X and Y should be used by all the BSs else whenever an active BS changes its X and Y this information has to be exchanged since this would affect the interference produced by the sector. Thus, to save this overhead in information transmission, we present an off-line approach for calculating a common value for X and one for Y for all the BSs for each of the BSS patterns.
Computation of X and Y for a given BSS pattern
The lower the value of X (resp. Y ), the more flexibility the downlink (resp. uplink) scheduling scheme has to adjust the number of channels allocated to each UE but the higher the price in terms of interference. If X (resp. Y ) is too large, it is possible that a given BSS pattern cannot offer full coverage. Hence, we first compute for a given BSS pattern A e1=e2 the set X e1=e2 (resp. Y e1=e2 ) of values of X (resp. Y ) enabling full coverage on the downlink (resp. on the uplink). Then, we select, for a given user density, the values of X in X e1=e2 and Y in Y e1=e2 such that the geometric mean throughput (averaged over the user realizations w) in the downlink and the uplink are maximized, respectively.
Previously, it was shown that the proposed downlink scheduler can be decoupled to a maximization problem per UE (given a UE location). Thus, for any BSS pattern, in the downlink, we select the value of X which maximizes, for a given user density, the per user geometric mean throughput averaged over UE realizations in a sector. Further, if the sectors of the extended BS coverage are not symmetric (for example, in A 2=4 and A 3=4 ), we average over all the sectors in the cell. Then, X e1=e2 is selected such that
where FðnÞ represents the optimization problem in (27). Note that, in (36), we solve FðnÞ for all feasible values of X, i.e., for all values of X 2 X e1=e2 , that ensure full coverage for the BSS pattern A e1=e2 . The value of X 2 X e1=e2 that maximizes the expected value of the objective is selected. We denote this value by X e1=e2 . Thus, an operator can solve (27) a priori for all feasible values of X, average over various possible UE realizations, and select the value X e1=e2 that results in the maximum objective in an average sense. This predetermined value of X e1=e2 is then used at each BS for scheduling through (27). Given the spatial probability distribution function (PDF) for the UEs and the PDF for channel fading in the system, the problem in (36) can be solved by averaging over various possible realizations of G c sn . For the specific case of uniformly distributed UEs, the problem can be further simplified as will be shown in the numerical result section. Selecting the value of X in the manner described above will ensure that all UEs will be covered and the average geometric mean throughput will be maximized for a given BSS pattern.
When the BSs are switched off, the situation on the uplink is quite different from the downlink. Our numerical results have shown that for patterns A 1=3 , A 2=3 , and A 3=4 , the only value of Y that ensures full coverage in urban as well as rural macro-cell environment is 1. For any value of Y higher than 1, coverage holes exist in the system.
Computational Complexity and Heuristic
The proposed downlink scheduler is easily decoupled to a maximization problem per UE as shown in (27). Given the user location/channel gains, the problem in (27) is to evaluate the user throughput for all possible values of m D n . Hence, it has a complexity of the order of OðMÞ. To solve the downlink scheduling problem, i.e., (22), the problem in (27) has to be evaluated for all N s users. Thus, the downlink scheduler in (22) has a relatively low complexity of the order of OðMN s Þ.
The uplink scheduling scheme given in (31) cannot be decoupled to a per UE basis. Further, the problem is a mixed integer non-linear program (MINLP). Such problems, in general, are difficult to solve and have a high complexity. Hence, we present a heuristic which can be used to approximately solve (31) with significantly lower computational cost. Given that the BS has the knowledge of the UEs' channel gains and the interference, it can easily compute an estimate of c n ¼ G c sn =ðN 0 þ I c ns Þ for all n UEs. Note that c n is a function of the BSS pattern A e1=e2 and the UE realization w. The BS can sort this array fc n g in increasing order with a complexity order equal to OðN s log N s Þ. Given this sorted array, the BS focuses on the UE with the worst c n and computes the optimal number of channels (by dividing the total transmit power P UE on these channels and calculating the resultant rate) from the set fY e1=e2 ; . . . ; bM=ð3N s Þcg, where Y e1=e2 is selected as explained in the previous subsection to ensure full coverage. Then, the BS focuses on the second worst-off UE (with the second lowest c n ) and computes the optimal number of channels from the set ranging from Y e1=e2 to x=t ¼ b total number of remaining channels =the remaining number of UEs c. This process is repeated till all the UEs have been allocated channels. The complexity order of this part of the heuristic (beyond the sorting) is OðMN s Þ. Hence, the overall complexity order of the proposed heuristic is OðN s log N s þ MN s Þ which is very low.
A pseudo-code for the above heuristic is presented in Algorithm 4.1. We will validate it with respect to the proposed uplink scheduler in the next section where we present numerical results for various realistic LTE cellular settings and some engineering insights based on these results. Compute ðm n ; ðP UE =m n Þ Â c n Þ as in (34) 7:
If ðm n ;
NUMERICAL RESULTS
We consider a system composed of 77 macro-cells as depicted in Fig. 1 . We study the user performance in the "pink" sector of the central macro-cell marked by a yellow rectangle in Fig. 1 on both the uplink and the downlink for different BSS patterns. Typically, uniform distribution of UEs has been recommended for simulating the LTE macrocell environment [3] . Hence, we consider an average user density in the range of 1 to 5 users per km 2 , i.e., close to 1 to 15 users per 2:598 Ã 10 6 m 2 (the area of a rural macro-cell in the nominal system). To study the relative impact in the urban macro-cell area, we consider 4 to 68 users per km 2 , i.e., of the order of 1 to 15 users per 2:165 Ã 10 5 m 2 (the area of an urban macro-cell in the nominal system). We consider the nominal system and the BSS patterns A 3=4 , A 2=3 , and A 1=3 . We also consider BSS patterns A 2=4 and A 1=4 . However, they do not offer full coverage for the considered fading (see later). We divide the total area under consideration D into a k 1 Â k 2 grid and assume that UEs can only be positioned at one of the points on the grid. In the nominal system, with all the BSs turned on, the coverage area of each sector for any BS contains L such positions. Thus, given a BSS pattern, a user can be at any location l, l 2 L e 1 =e 2 , with equal probability. The ISD of the macro-cells is considered to be 500 and 1; 732 m for the urban and rural environments, respectively. For the rural macro-cell environment, the UEs are positioned on a 15;588 Â 14;000 grid with a spacing of 10 m resulting in L ¼ 5;800 locations per sector for the nominal system. Whereas, in case of the urban macro-cell, due to reduced ISD, we consider 4;500 Â 4;000 grid with L ¼ 484 locations per sector for the nominal scenario. For each of these BSS patterns and a given user density, we generate 200 random realizations of the UE locations.
To calculate the SINR per channel (2) for a UE n at location l, i.e., g c sn ðlÞ and g c ns ðlÞ, for uplink and downlink, respectively, we consider the following calculations. Given log normal shadowing, the channel gain for a UE n at any location l with respect to sector s, s 2 B, on any channel c is denoted by G À Á 2 ; 20 n o dB represents the directivity gain with u being the angle made by the location l with the broadside direction of the antenna from a BS sector s [3] , G a consists of the antenna gains, z c l;b denotes the slow fading on the channel, n is the penetration loss, and PL l;b ðdÞ is the path loss with d being the distance between location l and BS sector s. Note that the ISD, PL l;b ðdÞ, and n are different for urban and rural macro-cell environments. Suitable additional details of the physical layer parameters used in our computations are given in Table 3 . We assume a constant fading loss equal to 2.5 times the typical standard deviation of fading (8 dB), i.e., z c l;b is equal to 20 dB. More precisely, considering this high fading ensures a sufficient fading margin such that more than 99 percent of the possible fading realizations result in non-zero rates. This is in coherence with our definition of coverage where the threshold is set to a high value. The UE and BS transmit powers are taken as P UE ¼ 24 dBm and P BS ¼ 46 dBm, respectively. We consider that each sector of any BS has a total of 33 channels. Thus, M ¼ 99. We assume that the system uses adaptive modulation with discrete rates given by the mapping in Table 2 . The sub-channel bandwidth, SC OFDM , SY OFDM , and sub-frame duration are taken as 180 KHz, 12, 14, and 1 ms, respectively. A downlink and uplink TDD configuration of 3:2 as specified in [4] is considered (i.e., b is equal to 3=5).
We first check that using the proposed schedulers on the nominal system does not provide significant throughput gains. We also verified that the benchmark uplink scheduler do not provide full coverage on any of the considered BSS patterns for both urban and rural macro-cell environments. Then, considering each of the BSS patterns, we determine the value of parameters X and Y for both scenarios. The permissible values of X for the downlink are calculated considering only one UE in the system. A value of X 2 f1; . . . ; M=3g is considered permissible if, given that X, the UE receives full coverage in the downlink at all possible locations on the grid. Then, the optimal value is calculated based on (36) for each BSS pattern. For BSS patterns, A 3=4 , A 2=3 , and A 1=3 , the respective optimal values are X 3=4 ¼ 31, X 2=3 ¼ 31, and X 1=3 ¼ 28. Further, the values are same for both urban and rural settings. Since the value of X e1=e2 is high, we believe that our upper bound on interference on the downlink is tight. Similarly, the permissible values of Y in the uplink are calculated. Note that due to the coverage constraint on the uplink, Y is equal to 1 for all the proposed BSS patterns for both scenarios.
For the downlink, in each BSS pattern, we solve the decoupled problem in (27) for a single UE for all possible values of l n for a sector of the central cell. We calculate the average geometric mean by using the fact that in the downlink the decoupled nature of the problem results in Fig. 7 . Geometric mean throughput in the downlink versus average user density for rural macro-cell. Fig. 8 . Geometric mean throughput in the uplink versus average user density for rural macro-cell.
Thus, using (38), we plot the average of GM D for the BSS patterns for various user densities in Fig. 7 for a rural macro-cell environment, where the average is over all possible UE locations in a sector and 200 realizations are considered for the number of users in the cell, given an average user density. The proposed scheduler allows us to use several BSS patterns as shown in Fig. 7 .
Unlike the downlink, on the uplink the optimization problem in (31) cannot be decoupled to a per user problem. The problem in (31) is a mixed integer non-linear program. The numerical results are obtained using SCIP [19] . We generate 200 realizations for each BSS pattern, user density, and urban/rural macro-cell environment. Given a realization, we solve the optimization problem in (31) to generate each user's throughput U ðl n Þ. The geometric mean throughput
is then calculated on a per realization basis. The average of GM U is calculated over the 200 realizations to generate each data point in Fig 8, where we plot the variation of the average over 200 realizations of GM U as a function of user density, for the various BSS patterns. For both uplink and downlink, if the BSS pattern has asymmetric sectors like for A 3=4 , we further average out the results over all three sectors using the set of channels M 1 , M 2 , and M 3 . An important difference between Figs. 7 and 8 for the rural macro-cell environment is that the performance of the users on the uplink is much more affected when BSs are switched off than on the downlink. This confirms our initial observation that the uplink is the bottleneck when switching off BSs (recall Y ¼ 1 for all feasible BSS patterns). Similar trends were observed in an urban macro-cell environment for downlink and uplink.
In the proposed uplink scheduler, by assuming interference to be a function of P UE =Y (see (35)), we obtain results which lower bound the performance of an actual cellular system for the following reason. Given a BSS pattern and N s (typically N s << M), either the uplink scheduler of a neighboring cell allocates all the channels to its UEs (because some of these UEs are close to the BS and can afford spreading their transmit powers) and in that case the interference on these channels will be much lower than the interference estimated by our bound or it allocates only a fraction of its channels and produces no interference in the other channels.
In order to get a better understanding of the possible performance, under lower interference, we also present, in Fig. 8 , the average geometric mean throughput assuming zero interference in the system for the rural macro-cell environment. The user performance on the uplink of a realistic cellular system will lie in between the results of the proposed scheduler assuming an upper bound on interference and the results obtained by assuming zero interference. It is observed in Fig. 8 that as the number of switched off BSs increases, the gap between the results with and without interference decreases. This can be attributed to the fact that switching off BSs results in larger ISD and the uplink moves from an interference limited to a noise limited system.
The performance of our heuristic for the proposed uplink scheduler is presented in Fig. 9 . The heuristic performance is very close to the proposed uplink scheduler for low user density. The gap in performance widens slightly with an increase in user density. However, as the loss in performance is within 1 percent (for most of the user density scenarios under consideration), our heuristic is a very good approximation of the proposed uplink scheduler with a significantly lower computational cost.
In Fig. 10 , we combine the user rates on the uplink and downlink from Figs. 7 and 8 for b equal to 3=5 (the downlink time fraction for TDD) for the rural macro-cell environment. Similar results are obtained for an urban macrocell in Fig. 11 by combining the user rates for downlink and uplink in an urban macro-cell environment. There are two ways a cellular operator could use Figs. 10 and 11. First, given a user density, she can select the BSS pattern that gives her the performance/energy trade-off that she likes.
In Fig. 12 , we present the energy performance trade-off curve for a given average user density of 10 per macro-cell (i.e., 10 users per 2.598 km 2 for the rural macro-cell and 10 users per 0.2165 km 2 for the urban macro-cell environment). Using Fig. 12 , a cellular operator can trade a decrease of 42 percent (resp. 53 or 85 percent) in the per-user (i.e., uplink and downlink combined) geometric mean throughput for saving 25 percent (resp. 33 or 66 percent) energy by using BSS pattern A 3=4 (resp. A 2=3 , or A 1=3 ). For the case of urban macro-cell a decrease of 38 percent (resp. 49 or 59 percent) in the per-user geometric mean throughput is obtained for saving 25 percent (resp. 33 or 66 percent) energy by using BSS pattern A 3=4 (resp. A 2=3 , or A 1=3 ). Clearly, the savings in energy come at a large cost in performance. We have also represented the trade-off points for the benchmark schedulers in Fig. 12 . Although, they perform close to the proposed schedulers in the nominal system, they fail to provide full coverage in the other BSS patterns and hence we only have trade-off points for the nominal pattern. Second, given different user densities at different times of the day (e.g., day and night), the operator can select the BSS pattern that allows her to save energy while keeping the average performance approximately constant. For example, in Fig. 10 , with a decrease in the average user density from 5 to 3.3 (resp. 2.8 or 1.2) a cellular operator can switch off 1/4 (resp. 1/3 or 2/3) of the total BSs while maintaining the same average per user geometric mean throughput with full coverage and energy saving of the order of 25 percent (resp. 33 or 66 percent) for BSS pattern A 3=4 (resp. A 2=3 , or A 1=3 ). Thus, using the proposed schedulers, given a reasonable (predefined) decrease in the user density, cellular operators can switch off BSs and maintain coverage without a loss in the geometric mean throughput.
CONCLUSION
We have shown that there is a complex interplay between coverage, power management, scheduling, and interference and that this interplay has to be taken into account carefully to enable base station switching to save energy. We have shown that the limiting factor for switching off BSs, while maintaining coverage, is the uplink. We have proposed flexible schedulers for both uplink and downlink that allow coverage extension by focusing the transmit power on fewer sub-channels. We have also proposed several BSS patterns that offer full coverage when using our schedulers in both urban and rural macro-cell environments. Further, a low complexity high performance heuristic is proposed for the uplink scheduler. All together, base station switching is a simple yet effective technique which can provide significant energy savings without compromising on coverage while maintaining reasonable throughput as long as scheduling is performed carefully. Our study is an offline study that does not address the problem of deciding when to change from one BSS pattern to another or back to the nominal scenario. However, BSS switching cannot be done on-line without pre-computing beforehand which patterns are feasible or not. Thus, the next step would be to decide on-line when to switch from one BSS pattern to another based on user density measurements. This is a possible area of future research. 
