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a b s t r a c t
We here extend our earlier work on the theory of computer instructions to consider
instructions which are only partially defined. For every such instruction, we assume that
it is defined whenever a certain Boolean expression is true; we refer to such a Boolean
expression as a guard, following Dijkstra. This is a special case of a more general function
on the set of states of a computer, representing an expression in a programming language.
Many constructs for instructions now generalize to partially defined instructions; in
particular, we define the notion of conditional input and output regions, as well as the
relevant region of a more general expression. Fundamental theorems about instructions
generalize to theorems about guards and about partially defined instructions. We also
define the parallel execution of such instructions,which is useful in validating a generalized
instruction commutativity criterion.
© 2008 Elsevier B.V. All rights reserved.
1. Overview
In [3] we construct two models of a computer, which are then shown to be equivalent. In the first model (Definition 1.1
of [3]), a computer is a 4-tuple (M, B, S, I), where M is the (finite or infinite) memory, B is the base space, S is a set of states
S : M → B, and I is a set of instructions I : S→ S. Here S satisfies two axioms:
Axiom 1. If S1, S2 ∈ S, andM ′ is any subset ofM , then the state S3, with
S3(x) =
{
S1(x) x ∈ M ′
S2(x) x /∈ M ′
is a member of S.
Axiom 2. If S1, S2 ∈ S, then {x ∈ M : S1(x) 6= S2(x)} is finite.
In the second model (Definition 3.1 of [3]), a computer is a triple (M, S, I), where M and I are as before, while S is the
cartesian product, over the index setM , of various sets Bx, one for each x ∈ M; or, ifM is infinite, a subset of this constructed
so as to satisfy Axiom 2. That is, if S0 ∈ S, then S ∈ S if and only if {x ∈ M : S(x) 6= S0(x)} is finite. The two models are
equivalent because an element of a cartesian product over an index setM may always be thought of as a function onM , and
Axiom 1 implies that S is precisely as defined above. This follows from Theorems 4.1 and 4.2 of [3]. We use the concepts of
the input and output region of an instruction, as in Definition 2.1 of [3].
Definition 1. Let (M, B, S, I) be a computer, and let I ∈ I. The input region IR(I) ⊆ M and the output region OR(I) ⊆ M
are defined as follows:
(a) OR(I) = {x ∈ M: there exists S ∈ S such that S(x) 6= I(S)(x)}
(b) IR(I) = {x ∈ M: there exist S1 and S2 ∈ S and y ∈ OR(I) such that S1(z) = S2(z) for all z (∈ M) 6= x, but
I(S1)(y) 6= I(S2)(y)}.
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The fundamental property of input and output regions is given by Theorem 3.1 of [3], as follows.
Theorem 1. Let (M, B, S, I) be a computer and let I ∈ I. If S1 and S2 are any two states of S, then S1|IR(I) = S2|IR(I) implies
I(S1)|OR(I) = I(S2)|OR(I).
We also make considerable use of Theorem 2.2 of [3], as follows.
Theorem 2. If OR(I) = ∅, then IR(I) = ∅, and I is the identity instruction.
In [3], an instruction I : S → S must be such that I(S) is in fact defined for every S ∈ S. In this paper we remove that
restriction. Sometimes this is because I is a partial function in the sense of mathematical logic, with an infinite recursive
expansion. Sometimes it is because I is a partial function as this term is used in the rest of mathematics, as when dividing
by a variable which might be zero. We here refer to such functions as incomplete functions, because both notions of partial
function are useful. It also might be that I is everywhere defined, but we choose to examine it only under certain restrictive
conditions, and to leave it undefined if these conditions are false.
In all these cases we are led to consider conditions under which I : S → S is defined. Such a condition is a function
f : S→ {true, false}, such that I(S) is defined whenever f (S) = true, for all S ∈ S. We refer to f as the guard Ig of I , following
Dijkstra [1] (although he uses guards for a different purpose). Here f is itself everywhere defined; and it is only sufficient, not
necessary, for f (S) to be true in order for I(S) to be defined. A guard is a special case of what we call a computer expression,
f : S→ T , where T is the set of allowable values of f .
The set of states S of a computer is sometimes known as its domain of computation. It is useful to restrict each state of S to
only a subsetM ′ of the memoryM , producing a subdomain Sub(S,M ′). We then show that every instruction I is completely
determined by a function I ′: Sub(S, IR(I))→ Sub(S, OR(I)). Such functions, from one computational domain to another, are
referred to as domain operations, of which computer expressions are a special case.
A domain operation (and thus, in particular, a computer expression) f has a relevant region, which somewhat resembles an
input region. Informally, if x is irrelevant (i.e., not in the relevant region), then changing x does not affect the value of f . Input
and output regions IR(I) and OR(I), as defined above, are then generalized to conditional input and output regions CIR(I, Ig)
and COR(I, Ig). The proper definition of COR(I, Ig) is straightforward, but that of CIR(I, Ig) is not; and we consider three
possible approaches to this, only one of which yields a reasonable definition. In particular, the relevant region of Ig is always
contained in CIR(I, Ig). Composition of two instructions is now generalized to instructions with guards; and Theorem 1 is
now generalized to these, as well as to relevant regions.
Our main results are concerned with extending the composition theorem (Theorem 5.1 of [3]) and one of its corollaries
to conditional regions. In particular, we give a criterion for two partial or incomplete instructions to commute with each
other, so that they may be interchanged in the process of compilation. This criterion is derived from the notion of parallel
execution of instructions, which is interesting in its own right.
In order to formulate our criterion, we define certain simple computer expressions for variables and constants, as well
as relational and logical expressions; and, in each case, we show basic properties of their relevant regions. We also define
certain simple computer instructions, including simple assignments as well as conditionally executed instructions; and, in
each case, we show basic properties of their input and output regions. The conditional input and output regions of any of a
large class of instructions may be similarly determined in many cases.
We here use the notation A\B for the set-difference, or the set of all elements in A that are not in B. This replaces the
notation A ∼ B used in [3].
2. Domain operations
Given a computer (M, B, S, I) or (M, S, I), we refer to S as its domain of computation, or simply its domain. An instruction,
then, is a function from the domain to itself. This is a special case of a domain operation from the domain of one computer
to that of another.
Definition 2. Let (M1, B1, S1, I1) and (M2, B2, S2, I2) be two computers. A function I : S1 → S2 is adomain operation on S1.
General domain operations do not have output regions. This is because M1 and M2 might be disjoint, in which case the
equation S(x) 6= I(S)(x) (see Definition 1(a)) has no meaning; S(x) is defined only if x ∈ M1, while I(S)(x) is defined only if
x ∈ M2. Definition 1(b) now implies that general domain operations have no input regions, either, since IR(I) is defined by
reference to OR(I). However, a general domain operation does have something like an input region, although it is not quite
the same thing.
Definition 3. Given a domain operation I as in Definition 2, its relevant region RR(I) is defined by RR(I) = {x ∈ M1: there
exist S1 and S2 ∈ S1 such that S1(z) = S2(z) for all z (∈ M1) 6= x, but I(S1) 6= I(S2)}.
Informally, if x is irrelevant (that is, not in the relevant region), then changing x cannot affect the result. If we start with S1
and change only x, obtaining S2, then the two results, I(S1) and I(S2), are always equal. That relevant regions are not the same
as input regions is clear even by considering the identity instruction, I(S) ≡ S, whose input region is ∅ (see Theorem 2); yet
any x ∈ M having at least two values is in its relevant region, since if S1(x) 6= S2(x), then I(S1)(x) = S1(x) 6= S2(x) = I(S2)(x),
so that I(S1) 6= I(S2).
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In order to illustrate common domain operations, we use the concept of a subdomain, which is related to that of a
subcomputer as given by Definition 6.2 of [3].
Definition 4. Let (M, S, I) be a computer as in Definition 4.3 of [3], where S is a cartesian product of the various Bx. LetM ′
be a subset ofM , and let S′ be the cartesian product of only those Bx for x ∈ M ′; then Sub(S,M ′) = S′ is a subdomain of S.
Equivalently, let (M, B, S, I) be a computer as in Definition 3.1 of [3], where S is a set of maps S : M → B satisfying Axioms
1 and 2, and let S′ be the set of all maps of the form S|M ′, where S ∈ S. Then Sub(S,M ′) = S′ is a subdomain of S.
If Sub(S,M ′) is a subdomain of S, we may define the computer (M ′, Sub(S,M ′), ∅) for the purposes of allowing the relevant
region RR(f ) of a function f on Sub(S,M ′) to be defined (since relevant regions are defined only for domain operations on
the set of states of some computer, not directly on more general domains). We use ∅ here instead of I′ (for example) since
the instructions of I do not necessarily specialize to an arbitrary subdomain.
Two kinds of subdomain of particular interest are of the forms Sub(S, IR(I)) and Sub(S, OR(I)), for some domain operation
I . The importance of these is due to the following theorem, which illustrates, in this one case, a connection between input
regions and relevant regions.
Theorem 3. Every instruction I is completely determined by a domain operation I ′: Sub(S, IR(I))→ Sub(S,OR(I)); and RR(I ′) =
IR(I), using the terminology of Definitions 1(b) and 3.
Proof. Let I ′ be defined by I ′(S|IR(I)) = I(S)|OR(I). The fact that I ′ is well defined in this way follows directly from
Theorem 1. We now define I2(S) = S ′′ where S ′′(z) = I ′(S|IR(I))(z) for z ∈ OR(I) and S ′′(z) = S(z) for z /∈ OR(I). Letting
I(S) = S ′, we proceed to show that I2 = I by showing that S ′′ = S ′. If z /∈ OR(I), then S ′′(z) = S(z) (by assumption) = S ′(z)
(by Definition 1(a)); if z ∈ OR(I), then S ′′(z) = I ′(S|IR(I))(z) = I(S)(z) = S ′(z). Therefore S ′′ = S ′.
For the second part of the theorem, if x ∈ RR(I ′), then Definition 3 implies that x ∈ M1, which is here M ′ = IR(I); so
x ∈ IR(I), which shows that RR(I ′) ⊆ IR(I). On the other hand, if x ∈ IR(I), then, by Definition 1(b), there exist S1 and S2 ∈ S
such that S1(z) = S2(z) for all z (∈ M) 6= x, but I(S1)|OR(I) 6= I(S2)|OR(I). But, in that case, I ′(S1|IR(I)) = I(S1)|OR(I) 6=
I(S2)|OR(I) = I ′(S2|IR(I)); thus x ∈ RR(I ′) by Definition 3, so that IR(I) ⊆ RR(I ′). 
3. Computer expressions
Another subdomain of interest is of the form Sub(S, {x}). If T is the set of all allowable values of x (that is, T = Bx, in the
terminology of Definition 4.1 of [3]), then Sub(S, {x}) is a degenerate cartesian product of only one set, T , and may thus be
identified with T itself. A domain operation f : S1 → Sub(S, {x}) is thus effectively a function f : S1 → T ; and, like any
domain operation, f has a relevant region in the sense of Definition 3. This will be such an important special case, in what
follows, that we give it a separate name.
Definition 5. A computer expression, or C-expression, with type-set T , on the domain S of a computer (M, B, S, I) or
(M, S, I) is a function f : S → T . The relevant region of f is the set RR(f ) = {x ∈ M: there exist S1 and S2 ∈ S such that
S1(z) = S2(z) for all z (∈ M) 6= x, but f (S1) 6= f (S2)}.
The terms ‘‘computer expression’’ and ‘‘type-set’’ suggest the fact that such a function is meant to represent an expression,
in a programming language, of some specific type, where the type-set is the set of all allowable values of that type. It is
possible for different types (meters and seconds, for example, in a physics application) to have the same type-set.
Example 1. The expression A < B AND C > D is represented by the C-expression f such that f (S) = true if S(A) < S(B) and
S(C) > S(D), and f (S) = false otherwise. Here A, B, C , and D are all assumed to be elements ofM . The type-set of f , here, is
{true, false}, and we refer to f as a Boolean C-expression.
Definition 6. A Boolean C-expression is a C-expression whose type-set is {true, false}.
It is possible for an expression in a programming language to representmore than just a C-expression. Some expressions,
for example, have side effects; and there are two kinds of these, one of which is like a computer instruction. For example,
++k in C-family languages corresponds to the C-expression f where f (S) = S(k)+ 1 (possibly mod 2d or the like); but it also
has a side effect I : S→ S, defined by I(S) = S ′ where S ′(k) = S(k)+1 (again possibly mod 2d or the like) and S ′(z) = S(z)
for all z (∈ M) 6= k. The other kind of side effect is concernedwith exceptions in several programming languages, or longjmp
in C, or, in general, any situation in which evaluation of an expression causes control to pass to a different statement of the
program. Neither of these situations will be further addressed in this paper.
Every computer expression of the form f : S → Bx, for x ∈ M , may be thought of as a domain operation f : S →
Sub(S, {x}). The relevant region of f as a computer expression, according to Definition 5, is its relevant region as a domain
operation, according to Definition 3.
Since C-expressions are mathematical objects, they are not constrained to conform to the finiteness restrictions of an
actual computer. In particular, we can construct an integer C-expressionwhose type-set is the set of all integers, even though
no computer could possibly process such an expression (without an infinite tape). On the other hand, it is often useful
to construct another kind of integer C-expression, whose type-set is the set of all those integers which fit into the space
allocated for an integer in some specific computer. We will refer to such a type-set as an actual type-set, as opposed to the
set of all integers, which is an ideal type-set.
Other kinds of C-expressions are also encountered in practice.
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Example 2. An assignment, in a programming language, might have a left side which specifies different variables to be
changed under different conditions. This will happen in C, for example, for a left side of the form t[k] or *p. Associated with
such a left side, there is a C-expression whose type-set is the memoryM . If p is a pointer, then we assume first that S(p), the
current value of p, is the variable to which p points, which is an element ofM; the corresponding C-expression f is such that
f (S) = S(p). In practice, pointers may have integer values, where Bp is some set of integers; and there may be a memory
function µ such that µ(k), for k ∈ Bp, is the element ofM having address k. In that case we may have f (S) = µ(S(p)).
Example 3. A sequential program is a sequence of n statements P1, . . . , Pn. Each Pi has an associated instruction, but it also
has an associated C-expression fi : S→ {1, . . . , n+ 1}. If the current state is S, and the current statement is Pi, then fi(S) is
the index of the next statement to be executed, or n+ 1 if there is no next statement (that is, if this is the last statement of
the program).
We now prove a fundamental theorem for relevant regions of C-expressions which corresponds to the fundamental
property of input and output regions of instructions (Theorem 3.1 of [3]). This will be used in several of the sections below.
As in [3], we will first need a definition, three lemmas, and a corollary.
Definition 7. Let (M, B, S, I) be a computer, let T be a set, and let f : S→ T be a C-expression. A subset M ′ of M is said to
possess the relevant region property RP(f ) if S1|M ′ = S2|M ′ implies f (S1) = f (S2), for all S1, S2 ∈ S.
Lemma 1. If M ′ and M ′′ are two subsets of M, each of which possesses RP(f ), then M ′ ∩M ′′ also possesses RP(f ).
Proof. Let S3, S4 ∈ S be such that S3|M∩M ′′ = S4|M ′∩M ′′; we need to show that f (S3) = f (S4). Let S5 be defined by S5(x) =
S3(x) for x ∈ M ′ and S5(x) = S4(x) for x /∈ M ′; here S5 ∈ S by Axiom 1. We have S5|M \ M ′ = S4|M \ M ′; since M ′′ ⊆ M ,
we have S5|M ′′ \ M ′ = S4|M ′′ \ M ′. Also, S5|M ′ = S3|M ′, and, since M ′ ∩ M ′′ ⊆ M ′, we have S5|M ′ ∩ M ′′ = S3|M ′ ∩ M ′′ =
S4|M ′ ∩ M ′′. Therefore S5|(M ′′ \ M ′) ∪ (M ′′ ∩ M ′) = S4|(M ′′ \ M ′) ∪ (M ′′ ∩ M ′). But (M ′′ \ M ′) ∪ (M ′′ ∩ M ′) = M ′′; so in
fact S5|M ′′ = S4|M ′′. Since M ′ possesses RP(f ), and S5|M ′ = S3|M ′, we have f (S5) = f (S3). Since M ′′ possesses RP(f ), and
S5|M ′′ = S4|M ′′, we have f (S5) = f (S4). Therefore f (S3) = f (S4). 
Corollary 1. The intersection of any finite number of subsets of M possesses RP(f ) if each of these subsets possesses RP(f ).
This follows immediately by applying Lemma 1 successively. 
Lemma 2. If M ′ possesses RP(f ), and M ′′ ⊇ M ′, then M ′′ possesses RP(f ).
Proof. For any two states S1, S2 ∈ S, let S1|M ′′ = S2|M ′′. Since M ′′ ⊇ M ′, we clearly have S1|M ′ = S2|M ′. By Definition 7,
f (S1) = f (S2). But then, by the same definition,M ′′ possesses RP(f ). 
Lemma 3. RR(f ) = {x ∈ M : M \ {x} does not possess RP(f )}.
Proof. M \ {x} does not possess RP(f ) if and only if there exist two states S1, S2 ∈ S with S1|M \ {x} = S2|M \ {x} (that is,
S1(z) = S2(z) for all z 6= x) and f (S1) 6= f (S2); and this is true if and only if x ∈ RR(f ). 
The following theorem now resembles the first part of Theorem 3.1 of [3] (and the two proofs are also similar).
Theorem 4. Let (M, B, S, I) be a computer, let T be a set, and let f : S→ T be a C-expression. For any S1, S2 ∈ S, if S1|RR(f ) =
S2|RR(f ), then f (S1) = f (S2).
Proof. Take the intersection M1 of all subsets of M which possess RP(f ); we first show that M1 = RR(f ). By Lemma 3, we
need only show that, for each x ∈ M , M \ {x} possesses RP(f ) if and only if x /∈ M1. But if M \ {x} possesses RP(f ), then
M \ {x} is one of the subsets whose intersection is M1, so that M1 ⊆ M \ {x} and x /∈ M1. Conversely, if x /∈ M1, then there
exists some setM2 possessing RP(f ) to which x does not belong; and ifM2 possesses RP(f ), then sinceM \ {x} ⊇ M2,M \ {x}
possesses RP(f ) by Lemma 2.
Now let S1, S2 ∈ S be such that S1|RR(f ) = S2|RR(f ) (that is, S1|M1 = S2|M1). By Axiom 2, {x ∈ M : S1(x) 6= S2(x)}
is a finite set M3 = {x1, . . . , xn}. Since S1|M1 = S2|M1, we have M1 ∩ M3 = ∅; therefore, each xi /∈ M1 = RR(f ), so that
M \ {xi} possesses RP(f ) by Lemma 3. However,M \M3, being the intersection of all the n setsM \ {xi}, also possesses RP(f )
by Corollary 1. Since S1|M \M3 = S2|M \M3, we therefore have f (S1) = f (S2) by Definition 7. 
4. Partially defined instructions
We now commence the main subject of our investigation.
4.1. Guards
It often happens that a computer instruction I is not everywhere defined (see Examples 4 through 8 below). In such a
case, we will always assume that there is a Boolean C-expression f , such that I(S) is, in fact, defined if f (S) = true. There is a
similarity between this situation and Dijkstra’s guarded commands [1]; although Dijkstra uses these for a different purpose,
we will continue to refer to f as the guard Ig of I . In a similar way, a C-expression, or any other domain operation, which is
not everywhere defined may have a guard.
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Definition 8. Let the domain operation I : S1 → S2 be defined only on some subset S′1 of S1. A guard of I is a Boolean
C-expression on S1, denoted by Ig , such that S ∈ S′1 whenever Ig(S) = true. If Ig(S) ≡ true for all S ∈ S1, we sometimes say
that I has no guard.
We shall often continue to write I : S1 → S2, rather than I : S′1 → S2, in this situation. This explains why we do not
need separate definitions of computers, generalizing Definitions 1.1 and 3.1 of [3] to the case where some I ∈ I might be
not everywhere defined; we can still write I : S→ S even in that case, so that the given definitions remain applicable. We
do not require, here, that S ∈ S′1 if and only if Ig(S) = true, for reasons which are explained in Section 4.3.
Guards, in the sense of Definition 8 above, are very common in practice.
Example 4. Consider the unsigned integer expression A + B, with its corresponding C-expression f : S → I given by
f (S) = S(A) + S(B). In the ideal case, in which I is the set of all integers, this is always defined. In the actual case, it isn’t,
because A + B might overflow. Of course, we could always define f (S) to be (S(A) + S(B)) mod 2d, where I consists of all
the integers from 0 through 2d − 1; and then f would always be defined. This, however, is only indicated if we are using
the results of overflow (as, for example, in multiple-precision addition). Most of the time, we want to define f (S) simply as
S(A)+ S(B); and then its guard is given by f g(S) = true if S(A)+ S(B) < 2d, and f g(S) = false otherwise.
Example 5. Let I be an instruction which sets C equal to A + B, such as C := A+B (Pascal, Ada) or C = A+B; (C, Java).
Again, in the ideal case, this is always defined, while, in the actual case, it is not. The guard of I , in the actual case, may be
taken to be the same as the guard of f in Example 4, that is, Ig(S) = true if and only if S(A) + S(B) < 2d. It is not difficult
to extend this to the more common case of signed twos’ complement integer addition; there, Ig(S) = true if and only if
−2d−1 ≤ S(A)+ S(B) ≤ 2d−1 − 1.
Example 6. Even in the ideal case, instructions and C-expressions might not be everywhere defined. Thus the integer
expression A/B, or the integer instruction which sets C equal to A/B, is undefined when B = 0; and the guard, in both
cases, is given by g(S) = true if S(B) 6= 0, and g(S) = false otherwise.
Example 7. Subscript range conditions give rise to guards. Suppose that the array t is defined only from t[0] through t[99],
by t: array [0..99] of integer (Pascal) or by int t[100] (C). Then the integer expression t[k], or the instruction which
sets r equal to t[k], is undefined unless k is in range; and its guard is given by g(S) = true if and only if 0 ≤ S(k) ≤ 99.
Example 8. Sometimes we might wish to regard an instruction as not always defined, even when it actually is always
defined. Consider the universal instruction I of a computer, as mentioned at the end of Section 11 of [3]; that is, the
instruction which executes whatever instruction the program counter L points to (the ‘‘single-step’’ instruction). It should
be clear that the input and output regions of I are the entire memoryM , making I unwieldy. However, suppose we define I
only when L has a specific valuem ∈ M and when S(m) (the instruction pointed to) also has a specific value. The input and
output regions of this restricted I are often of reasonable size. This example can be extended to the case in which S(m) is an
indexed instruction, referencing an array t with a subscript in an index register X . In that case, we can restrict S(X) to be in
range, so that the input or the output region includes t , uncomplicated by array out-of-bounds considerations.




2 , are the same, it is necessary, of course, to show that
Ig1 = Ig2 , but then it is necessary only to show that I1(S) = I2(S)whenever Ig1 (S) = Ig2 (S) = true. This will be used in the proof
of Theorem 15.
4.2. Partial and incomplete functions
So far we have carefully avoided referring to partially defined functions as partial functions. The reason is that the term
‘‘partial function’’ has two meanings in mathematics, both of which we shall need; and for this purpose we introduce
different notations for the two notions, referring to partial functions in one case, and incomplete functions in the other.
In mathematical logic, a partial function f is assumed to be defined recursively; that is, f (x) is defined in terms of f (y)
for various y 6= x. For any specific value of x, we may now consider the recursive expansion of f (x). In the first stage of this
expansion, f (x) is rewritten in terms of the f (y). In the second stage, each of the f (y) is rewritten in terms of further f (y); in
the third stage, each of these is similarly rewritten, and so on. Such a recursive expansion is said to terminate if there exists n
such that, at the nth stage of the expansion, nomore f (y) remain. The following definition, then, is common inmathematical
logic.
Definition 9. If the recursive expansion of f (x) terminates for every value of x, then we refer to f as a total function;
otherwise f is a partial function.
In the rest ofmathematics, other thanmathematical logic, it is common to refer to a function as partial if it is undefined for
any reason, not just the specific reasonmentioned in Definition 9. In complex analysis, for example, the function f : Z→ Z
defined by f (z) = 1/z is considered to be a partial function, since it is undefined for z = 0. The same would hold if Zwere
replaced, here, by the real numbers, or the rationals. Since we need both definitions of a partial function, we shall refer to a
function such as f (z) = 1/z as an incomplete function.
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Definition 10. An incomplete function is a function f : X → Y which, for whatever reason, is not defined on all of X . If f
is defined on all of X , then f is a complete function.
As an example, the function f (z) = 1/z will be referred to as incomplete, but not partial. Indeed, in mathematical logic,
such a function f : X → Y is conventionally ‘‘forced to be total’’ by introducing the special word undefined (or the like),
not contained in Y , and redefining f as a function f : X → (Y ∪ {undefined}), where f (x) = undefined whenever the
original f (x)was not defined. In this way, all ‘‘normally’’ partial functions become total, and the concept of partial function
is reserved for the situation of Definition 9.
This approach is necessary in order to prove the classical undecidability results concerning partial functions in
mathematical logic. However, if a computer instruction I : S→ S is defined only on some subset S′ of S, then redefining I
such that I(S) = undefined for S /∈ S′ would make Definition 1 meaningless, since I(S)(x) would not then be defined for
such a state S. One could attempt to define I(S)more generally in this case, as I(S) = S ′ where S ′(z) = undefined for each
z ∈ M . This, however, does not correspond to the purpose of defining output regions in [3] as parts of M into which data
is placed by I . If S is any state for which S(z) 6= undefined for all z ∈ M , but I(S) is not defined, then this could be used in
Definition 1(a), in showing that every x ∈ M is in OR(I).
4.3. Full guards
In Definition 8, we require that S ∈ S′1 whenever Ig(S) = true. The converse of this applies to certain guards, but not
others, so that I(S) is defined if and only if its guard is true. In particular, the guards in Examples 4 through 7 above are all of
this kind. We refer to such guards as ‘‘full guards’’, but we make little use of this property of being full, for three reasons:
1. Sometimes the conditions under which an instruction I is defined are not known, particularly when it calls a function f
whichmight ormight not loop endlessly. Indeed, one of the classical undecidability results (see, for example, [2]) implies
that there is no way, in general, to tell whether it loops endlessly, and therefore whether I , which calls it, is defined.
However, suppose we have determined, by testing, that f actually returns for every input in a certain range R. Suppose
now that we wish to test f further, just over the range R, to find patterns which might indicate why it always terminates,
if indeed it does (as we suspect). Our guard is now that the input is in the range R; and this satisfies Definition 8, since
we know that f returns whenever the input is in that range.
2. Even when the conditions under which I is defined are known, they are sometimes too unwieldy to be used directly.
Consider an assignment statement A involving a long arithmetic expression E, containing several operators. The guard
of Amust imply that overflow never occurs while E is being evaluated; however, proving this involves the consideration
of several intermediate results. It might easily not be clear, in considering specific inputs, whether overflow actually
does occur. Rather than requiring separate proofs of this for every possible set of inputs, it is sometimes more useful to
designate a range, for each input, of values which it assumes in practice, and then to prove that overflow never occurs
if the inputs are all in their designated ranges. Of course, if one input is out of its range, we might still get no overflow;
but this presumably does not matter, unless at some later time the scope of the problem changes and the ranges are
therefore expanded.
3. Consideration of guards is needed in proving a program correct. Whenever an instruction is executed, it is required to
prove that it is defined; and this can be done by proving that its guard is true. However, the converse is never needed
here. Indeed, we can often prove a program correct under conditions which are more restrictive than necessary, as in
cases 1 and 2 above.
4.4. Guards do not themselves have guards
We will assume that a guard is always defined, because of how it is used. If f g is the guard of f , then f is defined if f g is
true. Whether f g is false, or whether it is undefined, does not matter; so we may as well assume that f g is false whenever it
would seem to be undefined. Under certain circumstances, a guard can be formulated in such a way that it appears to have
a guard of its own, which may itself have a guard, and so on. However, if all of these are full guards, the actual guard may
be formulated by using the && operator in C, which we now define. (The operators & and && in C correspond, roughly, to the
operators AND and AND THEN in Ada.) Let g(x) = f1(x) & f2(x), and let h(x) = f1(x) && f2(x); here g(x) = h(x) under any of the
following conditions:
– If f1(x) = true (here g(x) = h(x) = f2(x)).
– If f1(x) is undefined (here g(x) and h(x) are both undefined).
– If f1(x) = false, and f2(x) is either true or false (here g(x) and h(x) are both false).
The only condition under which g(x) and h(x) are not the same is when f1(x) = false and f2(x) is undefined. In this case g(x)
is undefined, but h(x) = false.
The notations & and && originally arose from considering two ways to evaluate (f1 and f2). If && is used, once f1(x) has
been evaluated and is false, there is ‘‘no further need to evaluate f2(x)’’ (and the result is false, regardless); if & is used, f1 and
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f2 must always both be evaluated. Note that & is commutative, while && is not; if k(x) = f2(x) && f1(x), then, if f1(x) = false
and f2(x) is undefined, k(x)will be undefined (while h(x) is false, as we have seen).
Now consider the C-expression f associated with the expression 2.0/(X/(Y/Z + 3.0) − 4.0). This appears to have the
guard f g = (X/(Y/Z + 3.0)− 4.0 6= 0); and this in turn has the apparent guard (f g)g = (Y/Z + 3.0 6= 0), which itself has
the apparent guard ((f g)g)g = (Z 6= 0). The actual guard is now formulated by using the && operator, defined above, on all
these guards, taken in reverse order. In this case, the actual guard of f is of the form ((f g)g)g && (f g)g && f g .
This may be justified as follows. Suppose that f is not complete, but has the full guard f g , which is complete; and let h =
f g && f . Since f g is complete, its value is either true or false (that is, it is never undefined). By the above definition of &&, if f g is
false, then h is false (and therefore not undefined). By the definition of f g , if f g is true, then f is defined, and therefore, again,
not undefined. Therefore h is never undefined, and is therefore complete. Whenever f is true, it is defined, and therefore f g
is true (since it is a full guard), so that h is true; whenever f is either false or undefined, h is false. If f g had not been complete,
we could apply the same logic to it, replacing it by a complete Boolean C-expression which is true whenever f g is true, and
falsewhenever f g is either false or undefined. This may be carried to as many levels as necessary.
Note that the above construction works only for full guards. As an extreme example, any function f can be vacuously
taken to have the guard f g(S) ≡ false; but then f g && f is also always false, and hence normally not equivalent to f .
5. A notation for simple instructions and expressions
In Sections 6 and 7, wewill be using some simple examples of instructions with their input, output, and relevant regions.
We introduce some notation for these (including a distinctive type style, like this), together with theorems telling us what
these regions are, in simple cases.
5.1. Variables and constants
Definition 11. Let (M, S, I) be a computer, where Bz , as usual, is the set of allowable values of z, for any z ∈ M . Then:
(a) If k ∈ Bz , for any z ∈ M , then k is the C-expression f : S→ {k} such that f (S) = k for all S ∈ S.
(b) If v ∈ M , then v is the C-expression f : S→ Bv such that f (S) = S(v) for all S ∈ S.
(c) The C-expressions f : S→ {true, false} with f (S) ≡ true and f (S) ≡ false are denoted by true and false respectively.
Theorem 5. Using the notation of Definitions 5 and 11:
(a) RR(k) = ∅ and RR(v) ⊆ {v}.
(b) If Bv has at least two elements, then RR(v) = {v}.
(c) RR(true) = ∅ and RR(false)= ∅.
(d) If RR(Ig) = ∅, then either Ig = true or Ig = false.
Proof. (a) If f = k, then, for any two states S1, S2 ∈ Swhatsoever, we have f (S1) = k = f (S2); so we cannot have z ∈ RR(k)
for any z ∈ M , by Definition 5, and RR(k) = ∅. Now let f = v, and let w (∈ M) 6= v. For any two states S1, S2 ∈ S such
that S1(z) = S2(z) for all z (∈ M) 6= w, we have f (S1) = S1(v) = S2(v) = f (S2); therefore w /∈ RR(f ), by Definition 5,
and RR(v)⊆ {v}.
(b) By part (a) above, it suffices to show that v ∈ RR(f ), where f = v. Let S1 ∈ S, and let Bv have at least two elements, one
of which is S1(v); and let us call the other onew. Let S2 be defined by S2(v) = w and S2(z) = S1(z) for all z (∈ M) 6= v;
here S2 ∈ S by Axiom 1. We now have f (S1) = S1(v) 6= w = S2(v) = f (S2), so that v ∈ RR(f ) by Definition 5.
(c) Let f = true, so that f (S) ≡ true. For any two states S1, S2 ∈ S whatsoever, we have f (S1) = true = f (S2), so z /∈ RR(f )
for any z ∈ M , by Definition 5; thus RR(f ) = ∅. Similarly, RR(f ) = ∅when f = false.
(d) If Ig 6= true, there exists S ∈ S such that Ig(S) = false. If Ig 6= false, there exists S ′ ∈ S such that Ig(S ′) = true. We show
that, under these conditions, RR(Ig) 6= ∅. Let M ′ = {x ∈ M : S(x) 6= S ′(x)}; by Axiom 2, M ′ is a finite set {x1, . . . , xn}.
For 0 ≤ k ≤ n let Sk be defined by Sk(z) = S ′(z) for z ∈ {x1, . . . , xk} and Sk(z) = S(z) otherwise. Clearly S0 = S and
Sn = S ′. Let j be the smallest integer such that Ig(Sj) = true. Clearly j exists, since Ig(Sn) = Ig(S ′) = true; and j > 0,
since Ig(S0) = Ig(S) = false. By the definition of j, we have Ig(Sj−1) = false; also, Sj−1(z) = Sj(z) for all z (∈ M) 6= xj. By
Definition 5, therefore, xj ∈ RR(Ig). 
5.2. Relations
Another source of examples involves any of the usual six relations, as used in comparing integer variables and constant
integers, which we now define.
Definition 12. An integer variable of a computer (M, S, I) is an element z ∈ M such that Bz is some set of integers,
containing at least 0 and 1. A constant integer is an element k ∈ Bz , for some such Bz . The six relations on integers are
=, 6=,<,>,≤, and≥. In this context:
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(a) If x is an integer variable, k is a constant integer, and R is one of the six relations, then x R k is the C-expression f : S→
{true, false} with f (S) = truewhen S(x) R k and f (S) = false otherwise.
(b) If x and y are integer variables and R is one of the six relations, then x R y is the C-expression f : S→ {true, false} with
f (S) = truewhen S(x) R S(y) and f (S) = false otherwise.
Theorem 6. Using the notation of Definition 12:
(a) If R is= or 6=, and k ∈ Bx, then RR(x R k) = {x}.
(b) If x 6= y, then RR(x R y)= {x, y}.
Proof. (a) Let f be x R k, where k ∈ Bx. By hypothesis, Bx contains 0 and 1; and one of these (call itw) must be unequal to k.
Now let S1, S2 ∈ S be such that S1(x) = k (this is allowed since k ∈ Bx by hypothesis); S2(x) = w (this is allowed since
w is either 0 or 1, both of which are in Bx, since x is an integer variable); and S1(z) = S2(z) for all z (∈ M) 6= x. If R is=,
then f (S1) = true and f (S2) = false, so that f (S1) 6= f (S2); if R is 6=, then f (S1) = false and f (S2) = true, so that again
f (S1) 6= f (S2). Therefore, in either case, x ∈ RR(f ) by Definition 5. If y (∈ M) 6= x and S1(z) = S2(z) for all z (∈ M) 6= y,
then, in particular, S1(x) = S2(x), so that f (S1) = (S1(x) R k) = (S2(x) R k) = f (S2). Thus y /∈ RR(f ) by Definition 5, and
RR(f ) = {x}.
(b) Let f be x R y, and let a and b be integers, either 0 or 1, such that (a R a) and (a R b) have different truth values. Specifically:
– If R is=, then a is 0 and b is 1.
– If R is 6=, then a is 0 and b is 1.
– If R is<, then a is 0 and b is 1.
– If R is>, then a is 1 and b is 0.
– If R is≤, then a is 1 and b is 0.
– If R is≥, then a is 0 and b is 1.
Now, depending on what R is, let S1(y) = a, let S2(y) = b, and let S1(z) = S2(z) for all z (∈ M) 6= y; in particular, let
S1(x) = S2(x) = a (this is allowed, since x 6= y). Then f (S1) = (a R a) and f (S2) = (a R b), and these have different truth
values; that is, f (S1) 6= f (S2), so that y ∈ RR(f ) by Definition 5. By symmetry, we also have x ∈ RR(f ). If w (∈ M) 6= x
and w 6= y, and S1(z) = S2(z) for all z (∈ M) 6= w, then, in particular, S1(x) = S2(x) and S1(y) = S2(y), so that f (S1) =
(S1(x) R S1(y)) = (S2(x) R S2(y)) = f (S2). Thusw /∈ RR(f ) by Definition 5, and RR(f ) = {x, y}. 
The exceptions above are usually necessary; thus (using Theorem 5(c)):
– We assume that Bz contains at least 0 and 1, for every z ∈ M; without this restriction, we might have, for example,
Bx ∩ By = ∅, so that x= y is false and RR(x= y)= ∅.
– If R is< and Bx contains only nonnegative integers, then x< 0 is false, and RR(x< 0)= ∅. Similar problems arise with>,
≤, and≥.
– If k /∈ Bx, then x = k is false and x 6= k is true (since we can never have S(x) = k), so that RR(x = k) = ∅ and RR(x 6= k)
= ∅.
– If x = y, then x= y is true, and RR(x= y)= ∅. Similar problems arise with the other relations.
5.3. Simple assignments
Still another source of examples involves assignments constructed from a variable v and a C-expression f : S→ Bv . By a
simple assignment we mean one whose left side is a simple variable v (that is, not subscripted, not a pointer, etc.), and one
which involves no conversion from one type-set to another.
Definition 13. If v ∈ M , and if f : S → Bv is a C-expression, then v← f is the instruction I such that I(S) = S ′ where
S ′(v) = f (S) and S ′(z) = S(z) for all z (∈ M) 6= v. In particular, using the notation of Definition 12:
(a) If x is an integer variable and k ∈ Bx is a constant integer, then x← k is the instruction I such that I(S) = S ′ where
S ′(x) = k and S ′(z) = S(z) for all z (∈ M) 6= x.
(b) Two variables x and y are said to be compatible if Bx = By. If x and y are compatible integer variables, then y← x is the
instruction I such that I(S) = S ′ where S ′(y) = S(x) and S ′(z) = S(z) for all z (∈ M) 6= y.
In x← k, k is a function f : S→ Bx, by Definition 13, and also a function f : S→ {k}, by Definition 11(a), which is why we
require that k ∈ Bx. In y← x, x is a function f : S→ By, by Definition 13, and also a function f : S→ Bx, by Definition 11(b).
Requiring x and y to be compatible assures us that Bx = By.
Intuitively, the output region of an assignment should consist of just its left-side variable, and its input region should
be the relevant region of its right side. However, there is the special case I = v← v, in which I is actually the identity
instruction, and OR(I) = IR(I) = ∅ by Theorem 2. Interestingly, this is the only exception to the general rule.
Theorem 7. If I is v← f, as in Definition 13, then:
(a) OR(I) ⊆ {v} and IR(I) ⊆ RR(f ).
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(b) If f 6= v, then OR(I) = {v} and IR(I) = RR(f ).
Proof. (a) If z 6= v, then I(S)(z) = S(z) byDefinition 13; so z /∈OR(I) byDefinition 1(a), andOR(I) ⊆ {v}. Now let x /∈RR(f ),
so that, if S1 and S2 ∈ S are such that S1(z) = S2(z) for all z (∈ M) 6= x, we have f (S1) = f (S2) by Definition 5. If we had
x ∈ IR(I), then, for some such S1 and S2, there would have to be y ∈ OR(I) with I(S1)(y) 6= I(S2)(y), by Definition 1(b).
Since OR(I) ⊆ {v}, y would have to be v; but then I(S1)(y) = I(S1)(v) = f (S1) = f (S2) = I(S2)(v) = I(S2)(y), a
contradiction. Hence x /∈ IR(I), and IR(I) ⊆ RR(f ).
(b) By part (a) above, it suffices to show that v ∈ OR(I) and that RR(f ) ⊆ IR(I). Suppose that v /∈ OR(I); then, for all S ∈ S,
we have S(v) = I(S)(v) (by Definition 1(a)) = f (S) (by Definition 13), and hence, by Definition 11(b), we have f =
v, contrary to hypothesis. Therefore v ∈ OR(I). Now let x ∈ RR(f ); then, by Definition 5, there exist two states S1 and
S2 ∈ S such that S1(z) = S2(z) for all z (∈ M) 6= x, but f (S1) 6= f (S2). Hence I(S1)(v) = f (S1) 6= f (S2) = I(S2)(v); and,
since v ∈ OR(I), we have x ∈ IR(I) by Definition 1(b), so that RR(f ) ⊆ IR(I). 
Corollary 2. (a) OR(x← k) = {x} and IR(x← k) = ∅.
(b) If x 6= y, then OR(y← x) = {y} and IR(y← x) = {x}.
Proof. (a) This follows from Theorem 7(b) and Theorem 5(a).
(b) This follows from Theorem 7(b) and Theorem 5(b) (since y is an integer variable, by Definition 13(b), and By therefore
has at least two elements, namely 0 and 1, by Definition 12). 
5.4. Conditionally executed instructions
Still another source of examples involves instructions which are executed only if some condition is true. (Such an
instruction has no guard; it is always defined.)
Definition 14. If I : S → S is an instruction and f : S → {true, false} is a C-expression, then f ? I is the instruction I ′ such
that I ′(S) = I(S) if f (S) = true and I ′(S) = S if f (S) = false, for all S ∈ S.
The input regions of conditionally executed instructions may seem surprising. Let a, b, and c be compatible integer
variables, and let I ′ = f ? I where f is a = 0 and I is b← c. Here RR(f ) = {a} by Theorem 6(a); IR(I) = {c} and OR(I) =
{b} by Corollary 2(b); and these three regions are mutually disjoint. Yet b, which is in OR(I) but not in IR(I), is actually in
IR(I ′). To show this, let S1(b) = 0, S2(b) = 1, and S1(z) = S2(z) for all z (∈ M) 6= b; and, in particular, S1(a) = 1 and
S2(a) = 1, so that f (S1) = f (S2) = false by Definition 12(a). Then there does exist y ∈ OR(I ′), namely y = b itself, such that
I ′(S1)(y) = I ′(S1)(b) = S1(b) 6= S2(b) = I ′(S2)(b) = I ′(S2)(y)! This example becomes clearer if we rewrite I ′ in Java or C as
b = (a == 0)?c:b; here b is clearly part of the right side of the assignment, and hence more believably part of the input
region of I ′. Moreover, this example illustrates a general principle, which may be seen in part (d) of the following theorem.
Theorem 8. Using the notation of Definition 14, if I ′ = f ? I, we have:
(a) OR(I ′) ⊆ OR(I).
(b) IR(I ′) ⊆ RR(f ) ∪ IR(I) ∪ OR(I).
(c) If OR(I) ∩ RR(f ) = ∅, IR(I) ∩ RR(f ) = ∅, and f 6= false, then OR(I ′) = OR(I).
(d) If OR(I) ∩ RR(f ) = ∅, IR(I) ∩ RR(f ) = ∅, OR(I) 6= ∅, and RR(f ) 6= ∅, then IR(I ′) = RR(f ) ∪ IR(I) ∪ OR(I).
Proof. (a) Let x ∈ OR(I ′); then, by Definition 1(a), there exists S ∈ S such that S(x) 6= I ′(S)(x). We cannot have f (S) = false,
since then I ′(S) = S; hence f (S) = true and I ′(S) = I(S). Therefore S(x) 6= I ′(S)(x) = I(S)(x), and thus x ∈ OR(I) by
Definition 1(a); hence OR(I ′) ⊆ OR(I).
(b) Let x ∈ IR(I ′); then, by Definition 1(b), there exist S1 and S2 ∈ S and y ∈ OR(I ′) ⊆ OR(I) such that S1(z) = S2(z) for all
z (∈ M) 6= x, but I ′(S1)(y) 6= I ′(S2)(y). Now suppose that x /∈ RR(f ), so that f (S1) = f (S2) by Definition 5. If f (S1) =
f (S2) = true, then I(S1)(y) = I ′(S1)(y) 6= I ′(S2)(y) = I(S2)(y), so that x ∈ IR(I) by Definition 1(b). If f (S1) = f (S2) =
false and y 6= x, so that S1(y) = S2(y), we would have I ′(S1)(y) = S1(y) = S2(y) = I ′(S2)(y), a contradiction. Hence
y = x, and x ∈ OR(I). We have thus shown that, if x ∈ IR(I ′) but x /∈ RR(f ), then either x ∈ IR(I) or x ∈ OR(I); thus
IR(I ′) ⊆ RR(f ) ∪ IR(I) ∪ OR(I).
(c) By part (a) above, it suffices to show that OR(I) ⊆OR(I ′). Let x ∈OR(I), so that, by Definition 1(a), there exists S1 ∈ S such
that S1(x) 6= I(S1)(x). Also, since f 6= false, there exists S ′ ∈ S such that f (S ′) = true. Let S2 be defined by S2(z) = S ′(z)
for z ∈ RR(f ) and S2(z) = S1(z) for z /∈ RR(f ); here S2 ∈ S by Axiom 1. Since S2|RR(f ) = S ′|RR(f ), we have f (S2) =
f (S ′) (by Theorem 4) = true, and hence I ′(S2) = I(S2). Since x ∈ OR(I) and OR(I) ∩ RR(f ) = ∅, we have x /∈ RR(f ), and
therefore S2(x) = S1(x). Since IR(I) ∩ RR(f ) = ∅, we have S2|IR(I) = S1|IR(I), and therefore I(S2)|OR(I) = I(S1)|OR(I)
by Theorem 1. Since x ∈ OR(I), we have I(S1)(x) = I(S2)(x). Therefore S2(x) = S1(x) 6= I(S1)(x) = I(S2)(x) = I ′(S2)(x),
and hence x ∈ OR(I ′) by Definition 1(a); thus OR(I) ⊆ OR(I ′).
(d) By part (b) above, it suffices to show that, if x ∈ RR(f ), or if x ∈ IR(I), or if x ∈ OR(I), then x ∈ IR(I ′). There are, therefore,
three cases:
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(i) Let x ∈ RR(f ), so that, by Definition 5, there exist S1 and S2 ∈ S such that S1(z) = S2(z) for all z (∈ M) 6= x,
but f (S1) 6= f (S2). Since f (S1) and f (S2) are Boolean and unequal, one of them (say f (S1)) is true, while f (S2)
is false. Since OR(I) 6= ∅, there exists an element y ∈ OR(I), and, by Definition 1(a), a state S ′ ∈ S such that
S ′(y) 6= I(S ′)(y). Let S3 and S4 be defined by S3(z) = S1(z) for z ∈ RR(f ) (and hence, by Theorem 4, f (S3) =
f (S1) = true); S3(z) = S ′(z) for z /∈ RR(f ); S4(z) = S2(z) for z ∈ RR(f ) (and hence, by Theorem 4, f (S4) =
f (S2) = false); and S4(z) = S ′(z) for z /∈ RR(f ). Here S3 and S4 ∈ S by Axiom 1. If z /∈ RR(f ), then S3(z) =
S ′(z) = S4(z); if z ∈ RR(f ) but z 6= x, then S3(z) = S1(z) = S2(z) = S4(z). Hence, for all z (∈ M) 6= x, we
have S3(z) = S4(z). Since f (S3) = true, we have I ′(S3) = I(S3); since f (S4) = false, we have I ′(S4) = S4. Since
IR(I) ∩ RR(f ) = ∅, we have S3|IR(I) = S ′|IR(I), and therefore I(S3)|OR(I) = I(S ′)|OR(I) by Theorem 1. Since
y ∈ OR(I), we thus have I(S3)(y) = I(S ′)(y). Since y ∈ OR(I) and OR(I) ∩ RR(f ) = ∅, we have y /∈ RR(f ),
so S3(y) = S ′(y). Since x ∈ RR(f ), we have y 6= x, so that S3(y) = S4(y). Hence I ′(S3)(y) = I(S3)(y) =
I(S ′)(y) 6= S ′(y) = S3(y) = S4(y) = I ′(S4)(y), so that x ∈ IR(I ′) by Definition 1(b).
(ii) Let x ∈ IR(I), so that, by Definition 1(b), there exist S1 and S2 ∈ S and y ∈ OR(I) such that S1(z) = S2(z) for
all z (∈ M) 6= x, but I(S1)(y) 6= I(S2)(y). Also, there exists S ′ ∈ S such that f (S ′) = true (since otherwise
f = false, and we would have RR(f ) = ∅ by Theorem 5(c)). Let S3 and S4 be defined by S3(z) = S ′(z) for
z ∈ RR(f ); S3(z) = S1(z) for z /∈ RR(f ); S4(z) = S ′(z) for z ∈ RR(f ); and S4(z) = S2(z) for z /∈ RR(f ).
Here S3 and S4 ∈ S by Axiom 1. Since S3|RR(f ) = S4|RR(f ) = S ′|RR(f ), we have f (S3) = f (S4) = f (S ′) (by
Theorem 4) = true, and hence I ′(S3) = I(S3) and I ′(S4) = I(S4). As in part (i) above, we have S3(z) = S4(z) for
all z(∈ M) 6= x. Since IR(I) ∩ RR(f ) = ∅, we have S3|IR(I) = S1|IR(I) and S4|IR(I) = S2|IR(I), and therefore
S3(x) = S1(x) and S4(x) = S2(x) (since x ∈ IR(I)); also, I(S3)|OR(I) = I(S1)|OR(I) and I(S4)|OR(I) = I(S2)|OR(I)
by Theorem 1. Since y ∈ OR(I), we have I(S3)(y) = I(S1)(y) and I(S4)(y) = I(S2)(y). Therefore I ′(S3)(y) =
I(S3)(y) = I(S1)(y) 6= I(S2)(y) = I(S4)(y) = I ′(S4)(y), and hence x ∈ IR(I ′) by Definition 1(b).
(iii) Let x ∈ OR(I), so that, by Definition 1(a), there exists S1 ∈ S such that S1(x) 6= I(S1)(x). Let S2(x) =
I(S1)(x) ( 6= S1(x)) and let S2(z) = S1(z) for all z (∈ M) 6= x. Also, there exists S ′ ∈ S such that f (S ′) =
false (since otherwise f = true, and we would have RR(f ) = ∅ by Theorem 5(c)). Let S3 and S4 be defined by
S3(z) = S ′(z) for z ∈ RR(f ); S3(z) = S1(z) for z /∈ RR(f ); S4(z) = S ′(z) for z ∈ RR(f ); and S4(z) = S2(z) for
z /∈ RR(f ). Here S3 and S4 ∈ S by Axiom1. Since S3|RR(f ) = S4|RR(f ) = S ′|RR(f ), we have f (S3) = f (S4) = f (S ′)
(by Theorem 4) = false, and hence I ′(S3) = S3 and I ′(S4) = S4. As in part (i) above, we have S3(z) = S4(z) for all
z (∈ M) 6= x. Since x ∈ OR(I) and OR(I) ∩ RR(f ) = ∅, we have x /∈ RR(f ), and thus S3(x) = S1(x) and S4(x) =
S2(x). Thus I ′(S3)(x) = S3(x) = S1(x) 6= S2(x) = S4(x) = I ′(S4)(x), so that x ∈ IR(I ′) by Definition 1(b). 
The hypotheses of Theorem 8 are usually necessary; hence the conclusions might not follow if any of the following are
false:
– OR(I)∩ RR(f ) = ∅ (parts (c) and (d)). Let I be x← 0 and let f be x= 0; we have OR(I) = {x} by Corollary 2(a). If I ′(S) = S ′,
then if S(x) 6= 0, we have S ′ = S, while if S(x) = 0, we have S ′(x) = 0 = S(x) and S ′(z) = S(z) for all z (∈ M) 6= x, so
that again S ′ = S. Hence I ′ is the identity instruction, and IR(I ′) = OR(I ′) = ∅ by Theorem 2; so parts (c) and (d) are both
false.
– IR(I) ∩ RR(f ) = ∅ (parts (c) and (d)). Let I be x 6= y ? w← 0 and let f be x = y. By Corollary 2(a), we have OR(w←
0) = {w} and IR(w← 0) = ∅ , while RR(x 6= y) = {x, y} by Theorem 6(b). The hypotheses of Theorem 8(c) and (d) are
therefore satisfied in this case, so that OR(I) = {w} (by part (c)) and IR(I) = {w, x, y} (by part (d)). Also, RR(f ) = {x, y}
by Theorem 6(b), so that OR(I) ∩ RR(f ) = ∅ but IR(I) ∩ RR(f ) = {x, y} 6= ∅. If S(x) 6= S(y), we have I ′(S) = S, while if
S(x) = S(y), we have I ′(S) = I(S) = S. Hence I ′ is again the identity instruction, with IR(I ′) = OR(I ′) = ∅; so parts (c)
and (d) are again both false.
– f 6= false (part (c)). If f = false, then I ′ is the identity instruction, and OR(I ′) = ∅; but possibly OR(I) 6= ∅, so that
OR(I ′) 6= OR(I).
– RR(f ) 6= ∅ (part (d)). If RR(f ) = ∅, we have either f = true or f = false, by Theorem 5(d). If f = true, then I ′ = I , and
OR(I) is not necessarily included in IR(I ′) (= IR(I)). If f = false, then I ′ is the identity instruction, and IR(I ′) = ∅; but
possibly IR(I) 6= ∅, so that IR(I) is not necessarily included in IR(I ′).
– OR(I) 6= ∅ (part (d)). If OR(I) = ∅, then I and I ′ are both the identity instruction, and IR(I ′) =∅, but RR(f ) is not necessarily
∅.
5.5. The logical and
As our final source of examples, we consider the logical and.
Definition 15. If f and g are Boolean C-expressions (as in Definition 6), then f and g is the Boolean C-expression h such that
h(S) = (f (S) and g(S)) for all S ∈ S.
Theorem 9. Using the notation of Definitions 5 and 15, we have:
(a) RR(h) ⊆ RR(f ) ∪ RR(g).
(b) If RR(f ) ∩ RR(g) = ∅, f 6= false, and g 6= false, then RR(h) = RR(f ) ∪ RR(g).
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Proof. (a) Let x /∈ RR(f ) and let x /∈ RR(g). Then for any two states S1, S2 ∈ S such that S1(z) = S2(z) for all z (∈ M) 6= x,
we have f (S1) = f (S2) and g(S1) = g(S2) by Definition 5. Therefore h(S1) = (f (S1) and g(S1)) = (f (S2) and g(S2)) =
h(S2), so that x /∈ RR(h) by Definition 5, and RR(h) ⊆ RR(f ) ∪ RR(g).
(b) By part (a) above, it suffices to show that RR(f ) ∪ RR(g) ⊆ RR(h). Let x ∈ RR(f ), so that there exist two states S1, S2 ∈ S
such that S1(z) = S2(z) for all z (∈ M) 6= x, but f (S1) 6= f (S2). Since f (S1) and f (S2) are Boolean and unequal, one of
them (say f (S1)) must be true, while f (S2) is false. Since g 6= false, there exists a state S ′ such that g(S ′) = true. Let S3
and S4 be defined by S3(z) = S1(z) for z ∈ RR(f ) (so that, by Theorem 4, we have f (S3) = f (S1) = true); S3(z) = S ′(z)
for z /∈ RR(f ); S4(z) = S2(z) for z ∈ RR(f ) (so that, by Theorem 4, we have f (S4) = f (S2) = false); and S4(z) = S ′(z) for
z /∈ RR(f ). Here S3 and S4 ∈ S by Axiom 1. Since RR(f ) ∩ RR(g) = ∅, we have S3(z) = S4(z) = S ′(z) for all z ∈ RR(g),
so that g(S3) = g(S4) = g(S ′) (by Theorem 4) = true. If z /∈ RR(f ), then S3(z) = S ′(z) = S4(z); if z ∈ RR(f ) but z 6= x,
then S3(z) = S1(z) = S2(z) = S4(z). Hence S3(z) = S4(z) for all z (∈ M) 6= x. Also, h(S3) = (f (S3) and g(S3)) = (true
and true) = true, while h(S4) = (f (S4) and g(S4)) = (false and true) = false 6= h(S3). Hence x ∈ RR(h) by Definition 5, and
RR(f ) ⊆ RR(h); by symmetry, RR(g) ⊆ RR(h), so that RR(f ) ∪ RR(g) ⊆ RR(h). 
The hypotheses of Theorem 9(b) are usually necessary; hence the conclusions might not follow if any of the following
are false:
– RR(f )∩ RR(g) = ∅. Let g = (not f ) (that is, g(S) = (not f (S)) for all S ∈ S). Then h(S) = (f (S) and (not f (S))) = false for
all S ∈ S, so that h = false and RR(h) = ∅ by Theorem 5(c), even if RR(f ) 6= ∅.
– f 6= false. If f = false, then h(S) = (false and g(S)) = false for all S ∈ S, so that h = false and RR(h) = ∅, even if RR(g) 6= ∅.
– g 6= false. If g = false, then h(S) = (f (S) and false)= false for all S ∈ S, so that h = false and RR(h) = ∅, even if RR(f ) 6= ∅.
6. Conditional input and output regions
Suppose now that we have a partially defined instruction I , with a guard Ig as in Definition 8; that is, I(S) is defined
whenever Ig(S) is true. We now ask whether there is a notion of input and output region for I , given its guard Ig . Because I
might actually be always defined, as in Example 8, so that IR(I) and OR(I) are defined, we refer to these new notions as the
conditional input region CIR(I, Ig) and the conditional output region COR(I, Ig). Note the explicit dependence on Ig here; the
same instruction (as in Example 8) might have different conditional regions for different guards.
In order for x to be in COR(I, Ig), by analogy with Definition 1(a), there must be some state S for which S(x) 6= I(S)(x).
This assumes, therefore, that I(S)(x) is defined; and this will hold if Ig(S) is true.
Definition 16. Let (M, B, S, I) be a computer; let I : S→ S be defined on some subset of S; and let Ig : S→ {true, false} be a
Boolean C-expression, such that I(S) is defined whenever Ig(S) = true. Then the conditional output region COR(I, Ig) ⊆ M
is defined as COR(I, Ig) = {x ∈ M: there exists S ∈ S such that Ig(S) = true and S(x) 6= I(S)(x)}.
Lemma 4. Using the notation of Definitions 1 and 16:
(a) If I(S) is defined for all S ∈ S, then COR(I, Ig) ⊆ OR(I).
(b) COR(I , true) = OR(I).
(c) COR(I , false)= ∅.
Proof. (a) This follows directly from Definition 1(a) and 16.
(b) This follows directly from Definition 1(a) and 16.
(c) If x ∈ COR(I , false), then, by Definition 16, there exists S ∈ S such that Ig(S) = true and S(x) 6= I(S)(x). But that cannot
be, since Ig(S) is always false; so x /∈ COR(I , false), and COR(I , false)= ∅. 
6.1. Some improper input region definitions
The definition of COR(I, Ig), then, is straightforward; but that of the conditional input region, CIR(I, Ig), is harder. By
analogy with Definition 16, we would like to require S1 and S2, as in Definition 1(b), to be such that I(S1)(y) 6= I(S2)(y). This
would require that I(S1) and I(S2) both be defined, which would follow from Ig(S1) = Ig(S2) = true. Unfortunately, that
causes an unpleasant surprise, as we now show.
Example 9. Suppose we were to define our conditional input region as {x ∈ M: there exist S1 and S2 ∈ S and y ∈ COR(I, Ig)
such that Ig(S1) = Ig(S2) = true and S1(z) = S2(z) for all z 6= x, but I(S1)(y) 6= I(S2)(y)}. Now let I be u← v and let Ig be v
= w. Here I clearly takes its data from v (or, equivalently, from w) and places it in u. In particular, let S(v) = S(w) (so that
Ig(S) = true, and I(S) is defined) and S(v) 6= S(u); then I(S)(u) = S(v) 6= S(u), so that u ∈ COR(I, Ig) by Definition 16.
However, we now show that this proposed conditional input region would not include v. In fact, suppose the contrary;
then there exist S1 and S2 ∈ S and y ∈ COR(I, Ig) such that Ig(S1) = Ig(S2) = true and S1(z) = S2(z) for all z 6= v, but
I(S1)(y) 6= I(S2)(y). In particular, S1(w) = S2(w); and here ymust be u, since COR(I, Ig) ⊆ OR(I) (by Lemma 4(a))⊆ {u} (by
Theorem 7(a)). Since Ig(S1) = Ig(S2) = true, we have S1(v) = S1(w) = S2(w) = S2(v), by the definition of Ig in this case.
But since S1(z) = S2(z) for all z 6= v, we have, in fact, S1 = S2; so we cannot have I(S1)(u) 6= I(S2)(u).
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Because of Example 9, one might consider defining the conditional input region of I to be the ordinary input region of
Ig ? I (see Definition 14). Unfortunately, this causes another unpleasant surprise. To see the problem this time, we need to
look at Theorem 5.1 of [3], which is concerned with the composition J of two instructions I1 and I2; such a composition is
producedwhen I1 and I2 are executed in sequence. First we define, in a natural way, the composition of two partially defined
instructions with guards.
Definition 17. Let I1 : S → S and I2 : S → S have the respective guards Ig1 and Ig2 , as in Definition 8. Let J : S → S be
such that J(S) = I2(I1(S)), and let Jg be defined by Jg(S) = Ig1 (S) && Ig2 (I1(S)), where && is as defined in Section 4.4 above.








1 ) ◦ (I2, Ig2 ); if I1 and I2 have no guards, we write J = I1 ◦ I2.
Note that, if h = f ◦ g , then h(S) = g(f (S)), not f (g(S)), as is common in much mathematical work. This reflects the fact
that h is f followed by g .
The guard Jg is calculated as given in Definition 17 because we know that J(S) = I2(I1(S)) is defined if S ′ = I1(S) is
defined (which follows from Ig1 (S) = true) and if I2(S ′) is also defined (which follows from Ig2 (S ′) = Ig2 (I1(S)) = true). It is
natural to assume that wherever the data is taken from, in J as above, should be somewhere that the data was taken from,
in either I1 or I2 or both. Formally, the conditional input region of J should be contained in the union of the conditional input
regions of I1 and I2. This is proved formally, for ordinary input regions (of instructions which are everywhere defined), as
Theorem 5.1(c) of [3]. It has to hold for conditional regions, as well; but it does not, if the above definition is used, as we now
show.
Example 10. Suppose wewere to define the conditional input region of I , with guard Ig , as the ordinary input region of I ′ =
Ig ? I. Now let u, v, x, and y be compatible integer variables, and:
– Let I1 be the identity instruction, defined by I1(S) ≡ S.
– Let Ig1 be u= v, and let I ′1 be Ig1 ? I1. Clearly I ′1 = I1, so that, by Theorem 2, we have IR(I ′1) = OR(I ′1) = ∅.
– Let I2 be x← y; we have OR(I2) = {x} and IR(I2) = {y}, by Corollary 2(b).
– Let Ig2 = true, and let I ′2 be Ig2 ? I2. Clearly I ′2 = I2, so that OR(I ′2) = {x} and IR(I ′2) = {y}.





J(S) = I2(I1(S)) = I2(S), or J = I2, so that OR(J) = {x} and IR(J) = {y}. Also, Jg(S) = Ig1 (S) && Ig2 (I1(S)) = Ig1 (S) (since Ig2 =
true), so that Jg = Ig1 , which is u= v; and, by Theorem 6(b), we have RR(Jg) = {u, v}.
– Let J ′ = Jg ? J. We have OR(J) ∩ RR(Jg) = {x} ∩ {u, v}= ∅; IR(J) ∩ RR(Jg) = {y} ∩ {u, v}= ∅; OR(J) = {x} 6= ∅; and
RR(Jg) = {u, v} 6= ∅. The conditions of Theorem 8(d) are therefore satisfied, so that IR(J ′) = RR(Jg) ∪ IR(J) ∪ OR(J) =
{u, v, x, y}.
If Theorem 5.1(c) of [3] is to hold for conditional regions as defined above, we should have IR(J ′) ⊆ IR(I ′1) ∪ IR(I ′2); but, in
fact, IR(J ′) = {u, v, x, y}, and this is not contained in IR(I ′1) ∪ IR(I ′2) = ∅ ∪ {y} = {y}.
Before we leave the subject of improper input region definitions, we may note that even the definition of the ordinary
input region might be surprising. In [3] we mentioned that the definition of IR(I) depends on that of OR(I), and that ‘‘this
seems to be unavoidable.’’ Let us see now why this is so. In Definition 1(b):
– Suppose we were to replace y ∈ OR(I) by y ∈ M . Then any variable x /∈ OR(I), having at least two values (call them x1 and
x2) would be in IR(I). In fact, let S1(x) = x1, S2(x) = x2, and S1(z) = S2(z) for all z (∈ M) 6= x. If x /∈ OR(I), we would have
I(S1)(x) = S1(x) = x1 6= x2 = S2(x) = I(S2)(x), so that xwould be in IR(I) according to that definition of IR(I).
– Suppose we were to replace y ∈ OR(I) by y (6= x) ∈ M . This is still unsatisfactory, as the following example shows. Let x
be a Boolean variable, whose values can only be true and false. Let I : S→ S be defined by I(S) = S ′ where S ′(x) = not
S(x) and S ′(z) = S(z) for all z (∈ M) 6= x. Clearly any S ∈ S can be used in showing that x ∈ OR(I). Now let S1 and S2 ∈ S
be such that S1(z) = S2(z) for all z 6= x. If y 6= x, then I(S1)(y) = S1(y) = S2(y) = I(S2)(y); so we could not have x ∈ IR(I)
according to that definition of IR(I).
6.2. The proper definition
A closer look at Example 10 suggests an approach to our problem. In this example, u does not occur in the definition
of I2; so, if we are to have u ∈ CIR(J, Jg) ⊆ CIR(I1, Ig1 ) ∪ CIR(I2, Ig2 ), we must have u ∈ CIR(I1, Ig1 ). But changing u does not
change any S(z), in this case; it can merely determine whether Ig1 (S) = true, so that I1(S) is known to be defined. This holds
only because u is in the relevant region of Ig1 , as in Definition 5. We therefore conclude that the conditional input region of an
instruction with a guard must include the relevant region of its guard.
We now proceed to define CIR(I, Ig) in such a way that this is satisfied, and which allows a proper generalization of
Theorem 5.1 of [3]. In Section 6.1, we saw that this theoremwould not hold if we were to define CIR(I, Ig) to be IR(Ig ? I); we
will now show, informally, why this is so. In [3], Theorem 5.1 ultimately depends on Lemma 2.1, whose statement and proof
are very similar to those of our Lemma 1 above. In particular, the construction of the state S5 from S3 and S4 is very similar.
For an instruction I with a guard Ig , however, there is a problem here. In order for I(S3) and I(S4) to be defined, we need to
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assume that Ig(S3) = Ig(S4) = true. However, this does not necessarily imply that Ig(S5) = true, as S5 is constructed; and
thus we do not know whether I(S5) is defined — a condition which is necessary in the proof.
Indeed, there are simple cases in which Ig(S5) will not be true. In Example 9, we had Ig(S) = true if S(v) = S(w),
and Ig(S) = false otherwise. Now let S3 and S4 be such that Ig(S3) = true and Ig(S4) = true; that is, S3(v) = S3(w) and
S4(v) = S4(w). Furthermore, let S3(v) 6= S4(v), and let S5 be defined by S5(z) = S3(z) for z ∈ M ′ and S5(z) = S4(z) for
z /∈ M ′ (as in Lemma 1). If M ′ is a subset of M which contains v but not w, we therefore have S5(v) = S3(v) and S5(w) =
S4(w). Thus S5(v) = S3(v) 6= S4(v) = S4(w) = S5(w), so that Ig(S5) = false. The same problem would arise ifM ′ contained
w but not v.
The subsetsM ′ which arise in Lemma 2.1 of [3], however, all possess IP(I), and therefore, by Lemma 5.1 of [3], all contain
IR(I). In extending Lemma2.1 of [3], wewill be concernedwith subsetsM ′which, in a similarway, all contain the conditional
input region; and this, as we saw above, must contain the relevant region of the guard. In this case, that relevant region
contains both v andw, so the above example (in whichM ′ contained v but notw, orw but not v) does not apply.
The fact that CIR(I, Ig) contains RR(Ig) will not be a part of the definition of CIR(I, Ig); rather, it will be proved as part
of Theorem 10. Informally, our definition says that any change in a variable in the conditional input region can either bring
about a change in a variable in the conditional output region, after I is performed (as with ordinary input and output regions,
as in Definition 1(b)) or can change whether Ig is true or false.
Definition 18. Under the conditions of Definition 16, the conditional input region CIR(I, Ig) is defined as {x ∈ M: there
exist S1 and S2 ∈ S such that:
(a) S1(z) = S2(z) for all z 6= x;
(b) Ig(S1) = true; and
(c) either Ig(S2) = false, or else there exists y ∈ COR(I, Ig) such that I(S1)(y) 6= I(S2)(y)}.
Of the two parts of Definition 18(c), the first one covers the case in which I(S1) is known to be defined, but I(S2) is not; while
the second one covers the case in which both I(S1) and I(S2) are known to be defined, but are unequal on y.
One more improper definition of the conditional input region would arise from a seemingly simple variant of
Definition 18. Specifically, we cannot start the definition by saying that ‘‘there exist S1 and S2 ∈ S and y ∈ COR(I, Ig)
such that . . . ’’. In fact, if COR(I, Ig) = ∅, this variant would imply that CIR(I, Ig) = ∅ also (since there is no y ∈ COR(I, Ig) in
that case); yet, as we have seen, CIR(I, Ig) is intended to contain RR(Ig), which might not be ∅.
Lemma 5. Using the notation of Definitions 1, 5, 16 and 18:
(a) If I(S) is defined for all S ∈ S, then CIR(I, Ig) ⊆ IR(I) ∪ RR(Ig).
(b) CIR(I , true)= IR(I).
(c) CIR(I , false)= ∅.
Proof. (a) Let x ∈ CIR(I, Ig). By Definition 18, there exist S1 and S2 ∈ S such that S1(z) = S2(z) for all z (∈ M) 6= x; Ig(S1) =
true; and either Ig(S2) = false (in which case x ∈ RR(Ig) by Definition 5) or else there exists y ∈ COR(I, Ig) ⊆ OR(I) (by
Lemma 4(a)) such that I(S1)(y) 6= I(S2)(y) (in which case x ∈ IR(I) by Definition 1(b)). Thus CIR(I, Ig) ⊆ IR(I) ∪ RR(Ig).
(b) This follows directly from Definition 1(b), Lemma 4(b) and Definition 18.
(c) If x ∈ CIR(I , false), then there exist S1 and S2 ∈ S such that all the conditions of Definition 18 hold. But condition (b),
namely Ig(S1) = true, cannot hold (since Ig = false); so x /∈ CIR(I , false), and CIR(I , false)= ∅. 
6.3. A fundamental incomplete instruction property
We now proceed to prove a version of Theorem 3.1 of [3] for an incomplete instruction I with a guard Ig . As in our proof
of Theorem 4, we will need a definition, three lemmas, and a corollary. Our definition of the conditional input property
requires that a subset possessing it must contain the relevant region of the guard.
Definition 19. Using the notation of Definition 18, a subset M ′ of M is said to possess the conditional input property
CIP(I, Ig) if RR(Ig) ⊆ M ′ (where RR(Ig) is as in Definition 5) and if S1|M ′ = S2|M ′ implies I(S1)|COR(I, Ig) = I(S2)|COR(I, Ig)
for all those S1, S2 ∈ S such that Ig(S1) = Ig(S2) = true.
The last condition here is needed because, without it, we could not guarantee that I(S1) and I(S2) are defined.
Lemma 6. If M ′ and M ′′ are two subsets of M, each of which possesses CIP(I , Ig), then M ′ ∩M ′′ also possesses CIP(I, Ig).
Proof. If RR(Ig) ⊆ M ′ and RR(Ig) ⊆ M ′′, then clearly RR(Ig) ⊆ M ′ ∩M ′′. Now let S3, S4 ∈ S be such that Ig(S3) = Ig(S4) =
true and S3|M ∩ M ′′ = S4|M ′ ∩ M ′′; we need to show that I(S3)|COR(I, Ig) = I(S4)|COR(I, Ig). Let S5 be defined by S5(x) =
S3(x) for x ∈ M ′ and S5(x) = S4(x) for x /∈ M ′. Here S5 ∈ S by Axiom 1; and, since S5|M ′ = S3|M ′ and RR(Ig) ⊆ M ′, we have
S5|RR(Ig) = S3|RR(Ig). We now have Ig(S5) = Ig(S3) (by Theorem 4)= true. We have S5|M \M ′ = S4|M \M ′; sinceM ′′ ⊆ M ,
we have S5|M ′′ \M ′ = S4|M ′′ \M ′. Also, S5|M ′ = S3|M ′, and, sinceM ′ ∩ M ′′ ⊆ M ′, we have S5|M ′ ∩ M ′′ = S3|M ′ ∩ M ′′ =
S4|M ′ ∩ M ′′. Therefore S5|(M ′′\M ′) ∪ (M ′′ ∩ M ′) = S4|(M ′′\M ′) ∪ (M ′′ ∩ M ′). But (M ′′\M ′) ∪ (M ′′ ∩ M ′) = M ′′; so in fact
S5|M ′′ = S4|M ′′. Since M ′ possesses CIP(I, Ig), and S5|M ′ = S3|M ′, and Ig(S5) = Ig(S3) = true, we have I(S5)|COR(I, Ig) =
I(S3)|COR(I, Ig) by Definition 19. Since M ′′ possesses CIP(I, Ig), and S5|M ′′ = S4|M ′′, and Ig(S5) = Ig(S4) = true, we have
I(S3)|COR(I, Ig) = I(S4)|COR(I, Ig), again by Definition 19. Therefore I(S3)|COR(I, Ig) = I(S4)|COR(I, Ig). 
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Corollary 3. The intersection of any finite number of subsets of M possesses CIP(I, Ig) if each of these subsets possesses CIP(I, Ig).
This follows immediately by applying Lemma 6 successively. 
Lemma 7. If M ′ possesses CIP(I, Ig), and M ′′ ⊇ M ′, then M ′′ possesses CIP(I, Ig).
Proof. If RR(Ig) ⊆ M ′ and M ′′ ⊇ M ′, then clearly RR(Ig) ⊆ M ′′. For any states S1, S2 ∈ S such that Ig(S1) = Ig(S2) = true,
let S1|M ′′ = S2|M ′′. SinceM ′′ ⊇ M ′, we clearly have S1|M ′ = S2|M ′. By Definition 19, I(S1)|COR(I, Ig) = I(S2)|COR(I, Ig). But
then, by the same definition,M ′′ possesses CIP(I, Ig). 
Lemma 8. CIR(I, Ig) = {x ∈ M : M \ {x} does not possess CIP(I, Ig)}.
Proof. We will show that x /∈ CIR(I, Ig) if and only ifM \ {x} possesses CIP(I, Ig). Let S1, S2 ∈ S be any two states such that
S1(z) = S2(z) for all z 6= x (implying that S1|M \ {x} = S2|M \ {x}) and such that Ig(S1) = true. Now let M \ {x} possess
CIP(I, Ig). Here RR(Ig) ⊆ M \ {x} by Definition 19, so that x /∈ RR(Ig), which implies that Ig(S1) = Ig(S2) by Definition 5.
Since Ig(S1) = true, we also have Ig(S2) = true, so that I(S1)|COR(I, Ig) = I(S2)|COR(I, Ig) by Definition 19; therefore x /∈
CIR(I, Ig) by Definition 18. Conversely, let x /∈ CIR(I, Ig). By our assumptions, Definition 18(a) and (b) hold for S1 and S2;
therefore, Definition 18(c) does not hold for these, implying that Ig(S2) = true and I(S1)|COR(I, Ig) = I(S2)|COR(I, Ig). Since
Ig(S1) = true = Ig(S2), we have x /∈ RR(Ig) by Definition 5. Thus RR(Ig) ⊆ M \ {x}, and thereforeM \ {x} possesses CIP(I, Ig)
by Definition 19. 
The following theorem now resembles Theorem 4 (and the two proofs are also similar).
Theorem 10. Using the notation of Definition 18, for any states S1, S2 ∈ S, if S1|CIR(I, Ig) = S2|CIR(I, Ig) and Ig(S1) = Ig(S2) =
true, then I(S1)|COR(I , Ig) = I(S2)|COR(I, Ig). Also, RR(Ig) ⊆ CIR(I, Ig).
Proof. Take the intersectionM1 of all subsets ofM which possess CIP(I, Ig). Since each of these subsets contains RR(Ig), by
Definition 19, their intersectionM1 does also. We first show thatM1 = CIR(I, Ig) (so that, in particular, RR(Ig) ⊆ CIR(I, Ig)).
By Lemma 8, we need only show that, for each x ∈ M ,M \{x} possesses CIP(I, Ig) if and only if x /∈ M1. But ifM \{x} possesses
CIP(I, Ig), thenM \{x} is one of the subsets whose intersection isM1, so thatM1 ⊆ M \{x} and x /∈ M1. Conversely, if x /∈ M1,
then there exists some set M2 possessing CIP(I, Ig) to which x does not belong; and if M2 possesses CIP(I, Ig), then since
M \ {x} ⊇ M2,M \ {x} possesses CIP(I, Ig) by Lemma 7.
Now let S1, S2 ∈ S be such that S1|CIR(I, Ig) = S2|CIR(I, Ig) (that is, S1|M1 = S2|M1), and such that Ig(S1) = Ig(S2) = true.
By Axiom 2, {x ∈ M : S1(x) 6= S2(x)} is a finite setM3 = {x1, . . . , xn}. Since S1|M1 = S2|M1, we haveM1 ∩ M3 = ∅; therefore,
each xi /∈ M1 = CIR(I, Ig), so that M \ {xi} possesses CIP(I, Ig) by Lemma 8. However, M \ M3, being the intersection of all
the n setsM \ {xi}, also possesses CIP(I, Ig) by Corollary 3. Since S1|M \M3 = S2|M \M3, and since Ig(S1) = Ig(S2) = true,
we therefore have I(S1)|COR(I , Ig) = I(S2)|COR(I, Ig) by Definition 19. (This also shows that CIR(I, Ig) possesses CIP(I, Ig),
which will be needed in the proof of Lemma 9.) 
6.4. Determining conditional regions
We now specify some conditions under which the conditional input and output regions of an instruction may be
determined automatically, given its input and output region and the relevant region of its guard.
Theorem 11. Using the notation of Definitions 1, 5, 16 and 18, if I(S) is defined for all S ∈ S, and if IR(I) ∩ RR(Ig) = ∅, OR(I)
∩ RR(Ig) = ∅, and Ig 6= false, then:
(a) COR(I , Ig) = OR(I).
(b) CIR(I, Ig) = IR(I) ∪ RR(Ig).
Proof. Since Ig 6= false, there exists S ′ ∈ S such that Ig(S ′) = true. Now:
(a) By Lemma 4(a), COR(I, Ig) ⊆ OR(I). Conversely, let x ∈ OR(I); since OR(I) ∩ RR(Ig) = ∅, we have x /∈ RR(Ig). Following
Definition 1(a), let S1 ∈ S be such that S1(x) 6= I(S1)(x). Let S2 ∈ S be such that S2(z) = S ′(z) for z ∈ RR(Ig) and
S2(z) = S1(z) for z /∈ RR(Ig); here S2 ∈ S by Axiom 1. Since x /∈ RR(Ig), we have S2(x) = S1(x). Since S2|RR(Ig) =
S ′|RR(Ig), we have Ig(S2) = Ig(S ′) (by Theorem 4) = true. Since IR(I) ∩ RR(Ig) = ∅, we have S2|IR(I) = S1|IR(I), and
hence I(S2)|OR(I) = I(S1)|OR(I) by Theorem 1. Thus I(S2)(x) = I(S1)(x) 6= S1(x) = S2(x); and, since Ig(S2) = true, it
follows from Definition 16 that x ∈ COR(I, Ig). Therefore OR(I) ⊆ COR(I, Ig).
(b) By Lemma 5(a), CIR(I, Ig) ⊆ IR(I) ∪ RR(Ig). Conversely, it follows from Theorem 10 that RR(Ig) ⊆ CIR(I, Ig). Now let
x ∈ IR(I); since IR(I) ∩ RR(Ig) = ∅, we have x /∈ RR(Ig). By Definition 1(b), there exist S1 and S2 ∈ S and y ∈ OR(I) (and
therefore y ∈ COR(I, Ig), by part (a) above) such that S1(z) = S2(z) for all z (∈ M) 6= x, but I(S1)(y) 6= I(S2)(y). Let S3 and
S4 be such that S3(z) = S ′(z) for z ∈ RR(Ig); S3(z) = S1(z) for z /∈ RR(Ig); S4(z) = S ′(z) for z ∈ RR(Ig); and S4(z) = S2(z)
for z /∈ RR(Ig). Here S3 and S4 ∈ S by Axiom 1. Now let z (∈ M) 6= x; if z ∈ RR(Ig), then S3(z) = S ′(z) = S4(z),
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while if z /∈ RR(Ig), then S3(z) = S1(z) = S2(z) (because z 6= x) = S4(z). Thus S3(z) = S4(z) for all z 6= x. Since
x /∈ RR(Ig), we have S3(x) = S1(x) and S4(x) = S2(x). By Theorem 4, since S3|RR(Ig) = S4|RR(Ig) = S ′|RR(Ig), we have
Ig(S3) = Ig(S4) = Ig(S ′) = true. Since IR(I)∩ RR(Ig) = ∅, we have S3|IR(I) = S1|IR(I) and S4|IR(I) = S2|IR(I); and hence
I(S3)|OR(I) = I(S1)|OR(I) and I(S4)|OR(I) = I(S2)|OR(I) by Theorem 1. Thus I(S3)(y) = I(S1)(y) 6= I(S2)(y) = I(S4)(y),
and, by Definition 18, it follows that x ∈ CIR(I, Ig). Hence IR(I) ⊆ CIR(I, Ig), and therefore IR(I)∪ RR(Ig) ⊆ CIR(I, Ig). 
Corollary 4. If I is the identity instruction, I(S) ≡ S, then COR(I, Ig) = ∅ and CIR(I, Ig) = RR(Ig).
Proof. We have OR(I) = IR(I) = ∅ by Theorem 2. If Ig 6= false, then the conditions of the theorem are satisfied, and the
corollary follows immediately. If Ig = false, then COR(I, Ig) = ∅ by Lemma 4(c), while CIR(I, Ig) = ∅ (by Lemma 5(c))
= RR(Ig) (by Theorem 5(c)); so the corollary remains true. 
This corollary shows that an empty conditional output region does not necessarily imply an empty conditional input region;
that is, Theorem 2 has no analogue for conditional regions.
The hypotheses of Theorem 11 are usually necessary; hence the conclusions might not follow if any of the following are
false (herew, x and y are compatible integer variables):
– IR(I) ∩ RR(Ig) = ∅. Let I be y← x, and let Ig be x = y. Then IR(I) = {x} and OR(I) = {y} by Corollary 2(b), and RR(Ig) =
{x, y} by Theorem 6(b). Yet if Ig(S) = true, so that S(x) = S(y), then I(S)(y) = S(x) = S(y), so that y /∈ COR(I, Ig) by
Definition 16. Therefore COR(I , Ig) 6= OR(I).
In the above example, Theorem 11(b) remains true; however, consider I = f ? J where f is w = 0 and J is y← x, and
Ig is x = y as before. If Ig(S) = true, so that S(x) = S(y), and if, in addition, S(w) = 0, then, as before, I(S)(y) = S(x) =
S(y); and therefore, as before, we do not have COR(I , Ig) = OR(I) (indeed, COR(I, Ig) = ∅, since COR(I, Ig) ⊆ OR(I) by
Lemma 4(a)). This time, we have IR(J) = {x} and OR(J) = {y} (by Corollary 2(b)) 6= ∅, and RR(f) = {w} (by Theorem 6(a))
6= ∅. Thus OR(J) ∩ RR(f)= {y} ∩ {w} = ∅; IR(J) ∩ RR(f)= {x} ∩ {w} = ∅; and f 6= false. The hypotheses of Theorem 8(c)
and (d) are therefore satisfied, so that OR(I) = OR(J) = {y} and IR(I) = RR(f ) ∪ IR(J) ∪ OR(J) = {w, x, y}. However, let
S1 and S2 ∈ S be such that S1(z) = S2(z) for all z (∈ M) 6= w; then, in particular, S1(x) = S2(x) and S1(y) = S2(y). Since
RR(Ig) = {x, y} as before, we therefore have Ig(S1) = Ig(S2) by Theorem 4. Therefore, if Ig(S1) = true, then Ig(S2) = true,
but the rest of Definition 18(c) does not apply (there is no y ∈ COR(I, Ig), since this is ∅); sow /∈ CIR(I, Ig), and we do not
have CIR(I, Ig) = IR(I) ∪ RR(Ig) either.
– OR(I)∩RR(Ig) = ∅. Let I be x← 0, and let Ig be x= 0. ThenOR(I) = {x} byCorollary 2(a), andRR(Ig) = {x} by Theorem6(a).
Yet if Ig(S) = true, so that S(x) = 0, then I(S)(x) = 0 = S(x), so that x /∈ COR(I, Ig) by Definition 16. Therefore COR(I ,
Ig) 6= OR(I).
In the above example, Theorem11(b) also remains true; however, consider I = f ? Jwhere f isw= 0 and J is x← 0, and
Ig is x= 0 as before. If Ig(S) = true, so that S(x) = 0, and if, in addition, S(w) = 0, then, as before, I(S)(x) = 0 = S(x); and
therefore, as before, we do not have COR(I , Ig) = OR(I) (indeed, COR(I, Ig) = ∅, since COR(I, Ig) ⊆ OR(I) by Lemma 4(a)).
This time, we have IR(J) = ∅ and OR(J) = {x} (by Corollary 2(a)) 6= ∅, and RR(f) = {w} (by Theorem 6(a)) 6= ∅. Thus
OR(J) ∩ RR(f)= {x} ∩ {w} = ∅; IR(J) ∩ RR(f)= ∅ ∩ {w} = ∅; and f 6= false. The hypotheses of Theorem 8(c) and (d) are
therefore satisfied, so that OR(I) = OR(J) = {x} and IR(I) = RR(f )∪ IR(J)∪ OR(J) = {w, x}. However, let S1 and S2 ∈ S be
such that S1(z) = S2(z) for all z (∈ M) 6= w; then, in particular, S1(x) = S2(x). Since RR(Ig) = {x} as before, we therefore
have Ig(S1) = Ig(S2) by Theorem 4. Therefore, if Ig(S1) = true, then Ig(S2) = true, but the rest of Definition 18(c) does not
apply (there is no y ∈ COR(I, Ig), since this is ∅); sow /∈ CIR(I, Ig), and we do not have CIR(I, Ig) = IR(I) ∪ RR(Ig) either.
– Ig 6= false. If Ig = false, then let I be y← x. We have IR(I) = {x} and OR(I) = {y} by Corollary 2(b); COR(I, Ig) = ∅ by
Lemma 4(c); and CIR(I, Ig) = ∅ by Lemma 5(c), so both conclusions are false.
7. Composition of partially defined instructions




2 , is given by Definition 17.
When there are no guards, the relations among the ordinary input and output regions of I1, I2, and J are given by Theorem
5.1 of [3] and its corollaries. We now consider extensions of these to conditional regions. First we need two lemmas.
Lemma 9. Using the notation of Definitions 18 and 19, a subset of M possesses CIP(I, Ig) if and only if it contains CIR(I , Ig).
Proof. We saw in the proof of Theorem 10 that CIR(I, Ig) is the intersection of all subsets ofM which possess CIP(I, Ig), and
that CIR(I, Ig) possesses CIP(I, Ig). IfM ′ is a subset ofM which contains CIR(I, Ig), it therefore possesses CIP(I) by Lemma 7.
If it possesses CIP(I, Ig), then it is one of the subsets whose intersection is CIR(I, Ig), and therefore it contains CIR(I, Ig). 
Lemma 10. If M ′ possesses CIP(I, Ig), then S1|M ′ = S2|M ′ and Ig(S1) = Ig(S2) = true imply I(S1)|M ′ = I(S2)|M ′.
Proof. Let S1|M ′ = S2|M ′, with Ig(S1) = Ig(S2) = true, and let y ∈ M ′. If y ∈ COR(I, Ig), then I(S1)(y) = I(S2)(y) by
Definition 19. If y /∈ COR(I, Ig), then I(S1)(y) = S1(y) = S2(y) = I(S2)(y), by Definition 16 and by hypothesis. 
Parts (a) and (c) of Theorem 5.1 of [3] extend to conditional regions without any restrictions, as we now show.
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7.1. Part (a) of the theorem
Theorem 12. Under the conditions of Definition 17, we have COR(J, Jg) ⊆ COR(I1, Ig1 ) ∪ COR(I2, Ig2 ).
Proof. Let x /∈ COR(I1, Ig1 ) and let x /∈ COR(I2, Ig2 ). Let S ∈ S be such that Jg(S) = true; it then follows from Definition 17 that
Ig1 (S) = true, and also Ig2 (I1(S)) = true. By Definition 16, since Ig1 (S) = true, we have S(x) = I1(S)(x); since Ig2 (I1(S)) = true,
we have I1(S)(x) = I2(I1(S))(x); and thus S(x) = I1(S)(x) = I2(I1(S))(x) = J(S)(x), so that x /∈ COR(J, Jg). This shows that
COR(J, Jg) ⊆ COR(I1, Ig1 ) ∪ COR(I2, Ig2 ). 
7.2. Part (c) of the theorem
Theorem 13. Under the conditions of Definition 17, we have CIR(J, Jg) ⊆ CIR(I1, Ig1 ) ∪ CIR(I2, Ig2 ).
Proof. Let x /∈ CIR(I1, Ig1 ) and let x /∈ CIR(I2, Ig2 ), so that, if M ′ = M \ {x}, then CIR(I1, Ig1 ) ⊆ M ′ and CIR(I2, Ig2 ) ⊆ M ′.
Let the states S1 and S2 be such that S1(z) = S2(z) for all z (∈ M) 6= x, implying that S1|M ′ = S2|M ′. Also suppose that
Jg(S1) = Jg(S2) = true, so that Ig1 (S1) = Ig1 (S2) = true and also Ig2 (I1(S1)) = Ig2 (I1(S2)) = true, by Definition 17. Since M ′
contains CIR(I1, I
g
1 ), it possesses CIP(I1, I
g
1 ) by Lemma 9; from this, and since I
g
1 (S1) = Ig1 (S2) = true, we have I1(S1)|M ′ =
I1(S2)|M ′ by Lemma 10. Since CIR(I1, Ig1 ) ⊆ M ′, we have S1|CIR(I1, Ig1 ) = S2|CIR(I1, Ig1 ); since Ig1 (S1) = Ig1 (S2) = true, we have
I1(S1)|COR(I1, Ig1 ) = I1(S2)|COR(I1, Ig1 ) by Theorem 10. Therefore I1(S1)|M ′ ∪ COR(I1, Ig1 ) = I1(S2)|M ′ ∪ COR(I1, Ig1 ). Since
M ′ ∪ COR(I1, Ig1 ) contains CIR(I2, Ig2 ), it possesses CIP(I2, Ig2 ) by Lemma 9. From this, and since Ig2 (I1(S1)) = Ig2 (I1(S2)) = true,
we have I2(I1(S1))|M ′ ∪ COR(I1, Ig1 ) = I2(I1(S2))|M ′ ∪ COR(I1, Ig1 ) by Lemma 10. Since CIR(I2, Ig2 )⊆ M ′, we have I1(S1)|CIR(I2,
Ig2 ) = I1(S2)|CIR(I2, Ig2 ); since Ig2 (I1(S1)) = Ig2 (I1(S2)) = true, we now have I2(I1(S1))|COR(I2, Ig2 ) = I2(I1(S2))|COR(I2, Ig2 ) by
Theorem 10. Therefore J(S1)|M ′ ∪ COR(I1, Ig1 ) ∪ COR(I2, Ig2 ) = J(S2)|M ′ ∪ COR(I1, Ig1 ) ∪ COR(I2, Ig2 ); and since COR(J , Jg) ⊆
COR(I1, I
g
1 )∪ COR(I2, Ig2 ) by Theorem 12, we have J(S1)|M ′ ∪ COR(J, Jg) = J(S2)|M ′ ∪ COR(J , Jg). Since Jg(S1) = Jg(S2) = true,
we thus have x /∈ CIR(J, Jg) by Definition 18, so that CIR(J, Jg)⊆ CIR(I1, Ig1 ) ∪ CIR(I2, Ig2 ). 
7.3. Some necessary restrictions
We now consider four restrictions which are necessary in order to further extend Theorem 5.1 of [3] and its corollaries.
The first is that CIR(I1, I
g
1 ) ∩ RR(Ig2 ) = ∅. If this is true, then, since RR(Ig1 ) ⊆ CIR(I1, Ig1 ) by Theorem 10, we must have
RR(Ig1 )∩ RR(Ig2 ) =∅; that is, the relevant regions of Ig1 and Ig2 have to be disjoint. What happens if this condition is false may
be illustrated as follows, where u, v,w, x, and y are compatible integer variables. (A similar example may be constructed in
which CIR(I1, I
g
1 ) ∩ RR(Ig2 ) 6= ∅, even though RR(Ig1 ) ∩ RR(Ig2 ) = ∅; that example is unnecessary in this context.)
Example 11. Suppose that I1 is x← 0; Ig1 is u= 0 and v 6= 0; I2 is y← 0; and Ig2 is u 6= 0 and w 6= 0. Let J , with the guard Jg ,
be the composition of I1 and I2 according to Definition 17. Then:
– IR(I1) = ∅, OR(I1) = {x}, IR(I2) = ∅, and OR(I2) = {y}, by Corollary 2(a).
– RR(u = 0)= {u}, RR(v 6= 0)= {v}, RR(u 6= 0)= {u}, and RR(w 6= 0)= {w}, by Theorem 6(a). Thus RR(u = 0) ∩ RR(v 6= 0)
= ∅ and RR(u 6= 0) ∩ RR(w 6= 0)= ∅.
– The hypotheses of Theorem 9(b) are therefore satisfied (in both applicable cases), so that RR(Ig1 ) = RR(u = 0 and v 6= 0)
= {u, v} and RR(Ig2 ) = RR(u 6= 0 and w 6= 0)= {u, w}.
– IR(I1) ∩ RR(Ig1 ) = ∅ ∩ {u, v} = ∅; OR(I1) ∩ RR(Ig1 ) = {x} ∩ {u, v} = ∅; and Ig1 6= false. The hypotheses of
Theorem 11 are therefore satisfied for I1 and I
g
1 , and thus COR(I1, I
g
1 ) =OR(I1) = {x} by Theorem 11(a), while CIR(I1, Ig1 ) =
IR(I1) ∪ RR(Ig1 ) = {u, v} by Theorem 11(b).
– IR(I2) ∩ RR(Ig2 ) = ∅ ∩ {u, w} = ∅; OR(I2) ∩ RR(Ig2 ) = {y} ∩ {u, w} = ∅; and Ig2 6= false. The hypotheses of
Theorem 11 are therefore satisfied for I2 and I
g
2 , and thus COR(I2, I
g
2 ) =OR(I2) = {y} by Theorem 11(a), while CIR(I2, Ig2 ) =
IR(I2) ∪ RR(Ig2 ) = {u, w} by Theorem 11(b).
– Jg(S) = Ig1 (S) && Ig2 (I1(S)); so Jg is u = 0 and v 6= 0 && u 6= 0 and w 6= 0 (by Definition 17, since I1 changes neither u nor
w) = false.
– COR(J, Jg) = COR(J , false)= ∅ by Lemma 4(c).
– CIR(J, Jg) = CIR(J , false)= ∅ by Lemma 5(c).
Example 11 may now be used in showing that the following, in [3], do not extend to conditional regions:
– Theorem5.1(b).Wehave COR(I1, I
g
1 ) \COR(I2, Ig2 ) = {x}\{y} = {x}, but COR(J, Jg) = ∅, and sowedonot have COR(I1, Ig1 ) \
COR(I2, I
g
2 ) ⊆ COR(J , Jg).
– Corollary 5.1. The condition here is satisfied; that is, CIR(I2, I
g
2 ) ∩ COR(I1, Ig1 ) = {u, w} ∩ {x} = ∅. However, we have
COR(I1, I
g
1 )∪COR(I2, Ig2 ) = {x}∪{y} = {x, y}, while COR(J, Jg) = ∅; sowe do not have COR(J, Jg) =COR(I1, Ig1 )∪COR(I2, Ig2 ).
Also, we have CIR(I2, I
g
2 ) = {u, w}, while CIR(J, Jg) = ∅; so we do not have CIR(I2, Ig2 ) ⊆ CIR(J, Jg).
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– Corollary 5.3. The conditions here are satisfied; that is, CIR(I2, I
g
2 ) ∩ COR(I1, Ig1 ) = {u, w} ∩ {x} = ∅ and COR(I1, Ig1 ) ∩
COR(I2, I
g
2 ) = {x}∩{y} = ∅. However, we have CIR(I1, Ig1 ) ∪CIR(I2, Ig2 ) = {u, v}∪{u, w} = {u, v, w}, while CIR(J, Jg) = ∅;
so we do not have CIR(J, Jg) = CIR(I1, Ig1 ) ∪ CIR(I2, Ig2 ).
All these problems may be traced to the fact that RR(Ig1 ) ∩ RR(Ig2 ) 6= ∅. (Note that neither of RR(Ig1 ) and RR(Ig2 ) is contained
in the other, in this example.)
Another necessary restriction is IR(I2) ∩ OR(I1) = ∅. In [3], this is needed in Corollaries 5.1, 5.3, and 5.4, but not in
Theorem 5.1. For conditional regions, however, the corresponding restriction, CIR(I2, I
g
2 ) ∩ COR(I1, Ig1 ) = ∅, is also needed
for Theorem 5.1(b) (although not, as we saw in the preceding sections, for Theorem 5.1(a) or (c)).
Example 12. Suppose that x is an integer variable; I1 is x← 0; Ig1 is true; I2 is the identity instruction; and Ig2 is x 6= 0. Let J ,
with the guard Jg , be the composition of I1 and I2 according to Definition 17. Then:
– IR(I1) = ∅ and OR(I1) = {x}, by Corollary 2(a).
– IR(I2) = ∅ and OR(I2) = ∅, by Theorem 2.
– RR(Ig1 ) = RR(true)= ∅ by Theorem 5(c).
– RR(Ig2 ) = RR(x 6= 0)= {x} by Theorem 6(a).
– COR(I1, I
g
1 ) = COR(I1, true)= OR(I1) = {x} by Lemma 4(b).
– CIR(I1, I
g
1 ) = CIR(I1, true)= IR(I1) = ∅ by Lemma 5(b).
– IR(I2) ∩ RR(Ig2 ) = ∅ ∩ {x} = ∅; OR(I2) ∩ RR(Ig2 ) = ∅ ∩ {x} = ∅; and Ig2 6= false. The hypotheses of Theorem 11 are
therefore satisfied for I2 and I
g
2 , and thus COR(I2, I
g
2 ) = OR(I2) (by Theorem 11(a))= ∅, while CIR(I2, Ig2 ) = IR(I2)∪ RR(Ig2 )
(by Theorem 11(b))= {x}.
– Jg(S) = Ig1 (S) && Ig2 (I1(S)) (by Definition 17)= false (since, if S ′ = I1(S), then S ′(x) = 0 and Ig2 (S ′) = (S ′(x) 6= 0) = false).
Therefore Jg = false.
– COR(J, Jg) = COR(J , false)= ∅ by Lemma 4(c).
– CIR(J, Jg) = CIR(J , false)= ∅ by Lemma 5(c).
Example 12may now be used in showing that Theorem 5.1(b) of [3] does not extend to conditional regions. In this example,
CIR(I2, I
g
2 ) ∩ COR(I1, Ig1 ) = {x} ∩ {x} = {x} 6= ∅. Also, COR(I1, Ig1 ) \ COR(I2, Ig2 ) = {x} \ ∅ = {x}, but COR(J, Jg) = ∅; so we do
not have COR(I1, I
g
1 ) \ COR(J, Jg) ⊆ COR(J, Jg).
Our two final restrictions have to do with instructions whose guards are always false.
Example 13. Suppose that Ig1 = false, so that Jg = false, and assume that COR(I2, Ig2 ) 6= ∅ and that CIR(I2, Ig2 ) 6= ∅. We have
COR(I1, I
g
1 ) = COR(I1, false) = ∅ and COR(J, Jg) = COR(J , false) = ∅ by Lemma 4(c); also, CIR(J, Jg) = CIR(J , false) = ∅ by
Lemma 5(c). The following in [3], then, do not extend to conditional regions:
– Corollary 5.1. The condition here is satisfied, since COR(I1, I
g
1 ) = ∅. However, for part (a), we have COR(J, Jg) = ∅, but
COR(I1, I
g
1 ) ∪ COR(I2, Ig2 ) = COR(I2, Ig2 ) 6= ∅; so we do not have COR(J, Jg) = COR(I1, Ig1 ) ∪ COR(I2, Ig2 ). For part (b), we
have CIR(I2, I
g
2 ) 6= ∅, but CIR(J, Jg) = ∅; so we do not have CIR(I2, Ig2 ) ⊆ CIR(J, Jg). Thus both parts of the corollary are
false in this context.
– Corollary 5.3. The conditions here are satisfied, since COR(I1, I
g
1 ) = ∅. However, we have CIR(J, Jg) = ∅, while CIR(I2, Ig2 )
6= ∅; so we do not have CIR(J, Jg) = CIR(I1, Ig1 ) ∪ CIR(I2, Ig2 ).
Example 14. Suppose that Ig2 = false, so that Jg = false, and assume that COR(I1, Ig1 ) 6= ∅ and that CIR(I1, Ig1 ) 6= ∅. We have
COR(I2, I
g
2 ) = COR(I2, false)= ∅ and COR(J, Jg) = COR(J , false)= ∅ by Lemma 4(c), and CIR(I2, Ig2 ) = CIR(I2, false)= ∅ and
CIR(J, Jg) = CIR(J , false)= ∅ by Lemma 5(c). The following in [3], then, do not extend to conditional regions:
– Theorem 5.1(b). We have COR(I1, I
g
1 ) \ COR(I2, Ig2 ) = COR(I1, Ig1 ) 6= ∅, but COR(J, Jg) = ∅; so we do not have COR(I1,
Ig1 ) \ COR(I2, Ig2 ) ⊆ COR(J, Jg).
– Corollary 5.1(a). The condition here is satisfied, since CIR(I2, I
g
2 ) = ∅; however, COR(J, Jg) = ∅ but COR(I1, Ig1 ) 6= ∅, so we
do not have COR(J, Jg) = COR(I1, Ig1 ) ∪ COR(I2, Ig2 ).
– Corollary 5.3. The conditions here are satisfied, since CIR(I2, I
g
2 ) = ∅ and COR(I2, Ig2 ) = ∅. However, we have CIR(J, Jg) =
∅, while CIR(I1, Ig1 ) 6= ∅; so we do not have CIR(J, Jg) = CIR(I1, Ig1 ) ∪ CIR(I2, Ig2 ).
7.4. Part (b) of the theorem
We now show that three of the four restrictions of the preceding section are the only ones we need in order to generalize
Theorem 5.1(b) of [3]. (The one that is not necessary is Ig1 6= false; if Ig1 = false, both sides reduce to ∅ here, so the theorem
remains true.)
Theorem 14. Under the conditions of Definition 17, if CIR(I2, I
g
2 ) ∩ COR(I1, Ig1 ) = ∅, CIR(I1, Ig1 ) ∩ RR(Ig2 ) = ∅, and Ig2 6= false,
we have COR(I1, I
g
1 ) \ COR(I2, Ig2 )⊆ COR(J, Jg).
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Proof. Let x ∈ COR(I1, Ig1 ) \ COR(I2, Ig2 ), so that x ∈ COR(I1, Ig1 ) but x /∈ COR(I2, Ig2 ). Since x ∈ COR(I1, Ig1 ), there is a state
S1 ∈ Swith Ig1 (S1) = true and S1(x) 6= I1(S1)(x), by Definition 16. Since Ig2 6= false, there is a state S2 ∈ Swith Ig2 (S2) = true.
Let S3 be defined by S3|RR(Ig2 ) = S2|RR(Ig2 ) and S3|M \ RR(Ig2 ) = S1|M \ RR(Ig2 ); here S3 ∈ S by Axiom 1. Then:
(1) We have CIR(I2, I
g
2 ) ∩ COR(I1, Ig1 ) = ∅ by hypothesis, and x ∈ COR(I1, Ig1 ); therefore, x /∈ CIR(I2, Ig2 ). Since RR(Ig2 ) ⊆
CIR(I2, I
g
2 ) by Theorem 10, we have x /∈ RR(Ig2 ), and thus S3(x) = S1(x) by the definition of S3.
(2) Since CIR(I1, I
g
1 )∩ RR(Ig2 ) =∅ by hypothesis, and since RR(Ig1 ) ⊆ CIR(I1, Ig1 ) by Theorem 10, we have RR(Ig1 )∩ RR(Ig2 ) =
∅; therefore S3|RR(Ig1 ) = S1|RR(Ig1 ) by the definition of S3.
(3) By hypothesis, we have S3|RR(Ig2 ) = S2|RR(Ig2 ); therefore Ig2 (S3) = Ig2 (S2) (by Theorem 4)= true.
(4) By (2) above, we have Ig1 (S3) = Ig1 (S1) (by Theorem 4)= true.
(5) Let z ∈ RR(Ig2 ), so that z ∈ CIR(I2, Ig2 ) by Theorem 10. Since CIR(I2, Ig2 ) ∩ COR(I1, Ig1 ) = ∅ by hypothesis, we have
z /∈ COR(I1, Ig1 ). By (4) above, wemust then have I1(S3)(z) = S3(z) by Definition 16. Since this is true for any z ∈ RR(Ig2 ),
we have I1(S3)|RR(Ig2 ) = S3|RR(Ig2 ), and therefore Ig2 (I1(S3)) = Ig2 (S3) (by Theorem 4)= true (by (3) above).
(6) Therefore Jg(S3) = Ig1 (S3) && Ig2 (I1(S3)) (by Definition 17)= true (by (4) and (5) above).
(7) Since CIR(I1, I
g
1 )∩ RR(Ig2 ) =∅, we have S1|CIR(I1, Ig1 ) = S3|CIR(I1, Ig1 ) by the definition of S3, and Ig1 (S3) = Ig1 (S1) = true
by (4) above; therefore I1(S1)|COR(I1, Ig1 ) = I1(S3)|COR(I1, Ig1 ) by Theorem 10. Since x ∈ COR(I1, Ig1 ) by hypothesis, we
have I1(S1)(x) = I1(S3)(x).
(8) Therefore S3(x) = S1(x) (by (1) above) 6= I1(S1)(x) (by hypothesis) = I1(S3)(x) (by (7) above).
(9) Letting S ′ = I1(S3), and since Ig2 (S ′) = true by (5) above,we have S ′(x) = I2(S ′)(x) byDefinition 16 (since x /∈ COR(I2, Ig2 )
by hypothesis). Thus S3(x) 6= I1(S3)(x) (by (8) above) = I2(I1(S3))(x) = J(S3)(x).
(10) It now follows from Definition 16 that x ∈ COR(J, Jg) by (6) and (9) above; so COR(I1, Ig1 ) \ COR(I2, Ig2 )⊆ COR(J, Jg). 
7.5. Some open questions
Corollary 5.4 of [3] may be generalized to conditional regions (see Corollary 6 below). At the time of writing, however,
generalizations of Corollaries 5.1–5.3 of [3] to conditional regions remain as open questions. Clearly, certain restrictions will
have to be imposed, as outlined in Section 7.3.
8. Parallel execution and commutativity
Besides the composition of two instructions, there is also parallel execution of two instructions. The classical example of
this involves x← y and y← x (where Bx = By), whose parallel execution interchanges the values of x and y. This is clearly
not the same as composition in this case, although there are cases in which it is the same (consider x← z and y← z). Also,
parallel execution is sometimes not deterministically definable at all (consider z← x and z← y). We now proceed to define
parallel execution (in the general case of partially defined instructions) in those cases in which it is definable.
Definition 20. Given I1 : S → S and I2 : S → S, having the respective guards Ig1 : S → {true, false} and Ig2 : S → {true,
false}, and such that COR(I1, I
g
1 ) ∩ COR(I2, Ig2 ) = ∅, their parallel execution (I1, Ig1 ) ‖ (I2, Ig2 ) is defined as (J, Jg) where
Jg = Ig1 and Ig2 , and where, if Jg(S) = true, we have
J(S)(z) =
I1(S)(z) if z ∈ COR(I1, I
g
1 )
I2(S)(z) if z ∈ COR(I2, Ig2 )
S(z) otherwise.
If I1 and I2 have no guards, we refer to (I1, I
g
1 ) ‖ (I2, Ig2 ) as I1 ‖ I2.
Note that we cannot have z ∈ COR(I1, Ig1 ) ∩ COR(I2, Ig2 ) for any z ∈ M (it would not be clear, for that z, whether J(S)(z)
should be equal to I1(S)(z) or to I2(S)(z)).
In [3] (Corollary 5.4) we give a condition under which two instructions commute. Under this same condition, we may
show that the parallel execution of these instructions is the same as their composition. Indeed, this is true under a slightly
more general condition. Consider, for example, x← y and y← z; these do not commute, since y← z sets y to a new value,
which would be used by x← y if y← z were done first. However, the composition of x← y and y← z, in that order, is
the same as their parallel execution. Formally, the condition COR(I2, I
g
2 ) ∩ CIR(I1, Ig1 ) = ∅ is not needed in the following
theorem.
Theorem 15. Under the conditions of Definition 17, and if COR(I1, I
g
1 ) ∩ (CIR(I2, Ig2 )∪ COR(I2, Ig2 )) = ∅, then (I1, Ig1 ) ‖ (I2, Ig2 )
is defined and is equal to (I1, I
g
1 ) ◦ (I2, Ig2 ).
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Proof. Let (J, Jg) = (I1, Ig1 ) ◦ (I2, Ig2 ). The conditions of this theorem immediately imply that of Definition 20, so that
(I1, I
g
1 ) ‖ (I2, Ig2 ) is defined; and we denote this by (J ′, J ′g). Our task is to use J and Jg as given by Definition 17, and J ′ and
J ′g as given by Definition 20, in showing that Jg = J ′g and that J(S) = J ′(S)whenever Jg(S) = J ′g(S) = true.
We have Jg(S) = Ig1 (S) && Ig2 (I1(S)), and we have to show that this is equal to J ′g(S) = Ig1 (S) and Ig2 (S). These are both
equal to false whenever Ig1 (S) = false; so let us assume that Ig1 (S) = true. We have RR(Ig2 ) ⊆ CIR(I2, Ig2 ) by Theorem 10, and
CIR(I2, I
g
2 ) ∩ COR(I1, Ig1 ) = ∅ by hypothesis, implying RR(Ig2 ) ∩ COR(I1, Ig1 ) = ∅. If z ∈ RR(Ig2 ), then, we have z /∈ COR(I1,
Ig1 ), so that, by Definition 16, since I
g
1 (S) = true, we must have S(x) = I1(S)(x). Since this is true for all z ∈ RR(Ig2 ), we have
S|RR(Ig2 ) = I1(S)|RR(Ig2 ), so that Ig2 (S) = Ig2 (I1(S)) by Theorem 4. Thus Jg = J ′g .
Suppose now that Jg(S) = J ′g(S) = true, so that Ig1 (S) = true, Ig2 (S) = true, and Ig2 (I1(S)) = true. For any given S, we
have J(S) = I2(I1(S)). Let J ′(S) = S ′; we show that S ′ = I2(I1(S)) by showing that S ′(z) = I2(I1(S))(z) for any z ∈ M . Since
COR(I1, I
g
1 ) ∩ COR(I2, Ig2 ) = ∅ by hypothesis, we may distinguish three cases:
– z ∈ COR(I1, Ig1 ). We have S ′(z) = I1(S)(z) (by the definition of S ′) = I2(I1(S))(z) (by Definition 16, because z /∈ COR(I2, Ig2 )
and Ig2 (I1(S)) = true).
– z ∈ COR(I2, Ig2 ). Ifw ∈ CIR(I2, Ig2 ), thenw /∈ COR(I1, Ig1 ) by hypothesis; so, since Ig1 (S) = true, we have S(w) = I1(S)(w) by
Definition 16. Since this holds for every w ∈ CIR(I2, Ig2 ), we have S|CIR(I2, Ig2 ) = I1(S)|CIR(I2, Ig2 ). Therefore, since Ig2 (S) =
true and Ig2 (I1(S)) = true, we have I2(S)|COR(I2, Ig2 ) = I2(I1(S))|COR(I2, Ig2 ) by Theorem 10. Since z ∈ COR(I2, Ig2 ), we thus
have I2(S)(z) = I2(I1(S))(z). Hence S ′(z) = I2(S)(z) (by the definition of S ′)= I2(I1(S))(z).
– z /∈ COR(I1, Ig1 )∪COR(I2, Ig2 ).We have S ′(z) = S(z) = I1(S)(z) (by Definition 16, because z /∈ COR(I1, Ig1 ) and Ig1 (S) = true)
= I2(I1(S))(z) (again by Definition 16, because z /∈ COR(I2, Ig2 ) and Ig2 (I1(S)) = true). 
In [3], it is mentioned that ‘‘I1 and I2 will commute if all four of their regions are disjoint, but also, slightly more generally, if
their input regions overlap’’. Actually, there is a still more general condition for this; the input region of I1 may overlap its
own output region, and similarly for I2, and the instructions will still commute. (Consider, for example, two registers R1 and
R2, such that I1 adds 1 to R1, while I2 adds 1 to R2.)
Corollary 5. Under the conditions of Definition 17, and if OR(I1) ∩ (IR(I2) ∪ OR(I2)) = ∅, then I1 ‖ I2 is defined and is equal
to (I1 ◦ I2).
Proof. This follows immediately from Theorem 15, Lemmas 4(b) and 5(b), and Definitions 17 and 20. 
Corollary 6. Under the conditions of Definition 17, and if COR(I1, I
g
1 ) ∩(CIR(I2, Ig2 )∪ COR(I2, Ig2 )) = ∅ and COR(I2, Ig2 ) ∩ (CIR(I1,
Ig1 ) ∪ COR(I1, Ig1 )) = ∅, we have (I1, Ig1 ) ◦ (I2, Ig2 ) = (I2, Ig2 ) ◦ (I1, Ig1 ) (that is, I1 and I2 commute).
Proof. Since COR(I1, I
g
1 ) ∩ (CIR(I2, Ig2 ) ∪ COR(I2, Ig2 )) = ∅, it follows from Theorem 15 that (I1, Ig1 ) ‖ (I2, Ig2 ) is defined and
is equal to (I1, I
g
1 ) ◦ (I2, Ig2 ). Since COR(I2, Ig2 ) ∩ (CIR(I1, Ig1 ) ∪ COR(I1, Ig1 )) = ∅, it follows, again from Theorem 15, that
(I2, I
g
2 ) ‖ (I1, Ig1 ) is defined and is equal to (I2, Ig2 ) ◦ (I1, Ig1 ). However, if (I1, Ig1 ) ‖ (I2, Ig2 ) and (I2, Ig2 ) ‖ (I1, Ig1 ) are
both defined, then they are equal, since Definition 20 is symmetrical. Therefore (I1, I
g
1 ) ◦ (I2, Ig2 ) = (I1, Ig1 ) ‖ (I2, Ig2 ) =
(I2, I
g
2 ) ‖ (I1, Ig1 ) = (I2, Ig2 ) ◦ (I1, Ig1 ). 
Composition of two instructions may clearly be extended to composition of any finite number of instructions. Parallel
execution, by contrast, may sometimes be extended even to an infinite number of instructions. (We restrict ourselves here
to instructions without guards.)
Definition 21. Let X be a (finite or infinite) set, and for each x ∈ X let Ix : S→ S be a function. Suppose that for each u and
v ∈ X we have OR(Iu) ∩ OR(Iv) = ∅. Then the parallel execution I : S→ S of all the Ix may be defined by I(S) = S ′ where,
if z ∈ OR(Iy) for some y ∈ X (which must be unique), then S ′(z) = Iy(S)(z), while if z is not in any OR(Ix) for x ∈ X , then
S ′(z) = S(z).
This definition, of course, is only usable if I(S) satisfies Axiom 2 (see Section 1), for each S ∈ S (in other words, if
{x ∈ M : S(x) 6= I(S)(x)} is not an infinite set).
Theorem 5.2 of [3] shows us that we can decompose an instruction I into simpler instructions, having single-element
output regions, but only if IR(I) ∩ OR(I) = ∅. For parallel execution, there is no such restriction.
Theorem 16. Every instruction is the parallel execution of simple assignments.
Note that the input region of a simple assignment, in this sense, may be arbitrarily large; it is ‘‘simple’’ only in that it has a
single-element output region.
Proof. For the instruction I , and for each x ∈ M , let fx : S → Bx be defined by fx(S) = I(S)(x), and let Ix be x← fx (as in
Definition 13). Let I ′ be the parallel execution of all the Ix; this is defined since, by Theorem 7(a), we have OR(Ix) ⊆ {x} for
each x ∈ M , and so, for each u and v ∈ X , we have OR(Iu) ∩ OR(Iv) ⊆ {u} ∩ {v}= ∅. We show that I ′ = I by showing
that I ′(S) = I(S) for all S ∈ S. Let S1 = I(S) and let S2 = I ′(S); we show that S2 = S1 by showing that S2(z) = S1(z)
for each z ∈ M . If z ∈ OR(Iy) for some y ∈ M , then z must be y (since OR(Iy) ⊆ {y}), and S2(z) = S2(y) = Iy(S)(y) (by
Definition 21) = fy(S) (by Definition 13) = I(S)(y) (by the definition of fy) = S1(y) = S1(z). If z is not in any OR(Ix), then,
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in particular, z /∈ OR(Iz), and OR(Iz) = ∅ (since OR(Iz) ⊆ {z}), so that Iz is the identity instruction by Theorem 2. Thus
S = Iz(S) = S ′ where S(z) = S ′(z) = fz(S) (by Definition 13)= I(S)(z) (by the definition of fz) = S1(z). Hence S2(z) = S(z)
(by Definition 21)= S1(z) in this case as well; so S1 = S2. 
9. Conclusions and future work
We have successfully extended our earlier work on computer instructions to the case in which an instruction is not
everywhere defined, or in which restrictive conditions are placed on an instruction. The practical value of this arises from
the fact that most instructions on real computers are of this form; and even those which are not of this form are simpler
to define under restrictive conditions. In order to carry out our extension, it has been necessary to consider expressions as
functions on the set of states of a computer.
The theory of computer expressions presentedheremaybe further extended to provide a basis for denotational semantics
of a programming language, including theorems concerning the input and output regions of a program defined in such a
language. Even further extensions may treat the subject of program correctness as it is affected by the semantics of the
language in which the program was written.
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