Abstract-Future Internet infrastructure will require the utilization of new all-optical devices able to enhance the use of fiber capacity. Nevertheless, before deploying such devices, it is necessary to test them under conditions similar to the ones of commercial networks and to evaluate their impact on real-world applications. In this work we investigate the performance of a tunable fiber fourwave mixing all-optical wavelength converter (AOWC) on a videostreaming carried through a field-trial network. This analysis is performed by measuring the packet-error rate (PER) degradation caused by the AOWC for different wavelength separations between the input and output optical carriers. To the best of our knowledge, this is the first time that such a cross-layer effect is systematically evaluated for an AOWC. A dynamic polarization controller was successfully used to prevent the FWM efficiency variations that were caused by the changes in the state-of-polarization of the video signal. Our results show that the AOWC introduced a maximum power penalty of 2.5 dB for wavelength separations of up to 12 nm. We also find that such a penalty is related to the optical signal-to-noise ratio degradation induced by the converter.
I. INTRODUCTION

I
N CASE TRAFFIC continues to increase at the present rate [1] , the traditional electronic approach used in core routers may soon become a barrier for the Internet growth. This happens not only because the required switching speed may turn to be higher than the one that can be supplied by electronics, but also because of the excessive amount of energy that would be consumed by these routers [1] . Transparent optical networks (TONs) based on wavelength division multiplexing (WDM) technology emerge as an attractive solution for solving both of these problems [2] , [3] . However, the efficient use of the full capacity that is provided by TONs depends on factors such as: 1) optical switching technology; 2) traffic distribution; 3) design of network architecture; and 4) deployment of new all-optical devices. The first of these factors concerns the choice of the optical switching technique that should be utilized. At a first sight, it seems convenient to reproduce the high-granularity strategy that is presently implemented by Internet routers and to perform optical switching in a packet-by-packet basis. Nevertheless, the technology required by this optical packet-switching (OPS) [4] approach is not mature yet and its practical viability remains controversial [5] even after several years of research on this field. Another possibility is the use of optical circuit-switching where a connection between end clients is established/terminated just before/after data transmission. This approach may be called optical burst wavelength routing (WR) [6] . Optical burst switching (OBS) has been also proposed as a compromise between OPS and WR [7] but presently WR technology is the only one that is mature enough to be used commercially [3] . Thus, in the remainder of this paper we will consider that the implementation of TONs follows the WR approach.
The proper utilization of network capacity will also be deeply affected by traffic distribution. Typically, the network management system (NMS) must use some routing and wavelength assignment (RWA) algorithm to either minimize the amount of connections that may be blocked or to maximize the number of network connections at any moment [7] . More sophisticated algorithms should also take into account the effects of physical impairments on some kind of metric. In fact, these impairments aware RWA (IA-RWA) algorithms [8] should take into account not only the degradations caused during fiber propagation but also those ones originated from the action of optical devices. In [9] and [10] IA-RWA algorithms were proposed to take into account the influence of four-wave mixing (FWM) on the bit-error rate (BER) of the channels of a WDM network. In [11] and [12] , IA-RWAs were developed for considering the deterioration imposed by chromatic dispersion and polarization-mode dispersion on the Q-factor of the signals in a TON. The influence of the amplified-spontaneous emission (ASE) noise of optical amplifiers on the BER of signals in a WDM network was presented in [13] and [14] . The effect of ASE noise on the optical signal-to-noise ratio (OSNR) was reported in [15] . Generally speaking, IA-RWA algorithms are essential to prevent traffic 0733-8724/$25.00 © 2009 IEEE from flowing through routes where large degradations may lead to inappropriate signal detection at the destination clients.
The third factor mentioned above regards the network architecture which is conventionally thought as a stack of layers organized in a hierarchical way [7] . Each of these layers is responsible for performing some functions and for providing a group of services to the higher layers; also a given layer "shields" the upper layers from the implementation details of the services that it provides [16] . In this work we will utilize the three-layer architecture considered in [2] . In this model, the physical layer is at the bottom and it deals with physical parameters such as bit-rate, signal amplitude and noise. At the center of the stack, the network layer covers issues concerning routing and forwarding tasks. Together, these two layers are sometimes called the optical transport layer [2] . Finally, at the top of the architecture, the application layer regards the services used by the client networks which may transmit, for instance, Internet protocol (IP) or synchronous digital hierarchy (SDH) traffic. Reference [2] points out that the performance of the higher layers may be severely influenced by the characteristics of the lower layers. Hence, the design of efficient TONs must carefully take into account this influence which is termed cross-layer effect. We note that although the cross-layer effect has become a field of intense research on other branches of communication, especially in wireless networks [17] , [18] , its analysis in optical communications is relatively recent [19] .
A further factor to improve the use of the capacity provided by TONs (here WR networks) is the utilization of new all-optical devices such as tunable optical amplifiers [20] , [21] , optical regenerators [22] , [23] , and all-optical wavelength converters (AOWC) [24] . In particular, although new techniques are suggested as an alternative to avoid wavelength conversion in optical networks [25] , [26] , AOWCs may play a key role for reducing the block of connections on future WR networks [27] - [29] and are of central interest for this work. The three main techniques that may be used to implement wavelength conversion are optical gating, interferometric processes, and wave mixing. A discussion about the benefits and drawbacks of these techniques is out of our present scope but it may be found in [30] . Nevertheless, here we should stress some important advantages of the wave-mixing approach applied to highly nonlinear dispersion-shifted (HNL-DS) fibers [31] - [33] . First, the extinction ratio of the converted signal is very close to the one of the input signal [31] ; this is an essential requirement for allowing the converted signal to be propagated for distances similar to the ones that could be achieved by the original signal. Second, it may be applied to signals with new modulation formats [32] , like the differential phase-shift keying (DPSK) that improves the receiver sensitivity and constitutes a good choice for long-haul transmission systems. Finally, because of the fast electronic response that occurs in the HNL-DS fibers [33] , this approach is also bit-rate independent for any practical optical communication system. From the discussion above, it becomes clear that the use of new all-optical devices, which act on the physical layer, may affect the performance of the higher layers of the TONs. Therefore, it is necessary to evaluate their impact on the different applications that are offered by the client networks which comprises, for instance, data transfer, digitized voice transmission and video-streaming. In this paper, we present a field-trial evaluation of the impact of a fiber FWM wavelength converter on a video-streaming application. Our option for this kind of device relies on the importance that AOWCs present for TONs because of their capacity to reduce traffic congestion and on the pros of the wave-mixing approach implemented in fibers; our choice for the video-streaming application was motivated by the recent increase on the utilization of Internet video services. In opposition to previous work [24] where the performance is evaluated by considering the influence of physical impairments on physical metrics (such as Q-factor, BER, and OSNR), our results concern the effect of these impairments on the packet error rate (PER) which is a metric related to the considered application. In special, it is well known that PER severely affects video-streaming applications, generating glitches on the pictures [34] . To the best of our knowledge, this is the first time that such a cross-layer effect is systematically analyzed. The results of the present study could be utilized by IA-RWA algorithms to determine the best route to be followed in case the TONs utilize AOWCs; they could also be used to guide future theoretical models aiming to establish a connection between PER and other optical physical parameters. It should be noted that PER evaluation is possibly the most interesting measure from the end-user point of view; moreover, this measure does not require the complex hardware that is necessary for evaluating physical layer parameters, such as the Q-factor and the BER. Another important contribution of this paper is the presentation of experimental data in contrast to most of other IA-RWA work [8] - [15] where the results are based on simulations or analytical models. Our experiments were carried out in the KyaTera Network, 1 which is an experimental field-trial network located in the State of São Paulo, Brazil.
The rest of this paper is organized in the following way. In Section II, we discuss some additional considerations that motivated this work. In Section III, we present the utilized setup and other experimental details. Our results are presented in Section IV whereas our conclusions are described in Section V. Finally, in Appendix A, we show that the use of a dynamic polarization controller was able to prevent undesired fluctuations on the AOWC efficiency, that are usually caused by changes on the state of polarization of signals traveling through actual networks. Fig. 1 presents a typical TON topology that is considered in this work. In our model, communication between two network clients flow through the TON in a set of wavelengths that are commuted by all-optical nodes; the wavelength separation follows some grid standard, like the one recommended by ITU-T [35] . In general, each all-optical node may contain a set of amplifiers, demultiplexers, switches, multiplexers, and other equipment. Tunable AOWCs may be available at some of these nodes to reduce traffic congestion. We assume that the NMS is able to identify connections that need wavelength conversion and to switch their signals, that are initially at frequency , to the input of the AOWCs. Moreover, the NMS also needs to determine the carrier frequency of the converted signal .
II. INITIAL CONSIDERATIONS
We also assume that the AOWCs are based on the fiber FWM technique [24] . In this case, the input signal at is coupled to a cw pump at and then these signals are propagated through a highly nonlinear fiber (HNF). Due to the FWM effect, two sidebands at and at will be observed at the fiber output and they will contain copies of the input signal. Therefore, the wavelength conversion operation may be concluded by bandpass filtering and amplifying one of these sidebands. In this paper, we admit that the converted signal is always chosen at (the idler signal closer to the pump). Therefore, when the NMS determines which is to be used, it must also set the AOWC pump frequency to . To illustrate some other key points for this work, we indicated in Fig. 1 a set of possible client connections. Initially, client network A addresses data to client network D using the lightpath formed by the route A-1-2-3-D and by the wavelength . If client network H needs to send data to client network E beginning at , the NMS could use an IA-RWA algorithm to decide among some options. To occupy the lowest number of hops, the connection could utilize in route H-6-2 and then, at node 2, a wavelength conversion to or could be performed for allowing the communication in route 2-3-E. Alternatively, route H-6-1-4-5-3-E could be utilized with no wavelength conversion, at the expense of passing the data through two additional nodes and fiber links; obviously, this would deteriorate the signal quality because of the insertion of extra ASE noise and crosstalk, respectively, in the fiber amplifiers and multiplexers/ demultiplexers/switches. Thus, the IA-RWA algorithm must determine if the amount of degradation is smaller in this longer way or in the ligthpath that contains the AOWC. The main goal of this work is precisely to present an experimental evaluation of the degradation imposed by the AOWCs (for video-streaming applications).
In case it is found that the shortest path should be used and if , one could expect that the conversion to is advantageous because this wavelength is closer to and this would increase the FWM efficiency [36] . Nevertheless, we will show in Section IV that this is not necessarily true because of the characteristics of the AOWC gain spectrum.
If necessary, the destination client networks may also send data to the clients that originated the call. In general, this upstream communication does not need to follow the same fibers and wavelengths used for the downstream data flow. This issue is also illustrated in Fig. 1 for the path E-7-2-6-H. Fig. 2(a) illustrates the setup used in our experiment. At the Unicamp Optical Communications Lab (OCL), a video server, VS, with a Gigabit Ethernet card (GEC) followed by a media converter (MC) performed a video streaming of a 3.0-h-long MPEG-2 movie, with resolution of 720 480 and transmission of 29.97 frames/s (NTSC). The movie was encapsulated and transmitted by real-time transport protocol (RTP) [16] packets. This protocol aims to multiplex real-time data streams (video itself and audio) onto a single stream of user datagram protocols (UDP); its header provides a sequential number for each of the RTP packets [16] which, as explained later in this section, is useful for evaluating the number of lost packets. The UDP packets were further encapsulated in IP packets, before being transmitted by the GEC. Concerning the architecture considered in this work, the video server and all of the mentioned protocols are comprised in the application layer, whereas the MC and GEC belong to the network layer. This is indicated in Fig. 2(b) .
III. EXPERIMENTAL SETUP
At the physical layer, the optical signal after the MC, at 193.10 THz, was optically amplified with an Erbium-doped fiber amplifier (EDFA1) and transmitted through part of a field-trial network called KyaTera (in São Paulo, Brazil). 1 As illustrated in Fig. 2(c) , the signal was transmitted through two standard single-mode fiber rings, interconnecting the OCL, the Transmission Media Lab of PUC-Campinas and the 40 Gb/s Lab of CPqD Foundation. This link was around 40 km long with 56.4% of this length placed in aerial cables and the remaining part in underground cables. At the end of the second ring, the signal returned to OCL, where it was passed through a dynamic polarization controller (DPC) to hold the signal in a fixed state of polarization before it entered into the AOWC. This allowed us to maintain the pump and the signal in parallel states of polarization.
The AOWC pump was tuned in the range from 192.35 to 192.65 THz. Therefore, the converted signals were generated in the range from 191.60 to 192.2 THz and all of them relied on the ITU-T WDM grid [35] . Thus, the maximum separation between the input and converted signal was of 1.5 THz. The AOWC pump was phase-modulated with a set of three radio frequencies 445 MHz, 632 MHz and 994 MHz to prevent the stimulated Brillouin backscattering. This phase modulation broadened the pump linewidth to 5 GHz [37] . As is well known, the converted linewidth can be approximated by twice the pump linewidth (considering a paltry signal linewidth). This would eventually limit the number of possible conversions before the broadening of the converted wave results in too large of a linewidth for a practical network. The pump signal was then amplified, filtered with a band-pass filter (BPF1) and coupled to the video signal.
After that, the pump and the signal were launched into a HNL-DS fiber of length 3.0 km, attenuation coefficient 0.83 dB/km, nonlinear parameter 9.1 (W km) , dispersion slope 0.017 ps/(nm km), average zero dispersion wavelength, 1556 nm, and standard deviation of 10 nm. The and the were measured by using the method described in [38] . This relatively large value of presents the advantage of enhancing the conversion bandwidth [24] . At the AOWC output, an optical band-pass filter was tuned to to obtain the converted signal. A variable optical attenuator (VOA), an EDFA, another BPF tuned at and a couple of power monitors (PoM) were used between the AOWC and a second MC to allow for the analysis of the receiver sensitivity. Besides the MC, the receiver also involved a GEC (Network layer) and a video client (VC) which held the elements of the application layer. The PER of the RTP packets was evaluated by a network protocol analyzer software installed in VC. To accomplish such analysis, the software compared the number of RTP packets that was received by VC with the one of transmitted packets, which is assumed to be the difference between the last and the first sequential numbers of the received RTP packets. Upstream communication between the MCs was performed through a second fiber and with no wavelength conversion.
IV. EXPERIMENTAL RESULTS
This section presents our experimental results concerning: 1) the evaluation of the cross-layer effect caused by the AOWC on the video-streaming application and 2) an investigation for the origins of the degradation introduced by this optical device.
A. Cross-Layer Effect
The experiment was performed with the signal set to a constant frequency, 193.10 THz, and by tuning the pump to obtain the different converted frequencies. Fig. 3 presents The back-to-back (reference) case consisted of transmitting the video signal throughout the whole setup with the pump power turned off. To perform a fair comparison between the back-toback situation and the wavelength conversions we equalized both the back-to-back signal power and the converted signal power as shown in the inset of Fig. 3 . This was done by adjusting the gain of EDFA2, i.e., by controlling the pump power. The differences in the peak powers among the signals were lower than 0.3 dB. We observe that such an equalization procedure complies with the fact that WDM systems provide longer propagation distances when all of their signals present the same powers [6] .
As mentioned before, the polarization changes imposed by the transmission through the field-trial network-that would affect the OWC efficiency due to the generation of unwanted power variations on the wavelength-converted signals were suppressed with the use of the DPC. This equipment was able to keep the power of the converted signals constant during the whole video streaming. In Appendix A, some results show that a wavelength converted signal could experience power variations as high as 18 dB, in only 10 min of measurement, in case the DPC was not used.
To evaluate the penalties introduced by the AOWC, we adjusted the gain of EDFA3 to a fixed power, changed the VOA attenuation, and measured the number of lost packets in the VC. Each 30-s-long measurement was enough to receive over 10 000 RTP packets. Fig. 4(a) shows the PER dependence with the power at the VC input, , for the different tested wavelength conversions.
The powers where the PER become appreciable are around 14 dBm and 12 dBm for the back-to-back and converted signals, respectively. These values are below our oscilloscope sensitivity and thus it is not possible to provide eye diagrams for them. To show some qualitative information of such signals, we amplified them to an average power of 8 dBm and presented the corresponding eye diagrams, for and %, as an inset in Fig. 4 (a) (the "zero" level is 11 dBm). It should be noted that the additional noise degradation introduced by the amplifiers prevent us from utilizing such diagrams for quantitative estimations concerning the signals where the PERs were actually measured. Fig. 5 presents images of wavelength converted signals for (a) 0.0 and (b) 0.5%. It was observed that lead to the appearance of glitches in the images and also of sound deterioration. Considering this critical transmission PER, we observe in Fig. 4(a) that the power penalty introduced by the AOWC lies between 1.8 and 2.5 dB with an average value of 2.1 dB. This is an explicit measure of the cross-layer effect caused by the AOWC on the quality of the IP network application, i.e., the video-streaming. Therefore, IA-RWA algorithms could use these values to penalize (or increase the cost) of routes containing AOWCs.
For comparison purposes, we performed two additional tests. In the first of them, we bypassed the AOWC and evaluated the PER performance of the system. The removal of the AOWC implies a considerable reduction in the loss of the system and thus the power penalty is reduced by around 16 dB [see Fig. 4(b) ]. Assuming an attenuation of 0.2 dB/km and referring to the discussion presented in Section II, this measure indicates that the use of AOWCs becomes acceptable over the utilization of unconverted signals in longer paths, when the difference in the propagation distance exceeds 80 km ( 16 dB/0.2 dB/km).
In the second additional test, VC was directly connected to VS and we used a software program to artificially generate a PER of 0.5%. This was performed by reducing the available bandwidth of the transmission; therefore, it was necessary to re-encode the video in a constant-bit rate (CBR) and MPEG-4 format to avoid the traffic rate fluctuations that are typical for compressed videos. The result is presented in Fig. 5(c) where the glitches cover approximately the same area as those of Fig. 5(b) . As expected, this indicates an equivalence between the PER caused by the cross-layer effect and the one artificially generated. The main difference between Fig. 5(b) and (c) resides on the distribution of the glitches, which is sparser on the latter situation. This possibly happened because of the differences in the encoding formats.
B. Investigation on the Deterioration Imposed by the AOWC
As indicated in Fig. 3 , we have equalized the power of all signals in our experiment. In spite of this adjustment, we observed a power penalty on the PER performance of the wavelength converted signals compared to the back-to-back case. Besides this, each of the converted signals also presented different PER performances. A natural candidate for explaining these differences would be the amount of noise that is introduced by the AOWC at the different frequencies of the converted signals. In fact, modulation instability (MI) theory may be used to describe these noise power fluctuations which would deteriorate the OSNR of each video-streaming converted signal.
When assumes a well defined value (i.e., is small enough), this MI theory predicts that small signals inside the bandwidth [39] : (1) experience an MI gain given by (2) where stands for the pump power, represents the fiber group-velocity dispersion, and is the frequency detuning from the pump frequency. In this way, it is clear that each noise spectral component at frequency will be subjected to a different amount of gain. Thus, if in our experiment a given converted signal is at some frequency and the noise around it presents a gain , when we change the pump frequency to obtain a new converted signal at , the shift in the MI spectrum will also modify the gain experienced by the noise around . This constitutes a theoretical explanation for the differences in the PER performance observed in Fig. 4 . Fig. 6 shows the experimental MI spectra (BPF1 bypassed) for all the pump wavelengths used in our experiment. Most of these spectra present a flat gain region that enhances the conversion bandwidth [24] but that is not predicted by (1) and (2). This is a consequence of the large value of 10 nm of the HNL-DS fiber used in our experiment. In spite of this difference between the experimental results and the MI theory, we observe that the signals at a given frequency (or at a wavelength ) are subjected to different gains depending on the pump frequency. This is in accordance with our previous expectations for the differences in the PER performances of each of the wavelength converted signals.
A plot of the OSNR as a function of the optical received power, , is shown in Fig. 7 . The points of each converted signal where the PER is % (or the closer value depending of the experimental point) are represented by star symbols and are connected to one another. We find an average power penalty of 2.2 dB relative to the back-to-back case which is very close to the value of 2.1 dB obtained for the power penalty in Fig. 4 . This correlation between the PER and OSNR power penalties is also observed for other values of analyzed PERs, such as 1.0% and 3.0%. In addition to this, we also note that, as expected, the lower the OSNR, the worse the PER performance becomes. For instance, for the converted signal at 192.0 THz the PERs for OSNRs of 10.5, 10.3, and 10.0 dB were 0.5%, 1.0%, and 3.0%, respectively. Therefore, the OSNR degradation caused by the AOWC (if compared with the back-to-back case) really seems to be a major source for the observed PER deterioration. As an example, Fig. 8 shows a detail of the OSNR for the back-to-back and for the converted signal at 192.0 THz (both cases for a PER of %). In this case, the OSNR drops from 12.1 to 10.5 dB.
The discussion and results presented above suggest that the physical origin for the cross-layer effect is the OSNR degradation generated by the AOWC. In fact, such degradation leads to packet loss which, because of video compression (MPEG-2), may cause the loss of several pixels in the video; this gives rise to the glitches observed in Fig. 5(b) .
Finally, it should also be noted that both, the OSNR fluctuations (from 10.3 to 11.3 dB) as well as the variations observed in the received power as shown in Fig. 7 (from 11.7 to 12.3 dBm) for % are relatively small. Thus, the experimental error, which is around 0.5 dB, could also affect these results in a non-negligible way.
V. CONCLUSION
We have experimentally evaluated the cross-layer effect that a fiber FWM AOWC imposes to video-streaming signals. The tests were performed over a 40-km-long fiber ring in a field-trial network. Our results indicate that wavelength converted signals, separated by up to 1.5 THz from the original signal, could experience average and maximum power penalties of 2.1 and 2.5 dB, respectively. In a WDM WR network, this information could be used by IA-RWA algorithms to increase the cost of routes that encompass AOWCs. Assuming a typical fiber attenuation of 0.2 dB, this maximum penalty means that each wavelength conversion tends to reduce the signal propagation distance in 10 km. We have also investigated the physical parameters that influence the video PER degradation experienced during the wavelength conversion. Our results suggest that such deterioration is closely related to the noise gain induced by the MI effect, which reduces the OSNR. To the best of our knowledge, this is the first time that a cross-layer effect is experimentally evaluated for a device that may be used in the infrastructure of future Internet. 
APPENDIX A POLARIZATION CONTROL TO STABILIZE THE WAVELENGTH CONVERSION EFFICIENCY
In this Appendix, we present some results concerning the polarization issues involved in our experiment. It is shown how a DPC may assist the use of an AOWC operating in an actual network where weather and other variable conditions may affect the signal's state of polarization.
It is well known that the FWM conversion efficiency depends on the relative state of polarization between the pump and the signal and that it is maximal when these states are parallel [40] . In our experiment, wind and temperature fluctuations, acting mainly on the aerial part of the optical cables, could induce considerable random polarization changes in the signals that traveled through the KyaTera Network. To illustrate this effect, Fig. 9 presents the measured polarizations angles, and , relative to the Poincaré sphere according to the formalism presented in [41] for a signal: directly connected to the polarimeter, transmitted through the KyaTera Network with the DPC turned on and with the DPC turned off. It is clear that the random variations of angles and will result in a loss of the polarization condition that maximizes the conversion efficiency (the signal and the pump aligned in parallel). Therefore, if nothing is done such variations result in great power variations of the converted wave and the AOWC would become useless for optical communications systems. Fig. 10 clearly illustrates this fact for the converted signal with the DPC turned on Fig. 10(a) and off Fig. 10(b) . In both cases, the figure shows ten spectra obtained at different time instants. When the DPC is turned on all spectra are overlaid; otherwise, signals with variations as high as 18 dB are observed. For this reason, the results of Section IV were all obtained with the utilization of the DPC.
