Introduction
============

We often find ourselves in environments where we need to keep track of objects moving around us while we ourselves are also in motion, such as when we drive in traffic, play team sports, or walk down a crowded sidewalk. These common situations can be challenging -- tracking moving objects and navigating through space are both demanding tasks. We use attention and memory to keep tabs on the changing locations of objects of interest as they move, a process known as object tracking (Cavanagh and Alvarez, [@B7]; Allen et al., [@B1]; Fougnie and Marois, [@B12]; Tombu and Seiffert, [@B28]). Object tracking has a limited capacity that can be measured as the number of targets that can be tracked in a given set of conditions (Pylyshyn and Storm, [@B22]; Scholl et al., [@B25]; Alvarez and Franconeri, [@B3]; but see Ma and Huang, [@B16]). As we move, we update a representation of our own changing location in space, a process known as spatial updating. Although spatial updating tends to occur obligatorily (Rieser, [@B23]; Farrell and Robertson, [@B10]; Farrell and Thomson, [@B11]; May and Klatzky, [@B18]), it requires cognitive resources (Amorim et al., [@B4]) and also appears to be limited in capacity (Wang et al., [@B32]; Wang, [@B31]). Research describing the limitations of these processes provides a better understanding of how people function in complex environments.

Much previous research has investigated the properties of object tracking and spatial updating abilities, but there are few details about how these processes interact. Recently, we have found that these two processes tap common spatial resources (Thomas and Seiffert, [@B26]). Our experiments demonstrated that when observers moved around an area in which they were tracking three targets moving amidst identical distractors, their object tracking performance suffered compared to when they remained in one location. Self-motion impaired object tracking both when observers walked around the tracking area and when they were pushed along the same path in a wheelchair. This impairment occurred both in an immersive virtual environment and a real-world analog and was robust even when observers did not receive visual feedback about their own movements. However, we also found that self-motion did not interfere when observers moved while performing a difficult feature-tracking task that did not involve changes to target locations. Taken together, these experiments strongly suggest that self-motion impairs object tracking performance because both rely on a process of updating spatial representations over time.

Our previous findings suggest spatial updating and object location tracking processes interfere with one another, indicating that they rely on common spatial resources. If object tracking and spatial updating require common resources, then perhaps we can understand one process in terms of the other -- how these resources are shared and allocated across the two tasks. As our first step in achieving this goal, we asked how spatial updating could be assessed in terms of object tracking capacity. Quantifying attributes of cognitive function provides insights into the underlying structure of information processing and the relationship between different functions. For example, working memory was originally quantified as containing about seven objects (Miller, [@B19]), but this value was later revised to about four objects when the strategies and components of memory were better understood (see Baddeley, [@B6]; Cowan, [@B8]). Quantifying the capacity of working memory has benefited understanding of its nature in terms of representational structure of features, neural substrates, and development (Vogel et al., [@B29]; Ross-Sheehy et al., [@B24]; Alvarez and Cavanagh, [@B2]; Todd and Marois, [@B27]; Xu and Chun, [@B33]; Jiang et al., [@B14]; Oakes et al., [@B20]). For the current study, the goal was to understand the relationship between self-motion and object tracking. Quantification of the effect of self-motion in terms of object tracking will allow us to determine whether it makes sense to interpret the interference between the two tasks in terms of a single process, such as a mechanism for tracking changes in spatial location. When an observer needs to move through her environment while simultaneously keeping track of the things moving around her, does a location tracking mechanism treat the self as just another moving item to track? Alternatively, is spatial updating of self-position calculated in a more efficient -- or even more costly -- manner?

In the current experiment, we set out to quantify the load of self-motion on tracking capacity. To measure the cost of self-motion on object tracking, we asked participants to keep track of a subset of identical moving balls while walking in an immersive virtual environment. Participants either walked around the area in which the balls moved or walked in place maintaining a constant location as in previous work (Thomas and Seiffert, [@B26]). In the current study, we systematically varied the number of targets participants tracked in order to derive estimates of participants' tracking capacity -- that is, how many moving objects they could successfully individuate and maintain over time. By measuring tracking capacity both while participants walked around and walked in place, we quantified the cost of self-motion in terms of the number of objects tracked.

Materials and Methods
=====================

Participants
------------

Fourteen volunteers from Vanderbilt University participated for course credit. The research was approved by the Vanderbilt University Institutional Review Board and conformed to the ethical standards for conducting research established by the American Psychological Association. Informed consent was obtained from all participants.

Apparatus
---------

Participants viewed the virtual environment on an nVisor SX head mounted display (HMD; NVIS, Reston, VA, USA), which presented stereoscopic images in a 60° diagonal field of view at a refresh rate of 60 Hz using Vizard software (WorldViz, Santa Barbara, CA, USA) rendered graphics. A three-axis orientation sensor (InertiaCube2; Intersense, Bedford, MA, USA) tracked head orientation and an optical tracking system (PPTX4; WorldViz, Santa Barbara, CA, USA) tracked head position. The graphics displayed in the HMD were updated based on head position and orientation, leading participants' physical movements to translate into visual movements within the virtual world.

Stimuli, procedure, and design
------------------------------

Participants saw a virtual world inside the HMD consisting of blue sky and a green ground plane. They stood approximately 4 ft from the center of a rendered 2.7 × 2.7 ft black outlined box on the ground plane. Inside this box were 10 red balls that subtended approximately 1.3° of visual angle when viewed in the center of the box. Participants performed a multiple object tracking task. At the start of each trial, each ball appeared stationary in a random starting location along its predefined path for 500 ms. One, two, three, four, or five of these balls were designated as targets, changing color from red to blue for 1700 ms before returning to red. All of the balls then moved in circular paths around the center of the box, with the radius of each path ranging randomly in 0.09 ft steps from approximately 0.2 to 1.3 ft, the speed of each dot ranging randomly in 1 deg steps from approximately 2 to 25 deg/s. At these radii and speeds, the slowest balls tended to move about a quarter of a full circle during a trial, while the fastest balls tended to move around their circular paths up to three times. Each ball had equal probability of moving clockwise or counterclockwise. Although the circles were often very close together, making it difficult to distinguish whether an individual ball was moving along a path with a radius greater or less than its neighbors, to prevent participants from encoding ball position based on radius without regard for the balls' motion, the two innermost and two outermost balls were never designated as targets. After 4 s of movement, the balls stopped moving and one ball changed color from red to blue. Participants verbally responded "yes" if they thought that the probed blue ball was the same as one of the targets and "no" otherwise. For half of trials, the cued ball was a target; for the other half of trials it was a distractor.

While engaged in the tracking task, participants could move in two different ways. In the *move* *condition*, participants walked an arc 90° around the box, moving a quarter circle from the center of one side of the box to an adjacent side. While walking, participants remained oriented so that their bodies faced the direction in which they moved and their heads remained turned toward the box. Participants initiated this walk at the same time that the tracking balls began to move and completed the walk when the balls stopped. To ensure that participants walked appropriately, an experimenter guided them by holding one end of a 4-ft stick while the participant held the other end. In the *stay* *condition*, on the other hand, participants simply walked in place, replacing their feet in the same location that they picked them up. While walking in place, participants were oriented identically to the move condition but maintaining a constant position. At the end of each trial in which participants changed location, they turned 180° so that they could move in the opposite direction along the same arc on the next move trial.

At the beginning of a session, participants spent a few minutes observing the testing area without the HMD as they provided consent and listened to instructions. Participants then had the opportunity to look around the virtual environment with the HMD before performing eight practice trials in which they tracked one or two targets. They then performed four blocks of 60 trials each in which number of targets (1--5), movement condition (move or stay), and probe identity (target or distractor) were randomly intermixed. Before each trial began, an experimenter announced whether the trial was in the move or stay condition.

Results
=======

Participants made more tracking errors as tracking load increased from one to five balls and made more errors in the move condition than in the stay condition (Figure [1](#F1){ref-type="fig"}). A 5 × 2 ANOVA confirmed these effects, showing significant main effects of number of targets \[*F*(4, 52) = 39.37, MSE = 56.04, *p* \< 0.001\] and self-motion \[*F*(1,13) = 46.14, MSE = 22.76, *p* \< 0.001\]. The interaction between number of targets and self-motion approached significance \[*F*(4,52) = 2.43, MSE = 45.43, *p* \< 0.06\]. Planned pairwise comparisons showed that this marginal interaction was driven by a lack of difference between tracking performance in the move versus stay conditions under low tracking load \[*t*(13) = 0.99, *p* \> 0.3 for the one-target case and *t*(13) = 1.39, *p* \> 0.1 for the two-target case\] but significantly better tracking in the stay condition under higher tracking load \[*t*(13) = 3.43, *p* \< 0.01 for tracking three targets, *t*(13) = 2.35, *p* \< 0.04 for tracking four targets, and *t*(13) = 2.75, *p* \< 0.02 for tracking five targets\]. This pattern of results replicates and extends our previous findings, showing that self-motion impairs object tracking when tracking load is sufficiently high (Thomas and Seiffert, [@B26]).

![**Mean percentage correct in the tracking task**.](fpsyg-02-00245-g001){#F1}

To determine whether results indicate differences in sensitivity or report bias, we conducted the same analyses as reported above on *d*′ and beta ratio values (Macmillan and Creelman, [@B17]). A 5 × 2 ANOVA on *d*′ values showed significant effects of number of targets \[*F*(4,52) = 43.98, partial η^2^ = 0.772, *p* \< 0.001\] and self-motion \[*F*(1,13) = 43.71, partial η^2^ = 0.771, *p* \< 0.001\]. The interaction between number of targets and self-motion approached significance \[*F*(4,52) = 2.43, partial η^2^ = 0.158, *p* \< 0.06\]. Planned pairwise comparisons on *d*′ values showed that this marginal interaction was driven by a lack of difference between tracking performance in the move versus stay conditions under low tracking load \[*t*(13) = 1.05, *p* \> 0.30 for the one-target case and *t*(13) = 1.41, *p* \> 0.10 for the two-target case\] but significantly better tracking in the stay condition under higher tracking load \[*t*(13) = 3.39, *p* \< 0.005 for tracking three targets, and *t*(13) = 2.92, *p* \< 0.02 for tracking five targets; for four targets results were marginal, *t*(13) = 2.12, *p* \< 0.06\]. A 5 × 2 ANOVA on beta ratio values showed a marginal main effect of number of targets \[*F*(4,52) = 2.24, partial η^2^ = 0.147, *p* \< 0.08\] and no effect of self-motion \[*F*(1,13) = 2.14, partial η^2^ = 0.141, *p* \> 0.10\] and no interaction \[*F*(4,52) \< 1\]. Taken together, this pattern of results replicates results reported as percent correct and shows that self-motion impairs tracking sensitivity and not bias (Thomas and Seiffert, [@B26]).

At first glance, the averaged data are suggestive about the quantitative cost of self-motion in terms of number of objects tracked. When participants tracked three balls while moving, their performance was similar to when they tracked four balls while stationary \[green dashed line in Figure [1](#F1){ref-type="fig"}; *t*(13) = 0.32, *p* \> 0.75\]. Similarly, performance tracking four balls while moving was equivalent to tracking five balls while stationary \[blue dashed line in Figure [1](#F1){ref-type="fig"}; *t*(13) = 0.54, *p* \> 0.59\]. In other words, the cost of adding one more target appears similar to the cost of self-motion; the decrement in performance from adding one more target in the stay condition was similar to the decrement in performance associated with moving. Overall participants' average percent correct suggests that the cost of self-motion is about one object.

To quantify the cost of self-motion on tracking in terms of the number of objects, we estimated tracking capacity for each individual participant in both stay and move conditions. We evaluated performance in terms of the effective number of targets tracked by calculating Cowan--Pashler's *K* (Pashler, [@B21]; Cowan, [@B8]) with:
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where *K* = estimated number of balls tracked, H = proportion of accurate "yes" responses (hits), CR = proportion of accurate "no" responses (correct rejections), and N = number of target balls. *K* values are a performance measure similar to percent correct, but given in terms of the number of objects that are effectively tracked (as in Scholl et al., [@B25]). For example, when there were three targets, if a participant had a hit rate of 0.8333 and a correct rejection rate of 0.8333, then the *K* value of 1.999 would indicate that participant was able to effectively track about two of the three targets on average. For each participant, we calculated *K* for each level of the factor that varied the number of targets, separately for the move and stay conditions. This allowed us to compare the asymptotes of the *K* curves as an estimate of the overall capacity costs of self-motion during tracking. Tracking capacity (C) for each individual was estimated by fitting the *K* values with an elbow curve that assumed perfect tracking performance for conditions with fewer targets than C and performance capped at C for conditions with more targets than C. The value of C that provided the least squared error from the data was taken as the estimated tracking capacity. This estimation of tracking capacity does not correct for guessing, nor consider the benefit to performance from known distractors (Hulleman, [@B13]). However, we assume that any such correction would be the same for move and stay conditions because we manipulated self-motion independently of the tracking task. While the absolute values of capacity may be overestimated here, we assume the relationship between the capacity for move and stay conditions would not be affected by such analyses. As such, we use this analysis to quantify the cost of self-motion in terms of the effective number of targets tracked.

Capacity estimates under both the move and stay conditions for each participant agreed with the estimates from the overall average. All but one participant had a smaller capacity in the move condition than the stay condition (Figure [2](#F2){ref-type="fig"}, points relative to blue line), showing the reliability of the effect of self-motion on tracking performance across participants. Interestingly, 9 out of the 13 participants showing a cost had a difference between capacities for stay versus move conditions that was less than one (Figure [2](#F2){ref-type="fig"}, points relative to the red line). Calculating difference scores -- subtracting the tracking capacity for the move condition from the tracking capacity for the stay condition -- revealed a self-motion cost that, averaged across participants, was 0.8 objects (SE = 0.2). This estimate for the cost of self-motion was reliably greater than zero \[*t*(13) = 4.6, *p* \< 0.0005\], but not reliably different from one \[*t*(13) \< 1, ns\]. Taken together, these analyses suggest that most individual participants experienced a cost of self-motion of about one object.

![**Estimates of tracking capacity (C) for each participant in the move and stay conditions**. The blue line shows the perfect one-to-one relationship that would occur if tracking capacity was unaffected by self-motion. The red line shows a perfect cost of one object due to self-motion.](fpsyg-02-00245-g002){#F2}

Discussion
==========

We often find ourselves in situations where we must move through the environment while simultaneously keeping track of other objects moving around us. The results of the current study show that self-motion hampers tracking performance at a cost that is about the same as adding one more target object. Replicating and extending our previous work (Thomas and Seiffert, [@B26]), we found that when participants were only required to track one or two objects, self-motion did not substantially interfere with this task. However, when participants attempted to keep track of three, four, or five objects, there was a significant cost of self-motion on tracking performance. More specifically, we found that participants' capacity data in move versus stay conditions were best described by fitting curves that differed in their asymptotes by 0.8. These results are in line with the idea that the spatial updating associated with self-motion draws upon resources that are also tapped in keeping track of multiple moving objects. We cannot help but update a representation of our own changing location in space as we move (e.g., Farrell and Robertson, [@B10]; May and Klatzky, [@B18]), but we do so at the expense of updating other objects' changing locations as they move. Moreover, results from the majority of participants showed that keeping track of one's own location in space may be slightly less costly than tracking another object. In other words, when an observer moves while trying to keep track of other moving objects, self-motion imposes an additional load on the tracking mechanism of a bit less than one additional external object.

The results of the current study provide the first estimate of the actual cost of self-motion on object tracking. Quantification of the effect of self-motion in terms of object tracking allows us to interpret the interference between the two tasks in terms of a single process. The observation that self-motion produces a cost to tracking performance that is very similar to adding one more target object seems to suggest that people mentally update a representation of their own location in space with the same process they use to update representations of moving objects. A mechanism that tracks the location of the self and objects could use a single spatial representation, such as an allocentric map of the room, or affect multiple representations in a similar way, such as updating egocentric coordinates of objects and a representation of the self in the room. In our experiment, we attempted to match the speed and trajectories of both observers and the targets; participants walked along a curved path that was similar to the circular paths of the moving balls. Our results therefore speak to situations in which an observer's location changes in a very similar manner to tracking target locations. It is possible that in situations where an observer moves more quickly or along a more complicated trajectory, self-motion may reduce object tracking capacity to an even greater extent. In addition, our evidence does not allow for strong conclusions about the nature of the limitation in cognitive processing driving these effects. The concept of capacity as depicted here could be taken to suggest that the mind has slots for attending to and remembering a set number of objects (Miller, [@B19]; Cowan, [@B8]; Awh et al., [@B5]; Zhang and Luck, [@B34]). However, results are equally compatible with a more complex model of cognitive processing in which limits of performance are due to other factors, such as sampling rate, interference, or optimization of representation integrity (d'Avossa et al., [@B9]; Kazanovich and Borisyuk, [@B15]; Ma and Huang, [@B16]; Vul et al., [@B30]). Whatever the model, the results demonstrate that the cost of self-motion is approximately the same as the cost of tracking another object, suggesting that similar processing may occur for updating the memory of the location of the self and the location of objects.

In conclusion, we find that adding self-motion to a multiple object tracking task costs a little less than adding one additional target, at least in cases where self-motion mirrors target motion such as driving in traffic, playing team sports, or walking down a crowded sidewalk. Both spatial updating and object tracking call upon a common mechanism that keeps track of the changing locations of items -- one's own position as well as those of objects in the environment. This mechanism may process information about self-location somewhat more efficiently than information about other objects. Such efficiency may not be surprising. After all, we have more experience keeping track of where we are than we do for any external objects and before we can act effectively on our environment, we must first have a representation of where we are within it.
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