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Extreme temperatures, heat waves, heavy rainfall events, drought, and extreme air 
pollution events have adverse effects on human health, infrastructure, agriculture and 
economies.  The frequency, magnitude and duration of these events are expected to 
change in the future in response to increasing greenhouse gases and decreasing aerosols, 
but future climate projections are uncertain.  A significant portion of this uncertainty 
arises from uncertainty in the effects of aerosol forcing: to what extent were the effects 
from greenhouse gases masked by aerosol forcing over the historical observational 
period, and how much will decreases in aerosol forcing influence regional and global 
climate over the remainder of the 21st century?  
The observed frequency and intensity of extreme heat and precipitation events 
have increased in the U.S. over the latter half of the 20th century. Using aerosol only 
(AER) and greenhouse gas only (GHG) simulations from 1860 to 2005 in the GFDL 
CM3 chemistry-climate model, I parse apart the competing influences of aerosols and 
greenhouse gases on these extreme events.  I find that small changes in extremes in the 
“all forcing” simulations reflect cancellations between the effects of increasing 
anthropogenic aerosols and greenhouse gases.  In AER, extreme high temperatures and 
the number of days with temperatures above the 90th percentile decline over most of the 
U.S., while in GHG high temperature extremes increase over most of the U.S.  The 
spatial response patterns in AER and GHG are significantly anti-correlated, suggesting a 
preferred regional mode of response that is largely independent of the type of forcing. 
Extreme precipitation over the eastern U.S. decreases in AER, particularly in winter, and 
increases over the eastern and central U.S. in GHG, particularly in spring.  Over the 21st 
century under the RCP8.5 emissions scenario, the patterns of extreme temperature and 
precipitation change associated with greenhouse gas forcing dominate.   
 The temperature response pattern in AER and GHG is characterized by strong 
responses over the western U.S. and weak or opposite signed responses over the 
southeast U.S., raising the question of whether the observed U.S. “warming hole” could 
have a forced component.  To address this question, I systematically examine observed 
seasonal temperature trends over all time periods of at least 10 years during 1901-2015. 
In the northeast and southern U.S., significant summertime cooling occurs from the early 
1950s to the mid 1970s, which I partially attribute to increasing anthropogenic aerosol 
emissions (median fraction of the observed temperature trends explained is 0.69 and 0.17, 
respectively).  In winter, the northeast and southern U.S. cool significantly from the early 
1950s to the early 1990s, which I attribute to long-term phase changes in the North 
Atlantic Oscillation and the Pacific Decadal Oscillation.  Rather than being a single 
phenomenon stemming from a single cause, both the warming hole and its dominant 
drivers vary by season, region, and time period. 
 Finally, I examine historical and projected future changes in atmospheric 
stagnation.  Stagnation, which is characterized by weak winds and an absence of 
precipitation, is a meteorological contributor to heat waves, extreme pollution, and 
drought.  Using CM3, I show that regional stagnation trends over the historical period 
(1860-2005) are driven by changes in anthropogenic aerosol emissions, rather than rising 
greenhouse gases.  In the northeastern and central United States, aerosol-induced changes 
in surface and upper level winds produce significant decreases in the number of stagnant 
summer days, while decreasing precipitation in the southeast US increases the number of 
stagnant summer days.  Outside of the U.S., significant drying over eastern China in 
response to rising aerosol emissions contributed to increased stagnation during 1860-
2005. Additionally, this region was found to be particularly sensitive to changes in local 
aerosol emissions, indicating that decreasing Chinese emissions in efforts to improve air 
quality will also decrease stagnation.  In Europe, I find a dipole response pattern during 
the historical period wherein stagnation decreases over southern Europe and increases 
over northern Europe in response to global increases in aerosol emissions.  In the future, 
declining aerosol emissions will likely lead to a reversal of the historical stagnation 
trends, with increasing greenhouse gases again playing a secondary role. 
 Aerosols have a significant effect on a number of societally important extreme 
events, including heat waves, intense rainfall events, drought, and stagnation.  Further, 
uncertainty in the strength of aerosol masking of historical greenhouse gas forcing is a 
significant source of spread in future climate projections.  Quantifying these aerosol 
effects is therefore critical for our ability to accurately project and prepare for future 
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Chapter 1 Introduction 
1.1 Past climate changes and future implications 
 Annual mean global surface temperature increased 0.85K from 1880-2012, which 
is attributed primarily to human activity (Bindoff et al. 2013; Hartmann et al. 2013).  
Annual global mean precipitation increased as well, on the order of 1-3mm/day from 
1901-2008, and the scientific community has attributed some of the observed trend, 
particularly over Northern Hemisphere land areas, to anthropogenic climate change 
(Bindoff et al. 2013; Hartmann et al. 2013).  These changes over the historical period 
were driven principally by rising concentrations of greenhouse gases, particularly CO2, 
CH4, N2O, and tropospheric O3.  Anthropogenic aerosol emissions have also increased 
over the same period.  Because aerosols have a net cooling effect on the climate, we 
expect that they have masked some of the greenhouse gas-induced warming.  This 
presents a serious challenge to our understanding of past climate change because the 
radiative forcing due to aerosols is highly uncertain, and as a result the uncertainty in the 
total historical radiative forcing is also large (Figure 1.1).  In the future, anthropogenic 
aerosol emissions are projected to decrease globally while greenhouse gas emissions 
continue to rise, reducing this aerosol-masking effect.  Understanding how much aerosols 
have masked greenhouse gases during the instrumental era is therefore critical for our 





Figure 1.1 The best estimates of the globally averaged effective radiative forcing (ERF; top-of-atmosphere 
radiative forcing after allowing for atmospheric temperature, water vapor, and clouds to adjust) from 1750-2011 
due to the primary drivers of anthropogenic climate change: well-mixed greenhouse gases (CO2, CH4, N2O, 
halogen gases), tropospheric O3*, and the direct and indirect aerosol effects as assessed by IPCC AR5 WGI and 
reported in Table 8.6 of Myhre et al. 2013.  Error bars denote the 5 to 95% confidence range. 
*Radiative Forcing (after stratospheric temperature adjustment but without allowing for tropospheric 
adjustment) is presented for tropospheric O3 rather than ERF due to insufficient information (Myhre et al. 
2013). 
 While changes in annual global mean temperature and precipitation provide a 
useful metric, patterns of regional and seasonal change are more informative for 
evaluating the societal impacts of climate change.  Further, changes in the extreme tails 
of the temperature and precipitation distribution (e.g. heat waves, flooding, drought), can 
be especially costly relative to changes occurring near the mean (Handmer et al. 2012).  
In this research, I use global climate models to evaluate the effect of aerosols on the 
frequency and magnitude of extreme temperature and precipitation events in the U.S., 
and to project the future impacts of declining aerosol emissions (Chapter 2).  This joint 
analysis of extreme temperature and precipitation highlights a robust temperature-
precipitation relationship in the southeast U.S. wherein changes in the hydrological cycle 
buffer the region against changes in temperature.  This buffering effect leads me to pose 
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the question of whether or not aerosols may be driving the observed regional temperature 
trends in the southeast U.S. over the historical period (known as the “warming hole”), 
which I explore in Chapter 3.  
 In order to better understand the possible implications of aerosol effects on 
extreme temperature and precipitation, Chapter 4 examines aerosol-induced changes in 
atmospheric stagnation.  Stagnation events are associated with high-pressure systems and 
are characterized by weak winds and an absence of precipitation.  They can persist for 
days to weeks, increasing the likelihood of heat waves, drought, and severe air pollution.  
Finally, in Chapter 5, I summarize the results and conclusions of Chapters 2-4 and 
discuss the implications and future research directions for my work.  The remainder of 
this chapter provides background material and context for the ensuing chapters. 
1.2 Atmospheric Aerosols 
 Aerosols, small bits of particulate matter suspended in the atmosphere, remain a 
significant source of uncertainty in our understanding of past and future climate.  They 
vary considerably in size, with diameters ranging from nanometers to microns, and 
chemical composition, typically composed of sulfate, nitrate, black and organic carbon, 
ammonium, sea salt, and mineral dust.  Aerosol particles are commonly mixed with each 
other, either in an external mixture (i.e. air sample contains different aerosol species), or 
in an internal mixture, in which individual aerosol particles contain a mixture of different 
aerosol components (e.g. a particle containing black carbon coated with sulfate). 
 Some aerosols are emitted directly (e.g. black carbon and mineral dust), while 
other aerosols (e.g. sulfate) form in the atmosphere from the emissions of precursor 
species.  Aerosols and their precursors have a number of anthropogenic and natural 
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sources.  Anthropogenic aerosols are produced primarily from fossil fuel combustion 
(e.g. coal-fired power plants and vehicle emissions, particularly from diesel engines), and 
biomass burning.  Natural sources of aerosols include biogenic emissions, dust, sea spray, 
wildfires, and volcanic eruptions.   
 Unlike greenhouse gases such as CO2, CH4, and N2O, aerosols in the troposphere 
typically only remain there for days to weeks before being removed by wet or dry 
deposition. Despite their short atmospheric lifetime, aerosols have a profound impact on 
climate: 1) by scattering or absorbing incoming solar radiation, and 2) by altering cloud 
properties by serving as cloud condensation nuclei and ice nuclei and by changing 
atmospheric stability.  Sulfate, nitrate, organic carbon, and sea salt predominantly scatter 
incoming solar radiation, cooling the climate.  Black carbon and brown carbon (a subset 
of organic carbon) primarily absorb solar radiation, warming the climate overall, 
although they may cause local surface cooling.  Mineral dust aerosols can both scatter 
and absorb depending on their size and chemical composition.  Mineral dust is currently 
believed to be a net scatterer, but the sign of its overall radiative effect is uncertain 
(Boucher et al. 2013).  The optical properties of aerosols also depend on their mixing 
state adding an additional layer of complexity.  Figure 1.2 shows the modeled aerosol 
optical depth (AOD) at 550nm, a measure of aerosol scattering and absorption (i.e. 
aerosol extinction), for the present (year 2000) and the change from 1860 to 2000 in the 
GFDL-CM3.  AOD is elevated in regions with high anthropogenic emissions (e.g. eastern 
China, India, Europe, and the eastern U.S.), as well as in regions with large natural 
emissions (e.g. western Africa).  AOD has increased in almost all regions of the globe 
between 1860 and 2000.  Taken together, the radiative forcing of climate due to aerosol 
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interactions with incoming solar radiation is known as the direct effect.  The global mean 
net direct effect of aerosols in 2011 relative to 1750 is estimated to be -0.45 ± 0.5 Wm-2 
(Figure 1.1, see also Myhre et al. 2013). 
 
Figure 1.2 (a) Modeled aerosol optical depth at 550nm in the present (year 2000 control simulation) and (b) the 
difference in aerosol optical depth between the present (2000) and pre-Industrial (1860) control simulations 
from GFDL-CM3  
 A more uncertain and potentially more significant pathway for aerosols to affect 
climate is through their effects on clouds and cloud microphysics.  Increasing aerosol 
number concentrations provide more particles to act as cloud condensation and ice nuclei.  
This will tend to decrease the average droplet size within the cloud, as more small 
droplets form (and fewer large droplets).  Because the droplets are smaller, they are less 
likely to rain out, increasing the lifetime of the cloud (cloud-lifetime effect, Albrecht 
1989).  In addition, clouds made up of many small droplets reflect more sunlight than 
clouds made up of fewer large droplets for the same amount of cloud water (cloud-albedo 
effect, Twomey 1977).  Absorbing aerosols such as black carbon can cause cloud burn-
off by altering the vertical temperature profile around the cloud (semi-direct effect).  The 
current best estimate of the global mean indirect radiative effect of aerosols in 2011 
relative to 1750 is -0.45 Wm-2 with an uncertainty range of -1.2 – 0 Wm-2 (Myhre et al. 
2013, Figure 1.1). 
a b 
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1.3 Extreme weather 
 Extreme weather events such as heat waves, extreme rainfall, and drought have 
serious societal impacts including on human health, infrastructure, and economies.  Since 
the 1980s, extreme events have led to global economic losses and damages ranging from 
a few billion US dollars to over 200 billion US dollars per year (Handmer et al. 2012).  
The frequency and duration of heat waves has increased over the 20th century, 
particularly over Europe, Asia, and Australia (Hartmann et al. 2013).  The signal-to-noise 
ratio is smaller for extreme precipitation, but overall the frequency and intensity of 
extreme precipitation events has increased since the 1950s, particularly over central 
North America (Donat et al. 2013; Hartmann et al. 2013; Kunkel et al. 2008).  Similarly, 
there is considerable spatial heterogeneity in changes in drought, but studies have found 
increasing drought trends over the last 60 years over a number of regions of the world 
such as southern Europe, and West Africa, as well as decreasing trends over regions such 
as central North America (Seneviratne et al. 2012). 
 Over the U.S., significant changes have been observed in both temperature and 
precipitation extremes (Kunkel et al. 2008).  The frequency and spatial extent of heat 
waves has increased significantly over the second half of the 20th century, as has the 
temperature on the hottest days (Kunkel et al. 2008; Peterson et al. 2008; Portmann et al. 
2009).  Although they are not generally significant outside of the central U.S., 
observations show increasing trends in the frequency and intensity of extreme rainfall in 
the U.S. over the latter half of the 20th century (e.g. Karl and Knight 1998; Groisman et 
al. 2005, Kunkel et al. 2008, Powell and Keim 2015).  However, despite the overall 
increase in extreme precipitation frequency, there have been positive trends in drought in 
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the western and southern U.S. in recent decades (Cook et al. 2004; Ficklin et al. 2015; 
Weiss et al. 2009). 
 A number of studies have attributed changes in heat extremes to anthropogenic 
activities, principally the rapid rise in greenhouse gas concentrations (Christidis et al. 
2011; Meehl et al. 2007; Morak et al. 2013; Zwiers et al. 2011).  Detection and attribution 
of changes in precipitation extremes is more difficult than for temperature due to greater 
internal variability of precipitation (Bindoff et al. 2013), but it is likely that 
anthropogenic activities have influenced extreme precipitation trends, through impacts on 
atmospheric moisture content (Allen and Ingram 2002; Stott et al. 2010; Trenberth et al. 
2003).  However, the extent to which changes in U.S. and global temperature and 
precipitation extremes during the historical period have been masked by increasing 
emissions of atmospheric aerosols remains uncertain.  This has implications for our 
ability to make future projections of extremes as aerosol emissions are projected to 
decline over the course of the 21st century while greenhouse gas concentrations continue 
to rise.  Chapter 2 addresses this topic by separating out the effects of greenhouse gases 
and aerosols on extreme temperature and precipitation in the United States in a modeling 
framework.  
1.4 The southeastern U.S. warming hole 
 In my analysis in Chapter 2, I find that changes in precipitation buffer the 
southeastern U.S. against expected changes in temperature over century-long time scales.    
Observational analysis shows that near surface temperatures in the southeast and central 
U.S. have cooled slightly over the 20th century, commonly referred to as the U.S. 
“warming hole”, in contrast with the overall positive temperature trend in the U.S. and 
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globally (Hartmann et al. 2013).  It is well established that temperatures in this region are 
highly sensitive to changes in the hydrological cycle including changes in precipitation, 
soil moisture, and cloud cover (Leibensperger et al. 2012; Meehl et al. 2012; Misra et al. 
2012; Pan et al. 2004; Portmann et al. 2009; Robinson 2002; Weaver 2013; Yu et al. 
2014), but attribution of the warming hole to internal variability or anthropogenic forcing 
remains a topic of debate within the scientific community. 
 It has been theorized that the warming hole is caused by internal variability tied to 
changes in sea surface temperature (SST; Robinson et al. 2002; Kunkel et al. 2006; 
Meehl et al. 2012; Weaver 2012), or that it is a forced response either to changes in 
anthropogenic aerosols (Leibensperger et al. 2012; Yu et al. 2014) or changes in land use 
(Misra et al. 2012).  However, there are inconsistencies in the literature in the definition 
of the timing, season, and location of the warming hole, which, as I will show, are 
important for understanding the mechanisms driving the observed temperature changes in 
the southeast and central U.S. 
1.5 Atmospheric stagnation 
 In Chapter 4, I broaden the scope of my investigation to consider aerosol impacts 
on a more global scale.  Specifically, I examine aerosol impacts on one of the 
meteorological conditions that is often associated with extreme temperature and pollution 
events: atmospheric stagnation.  Stagnant days are defined as days when surface winds 
are less than 3.2 ms-1, 500hPa winds are less than 13 ms-1, and there is an absence of 
precipitation (Wang and Angell 1999), conditions often associated with a high-pressure 
system.  These conditions can persist over a region for days to weeks allowing for a build 
up of pollutants (Jacob and Winner 2009; Tai et al. 2010) and the clear skies, weak 
 9 
winds, and prolonged dry conditions can trigger heat waves (Kunkel et al. 1996; Meehl 
and Tebaldi 2004; Palecki et al. 2001). 
 Several studies have projected future changes in atmospheric stagnation and 
found that it will generally increase globally, although with significant regional variations 
(Horton et al. 2012; Horton et al. 2014), but as of yet there has been no research into the 
role of atmospheric aerosols in influencing stagnation.  I expect aerosols to affect 
stagnation in a number of ways, including: through their effects on the earth’s radiation 
budget, which can alter circulation patterns and affect precipitation; through their indirect 
effects on cloud microphysics and tendency to suppress drizzle; and through their impacts 
on local atmospheric stability.  In Chapter 4, I quantify the impact of changes in the 
global aerosol burden on regional stagnation, and I also identify stagnation changes due 
to changes in regional aerosol emissions.  
1.6 Scientific Questions 
 My dissertation objectives are to address the following questions: 
• How do aerosols affect the frequency and magnitude of extreme temperature and 
precipitation in the U.S.? How do aerosol effects compare with the effects of 
greenhouse gases? How will extreme events change as aerosol emissions decrease 
in the future? (Chapter 2) 
• What are the relative contributions of aerosol forcing and internal variability in 
explaining the U.S. “warming hole”? Do they vary with season and time period? 
(Chapter 3) 
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• How do aerosols influence the occurrence of atmospheric stagnation events in 
different regions? What is the role of local vs. remote aerosol emissions? (Chapter 
4) 
My principal tool in Chapters 2 and 4 is GFDL-CM3, a global climate model.  CM3 
(described in detail in Chapter 2) is a state of the art model that includes cloud-aerosol 
interactions (indirect effects) and interactive tropospheric and stratospheric chemistry 
(Donner et al. 2011).  In Chapter 3, I use a subset of models, including CM3, that 
participated in the 5th Coupled Model Inter-comparison Project (CMIP5; Taylor et al., 
2012) combined with an in depth analysis of regional temperature trends using GISTEMP 
observations (Hansen et al. 2010). 
 In Chapter 2, I use daily temperature and precipitation data from single-forcing 
experiments performed with CM3 to isolate and quantify the respective roles of aerosols 
and greenhouse gases on extreme temperature and precipitation events in the U.S.  In 
Chapter 3, I examine observed and modeled temperature trends over the U.S. over a 
variety of time periods.  By considering trends over different periods and seasons, I can 
identify times over which different influences, such as aerosols and internal variability in 
the ocean and atmosphere, are important.  In Chapter 4, I analyze stagnation changes in a 
set of single forcing experiments performed with CM3 to quantify the role of aerosols in 
driving the modeled historical stagnation trends.  Further, using a set of sensitivity 
simulations I am able to identify the impact of aerosols from specific source regions and 
separate these responses from the overall response to changes in the global aerosol 





Chapter 2 Temperature and precipitation extremes in the 
United States: Quantifying the responses to 
anthropogenic aerosols and greenhouse gases  
[Mascioli, N. R., A. M. Fiore, M. Previdi, and G. Correa (2016), Temperature and 
precipitation extremes in the United States: Quantifying the response to anthropogenic 




 U.S. observations indicate increases over recent decades in extreme high 
temperatures, heat waves, and heavy rainfall events, with far reaching implications for 
human health, agriculture, air quality, water management, and economic growth.  The 
number of unusually hot days per year has risen 2-3% over the U.S. since 1950, with the 
most significant increases occurring in the western U.S. (Kunkel et al. 2008; Peterson et 
al. 2008; Portmann et al. 2009).  The number of heat waves has also increased 
significantly since 1960, as has the area of the U.S. experiencing unusually hot daily high 
temperatures (Kunkel et al. 2008).  Over the 20th century, U.S. extreme precipitation 
events have increased in frequency and intensity, particularly over the central U.S. (e.g. 
Karl and Knight 1998; Groisman et al. 2005, Kunkel et al. 2008).  The amount of 
precipitation occurring on the heaviest precipitation days has increased more rapidly than 
the total precipitation (Groisman et al. 2004).  Additionally, the area of the U.S. 
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influenced annually by extreme precipitation events (>50mm) increased significantly 
from 9% to 11% over the 20th century (Karl and Knight 1998).  
These observed changes in climate extremes have adverse impacts on human 
health and the economy.  Summer heat waves have been shown to increase mortality by 
2-5%; approximately 1000 deaths per year can be attributed to these events in the U.S. 
(Anderson and Bell 2011; Changnon et al. 1996). Furthermore, extreme temperatures and 
heat waves have also been shown to correlate with extreme air pollution events (Logan et 
al. 1989; Tai et al. 2010; Tai et al. 2012; Leung et al. 2005; and others).  Heavy storms 
can incur property damage and threaten human life (Lott and Ross 2006), including 
through major flood events and flash floods (Kunkel et al. 2013).  Studies have shown 
that extreme precipitation contributes to the spread of disease in the U.S. (Curreiro et al. 
2001; Engelthaler et al. 1999; Glass et al. 2000). Taken together, extreme heat and 
precipitation events cost the U.S. billions of dollars in damages each year (Lott and Ross 
2006).   
Natural and manmade systems are generally adapted to the current range of 
extreme events.  Therefore, changes in the frequency, magnitude, and duration of these 
events pose significant challenges and risks (Kunkel et al. 2008).  CMIP5 models show 
increases at the end of the 21st century relative to 1901-60 in U.S. monthly mean summer 
temperatures of 5-7°C (Maloney et al. 2014). Similarly, U.S. maximum summer 
temperatures are projected to increase by 5-7°C relative to 1981-2000 (Sillmann et al. 
2013a).  Under the A1B future scenario, heat waves in the U.S. continue to increase in 
both duration and frequency over the 21st century over the Great Plains region, the Pacific 
Northwest, the Northeast U.S., and the Southeastern U.S. (Lau and Nath 2012).  
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Following RCP8.5, CMIP5 models project increases by the end of the 21st century, 
relative to 1901-1960, in mean winter precipitation over most of the U.S., with the largest 
increases (0.5 – 1.0 mm day−1) occurring in the northeast and northwest U.S. (Maloney et 
al. 2014).  Annually, CMIP5 models project significant increases of 5-15% relative to 
1981-2000 in total precipitation in the northern U.S. (Sillmann et al. 2013a).  The 
contribution to the total annual precipitation coming from days with extremely high 
rainfall is projected to increase by 20-40% over the central U.S. and 40-70% over the 
eastern and western U.S. (Sillmann et al. 2013a). 
 There remains a considerable amount of uncertainty in our understanding of past 
climate and projections for the future, which derives partly from uncertainty in the effects 
of atmospheric aerosols, which typically cool the climate, both directly and via 
interactions with clouds (Boucher et al. 2013).  Aerosols are short-lived in the 
atmosphere and their emissions from anthropogenic sources are projected to decline over 
the next century.  It is important therefore to understand how they are affecting the 
present climate in order to project accurately the effects of their removal.  Here, we use a 
set of “single forcing” experiments performed by a state-of-the-art general circulation 
model (GCM) to investigate the historical changes in extreme temperature and 
precipitation in the United States in response to anthropogenic forcing.  These single-
forcing simulations allow us to assess individually the effects of anthropogenic aerosols 
and greenhouse gases, revealing patterns of change not visible in the full historical 
simulations due to cross-cancellations.  
 Section 2.2 describes the model simulations and defines the extreme indices that 
we examine.  In section 2.3, we discuss the modeled changes in U.S. extreme heat and 
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precipitation as a result of increasing aerosols and greenhouse gases over the historical 
period (1860-2005).  Section 2.4 projects future 21st century changes in extremes under 
the RCP8.5 scenario, in which greenhouse gas concentrations increase while aerosol 
emissions decrease.  Finally, conclusions are presented in Section 2.5. 
 
2.2 Methods 
2.2.1 Model description, simulations, and significance testing 
We use the GFDL CM3 chemistry-climate model to evaluate changes in extreme 
temperature and precipitation over the United States induced by changes in aerosol and 
greenhouse gas burdens. CM3 simulations use a cubed sphere grid with 48 vertical levels; 
archived fields are regridded to a 2°× 2.5° latitude/longitude grid.  In addition to its 
atmospheric component (AM3), CM3 includes the modular ocean model (MOM), a land 
component with dynamic vegetation (LM3), and a sea ice model, described in Donner et 
al. (2011). Of key importance for our study is the inclusion in AM3 of a more complex 
aerosol scheme, relative to earlier versions of the model, in which prognostic aerosols 
interact with clouds, as well as interactive tropospheric and stratospheric chemistry 
(Horowitz 2006; Ming et al. 2005; Ming et al. 2007; Naik et al. 2013).  Aerosol 
concentrations are calculated from the ACCMIP historical (Lamarque et al. 2010) and 
RCP8.5 future (van Vuuren et al. 2011) emissions inventories, and undergo atmospheric 
transport, chemical transformations, and wet and dry deposition.  AM3 accounts for 
anthropogenic and biomass burning emissions of aerosols and aerosol precursors, 
including sulfur dioxide, black carbon, and organic carbon (Lamarque et al. 2010), and 
volcanic emissions of sulfur dioxide (Dentener et al. 2006).  The model includes a simple 
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representation of secondary organic aerosol production, including natural sources from 
plants (Dentener et al. 2006) and anthropogenic sources from the oxidation of butane (Tie 
et al. 2005). Dimethyl sulfide (DMS; a sulfate precursor) emissions from seawater (Chin 
et al. 2002), dust (Ginoux et al. 2001), sea salt (Monahan et al. 1986), and secondary 
organic aerosol production from sea spray (O'Dowd et al. 2008) respond to meteorology 
and thus changes in climate.  
In AM3, prognostic aerosols alter cloud properties by acting as cloud 
condensation nuclei.  This affects the size distribution of droplets in the cloud, producing 
clouds with smaller droplets, which reflect more incoming solar radiation (cloud albedo 
effect; Twomey 1977).  In addition, smaller droplets are lighter and so less likely to 
precipitate out of the cloud, increasing its lifetime (cloud lifetime effect; Albrecht 1989).  
Both of these indirect effects of aerosols on clouds will tend to reduce incoming solar 
radiation, cooling the climate (Boucher et al. 2013).  In the model, aerosol indirect effects 
occur only in liquid clouds; cloud droplet activation depends on the type of aerosol 
(sulfate, organic carbon and sea salt), its size distribution (assumed separately for each 
aerosol species), and updraft velocities within shallow cumulus and stratiform clouds 
(Donner et al. 2011; Golaz et al. 2013).  Monthly mean cloud droplet sizes in AM3 have 
been compared with satellite retrievals (MODIS) and found to match many of the 
observed features such as enhancement in cloud droplet sizes off the east coasts of 
continents (Donner et al. 2011).  Model-simulated droplet sizes are, however, generally 
biased low (Donner et al. 2011), although the MODIS retrievals of cloud droplet sizes are 
uncertain and generally larger than other satellite based estimates (Han et al. 1994). 
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As part of the fifth Coupled Model Intercomparison Project (CMIP5), a number 
of simulations were designed to explore key regions of uncertainty in the climate system, 
for example forcing due to anthropogenic aerosols (Taylor et al. 2012).  We use daily 
surface air temperature and precipitation data from five of the simulations designed for 
CMIP5: the “aerosol only” simulations, with anthropogenic aerosols as the only time-
varying forcing and all other forcings held at pre-Industrial levels (AER); “greenhouse 
gas only” simulations, with anthropogenic greenhouse gases as the only time-varying 
forcing (GHG); the full historical simulations (HIST), with all natural and anthropogenic 
forcings (including land-use changes) varying in time; a future emissions scenario, 
RCP8.5, in which greenhouse gases increase from 2006 through 2100, while 
anthropogenic aerosols decrease (Riahi et al. 2011); and an 800-year pre-Industrial 
control run.  Additionally, we analyze a modified future scenario in which greenhouse 
gases follow their trajectory from RCP8.5, while aerosol concentrations are held constant 
at 2005 levels (RCP8.5_2005Aer; Westervelt et al. 2015). The AER, GHG, RCP8.5, and 
RCP8.5_2005Aer simulations each consist of three ensemble members, differing only in 
their initial conditions; the historical simulation has five ensemble members; and the pre-
Industrial control run consists of a single ensemble member.  The AER, GHG, and 
historical simulations are run from 1860 through 2005.   
We consider the ensemble mean changes in each CM3 simulation.  The statistical 
significance of these changes is assessed using two methods.  In the first method, we use 
a z-test to determine where the difference between 30-year means is statistically different 
from zero (95% confidence).  In the second method, the 800-year control run is split into 
distinct 30-year segments.  We then construct a probability density function for the 
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difference between the means of two randomly selected 30-year segments.  Differences 
in the forced simulations that fall outside the 95% confidence interval of this distribution 
are considered to be outside the range of modeled internal variability.   
 
2.2.2 Extreme indices 
The extreme climate indices defined by the Expert Team on Climate Change 
Detection and Indices (ETCCDI; Sillmann et al. 2013a,b) serve as the basis for our 
analysis, with a focus on two temperature indices (TXx, TX90p) and two precipitation 
indices (PRCPTOT, R99p).  TXx is the maximum of the maximum daily temperature 
over a given time period.  TX90p represents the number of days with a maximum 
temperature above the 90th percentile.  The 90th percentile threshold in a given grid cell 
on calendar day i is defined by constructing the probability distribution of daily 
maximum temperature during days i-2 through i+2 over a 30 year base period.  
PRCPTOT is the total precipitation over a given time period.  R99p, representing extreme 
precipitation, is the total amount of precipitation occurring on days with precipitation 
values above the 99th percentile of the climatology. For the two threshold based indices, 
TX90p and R99p, we use 1961-1990 as the climatological base period in each simulation.  
We focus primarily on summertime TXx and TX90p and winter and spring PRCPTOT 
and R99p.  Further details on these indices are provided in Sillmann et al. (2013a,b).   
2.2.3 Model evaluation 
 CM3 captures the observed global climatology from 1981-2000 in the two metrics 
for extreme temperature as determined from the ERA40, ERA-Interim, NCEP1 and 
NCEP2 reanalyses (Sillmann et al. 2013b).  CM3 summertime mean temperatures are 
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biased cold (−2.24°C), distributed evenly over the continental U.S., with respect to CRU 
observations from 1979-2005 (Donner et al. 2011; Sheffield et al. 2013).  The summer 
cold bias is likely due to a “cloud lifetime effect” (aerosol second indirect effect) that is 
too strong in the model (Ackermann et al. 2004; Golaz et al. 2013; Guo et al. 2011; Levy 
et al. 2013; Quaas et al. 2011). Despite the bias, the model roughly captures the spatial 
distribution of observed summertime temperatures: both the monthly mean (Sheffield et 
al. 2013) and TXx (Figure 2.1).  
 
Figure 2.1 Spatial anomalies of 1976-2005 summer TXx relative to the U.S. mean of 31.6°C and 35.4°C in CM3 
and HadEX2, respectively in (a) the CM3 historical simulation and (b) observations (HadEX2).  The pattern 
correlation coefficient (r) is 0.51. 
 Comparing the simulated number of days per season with at least 20mm 
precipitation (R20mm) with observations from GPCP and TRMM shows that the model 
is able to capture both the magnitude and spatial distribution of this index in winter and 
spring (Figure 2.2).  CM3 exceeds observed seasonal mean precipitation over much of 
North America in winter in comparison to the 1979-2005 climatology from GPCP 
(Sheffield et al. 2013), most pronounced over western North America (+52.7% of the 
observed mean), and much smaller over eastern North America (+4.46% of observed 
mean).  Sheffield et al. (2013) also find a small low bias in mean precipitation over 
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Figure 2.2 Average number of days per season (1998-2015) with at least 20mm of precipitation (R20mm) in (a,d) 
the CM3 historical simulation and observations from (b,e) GPCP and (c,f) TRMM in winter (top) and spring 
(bottom). The pattern correlation coefficients between CM3 and GPCP are 0.83 (winter) and 0.85 (spring).  The 
pattern correlation coefficients between CM3 and TRMM are 0.78 (winter) and 0.85 (spring).  The historical 
simulation has been extended to 2015 using RCP8.5 
 central North America in winter (−2.6% of the observed mean).  Despite these biases, 
CM3 generally captures the observed spatial distribution of wintertime precipitation 
(Sheffield et al. 2013).  In summer, CM3 captures observed mean precipitation over 
eastern (bias of -4.38%) and central North America (bias of +7.45%), but is biased high 
over western North America (+54.74% of the observed mean; Sheffield et al. 2013).  The 
model does not capture the observed spatial distribution of U.S. summertime 
precipitation, a common weakness amongst CMIP5 models, most likely due to a failure 
to represent the dynamical conditions that produce summertime precipitation (Sheffield et 
al. 2013; G. Vecchi, personal communication, April 10, 2015). 
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2.3 Historical changes over the U.S.: greenhouse gases vs. aerosols 
2.3.1 Temperature extremes 
In this section we examine summertime changes in TX90p and TXx, which 
provide information on changes in the magnitude and frequency of extreme high 
temperatures, using the AER, GHG, and HIST simulations (Section 2.1).  Significant 
changes in summertime TX90p occur in AER and GHG between 1860-1889 and 1976-
2005 (Figure 2.3a,b).  Increases in atmospheric aerosols generally lead to decreases in 
TX90p while rising greenhouse gases generally lead to increases.  Increasing greenhouse 
gases produce warming outside of the range of modeled internal variability everywhere in 
the U.S., while increasing aerosols produce cooling outside of this range over most of the 
U.S., with the exception of the southeast U.S.  Changes in the historical simulations, from 
1860-2005, are generally not statistically significantly outside the range of internal 
variability as determined from the pre-Industrial control simulation (Figure 2.3c). As 
discussed in Section 2.3, the forcing in AER is most likely too strong, resulting in the 
absence of a significant temperature response in HIST.  However, the CM3 
representation of observed spatial distributions of mean and extreme temperatures 
provides confidence that the model is useful for analysis of the spatial patterns of 
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response to aerosol and greenhouse gas forcing.
 
Figure 2.3 Changes in the 30-year ensemble mean values of summer (JJA) TX90p (top) and TXx (bottom) 
between the beginning (1860-1889) and end (1976-2005) of the aerosol-only (a,d), greenhouse gas only (b,e), and 
historical simulations (c,f). Ocean regions and grid cells where the change is not significantly different from zero 
(95% confidence) are whited out.  Xs denote that the changes are outside of the range of natural variability 
(95% confidence), as determined from the model’s pre-Industrial control simulation and described in Section 
2.2 
Anthropogenic greenhouse gases are generally long-lived and thus well mixed in 
the atmosphere, while aerosols have a heterogeneous spatial distribution.  However, 
Figure 2.3a,b shows a statistically significant spatial anti-correlation between the 
response patterns associated with greenhouse gases and aerosols over the U.S., (r = 
−0.72).  In both AER and GHG the largest temperature changes occur in the western U.S. 
(−14.0 and +11.5 days respectively), with relatively weaker changes in the northeast U.S. 
(−9.6 and +10.9 days), and little to no statistically significant change in the southeast U.S. 
(−4.8 and +7.2 days).  This response pattern is consistent with observations showing a 
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relative intensification of warming in the western U.S. in comparison with the eastern 
U.S. over the 20th century (Donat et al. 2013; Meehl et al. 2012).  Due to the similarity in 
spatial response pattern and magnitude between GHG and AER, there is a cancellation 
between these two competing effects in the “all forcing” simulation, resulting in little to 
no change in TX90p in Figure 2.3c, though we note that the aerosol forcing is likely too 
strong.   
TXx similarly shows a significant anti-correlation between the effects of 
greenhouse gases and aerosols, with a pattern correlation coefficient of −0.64 (Figure 
2.3d,e).  The largest responses to anthropogenic forcing occur in the western U.S., where 
aerosols reduce TXx by −2.0°C and greenhouse gases increase TXx by 2.3°C.  The 
response in the southeast U.S. is relatively weak, with aerosols reducing TXx by −0.6°C 
(not statistically significant at the 95% confidence level) and greenhouse gases increasing 
TXx by 1.6°C.  As for TX90p, cancellations between the effects of aerosols and 
greenhouse gases on TXx result in relatively small changes in the historical simulation 
(Figure 2.3f). 
The lack of statistically significant cooling in the southeast U.S. in the aerosol 
only simulations and collocated warming minimum in the greenhouse gas only 
simulations are of particular interest because observations of both mean and extreme 
temperature in this region show a cooling trend from 1901-2012, referred to as the 
“warming hole” (e.g. Hartmann et al. 2013; Meehl et al. 2012; Leibensperger et al. 2012; 
Donat et al. 2013). Previous studies focusing on the warming hole have identified several 
potential natural and anthropogenic causes of this feature, such as changes in local 
hydroclimate (Portmann et al. 2009; Weaver 2013), changes in sea surface temperature 
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forcing from the Pacific and Atlantic (Meehl et al. 2012; Weaver 2013), and cooling 
induced by aerosol forcing (Leibensperger et al. 2012; Yu et al. 2014).  In the GFDL 
CM3 model, which is one of the few CMIP5 models that captures the warming hole 
(Kumar et al. 2013; Pan et al. 2013), the persistence of a muted temperature response in 
the southeast U.S. over multiple decades, and across multiple ensemble members and 
different forcing scenarios, suggests a characteristic response to radiative forcing in this 
model, rather than internal variability or cooling due to anthropogenic aerosols.  Further 
analysis of this feature is presented in Chapter 3. 
2.3.2 Precipitation extremes  
Overall, aerosols tend to reduce precipitation in the U.S. while greenhouse gases 
tend to increase it (Figure 2.4).  However, the spatial distribution of changes in 
precipitation varies by season and type of forcing.  This finding is consistent with 
previous modeling studies that found that the precipitation response pattern is dependent 
on the type of forcing agent and its spatial distribution (e.g. Kloster et al. 2009; Shindell 
et al. 2012).  Wintertime extreme precipitation in the eastern U.S. increases significantly 
in GHG (18 mm in the southeast and 7.2 mm in the northeast) and decreases significantly 
in AER (−14 mm in the southeast and −4.5 mm in the northeast), with a spatial anti-
correlation (r = −0.62; Figure 2.4a,b).  Changes elsewhere in the U.S. are not significant 
in winter.  In the spring, extreme precipitation in AER decreases slightly in the eastern 
U.S., but it is not significant (Figure 2.4d).  However, in GHG, springtime extreme 
precipitation increases over most of the central and eastern U.S.A (Figure 2.4e).  In this 
season, the anti-correlation between AER and GHG is weak (r = −0.24), suggesting that 
different mechanisms determine the springtime impacts of aerosols and greenhouse gases 
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on extreme precipitation.  Changes in HIST are shown for both seasons for completeness, 
but are not significant due to cancellations between the effects of aerosols and 
greenhouse gases (Figure 2.4c,f).  Changes in extreme precipitation in summer and fall 
are less significant than those in winter and spring (not shown).
 
Figure 2.4 Changes in the 30-year ensemble mean values of R99p between the beginning (1860-1889) and end 
(1976-2005) of the aerosol only (left), greenhouse gas only (middle) and historical (right) scenarios in winter 
(top) and spring (bottom).  Statistical significance testing is as in Figure 2.3 
2.4 Future changes in U.S. temperature and precipitation extremes 
2.4.1 Extreme temperatures become the new normal 
Under the RCP8.5 scenario, in which anthropogenic radiative forcing reaches 
approximately 8.5 W m−2 by 2100 (relative to the pre-Industrial), the well-mixed 
greenhouse gases increase steadily throughout the 21st century, while emissions of short-
lived pollutants (aerosols, and aerosol and tropospheric ozone precursors) decrease 
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dramatically due to air quality regulations (Riahi et al. 2011).  By mid-century, the 
warming signal associated with the combined effects of increasing greenhouse gas 
concentrations and decreasing aerosol concentrations is apparent over the U.S., with 
increases in TX90p on the order of 40 to 50 days per summer (Figure 2.5a,b), and 
increases in TXx between 2.5 to 6.0°C (Figure 2.5c,d). The combined effects of 
increasing greenhouse gases and removing the masking by anthropogenic aerosols 
produce much larger changes than in either HIST or in the observed changes over the 
historical period (Donat et al. 2013; Sillmann et al. 2013b).  The large increase in TX90p 
in the southeast U.S. at the start of the 21st century is a consequence of the shape of the 
temperature distribution in the region and does not indicate rapid warming.  By the end of 
the 21st century, TX90p saturates with respect to the 1961-1990 climatology and almost 
all summer days lie above the 90th percentile thresholds.  TXx also increases substantially 
by 5 to 10°C across the U.S.  These results are consistent with projected increases in 
monthly mean temperature over the U.S. of 6±3°C in the CMIP5 multi-model mean 
(Maloney et al. 2014).  For both TX90p and TXx, the spatial pattern of the temperature 
response in the 21st century is similar to the GHG simulation (not shown). Significant 
warming occurs everywhere by mid-century, although the southeast U.S. warms more 
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slowly than the rest of the country.
 
Figure 2.5 Summertime TX90p (top) and TXx (bottom) for RCP8.5 (solid) and RCP8.5_2005Aer (dashed) for 
different regions in the U.S., expressed as anomalies with respect to 1976-2005.  The tapering off in TX90p at the 
end of the 21st century is an artifact of the index becoming saturated with respect to the 1961-1990 thresholds. 
 We investigate next how long it will take before future anthropogenic climate 
change can be expected to exceed the range of modeled internal variability (which does 
not occur in HIST due to cancellation between aerosols and greenhouse gases).  We 
define the time of emergence as the first year when the difference between the 30-year 
mean centered on that year and the end of the twentieth century (1976-2005) is outside of 
the range of variability in the pre-Industrial control simulation at the 95% confidence 
level (following the approach described previously).  For both TX90p and TXx, the 
climate change signal becomes detectable within the first few decades of the 21st century 
over most of the U.S (Figure 2.6a,b).  In some regions, such as the western U.S. and the 
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northeast U.S., the signal has emerged within 15 years of the reference period (1976-
2005), consistent with the rapid increases shown in Figure 2.5. 
 
Figure 2.6 Time of emergence for changes in 30-yr mean TX90p (a)(c) and TXx (b)(d) relative to the present day 
(1976-2005) for the RCP8.5 (top) and RCP8.5_2005AER (bottom) scenarios.  Colors indicate the midpoint of the 
earliest 30-yr period for which the difference is outside the range of natural variability between 30-year periods 
within the pre-Industrial control run (see Section 2.2). 
In order to separate the effects of decreasing aerosol concentrations and 
increasing greenhouse gas concentrations, we examine a second future scenario, 
RCP8.5_2005Aer, in which greenhouse gas concentrations follow the RCP8.5 trajectory 
while aerosols are held constant at 2005 levels.  The dashed lines in Figure 2.5 show that 
holding aerosols constant reduces future increases in TX90p and TXx relative to RCP8.5.  
By mid-century, TX90p is reduced by an average of 15 days per summer in the eastern 
U.S., and by an average of 10 days per summer in the central and western U.S. (RCP8.5 
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− RCP8.5_2005AER).  By the end of the 21st century, TX90p is reduced by an average of 
10 days per summer over the continental U.S., although even with aerosols held constant 
at 2005 levels, the index is approaching saturation.  Similarly, the continued presence of 
aerosols at 2005 levels reduces mid-century increases in TXx by 1.5°C over the eastern 
U.S., and 1.0°C over the central and western U.S.  By the end of the century increases in 
TXx are reduced by 1.5°C (RCP8.5 − RCP8.5_2005AER) in the southeast U.S., and 
1.75°C in the rest of the U.S. on average.  
Even with aerosols held constant at 2005 levels, statistically significant increases 
in extreme temperatures still occur over the continental U.S. due to rising greenhouse 
gases. By mid-century, TX90p increases by 25 to 35 days per summer across most of the 
U.S., and by 55 to 65 days per summer by the end of the century (RCP8.5_2005AER), 
when more than two thirds of the summer days are above the 1961-1990 90th percentile 
threshold.  TXx increases by 2.5 to 3.5°C by mid-century, and by 5 to 6°C by the end of 
century, reflecting the dominant influence of greenhouse gases. For both indices, the time 
of emergence (Figure 2.6c,d) is delayed by at most 5 years over most of the U.S. when 
aerosols are maintained at 2005 levels.   
2.4.2 Extreme precipitation: shifting towards a wetter future  
 Future changes in extreme precipitation also show patterns associated with the 
greenhouse gas signal evident from the 1860-2005 GHG simulation.  By the end of the 
21st century, wintertime R99p has increased significantly over the eastern and northwest 
U.S. (Figure 2.7).  In the southeast and northeast U.S., R99p increases by 32 mm and 42 
mm respectively (Figure 2.7a), while it increases in the western U.S. by 18 mm (Figure 
2.7b).  In spring, R99p increases significantly over the eastern and north-central U.S. 
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(Figure 2.7c,d).  By the end of the 21st century, springtime R99p has increased by 30 mm 
in the southeast U.S., and by 40 mm in the northeast U.S. (Figure 2.7c).  On average, 
comparing 2070-2099 to 1976-2005, springtime R99p increases by 9.5 mm in the central 
U.S. (Figure 2.7d), but with a region in the north-central U.S. that increases by 30 mm 
(not shown).  Summertime changes in extreme precipitation are generally not significant 
(not shown).  Finally, in fall, there are statistically significant increases in R99p in the 
northeast and northwest, averaging 25 and 15 mm by end of century respectively (Figure 
2.7e,f).  In contrast with winter and spring, there are generally no statistically significant 
changes in total precipitation in this season (not shown) indicating a change in the shape 
of the overall distribution of precipitation, with a tendency towards more extreme 
precipitation.   
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Figure 2.7 Winter (top), spring (middle), and fall (bottom) R99p for RCP8.5 (solid) and 
RCP8.5_2005Aer(dashed) for different regions in the U.S., expressed as anomalies with respect to 1976-2005. 
 The climate change signal is slower to emerge for precipitation than for 
temperature.  The changes emerge as significant early in the 21st century in the eastern 
U.S. in winter and spring (Figure 2.8a,b); in the western U.S. in winter, the signal 
emerges by 2050; and in autumn, the signal emerges late in the 21st century in the 
Midwest and Pacific Northwest (not shown).  The impacts of reductions in aerosol 
concentrations on extreme precipitation are minimal over the 21st century (Figure 2.7), 
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and changes in the time of emergence are small (Figure 2.8c,d).
 
Figure 2.8 Time of emergence for changes in 30-yr mean R99p for winter (left) and spring (right) relative to the 
present day (1976-2005) for the RCP8.5 (top) and RCP8.5_2005Aer (bottom) scenarios.  White areas over the 
continent denote regions where the signal does not emerge over the 21st century. 
2.5 Conclusions 
We use the ETCCDI extreme climate indices as a metric for investigating changes 
in extreme temperature and precipitation in the U.S.   High temperature extremes in the 
U.S. generally decrease in response to aerosols and increase in response to greenhouse 
gases.  We identify clear regional patterns of response to forcing: the western U.S. has the 
strongest response to both aerosols and greenhouse gases, while the weakest response 
occurs in the southeast U.S. (Figure 2.3).  This compares well with observations of 
temperature trends in the U.S., and lends confidence to the model representation of 
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spatial patterns of temperature extremes, despite the excessively strong aerosol indirect 
effects (Golaz et al. 2013; Meehl et al. 2012; Sheffield et al. 2013).   
Overall, simulated precipitation changes during the historical period concentrate 
in the eastern and central U.S., the regions where the model best captures the observed 
patterns of the present day precipitation climatology (Sheffield et al. 2013).  In the CM3 
model, aerosols tend to reduce extreme precipitation, while greenhouse gases tend to 
increase it, particularly in the spring (Figure 2.4).  Although changes in the historical 
simulation are not significantly different from zero, we note that in the GHG simulation 
there are large increases in R99p in the Midwest, particularly in spring.  This coincides 
with observed statistically significant increases in extreme precipitation in the Midwest in 
spring, suggesting that the observed trend may be attributable to greenhouse gases 
(Kunkel et al. 2008). 
The signal associated with greenhouse gases emerges clearly by the end of the 
21st century for all indices in the extreme warming scenario, RCP8.5, although due to the 
strength of the aerosol effects in CM3 it is likely that extreme temperature (over the U.S.) 
and precipitation (over the eastern U.S.), increase too rapidly in the first half of the 21st 
century.  As a result of the combined effects of increasing greenhouse gas concentrations 
and decreasing aerosol emissions (but primarily the former), by the end of the century, 
the entire summer lies above the 90th percentile of daily maximum temperature from 
1961-1990.  Seasonal extreme precipitation in winter and spring in the northeast and 
central U.S. increases by up to 40 mm.  In fall, extreme precipitation increases in the 
northeast and northwest U.S. despite a lack of significant changes in total precipitation, 
indicating a change in the shape of the precipitation distribution.  Total summertime 
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precipitation increases in the southeast U.S., although there are no significant changes in 
extreme precipitation in that region. 
Extreme events have major impacts on human health and economics.  In order to 
predict future changes in these damaging events, we need to improve our understanding 
of how extreme temperature and precipitation respond to different types of anthropogenic 
forcing.  In the GFDL CM3 model, there are no statistically significant changes in these 
extremes in the full historical simulation during 1860-2005.  However, using single-
forcing simulations for the same time period, we find that anthropogenic aerosols and 
greenhouse gases individually have significant impacts on extremes.  The cancellation 
between the effects of aerosols and greenhouse gases results in the absence of statistically 
significant changes in the historical simulations, although it is likely that this masking by 
aerosols is too strong in the model.  In the future, as aerosol emissions decrease and 
greenhouse gas concentrations continue to increase, the impacts of anthropogenic climate 
change on extreme weather in the U.S. will emerge. 
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Chapter 3 Timing and seasonality of the United States 
“warming hole” 
[Mascioli, N. R., A. M. Fiore, M. Previdi, and M. Ting (2017), Timing and seasonality of 




 Global surface temperatures have increased by 0.85°C over the past century while 
temperatures in the southeast and central United States have cooled slightly (Hartmann et 
al. 2013).  This long-term U.S. cooling, referred to as the “warming hole”, has been 
investigated in a number of observational and model-based studies (Appendix Error! 
Reference source not found.).  These studies examine different time periods, seasons, 
and metrics, and therefore yield conflicting results as to whether the warming hole is 
primarily a response to natural variability or anthropogenic forcing.  Here we begin to 
reconcile these disparate studies by providing a systematic approach to characterizing 
U.S. temperature trends.  We demonstrate that anthropogenic aerosols have a significant 
impact on the warming hole in summer, particularly during the 1950-1970 period, while 
negative temperature trends during the winter in the second half of the 20th century 
contain signals of internal climate variability in the ocean and atmosphere. 
 Past studies have shown that the warming hole is likely influenced by changes in 
rainfall, soil moisture, and cloud cover over the southeast and central U.S. (Leibensperger 
et al. 2012; Meehl et al. 2012; Misra et al. 2012; Pan et al. 2004; Portmann et al. 2009; 
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Robinson 2002; Weaver 2013; Yu et al. 2014).  These hydrological processes, in turn, 
may be affected by remote changes in Pacific and Atlantic sea surface temperatures 
(SSTs), either due to internal variability or anthropogenic forcing (Kunkel et al. 2006; 
Leibensperger et al. 2012; Meehl et al. 2012; Robinson 2002; Weaver 2013), and/or by 
the regional effects of anthropogenic aerosols (Leibensperger et al. 2012; Yu et al. 2014) 
and land use changes (Misra et al. 2012) over the U.S.  Changes in biogenic aerosol 
abundances may also contribute to the warming hole in summer (Goldstein et al. 2009), 
but currently available observations and models are insufficient to test this hypothesis. 
An important element of this discussion is the lack of a single consistent 
definition of the warming hole across these various studies.  Depending on the time 
period, season, and temperature index considered, the warming hole is found in the 
central (Kunkel et al. 2006; Pan et al. 2004; Robinson 2002; Wang et al. 2009; Weaver 
2013), the north central (Pan et al. 2013; Portmann et al. 2009), the southeast (Portmann 
et al. 2009; Meehl et al. 2012; Misra et al. 2012; Hartmann et al. 2013), or the eastern 
(Meehl et al. 2012; Donat et al. 2013) United States (Appendix Table 3.3).  The region of 
focus matters because surface temperatures in different regions of the U.S. respond to 
different physical mechanisms; for example, central U.S. surface temperatures are 
strongly influenced by changes in local hydroclimate driven by shifts in the Great Plains 
low-level jet (Leibensperger et al. 2012; Pan et al. 2004; Weaver 2013) in response to 
changes in Pacific and Atlantic SSTs (Weaver 2013; Weaver and Nigam 2008), whereas 
the northeast U.S. is sensitive to changes in the summer storm tracks (Folland et al. 
2009).  Similarly, variability in winter and summer surface temperatures in the U.S. is 
driven by different mechanisms: we expect North Atlantic Oscillation (NAO) variability 
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to be more pronounced in winter (Hurrell et al. 2003), while anthropogenic aerosol 
forcing is stronger in summer due to greater insolation.  Finally, as shown in Figures 3.1 
and 3.2, spatial patterns of observed temperature trends over the U.S. vary significantly 
over different time periods.   Over the long-term period 1901-2005, the western and 
northern regions of the U.S. have warmed more rapidly than the eastern and southern 
regions of the U.S. in both seasons, a feature which global climate models typically do 
not capture (Kumar et al. 2013; Kunkel et al. 2006).  However, as shown in the center 
and right panels of Figures 3.1 and 3.2, regions of cooling shift to the central, southern, 
and eastern U.S. over different time periods.  The variability in the spatial distribution of 
temperature trends in Figures 3.1 and 3.2 serves to highlight the need for a 
comprehensive exploration of the warming hole over different regions, seasons and time 
periods.  
Figure 3.1 Trends in observed (GISTEMP) surface air temperature (°C/decade) in summer from 1901-2005 
(left), 1930-1950 (center), and 1950-1975 (right).  The boxes denote the four regions discussed in the paper: the 
northeast U.S. (35 – 50°N, 70 – 90°W), the southern U.S. (25 – 35°N, 80 – 105°W), the north central U.S. (35 – 
50°N, 90 – 105°W), and the western U.S. (25 – 50°N, 105 – 125°W). 
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Figure 3.2 As in Figure 3.1, but for winter 
 Kumar et al. (2013) use a moving 30-year window to investigate the dependence 
of the warming hole on the time period over which temperature trends are computed.  We 
build upon this analysis by systematically examining temperature trends of different 
lengths for different regions and seasons, assessing the dependence of the trends on the 
selected start and end years, and identifying physical driving mechanisms.  In order to 
fully characterize the variability in U.S. temperature trends, we analyze winter and 
summer temperature trends over all possible periods of at least 10 years during 1901-
2015 in the four regions shown in Figure 3.1: the northeast U.S. (35 – 50°N, 70 – 90°W), 
the southern U.S. (25 – 35°N, 80 – 105°W), the north central U.S. (35 – 50°N, 90 – 
105°W), and the western U.S. (25 – 50°N, 105 – 125°W).  These regions are chosen to 
highlight the areas of maximum cooling in summer in the 1930-1950 and 1950-1975 
periods.  We show that temperature trends in the U.S. depend on different factors in 
different seasons and time periods: anthropogenic aerosols play a role in the observed 
summer warming hole, while the winter warming hole is driven by the Pacific Decadal 
Oscillation (PDO) and the NAO.  
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3.2 Data and methods 
 We examine observed U.S. monthly mean surface temperature trends from the 
GISTEMP dataset (Hansen et al. 2010), on a 2°×2° latitude/longitude grid, available from 
1880-2015.  Linear temperature trends (ten years or longer) are computed using the 
ordinary least squares method.  We assess the statistical significance of trends using a 
standard t-test, adjusting the sample size to account for autocorrelation as in Santer et al. 
(2000).  Additionally, we analyze observed temperature trends using the HadCRUT4 
(Morice et al. 2012) and NCEP GHCN (Fan and van den Dool 2008) datasets.  Our 
conclusions are robust and independent of the dataset used (not shown).   
 We compare observed surface temperature trends with simulations from 11 global 
climate models (CanESM2, CCSM4.0, CESM1 CAM5, CSIRO Mk3.6.0, FGOALS-g2, 
GFDL-CM3, GFDL-ESM2M, GISS-E2-H, GISS-E2-R, IPSL-CM5A-LR, NorESM1-M; 
see Table 3.1 for details and references) that represent a subset of models from the 
Coupled Model Intercomparison Project Phase 5 (CMIP5; Taylor et al 2012).  The 11 
models were selected because they each performed a full historical simulation (HIST), 
with all natural and anthropogenic forcings varying from 1850-2005; an “aerosol only” 
simulation (AER), with anthropogenic aerosols as the only time-varying forcing and all 
other forcings held at pre-Industrial levels; and a “greenhouse gas only” simulation 
(GHG), with anthropogenic greenhouse gases as the only time-varying forcing.  There is 
large uncertainty in the forcing due to anthropogenic aerosols, but the models considered 
here cover the range from weak/moderate aerosol forcing (FGOALS-g2, IPSL-CM5A-
LR, GISS-E2-R) to strong aerosol forcing (GFDL-CM3, CESM1 CAM5; Boucher et al 
2013). We compute the multi-model mean by using the first ensemble member from each 
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of the 11 models so as not to skew the results to favor the forced response from models 
with larger ensembles.  Trends are computed as trends in the multi-model mean.  
Table 3.1 List of CMIP5 models used in this study.  Each model performed a historical, aerosol only, and 
greenhouse gas only simulation. 
Model name Reference Resolution (lat × 
lon) 
Second Generation Canadian Earth 
System Model (CanESM2) 
Environment Canada 
(2010) 
64 × 128 
Community Climate System Model, 
version 4.0 (CCSM4.0) 
Gent et al. (2011) 192 × 288 
Community Atmosphere Model, 
version 5.0 [CESM1(CAM5)] 
Neale et al. (2012) 192 × 288 
Commonwealth Scientific and 
Industrial Research Organisation 
Mark, version 3.6.0 
(CSIRO Mk3.6.0) 
Rotstayn et al. (2009) 96 × 192 
The Flexible Global Ocean 
Atmosphere Land System model 
(FGOALS-g2) 
Li et al. (2013) 60 × 128 
Geophysical Fluid Dynamics 
Labrotary Climate Model, version 3 
(GFDL-CM3) 
Donner et al. (2011) 90 × 144 
GFDL Earth System Model with 
MOM4 ocean component (GFDL-
ESM2M) 
Dunne et al. (2012) 90 × 144 
Goddard Institute for Space Studies 
model E coupled with the HYCOM 
ocean model (GISS-E2-H) 
Schmidt et al. (2014) 90 × 144 
GISS model E coupled with the 
Russell ocean model (GISS-E2-R) 
Schmidt et al. (2014) 90 × 144 
L’Institut Pierre-Simon Laplace 
Coupled Model, version 5 coupled 
with NEMO (low resolution) (IPSL-
CM5A-LR) 
Dufresne et al. (2013) 96 × 96 
Norwegian Earth System Model, 
version 1 (NorESM1-M) 
Bentsen et al. (2013) 96 × 144 
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 We additionally examine the effect of SST forcing on U.S. temperature trends 
using a 16-member ensemble of Global Ocean Global Atmosphere (GOGA) simulations 
(Guo et al. 2017). The GOGA simulations were performed with the National Center for 
Atmospheric Research Community Atmosphere Model version 5 (NCAR CAM5), with 
an Eulerian spectral dy-core in T42 horizontal resolution and 30 vertical levels.  The 
NCAR CAM5-GOGA experiment is coupled to the interactive Community Land Model 
version 4 (CLM4) and the Los Alamos Sea Ice Model version 4 (CICE4) with prescribed 
sea ice concentrations.  The observed Hadley center SST and sea ice (Rayner et al. 2003) 
for the period 1870 to 2014 are prescribed over the global oceans. These simulations are 
designed to test the atmospheric response to observed changes in SSTs and evaluate the 
contribution of SSTs to the warming hole.   
 
3.3 Location and timing of the summer warming hole: A role for aerosols and 
internal variability  
 We begin by examining U.S. surface temperature trends during summer.  The 
panels on the left of Figure 3.3 show the observed trends in mean summer temperatures 
in each U.S. region (see Figure 3.1) as a function of the start (horizontal axis) and end 
years (vertical axis).  In the north central U.S., the sign of the long-term trends (50 or 
more years) depends on the time period considered.  Trends starting in the 1930s are 
negative (see also Figure 3.1b), while those starting before or after the 1930s are  
generally positive (Figure 3.3a).  The 1930s were an exceptionally hot and dry decade in 




Figure 3.3 Trends in summertime mean surface temperatures (°C /decade) from GISTEMP (left) and the multi-
model mean historical forcing scenario from CMIP5 (middle) in the north central U.S. (a,b), northeast U.S. (d,e), 
southern U.S. (g,h), and western U.S. (j,k).  The colours show the value of the trend as a function of the start and 
end years of the time period considered.  Trends that are not significantly different from zero at the 95% 
confidence level are whited out.  The right panels show the regional time series of summertime mean 
temperature anomalies from GISTEMP (black), the historical all forcing scenario (red), the aerosol only 
scenario (blue), and the greenhouse gas only scenario (green).  Orange shading shows the range of the individual 
models in the historical scenario.  All temperatures are anomalies with respect to 1901-2005. 
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1936 remain two of the hottest on record, particularly in the north central U.S. (Donat et 
al. 2013; Peterson et al. 2013).  The Dust Bowl was most likely the result of internal 
variability in Pacific SSTs (Donat et al. 2015; Schubert et al. 2004; Seager et al. 2008), 
potentially amplified by dust aerosol and land use changes (Cook et al. 2009), and/or by 
internal atmospheric variability (Hoerling et al. 2009).  Negative summertime 
temperature trends in the north central U.S. starting in the 1930s reflect their start date 
occurring during the Dust Bowl, and can be interpreted as a recovery from this 
anomalously warm decade.  Trends in the northeast are also influenced by a period of 
high temperatures in the 1930s associated with the Dust Bowl (Figure 3.3d).  This should 
be borne in mind when considering studies (Kunkel et al. 2006; Leibensperger et al. 
2012) that analyze temperature trends starting in this time period. Long-term summertime 
temperature trends in the southern U.S. starting prior to 1955 are generally not significant 
(Figure 3.3g). Temperatures decrease from the 1950s to the mid 1970s in all three 
regions, most strongly in the southern U.S.  Long-term temperature trends ending in the 
2000s in the western U.S. are uniformly positive (Figure 3.3j). 
 
Table 3.2 Correlation coefficients (r) between the observed and CMIP5 multi-model mean regional surface 
temperature time series from 1901-2005. Bolded values are significant at the 95% confidence level.  The 
significance of correlations is evaluated with a t-test.   
 Summer (JJA) Winter (DJF) 
North Central U.S. 0.10 0.13a 
Northeast U.S. 0.26 0.13a 
South U.S. 0.29 -0.12 
Western U.S. 0.40 0.13a 
asignificant at 90% confidence level 
 44 
 The CMIP5 HIST multi-model mean captures the timing of transitions between 
positive and negative trends in observed summertime temperatures in the northeast and 
southern U.S. over the latter half of the 20th century (compare Figure 3.3e,h with Figure 
3.3d,g).  Outside of the north central U.S., where the observed summer temperature 
trends are strongly influenced by the 1930s Dust Bowl, the multi-model mean 
temperature time series is significantly correlated with the observed temperature (Table 
3.2).  This correlation suggests a role for external forcing in driving temperature trends in 
the U.S., as by averaging over the CMIP5 ensemble, we are increasing the signal 
(anthropogenic climate change) to noise (internal variability) ratio.  We note, however, 
that the magnitude of the modeled trends is generally less than observed, implying that 
internal variability (reduced by averaging) also contributed to the observed trends, and/or 
that the forced response is too weak in the CMIP5 models.  The multi-model mean, 
which tends to average out internal variability, does not produce a Dust Bowl, and 
therefore does not reproduce the observed cooling in the north central U.S. beginning in 
the 1930s.  CMIP5 models capture the positive hundred-year temperature trends in the 
western U.S., implying a forced response to rising greenhouse gases (Figure 3.3k,l). 
Outside of the north central U.S., temperature trends from 1970 onwards are significantly 
positive in both the observations and the CMIP5 multi-model mean.  This is most likely 
due to increased positive forcing from greenhouse gases combined with reductions in the 
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negative forcing due to aerosols (Figure 3.3, Figure 3.4).  
 
Figure 3.4 Modeled summertime mean surface temperature trends (°C /decade) in AER (left), and GHG (right) 
in the north central U.S. (a,b), northeast U.S. (c,d), southern U.S. (e,f), and western U.S. (g,h).  The colors show 
the value of the trend as a function of the start and end years of the time period considered.  Trends that are not 
significantly different from zero at the 95% confidence level are whited out. 
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Figure 3.5 As in Figure 3.1, but for the CMIP5 multi-model mean (HIST) 
 As the second half of the twentieth century has been a focus in the warming hole 
literature, we examine this period more closely.   Several studies have attributed the U.S. 
warming hole to forcing by U.S. anthropogenic aerosols (Leibensperger et al. 2012; Yu et 
al. 2014).  Figure 3.3 shows significant observed cooling from the 1950s to the mid-
1970s in the southern and northeast U.S. and to a lesser extent in the north central U.S. 
(see also Figure 3.1c).  These trends are qualitatively captured by the CMIP5 models.  In 
the northeast U.S., the HIST scenario captures most of the magnitude of the observed 
trends from the 1950s (start dates between 1950 and 1954) to the mid 1970s (end dates 
between 1973 and 1976), with a median ratio of modeled to observed trends of 0.69.  In 
the southern U.S., HIST captures the timing of the negative trends, but does not produce 
the full magnitude of the observed trends with a median ratio of 0.17.  The HIST, AER, 
and GHG scenarios in Figure 3.3c,f,i, and Figure 3.4 indicate that the mid-century 
cooling trends in the CMIP5 models are at least in part a forced response to rising 




Figure 3.6 Comparisons between observed and modeled summertime mean surface temperature trends (°C 
/decade) from 1950-1975.  For each model considered, we show the ensemble member with the highest spatial 
correlation with respect to the observations.  Note that this does not represent the subset of ensemble members 
used to compute the CMIP5 multi-model mean. 
 Although the CMIP5 multi-model mean qualitatively captures the observed 
cooling in the southern and northeast U.S. during 1950-1975, it does not reproduce the 
observed spatial pattern of temperature trends during this period (Figure 3.5c vs. Figure 
3.1c).  However, the observations represent a single realization of the climate system, 
while the multi-model mean is a composite of 11 models that averages over internal 
variability with the goal of identifying the forced response. When we compare the 
observations to individual ensemble members from each model, we can find in many of 
the models at least one ensemble member that captures features of the observed warming 
hole, with cooling in the eastern and/or southern U.S. (Figure 3.6).  We also find in many 
 48 
of the models at least one ensemble member that produces a pattern that is spatially anti-
correlated with the observations, with warming in the eastern and/or southern U.S. 
(Figure 3.7).  We conclude that cooling in the U.S. during this period is influenced by 
anthropogenic aerosols, but that the specific spatial pattern of observed temperature 
change, with cooling in the south central and eastern U.S. and warming in the western 
U.S., is likely to be strongly influenced by internal variability.  
 




Figure 3.8 As in Figure 3.3, but for winter 
 
3.4 Winter cooling trends linked to the PDO and NAO 
 Interannual variability of surface temperature is significantly enhanced in winter 
as compared with summer (Figure 3.8), confounding detection of significant temperature 
trends on decadal-to-multidecadal time scales. Observed long-term wintertime 
temperature trends in the north central U.S. depend somewhat on the start and end year, 
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but are generally positive (Figure 3.8a). In the northeast and southern U.S., long-term 
trends beginning prior to 1950 are generally small or negative, while significant warming 
occurs between 1950 and the present.  As was the case in summer, the observed long-
term wintertime temperature trends in the western U.S. are generally positive.  Notably, 
there is significant mid-century cooling over most of the U.S., most pronounced in the 
southern U.S., which we examine further below. 
 
Figure 3.9 Comparisons between observed wintertime surface temperature in the southern U.S. and the PDO 
index (Zhang et al 1997).  (a) The ratio of the temperature trends in the regressed PDO index (see text) to the 
observed trends.  Time periods where the observed trend is insignificant are whited out.  (b) The time series of 
the observed temperature anomalies (black) and the PDO Index (blue).  All time series are anomalies with 
respect to 1901-2005. 
 The left and middle columns of Figure 3.8, as well as the correlation values in 
Table 3.2, indicate that the CMIP5 multi-model mean does not capture the observed mid-
century negative temperature trends in the northeast and southern U.S., suggesting that 
these trends may be the result of internal variability rather than a forced response. In 
agreement with the results of Meehl et al. (2012) and Weaver (2013), we find that 
observed winter temperatures in the southern U.S. are significantly anti-correlated with 
the PDO index from 1901 to 2010 (r = −0.37, Figure 3.9).  Given this relationship, we 
can estimate the contribution of the PDO to regional temperature trends by first 
regressing the regionally averaged temperature T against the PDO index such that: 
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    𝑇 = 𝛼×𝑃𝐷𝑂 + 𝛽 + 𝜀    (1) 
where α and β are estimated using detrended temperature and PDO time series and 𝜀 
represents the residuals.  The component of the regional temperature trend that is linearly 
congruent with the PDO is then given by:   
    !!!" !"# = 𝛼× !"#$!"      (2) 
where dPDO/dt is the trend in the PDO index.  Using this approach, we estimate that 
multidecadal changes in the PDO, which are marked by a shift from negative to positive 
around 1976/77, contribute to as much as half of the observed negative temperature trend 
from 1950-1990 in the southern U.S. (Figure 3.9a).  The shift of the PDO from positive to 
negative also accounts for 25-50% of the observed positive temperature trends in this 
region from the 1980s to present (Figure 3.9; Meehl et al. 2015). 
 
Figure 3.10 Comparisons between observed wintertime surface temperature and the NAO index for the 
southern U.S. (top) and northeast U.S. (bottom). (left) The ratio of temperature trends in the regressed NAO 
index (Hurrell and Deser 2009) to the observed temperature trends.  Time periods where the observed trend is 
insignificant are whited out.  (right) The time series of the observed temperature anomalies (black) and the NAO 
index (red).  All time series are anomalies with respect to 1901-2005. 
 52 
 Another primary source of variability in U.S. winter temperatures is the North 
Atlantic Oscillation (NAO).  Figure 3.10 shows that winter temperatures in the southern 
U.S. (r = 0.49) and northeast U.S. (r = 0.34) are significantly correlated with the NAO 
index.  Computing the contribution of the NAO to U.S. regional temperature trends using 
the same method described above for the PDO, we find that the NAO accounts for 25-
45% of the observed cooling in the southern and northeast U.S. between 1950-1970.  
Additionally, the decadal trend in the NAO explains anywhere from 20-75% of the 
observed positive temperature trends between 1970 and 2010 (in particular explaining 
50-75% of the trends between 1970 and 1990) in the southern and northeast U.S.  
 
Figure 3.11 Trends in wintertime surface air temperature (°C/decade) in the ensemble mean of the CAM5 




Figure 3.12 Trends in wintertime mean surface temperatures from the ensemble mean of the GOGA runs (left) 
in the southern U.S. (top) and northeast U.S. (bottom).  The colors show the value of the trend as a function of 
the start and end years of the time period considered.  Trends that are not significantly different from zero at 
the 90% confidence level are not plotted.  The right panels show the regional time series of wintertime mean 
temperature anomalies from GISTEMP (black) and the GOGA mean (red).  Orange shading shows the range of 
the individual ensemble members in the GOGA simulations. All temperatures are anomalies with respect to 
1901-2005. 
 In order to assess the role of SST forcing in driving winter temperature trends in 
the U.S., we examine a set of GOGA simulations that were performed with NCAR 
CAM5 (see Section 3.2).  An important side note when considering these simulations is 
that the SST trends used to drive the CAM5 model reflect the influences of external 
forcings such as anthropogenic aerosols, greenhouse gases, and volcanic eruptions, as 
well as internal variability.  We find that while the GOGA simulations do not capture the 
full magnitude and spatial extent of the observed mid-century cooling over the U.S., they 
do produce negative temperature trends in the southern and eastern U.S. during this time 
period (Figure 3.11b,c, Figure 3.12).  The weaker magnitude of the mid-century cooling 
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in the GOGA simulations may contribute to the lack of a warming hole in the southern 
U.S. in GOGA over the entire period, 1901-2005 (compare Figure 3.2a and Figure 3.11a; 
see also Figure 3.12).  The GOGA simulations do not pinpoint which region(s) of the 
global oceans is driving the cooling trends, but the timing is consistent with the PDO as 
discussed previously (Figure 3.9).  We conclude that either the observed mid-century 
cooling is not entirely forced by the observed SST patterns, or that the model is not 
realistically representing the atmospheric response to SST changes.   
 
Figure 3.13 Trends in the North Atlantic Oscillation (NAO) index in observations (a) and the ensemble mean of 
the CAM5 GOGA simulations (b).  Panel (c) shows the time series of the observed (red) and modeled NAO 
(black).  Individual ensemble members are shown in grey. 
 We further evaluate the role of atmospheric variability in the GOGA simulations 
by calculating the NAO index in each ensemble member. We find that the ensemble-
average correlations between the NAO and regional temperature in the southern U.S. 
(r=0.35) and northeast U.S. (r = 0.35) are realistic, although smaller than the observed 
relationship in the southern U.S. (r = 0.49).  The ensemble mean captures some of the 
observed temporal features of the NAO index, including a negative trend between 1950-
1970, and a positive trend between 1965-2005, but it does not capture the full magnitude 
of the observed negative trends (Figure 3.13).  This finding suggests that variability in the 
NAO may be partially SST forced and further that a portion of the significant observed 
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cooling in the southern U.S. from 1950-1970 may reflect of modulation of the NAO by 
SST changes.   
3.5 Conclusions 
 Prior studies attribute the United States “warming hole” to internal variability in 
Atlantic and Pacific SSTs or to changes in external forcing from either anthropogenic 
aerosols or land use principally through their effects on rainfall, soil moisture, and cloud 
cover (see Appendix Error! Reference source not found.).  In this study, we reconcile 
these competing explanations by demonstrating the importance of considering the 
seasonality and temporal evolution of temperature trends when studying the U.S. 
warming hole as well as considering an additional mechanism, the NAO, which has not 
been investigated previously.   
 In summer, we find that both external forcing and internal variability are 
important for understanding the observed warming hole.  Significant observed 
summertime cooling trends occur during 1950-1975 in the southern and northeast U.S.  
We find that anthropogenic aerosols are significant contributors to this cooling.  This 
finding is in agreement with previous research by Yu et al. (2014), who argued that 
aerosols were a significant driver of cooling trends in the eastern and southern U.S. from 
1950-1985 through their effects on clouds.  It is also consistent with the findings from 
Leibensperger et al. (2012), who performed a time slice experiment simulating the 1970-
1990 time period to show the potential aerosol impacts on temperature in the eastern and 
central U.S. through their effects on regional circulation patterns.  Aerosol forcing over 
the U.S. diminishes after the mid-1970s (Figure 3.4a), and so studies that examined 
longer time periods of 50 or more years (Meehl et al. 2012; Pan et al. 2013; Wang et al. 
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2009; Weaver 2013) or time periods starting in the 1980s or later (Robinson 2002) 
overlooked this effect. 
 While aerosols likely contributed to the observed summer warming hole, the full 
spatial pattern of temperature change, characterized by cooling in the southern and 
northeast U.S. and warming in the western U.S. (Figure 3.1c), is likely shaped largely by 
internal variability.   Wang et al. (2009), Meehl et al. (2012), and Weaver (2013) attribute 
the observed cooling in the second half of the twentieth century to heating anomalies in 
the eastern Pacific, associated with the PDO, while Weaver (2013) additionally highlights 
changes in North Atlantic SSTs affecting the strength of the Great Plains low level jet.  
Internal variability also drives the observed negative temperature trends in the north 
central and northeast U.S. beginning in the 1930s.  These regions where strongly 
influenced by the anomalously warm Dust Bowl of that decade which was most likely 
caused by variability in Pacific SSTs (Donat et al. 2015; Schubert et al. 2004; Seager et 
al. 2008). 
 Observed wintertime temperature trends are driven mainly by changes in internal 
modes of climate variability, with no evidence of a significant effect from aerosol 
forcing.  We regress the observed PDO and NAO indices against the observed regional 
temperature record to determine the fraction of the observed temperature trends that can 
be explained by these modes.  The PDO explains as much as half of the observed 
wintertime cooling over the southern U.S. during 1950-1990, supporting past studies 
linking the winter warming hole to Pacific SSTs (Meehl et al. 2012; Robinson 2002; 
Wang et al. 2009).  The NAO, in contrast, which has not been examined in previous 
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studies, is a better predictor of southern and northeast U.S. cooling from the 1940s and 
1950s to the mid 1970s, explaining up to 50% of the observed temperature trends.   
 The NAO and the PDO may in turn be affected by external forcing.  For example, 
Allen et al. (2014) show that the CMIP5 multi-model mean captures the observed 
positive trend in the PDO from 1950-1979 and negative trend from 1979-2009, 
suggesting anthropogenic forcing is influencing this mode of variability.  In particular, 
they find that forcing from anthropogenic aerosols can account for approximately two-
thirds of the observed positive PDO trend from 1950-1979, which we associate with 
winter cooling in the southern U.S. (Figure 3.9).  Smith et al. (2016) argue that Asian 
aerosols have influenced the PDO through their impacts on the Aleutian Low.  Regarding 
the NAO, the large magnitude of interannual (unforced) variability makes detection and 
attribution of forced trends difficult.  However, CMIP5 multi-model means project that 
the NAO index will increase over the twenty-first century in response to climate change 
(Gillett and Fyfe 2013), with some studies also suggesting that increasing (decreasing) 
anthropogenic aerosols may contribute to negative (positive) trends in the NAO (e.g. 
Chiacchio et al. 2011, Pauseta et al. 2015).    
 Observed temperature trends from the mid-1970s to the present are consistently 
positive across the U.S. in both winter and summer.  In summer, these warming trends 
are likely due to the leveling off of global aerosol emissions and the decrease in U.S. 
aerosol emissions, in combination with the continued rise in greenhouse gas 
concentrations (see Figure 3.3).  Future emissions scenarios project continuing decreases 
in aerosol emissions (van Vuuren et al. 2011), so we expect that multi-decadal periods 
with regional summertime cooling, such as observed during the twentieth century, will 
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become less likely.  In winter, the change in phase of the PDO and the NAO is most 
likely driving the reversal in U.S. temperature trends after the mid-1970s (Meehl et al. 
2015).  The winter warming hole may recur when the PDO and/or NAO change phase 




Table 3.3 Summary of the existing literature discussing the U.S. warming hole.  Different studies have analyzed 
different time periods, seasons, and regions. 
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Chapter 4 Response of regional atmospheric stagnation to 
changes in aerosol emissions  
4.1 Introduction 
 Under persistent stagnant conditions, characterized by weak winds and an absence 
of precipitation, near-surface pollution (ozone and aerosols) and heat can build up to 
extreme levels that are dangerous for human health.  In 2015 alone, ambient pollution 
from fine aerosol particles (PM2.5) caused an estimated 4.2 million deaths globally 
(Health Effects Institute 2017).  Heat waves, particularly events with longer durations (4 
days or more), also have severe impacts on human health (Anderson and Bell 2009).  
More than 70,000 deaths have been attributed to the 2003 European heat wave alone 
(Robine et al. 2008), and future heat extremes are projected to increase over the 21st 
century (Chapter 2, Meehl and Tebaldi 2004, Lau and Nath 2012, Sillman et al. 2013) to 
the point where in some regions it may become unsafe to be outdoors during a heat wave, 
even for healthy adults (Im et al. 2017).  Anthropogenic aerosol emissions are projected 
to decrease during the remainder of the twenty-first century, which will improve air 
quality overall.  However, these decreases have the potential to alter the frequency and 
duration of stagnation episodes and thus future occurrences of extreme pollution events 
and heat waves. 
 Atmospheric stagnation is a measure of the atmosphere’s ability to remove heat 
and pollutants from the planetary boundary layer via precipitation and ventilation.  On 
stagnant days, there is no precipitation, and surface and upper atmosphere winds are 
weak (see Section 4.2 for a formal definition).  In the mid-latitudes, periods of 
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consecutive stagnant days allow pollution levels to build up, contributing to the 
occurrence of extreme pollution events (Jacob and Winner 2009; Sun et al. 2017; Tai et 
al. 2010).   Stagnant conditions are typically associated with clear skies, allowing for 
increased surface solar heating and over time, the lack of precipitation will dry the land 
surface, contributing to heat waves (Kunkel et al. 1996; Meehl and Tebaldi 2004; Palecki 
et al. 2001). 
 Historically, trends have been observed in atmospheric stagnation and related 
meteorological conditions, such as cyclone frequency, in a number of regions.  Mid-
latitude cyclone frequency decreased significantly over the second half of the 20th century 
(McCabe et al. 2001; Wang et al. 2006), in particular over North America and the North 
Atlantic, increasing stagnation in Canada and the US (Gulev et al. 2001; Leibensperger et 
al. 2008; Zischka and Smith 1980), although the trends become insignificant when longer 
periods are considered due to increased cyclone activity from 2007-2010 (Turner et al. 
2013). In China, the number of stagnant days per year (defined using wind speeds at 
pressure levels ranging from 300-500hPa to represent upper level air depending on 
surface topography) and the duration of individual stagnation events have both increased 
from 1985-2014, with the largest stagnation trends occurring over heavily populated 
regions in eastern China (Huang et al. 2017).  
  Overall, climate models project that atmospheric stagnation and related 
meteorological conditions will increase in the future under a warmer climate (Caserini et 
al. 2017; Horton et al. 2012; Horton et al. 2014; Leibensperger et al. 2008; Turner et al. 
2013).  For example, differential heating of the Northern Hemisphere relative to the 
Southern Hemisphere (e.g. due to anthropogenic aerosol forcing) will alter the large-scale 
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circulation (Allen et al. 2015; Hwang et al. 2013; Shindell et al. 2013; Westervelt et al. 
2017), affecting the regional frequency of low wind days.  In some regions, this may also 
alter the frequency of dry days by changing moisture transport into and out of the region 
(see for example discussion of the US warming hole in Chapters 2 and 3).  Aside from 
the circulation effects, warming the climate will accelerate the hydrologic cycle, leading 
to regional changes in precipitation frequency (Allen and Ingram 2002; Trenberth et al. 
2003).  Removing aerosols may be particularly efficient at accelerating the hydrologic 
cycle (e.g. Kloster et al. 2009)  
 In order to build confidence in projected future changes in stagnation, and in 
particular to evaluate possible unintended effects of future air quality controls, it is 
important to understand the effects of aerosols on stagnation, which has received little 
attention in the literature.  I examine aerosol effects on stagnation using a variety of 
global climate model simulations, including multiple “time-varying” past and future 
emissions scenarios from the fifth Coupled Model Intercomparison Project (CMIP5) and 
specialized sensitivity simulations (“timeslices) in which aerosol emissions are reduced in 
different source regions.  Focusing on specific regions of interest (the United States, 
Europe, and China), I use these specialized sensitivity simulations to quantify the impacts 
of local vs. remote reductions in aerosol emissions(Westervelt et al. 2017), providing a 
better understanding of how regional air quality controls may affect stagnation both 
within that region and globally. 
 The data and model simulations are described in Methods (Section 4.2).  Section 
4.3 presents a stagnation analysis of the time-varying simulations.  In Section 4.4, I 
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examine the impact of aerosols from specific source regions.  I close with discussion and 
conclusions in Section 4.5. 
 
4.2 Methods 
4.2.1 Atmospheric stagnation index 
  I use the Wang and Angell (1999) method to define an atmospheric stagnation 
index.  Air is considered stagnant on days when there is no precipitation, the wind speed 
at 500hPa is less than 13ms−1, and the wind speed at the 10m reference height is less than 
3.2ms−1.  If the temperature at 850hPa exceeds the temperature at the surface, indicating a  
temperature inversion and thus a stable boundary layer, the requirement for surface wind 
speed is relaxed by 10% (i.e. <3.5 ms-1).  When I calculate stagnation in climate models, I 
modify the precipitation requirement to be days with less than 1mm precipitation as in 
Horton et al. (2012) to account for models’ tendencies to over-drizzle. 
4.2.2 Observations 
 I calculate observed stagnation using wind, temperature, and precipitation fields 
from daily NCEP/NCAR Reanalysis 1 data (Kalnay et al. 1996) on a 2.5°×2.5° grid.  To 
compare with model simulations of the present day, I calculate the 30-yr mean stagnation 
from 1985-2015.   
4.2.3 Model simulations 
 I evaluate stagnation in a set of simulations performed with a state-of-the-art 
chemistry-climate model, GFDL-CM3.  CM3 uses a cubed sphere grid with 48 vertical 
levels, with archived fields regridded to a 2° × 2.5° latitude–longitude grid.  It is 
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composed of an atmospheric component (AM3), a modular ocean model (MOM), a 
dynamic land-vegetation model (LM3), and a sea-ice model (Donner et al. 2011).  AM3 
includes fully coupled tropospheric and stratospheric chemistry (Austin et al. 2013; Naik 
et al. 2013) as well as indirect effects of aerosols on clouds, including the cloud albedo 
effect (Twomey 1977) and the cloud lifetime effect (Albrecht 1989).  The simulations 
analyzed in this study are described in detail below and summarized in Table 4.1. 
Table 4.1 Summary of the set of GFDL-CM3 simulations analyzed in this chapter. 
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 I evaluate stagnation from a set of simulations from GFDL-CM3performed as part 
of the 5th Coupled Model Intercomparison Project (CMIP5; Taylor et al., 2012).  I use 
daily near surface wind speed, 500hPa wind speed, precipitation, near surface 
temperature, and 850hPa temperature from the historical all-forcing scenario (HIST; 5 
ensemble members); the aerosol-only scenario, in which anthropogenic aerosols are the 
only time-varying forcing and all other forcings are held constant at pre-Industrial levels 
(AER; 3 ensemble members); the greenhouse gas only scenario in which greenhouse 
gases are the only time-varying forcing (GHG; 3 ensemble members).  The HIST, AER, 
and GHG simulations cover the period 1860-2005. 
 I also analyze stagnation in two future simulations: RCP4.5 (3 ensemble 
members), in which the global-mean radiative forcing increases to approximately 4.5 
Wm-2 by the year 2100 (Thomson et al. 2011); and RCP4.5_WMGG (3 ensemble 
members), in which well-mixed greenhouse gases follow the same trajectory as in 
RCP4.5, but aerosol and ozone precursor emissions are held constant at 2005 levels 
rather than decreasing, as in RCP4.5 (RCP4.5_WMGG is equivalent to RCP4.5* from 
John et al. 2012).  Comparison between these scenarios allows us to quantify the climate 
response due to future reductions in aerosols and tropospheric ozone.  I assess the 
significance of trends using a standard t-test adjusting the sample size to account for 
autocorrelation as in Chapter 3 and Santer et al. (2000). 
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 Finally, I calculate stagnation in a set of “time-slice” sensitivity simulations 
performed with CM3 (Westervelt et al. 2017).  The simulations include a 400-year 
control simulation using year 2000 conditions (CTRL), and a set of associated sensitivity 
simulations described in Table 4.1.  The significance of the differences between two 
time-slice experiments is computed assuming a Gaussian distribution. 
 
4.3 Observed and simulated stagnation 
4.3.1 Climatology 
 
Figure 4.1 Climatological mean stagnant days per summer (JJA) in (a) NCEP/NCAR Reanalysis 1 and (b) the 
GFDL-CM3 model under year 2000 conditions (2000CONTROL).  Stagnant days are defined as days with less 
than 1mm precipitation, surface wind speeds less than 3.2 ms-1 and 500hPa wind speeds less than 13 ms-1.  On 
days with a temperature inversion in the lower atmosphere (temperature at 850hPa > surface temperature), the 
surface wind condition is relaxed by 10%.  Regions with <1 stagnant day are displayed as white. 
 Figure 4.1a shows the climatological 30-year mean (1985-2015) number of 
stagnant days during the Northern Hemisphere summer (June-July-August, or JJA) from 
NCEP/NCAR Reanalysis 1.  In the Northern Hemisphere, the most frequent stagnation 
events, on the order of 40-60 days per summer, occur predominantly in desert areas (the 
Saharan desert, the Arabian desert, the southwest United States).  In the United States, 
stagnation is elevated in the Western US, particularly the southwest (40-61 days per 
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summer over most of the region), relative to the Eastern US (at most 19 days per 
summer). In the Southern Hemisphere, tropical and subtropical land areas are stagnant on 
most JJA days, due in part to the absence of precipitation during the dry season.  For 
comparison, Figure 4.1b shows the climatological mean stagnation from CTRL.  CM3 is 
generally biased high over land, but captures the observed spatial patterns of stagnation 
(correlation coefficient, 𝑟 = 0.69). 
4.3.2 Changes in summertime stagnation over the historical period  
 
Figure 4.2 Ensemble mean trends from 1860-2005 (days/century) in the number of (a) stagnant days, (b) days 
with <1mm precipitation, (c) days with surface wind speeds < 3.2 ms-1, (d) days with 500hPa wind speeds <13 
ms-1 in GFDL-CM3 following the historical all-forcing scenario.  Trends that are not significant at the 95% level 
are not shown. 
 As shown in Figure 4.2a, significant regional trends in stagnation are simulated in 
GFDL-CM3 over the historical period (1860-2005). In the ensuing figures and 
discussion, I decompose these trends in stagnation into trends in the individual 
components, i.e. trends in the number of dry days, days with surface wind speeds less 
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than 3.2 ms-1, and days with 500hPa wind speeds less than 13 ms-1.  I focus on three 
regions of interest: the United States, China, and Europe.  Stagnation trends in the eastern 
U.S. are significant and negative, except for the southeastern U.S. where stagnation has 
increased slightly.  Significant decreases in the number of days with weak surface wind 
speeds over the eastern U.S. drive the historical stagnation trends over most of the region, 
but in the southeast U.S. are counteracted by increases in the number of dry days (Figure 
4.2a-c), likely associated with changes in the westward extent of the Bermuda High (Li et 
al. 2011). In Chapter 2, I found a similar dipole behavior in extreme temperature over the 
eastern U.S., which was likely also driven by changes in precipitation and cloudiness 
over the southeastern U.S. (see Chapter 3 for a discussion of the mechanisms behind the 
U.S. warming hole).  In Europe, stagnation trends exhibit a dipole structure, with 
stagnation decreasing in southern Europe and increasing in northern Europe.  All three 
stagnation components (Figure 4.2b-d) contribute to the historical trends, but the largest 
contribution comes from changes in the upper level winds. Over eastern China, large 
positive trends in stagnation occur, due primarily to increases in the number of dry days 
(compare Figures 4.2a and 4.2b).  
 71 
 
Figure 4.3 As in Figure 4.2, but for the aerosol only simulation. 
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 There are a number of regions where the 1860-2005 stagnation trends agree well 
between HIST and AER (compare Figures 4.2 and 4.3), including positive trends over 
eastern China and negative trends over the eastern U.S. and southern Europe.  The 
correlation between the spatial distribution of stagnation trends in HIST and AER is 
significant (with a correlation coefficient, 𝑟 = 0.59).  In contrast, there is minimal 
agreement between the HIST and GHG stagnation trends (compare Figures 4.2 and 
4.4, 𝑟 = −0.55).  In a number of regions, stagnation trends in AER are anti-correlated 
with GHG (global correlation between AER and GHG, 𝑟 = −0.39), including the eastern 
US and southern Europe.  However, in contrast to the results shown in Chapter 2 for 
extreme precipitation and temperature, here the aerosol response dominates over the 
historical period.  These results indicate that the simulated stagnation trends in HIST are 
driven primarily by changes in atmospheric aerosols (see Figure 1.2 for change in aerosol 
optical depth).  
 
Figure 4.4 As in Figure 4.2, but for the greenhouse gas only simulation. 
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4.3.3 Future stagnation trends and the roles of greenhouse gas and aerosol forcing 
 Over the remainder of the twenty-first century, anthropogenic aerosol emissions 
are expected to decrease while greenhouse gas concentrations continue to rise (van 
Vuuren et al. 2011).  Following a moderate future warming scenario, RCP4.5, the 
simulated historical stagnation trends reverse in the twenty-first century (Figure 4.5).  In 
the previously identified regions of interest, there are significant increases in stagnation 
over the eastern United States, with the southeastern U.S. again exhibiting an opposite-
signed response from the rest of the region; the Mediterranean and southern Europe 
experience large increases in stagnation; and stagnation in eastern China is projected to 
decrease.   
 
Figure 4.5 Trends from 2006-2100 (days/century) in the number of (a) stagnant days, (b) days with <1mm 
precipitation, (c) days with surface wind speeds < 3.2 ms-1, (d) days with 500hPa wind speeds <13 ms-1 in GFDL-




Figure 4.6 As in Figure 4.5, but for the RCP4.5_WMGG simulation, in which greenhouse gases follow their 
RCP4.5 trajectory, but aerosol and ozone precursor emissions are held constant at 2005 levels. 
 In the RCP4.5_WMGG experiment, in which aerosol and ozone precursor 
emissions are held constant at 2005 levels while long-lived greenhouse gas 
concentrations follow RCP4.5, the stagnation response is weaker almost everywhere  
(Figure 4.6). In particular, there is no significant change in stagnation over eastern China 
or southern Europe, and the average change in stagnation over the Eastern US is only 
40% of the change in RCP4.5.  In both eastern China and southern Europe, there are no 
significant trends in the number of dry days in RCP4.5_WMGG (Figure 4.6b), indicating 
that the future changes in dry days, and corresponding changes in stagnation, projected in 
those regions in RCP4.5 (Figure 4.5a,b) are due to decreasing aerosol emissions, rather 
than increasing greenhouse gases.  The positive trends in days with low 500hPa wind 
speeds over the eastern U.S. in RCP4.5_WMGG are 60% of the trends in RCP4.5, and 
there is an absence of significant positive trends in dry days over Texas in the former 
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experiment.  The negative trends in dry days over the eastern and southeast U.S. are also 
weaker in RCP4.5_WMGG (trends in individual grid cells are 60-80% of the trends in 
RCP4.5) when aerosol emissions are held constant.  The 40% difference in stagnation 
trends over the eastern and southeast U.S. between RCP4.5 and RCP4.5_WMGG can 
therefore be explained by changes in upper level winds and precipitation frequency 
driven by decreasing aerosol emissions.  
Table 4.2 Estimated Radiative Forcing (ERF) due to changes in sulfur dioxide emissions in each source region. 
Simulation Name ERF 
zUS_SO2 0.164 Wm-2 
m80pChina_SO2 0.089 Wm-2 
m80pEU_SO2 0.177 Wm-2 
4.4 Stagnation response to aerosol emissions from individual source regions 
 Unlike long-lived greenhouse gases such as CO2, CH4, and N2O, aerosols in the 
troposphere have a short lifetime on the order of days to weeks, and therefore are not 
well-mixed.  It is therefore useful to consider the separate impacts on stagnation of 
aerosols emitted from different source regions.  I use a set of sensitivity simulations 
performed with GFDL-CM3, in which we simulate year 2000 conditions with aerosol 
emissions from specific source regions reduced or zeroed out (Table 4.1).  In order to 
assess the response to changes in regional aerosol emissions, we first construct an 
‘ensemble’ mean response, weighting each simulation by its respective global-mean 
effective radiative forcing (ERF) given in Table 4.2.  The ERFs are calculated as the net 
top-of-atmosphere radiative imbalance (relative to CTRL) in a set of 40-year simulations 
with aerosol emissions from the sensitivity simulations but fixed sea surface temperatures 
(SSTs) and sea ice, calculated as 100-year monthly-mean climatologies from CTRL.  The 
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ERF-weighted mean represents CM3’s preferred response to aerosol forcing regardless of 
source region.  This mean response is calculated as follows: 
𝐴𝑆𝐼 =  1𝐸𝑅𝐹! × 𝐴𝑆𝐼! − 𝐴𝑆𝐼!"#!!!! 1𝐸𝑅𝐹!!!!!  
 
where ASIi is the air stagnation index in simulation i, ASICON is the air stagnation index in 
the control simulation, and ERFi is the global-mean effective radiative forcing in 
simulation i. Similar to the time-varying forcing experiments (Section 4.3.3), the ERF-
weighted mean of the SO2 perturbation simulations reveals the following stagnation 
response (Figure 4.7): reductions in eastern China driven by decreases in dry days; 
increases in southern Europe and decreases in northern Europe driven jointly by changes 
in the 500hPa wind speeds and dry days; increases in most of the eastern U.S. driven by 
changes in surface and upper-level wind speeds; and decreases in the southeastern U.S. 
driven by decreases in dry days.  Because these responses are present in the ensemble 
mean, I conclude that they are part of a characteristic response to sulfate aerosol forcing 
that is independent of the location of the forcing. 
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Figure 4.7 Mean (a) stagnation, (b) dry day, (c) surface wind, and (d) 500hPa wind response to changes in 
regional SO2 emissions weighted by the estimated radiative forcing (ERF).  Calculated as the average of the 
difference between the individual sensitivity simulations and the control simulation weighted by the ERF of the 







Figure 4.8 Change in number of anomalous (a) stagnant days, (b) days with < 1mm precipitation, (c) days with 
surface winds < 3.2 ms-1, (d) days with 500hPa winds <13 ms-1 due to removal of US SO2 emissions (zUS_SO2).  
Regions where the difference is insignificant (at the 95% confidence level) are whited out. 
 I define the ‘anomalous’ response to regional changes in aerosol emissions as the 
difference between the total response in simulation i (𝐴𝑆𝐼! − 𝐴𝑆𝐼!"#) and the ERF-
weighted mean response: 𝐴𝑆𝐼!! =  𝐴𝑆𝐼! − 𝐴𝑆𝐼!"# − 𝐴𝑆𝐼 
The anomalous response is an estimate of the portion of the overall response that depends 
upon the location of the aerosol forcing.  Zeroing out U.S. SO2 emissions produces an 
anomalous stagnation response over the eastern U.S. (Figure 4.8). Stagnation decreases in 
the northeastern U.S. and increases in the southern U.S., in contrast with the mean 
response.  These changes are due to changes in 500hPa wind speeds and dry day 
frequency.  There is also a slight enhancement of the mean response over Europe and 
slight weakening of the mean response over eastern China. 
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 In my regions of interest, the chief impact of reducing European SO2 emissions is 
to enhance the mean stagnation response, particularly over the U.S. (Figure 4.9).  Figure 
4.9d suggests that this may be due to changes in the large-scale circulation of the 
Figure 4.9 As in Figure 4.8, but for the m80pEU_SO2 simulation (80% reduction in European SO2 emissions). 
Figure 4.10 As in Figure 4.8, but for the m80pChina_SO2 simulation (80% reduction in China’s SO2 emissions). 
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Northern Hemisphere.  The changes in 500hPa wind speeds in the mean response imply a 
poleward shift of the Northern Hemisphere mid-latitude jet. This effect is largest in 
m80pEU_SO2 (Figure 4.9d), potentially due to the higher latitude of the forcing relative 
to zUS_SO2 and m80pChina_SO2 (Shindell and Faluvegi 2009). Chinese SO2 emissions 
reductions also enhance the mean stagnation response over eastern China, but have 
minimal impacts on the U.S. and Europe (Figure 4.10a).  The anomalous stagnation 
response in Eastern China is due to additional decreases in the number of dry days in the 
region, combined with increases in 500hPa wind speeds in northern China (Figure 
4.10b,d). 
4.5 Discussion and conclusions 
 Changes in atmospheric stagnation may have serious impacts on extreme heat and 
pollution events, presenting clear risks to human health.  I show here that in GFDL-CM3 
significant changes in atmospheric stagnation over the US, China, and Europe can be 
largely attributed to changes in anthropogenic aerosols in both historical and future 
simulations, a point that is reaffirmed through the analysis of idealized simulations that 
isolate the impact of changes in regional aerosols. These findings imply a potential 
feedback wherein aerosols affect the meteorological conditions that are associated with 
extreme pollution events.  This feedback is positive in regions such as eastern China and 
the southeast U.S., where increasing aerosols also increases stagnation, and negative in 
regions like southern Europe, where increasing aerosols decreases stagnation.  
Furthermore, I find that greenhouse gases produce opposite signed impacts on stagnation 
in the same regions, suggesting that these are part of a characteristic response pattern to 
changes in radiative forcing, but unlike extreme temperature and precipitation (Chapter 2) 
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aerosols are much more effective at inducing changes in stagnation than greenhouse 
gases.    
 Over the next several decades, we expect aerosol emissions to decline globally, 
reversing the historical stagnation trends (Figure 4.5).  The rise in greenhouse gases will 
also significantly impact stagnation in the 21st century (Figure 4.6), particularly over the 
eastern U.S., but declining aerosol emissions continue to dominate stagnation responses 
in southern Europe and eastern China, predominately through their effect on precipitation 
frequency, which is known to be sensitive to aerosols (Kloster et al. 2009; Ramanathan et 
al. 2001).   
 In studying the roles of aerosols from specific source regions, we find that we can 
separate the aerosol impacts into a characteristic response (source region independent) 
and an anomalous response (source region dependent).  This has implications for the 
attribution of regional trends in stagnation and its components.  For example, although 
U.S. SO2 emissions increased over the historical period, the stagnation trends over the 
U.S. in HIST and AER are in better agreement with the characteristic response (but 
opposite signed), implying that the stagnation trends in HIST and AER are driven by 
remote aerosols over this region. The simulated historical stagnation trends generally 
follow the negative of the characteristic response pattern.  
 While the characteristic stagnation response to aerosol forcing is interesting from 
a scientific standpoint, what is most relevant from a practical standpoint (e.g. for policy 
makers concerned with implications for future air quality and temperature extremes) is 
the total stagnation response.  The latter also includes an anomalous, source-region 
dependent component, which is important to understand because aerosol emission 
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changes from specific source regions, i.e. East Asia, are likely to dominate future global 
emission trends.  I expect that a reduction in U.S. SO2 would produce a response that 
opposes the characteristic response over the eastern U.S. and China, but would enhance 
the characteristic response over Europe.  In contrast, changes in European SO2 emissions 
are projected to have relatively small impacts over Europe, but significantly enhance the 
characteristic response over the U.S.  Chinese aerosol emissions have a minimal effect on 
European and U.S. stagnation, but a reduction in Chinese emissions would significantly 
reduce stagnation over China by increasing precipitation frequency. 
 Aerosol emissions in the U.S. and Europe have been declining for several decades 
due to air quality legislation (e.g. Fiore et al. 2015) and are expected to continue to 
decline in the 21st century, while emissions from East Asia have risen rapidly over the 
latter half of the 20th century and are expected to continue to rise for the next few decades 
before eventually declining (e.g. Westervelt et al. 2015).  Therefore, I expect stagnation 
changes in the near future to be strongly influenced by the combined signals of declining 
emissions from the U.S. (zUS_SO2) and Europe (m80pEU_SO2) and rising emissions 
from China (opposite of m80pChina_SO2).  In this scenario, I expect changes in 
stagnation and its components in the U.S. and Europe to be dominated by the decreases in 
U.S. and European SO2, leading to increasing stagnation in the eastern and southwestern 
U.S. and southern Europe.  In China, on the other hand, there will likely be cancellation 
between the competing signals of regional emissions trends, particularly with regards to 
changes in the frequency of dry days.  In other regions, such as India, the combined effect 
of decreasing European emissions and increasing Chinese emissions could lead to large 
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decreases in dry day frequency.  Later in the 21st century, I expect the effects of declining 
emissions from China to dominate (m80pChina_SO2).  
 As discussed in Chapters 1 and 2, the historical aerosol forcing is very uncertain, 
and GFDL-CM3 has one of the largest aerosol forcings out of the suite of CMIP5 models.  
Therefore, in order to better sample the probability distribution, it will be important to 
expand this research to consider stagnation responses in more climate models.  Similarly, 
in order to sample the uncertainty in future stagnation, it will be important to consider a 
variety of future scenarios.  Aerosols were the dominant driver of stagnation changes in 
RCP4.5, but it is likely that greenhouse gas impacts on stagnation would be more 
significant under a more extreme warming scenario such as RCP8.5 (not evaluated here 
due to data availability).  Finally, here I have addressed the question of how aerosols 
from individual source regions affect stagnation, but another question to consider is how 
different aerosol species affect stagnation.  Ultimately, quantifying aerosol impacts on 
regional stagnation trends will allow the scientific community to identify regions such as 
southern Europe where improving air quality by removing aerosols may have adverse 




Chapter 5 Conclusions 
5.1 Summary of results 
 In this thesis, I find that aerosols are important drivers of regional changes in 
temperature and precipitation extremes, and the dominant driver of long-term trends in 
atmospheric stagnation.  In Chapter 2, I used the GFDL-CM3 model to examine the 
impacts of aerosols on extreme temperature and precipitation in the U.S. over the 
historical period from 1860 to 2005, and then to project the future impact of reductions in 
aerosol emissions from 2005 to 2100.  Aerosols significantly reduce the frequency and 
magnitude of modeled high temperature extremes across the U.S. over the historical 
period, while greenhouse gases significantly increase the frequency and magnitude of 
high temperature extremes.  Aerosols reduce extreme precipitation in the eastern U.S., 
particularly in winter, while greenhouse gases increase extreme precipitation in the 
eastern U.S. in winter and the central U.S. in spring.  Notably, despite the spatial 
heterogeneity of the aerosol burden, the spatial patterns of aerosol and greenhouse gas 
effects on extreme temperature (summer) and precipitation (winter) are significantly anti-
correlated, leading to large scale cancellations between aerosols and greenhouse gases 
over the historical period in the model.  This cross-cancellation is likely contributing to 
the relatively small changes in extreme high temperatures and precipitation observed in 
the U.S. (Donat et al. 2013).  The significant degree of anti-correlation suggests that these 
are preferred response patterns for the model, and are independent of the nature of the 
forcing.  This implies that for summertime temperature and wintertime precipitation 
extremes, the spatial heterogeneity of aerosol forcing is less important than the overall 
effect of imposing a cooling signal in the Northern Hemisphere in determining the 
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climate response.  In the future, declining aerosol emissions contribute to projected 
increases in temperature and precipitation extremes, but increasing greenhouse gases are 
the primary driver. 
 In contrast, when I consider simulated historical changes in regional stagnation in 
the U.S., Europe and China, atmospheric aerosols are the principal driver, while 
greenhouse gases are a relatively small influence.  Greenhouse gas effects on stagnation 
become more significant in the future as greenhouse gas emissions increase, but the 
effects of declining aerosol emissions still dominate over regions such as southern Europe 
and eastern China.  By analyzing a set of CM3 sensitivity simulations, I am further able 
to identify the stagnation response to aerosols emitted from different source regions.  U.S. 
stagnation, for example, is highly sensitive to aerosol emissions from Europe, and vice 
versa, while Chinese aerosol emissions produce a very strong local stagnation response 
and significant responses throughout the Northern Hemisphere subtropics, with only 
small deviations from the mean aerosol response in the extratropics. 
 The modeled response patterns in both temperature extremes and stagnation are 
characterized by a weak or even opposite signed response in the southeastern U.S. 
relative to the rest of the country, leading to the question of whether or not the observed 
U.S. warming hole can be explained as a response to anthropogenic forcing, or if it is 
principally driven by internal variability.  A number of studies have investigated this 
question and drawn different conclusions (Kunkel et al. 2006; Leibensperger et al. 2012; 
Meehl et al. 2012; Misra et al. 2012; Robinson 2002; Weaver 2013; Yu et al. 2014), but I 
show that the dominant processes shaping the warming hole depend on the time period 
and season considered.  For example, in the summer from 1950-1975, significant cooling 
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trends were observed in the southern and northeast U.S., and the CMIP5 multi-model 
mean captures the sign and timing of these trends.  Further analysis of the CMIP5 models 
shows that the modeled trends are explained by changes in aerosol forcing.  In winter, 
there are also observed cooling trends from 1950-1990 in the same U.S. regions.  I find 
that these trends are largely explained by changes in the Pacific Decadal Oscillation 
(PDO) and the North Atlantic Oscillation (NAO).  Confidence that changes in the PDO 
can be attributed to anthropogenic activities was found to be low in the latest IPCC report 
(Bindoff et al. 2013); however, recent studies indicate that anthropogenic forcing (Allen 
et al. 2014), and in particular aerosol forcing (Smith et al. 2016), may have influenced 
observed trends in the PDO over the latter half of the twentieth century.  CMIP5 models 
show that greenhouse gas forcing can lead to positive trends in the NAO (Gillett and Fyfe 
2013), and several studies have found that changes in aerosol emissions over the latter 
half of the twentieth century may have contributed to trends in the NAO (Chiacchio et al. 
2011; Pausata et al. 2015).  Further research will therefore be needed to fully quantify the 
effects of aerosols on the wintertime U.S. warming hole, particularly in light of a possible 
anthropogenic influence on modes of variability. 
5.2 Discussion and future research directions 
 Chapters 2, 3, and 4 all demonstrated that aerosols are an important driver of 
regional climate change, and will continue to be in the future even as emissions decline.  
Furthermore, as the aerosol-masking of rising greenhouse gases is removed, climate 
quantities for which we have not detected a clear anthropogenic signal over the historical 
period may change dramatically.  This masking effect is seen clearly in Chapter 2: 
simulated changes in temperature and precipitation extremes were not significant in the 
 88 
historical all-forcing scenario due to cancellations between aerosols and greenhouse 
gases, but emerged by the end of the 21st century under RCP8.5.  Currently, greenhouse 
gas emissions are following the RCP8.5 trajectory (Sanford et al. 2014), and if this 
continues, my research shows a future for the U.S. where almost every summer day is 
warmer than the current 90th percentile temperature threshold.  Hot days that are currently 
considered extreme would become the new normal.   
 This possible future will have major consequences for a number of sectors.  The 
U.S. agricultural industry produces over 100 billion dollars of crops a year (United States 
Department of Agriculture 2016), but yields of many of the nation’s staples are 
negatively affected by exposure to extreme high temperatures (Hatfield et al. 2008; 
Hatfield and Prueger 2015).  Prolonged extreme heat will cause infrastructure damage 
such as cracked/deformed asphalt (Wilway et al. 2008), and buckling of railway tracks 
(Burkett et al. 2008) and recent studies have brought to light the effects of extreme heat 
on air travel (Coffel and Horton 2015; Coffel et al. 2017). There are approximately 240 
heat-related deaths per year in the U.S. on average.  However, during extreme events 
such as the 1980 Midwestern U.S. heat wave (1700 deaths) and the 1995 Chicago heat 
wave (700 deaths), those numbers can spike dramatically (McGeehin and Mirabelli 
2001). 
 The separation of local vs. remote aerosol effects is another key takeaway of this 
dissertation with clear implications for projecting regional climate change.  Chapter 4 
demonstrated that for stagnation (and its component variables: precipitation and surface 
and 500hPa wind speed), aerosols emitted outside of a given region can have a significant 
impact on the region, perhaps even outweighing the effects of locally emitted aerosols.  
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My results suggest that the relative timing of increases and decreases in aerosol emissions 
in different regions matters for projecting the climate response.  For example, a future 
scenario in which aerosol emissions decrease rapidly in the U.S. and Europe while East 
Asian aerosol emissions continue to increase in the immediate future before declining 
may produce only small changes in stagnation in regions like China due to competing 
effects on the frequency of dry days, whereas in a scenario where U.S., European, and 
East Asian aerosol emissions all decline gradually, I would expect large decreases in 
stagnation over China.  A more comprehensive set of aerosol emissions scenarios is 
needed in order to generate an appropriate spread of possible future aerosol impacts.   
 The climate system is complex and a number of processes remain uncertain.  By 
their nature, climate models must include parameterizations and simplifications (Gillett et 
al. 2002; Lambert and Boer 2001; Tebaldi and Knutti 2007), and so in order to better 
sample the uncertainty in aerosol impacts on regional climate and extreme events, it will 
be important to expand this research to determine whether the conclusions drawn here are 
robust across a range of models.  Of the 61 models that participated in CMIP5, only 11 
performed historical aerosol-only simulations (Chapter 3, Table 3.1), and of those 11, 
only 4 released data with sufficient temporal resolution to calculate temperature and 
precipitation extremes and stagnation events, and only 2 did so for more than a single 
ensemble-member.  Testing the robustness of aerosol impacts on extreme events will 
therefore require a concerted effort from the climate modeling community to generate the 
necessary model output.  AerChemMIP, one of the modeling intercomparison projects 
included under the umbrella of CMIP6, will go a long way to address this need (Collins 
et al. 2017; Eyring et al. 2016). 
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 It would also be useful to extend this research by delving deeper into the 
mechanisms by which aerosols affect regional climate.  Based on my findings, I 
hypothesize that changes in the large-scale atmospheric circulation resulting from 
hemispherically asymmetric cooling (or warming in the case of future aerosol emissions 
reductions) of the Northern Hemisphere are one of the principal means by which aerosols 
affect the climate variables considered in this thesis (temperature, precipitation, and 
stagnation).  This could be tested in idealized experiments where a zonally symmetric 
forcing is imposed in the Northern Hemisphere.  Related to this is the question of how 
aerosols project onto modes of internal variability like the NAO, which have a large 
effect on regional climate.  The sensitivity simulations that perturb regional aerosol 
emissions used in Chapter 4 could be analyzed to investigate this question.  Quantifying 
the roles of these mechanisms along with others such as aerosol-cloud interactions will 
go a long way towards improving our understanding of aerosol-climate impacts.   
 This dissertation focuses on aerosol effects on climatological timescales, but 
another promising future research avenue is to look at aerosol effects on individual 
events.  How do aerosols affect individual extreme precipitation events?  How important 
are the size and chemical composition of the aerosols?  Weather forecasting models have 
only recently begun considering aerosols, and recent studies show that aerosol-cloud 
interactions are a significant source of error in precipitation predictions, leading to 
overestimates of light precipitation and under estimates of extreme precipitation (Jiang et 
al. 2017).  In the case of stagnation, how can aerosols affect the characteristics of 
individual events?  In Chapter 4, I found that over long timescales, the net global 
radiative effect of aerosols (i.e. the ensemble mean response) was generally more 
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important than local aerosol effects (the anomalous response), but I expect local aerosols 
to have a larger impact on individual events through mechanisms such as their 
suppression of drizzle (Albrecht 1989) and effects on atmospheric stability (Ban-Weiss et 
al. 2011).  I propose selecting individual events from model control simulations and then 
performing ensembles of short-term simulations (on the order of weeks) to test how the 
events change for different prescribed aerosol distributions, and specifically to test the 
sensitivity to aerosol composition and altitude.   
 Aerosols significantly affect climate phenomena such as heat extremes, 
precipitation, and stagnation, which have major impacts on human society.  It is therefore 
critical to improve our understanding and capacity to model aerosols and aerosol effects 
on all scales, from weather forecasting of an individual storm, to predictions of global 
climate change 100 years in the future.  
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