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Abstract
This thesis presents results using data collected by the ATLAS experiment in the 2015–2016 and
2015–2018 periods, corresponding to integrated luminosities at a centre-of-mass energy
√
s = 13TeV
of 36.1 fb−1 and 139 fb−1 respectively. It explores a connection between the top quark sector of the
Standard Model and searches for supersymmetry in the all-hadronic final state.
In Part II, a measurement of the inclusive cross section of the tt¯ Z process in multi-lepton
events results in σt t¯Z = 0.95±0.13pb with 36.1 fb−1 of data, and σt t¯Z = 1.09±0.10pb with the
full LHC Run 2 dataset. Both results are compatible with the Standard Model prediction of
σ
theory
t t¯Z
= 0.863+0.09−0.10(scale)±0.03(PDF+αs) pb. In the former analysis, exclusion limits are set on
relevant dimension-6 effective field theory operators, while in the latter, the very first measurement
of the differential tt¯ Z cross section at ATLAS is presented.
In Part III, a search for the supersymmetric partner to the top quark in the all-hadronic final
state, characterised by six or more jets and large EmissT , is described. No significant excess over the
expected Standard Model background is observed, using 36.1 fb−1 of ATLAS data. Assuming a
100% branching ratio of t˜1→ t + χ˜01, stop masses are excluded up to 1TeV for neutralino masses
smaller than 350GeV. The estimation of the irreducible tt¯ Z (→ νν¯) through a boson replacement
technique is described in detail. Following the results obtained in Part II, the use of a multi-lepton
tt¯ Z control sample is instead proposed and shown to significantly improve modelling uncertainties
in a subsequent analysis using the full LHC Run 2 dataset.
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Motivation and outline
At the time of writing of this thesis, the Large Hadron Collider (LHC) [5] has come to a temporary
halt and construction work is well under way to upgrade the network of experiments it serves, before
proton-proton collisions start again in 2021. One of these experiments, ATLAS (A Toroidal LHC
ApparatuS) [6], is a general-purpose detector built to be as efficient in measuring the properties
of particles predicted by the historically successful Standard Model (SM) of particle physics,
famously enabling the discovery of the Higgs boson in 2012 [7, 8], as in providing a wide range
of signatures to reveal potential new physics Beyond the Standard Model (BSM). The impressive
dataset collected by the ATLAS experiment over the 2015–2018 period therefore serves a dual
purpose that we intend to fully exploit in this thesis.
One of the most abundantly produced particles during these proton collisions is the top quark,
the heaviest fundamental particle known to date. Enjoying a strong coupling to the Higgs boson,
which gives rise to its large mass, the precise measurement of its properties is of central importance
to our knowledge of the SM. It is also one of the most promising gateways through which new
physics could manifest itself, with a rich phenomenology and striking detector signatures. One
class of such new models is Supersymmetry (SUSY), which predicts a heavy partner to the top
quark as well as a Dark Matter candidate, expected to escape the detection of the ATLAS detector
in the same way the SM neutrino does. The pair production of such SUSY top quark partners
can hence result in the observation of two top quarks and neutrino-like missing particles at high
energies, a very specific and particular production mode that is a direct test of the realisation of
SUSY models in Nature.
In 2014 [9], it was however noted that a rare yet remarkable SM process would become relevant
as the energy of particle colliders increased and would effectively act as an irreducible background
to this SUSY signature, mimicking its properties almost exactly – a prophecy that Run 2 of the
LHC realised. The pair production of top quarks in association with a Z boson, and the subsequent
decay of the latter into a pair of neutrinos, is indeed today one of the leading backgrounds in direct
searches for the SUSY partner to the top quark in events with no leptons at the LHC.
The goal of this thesis is therefore twofold: to provide the world’s most precise measurement to
date of the SM tt¯ Z process, and assess its impact on the latest searches for SUSY top partners at
the LHC.
In what follows, we will briefly review in Chapter 1 the theoretical status and limitations of the
SM, drawing particular attention to the top quark and Z boson, before exploring the phenomenology
of SUSY models. The LHC complex and ATLAS experiment will be clearly presented in Chapter 2,
while data analysis and statistical concepts of relevance will be laid out in Chapters 3 and 4. In
Part II, we will present the outcome of successive measurements of the tt¯ Z process in ATLAS,
detailing new techniques employed. Finally, in Part III we will describe a particular search for
SUSY partners to the top quark, focusing on the estimation of the irreducible tt¯ Z background and
showing explicitly the improvements made by better constraining this process.
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Introduction

1. Theoretical background
Elements of theoretical and phenomenological high energy particle physics are reviewed in this
chapter. In Section 1.1, we present the Standard Model (SM) as a Quantum Field Theory (QFT) and
describe its gauge, bosonic and fermionic contents, focusing on two particles of interest: the top
quark and the Z boson. Limitations of the SM are outlined in Section 1.2, paying particular attention
to the problems of Dark Matter and the Higgs mass. Supersymmetry (SUSY) is mathematically
introduced in Section 1.3 and shown to provide a solution to these problems. The experimental
status of top quark and Z boson precision measurements, as well as searches for SUSY, is briefly
surveyed throughout the chapter.
1.1 The Standard Model
The Standard Model (SM) of particle physics is a four-dimensional gauge quantum field theory
first formulated in the 1960’s by Glashow [10], Weinberg [11] and Salam [12] to describe the
unified electroweak interaction, and later extended by Gell-Mann [13], Gross [14], Politzer [15]
and Wilczek [16] in the 1970’s to incorporate the strong force of quantum chromodynamics, such
that the interactions of elementary fields can be represented by the internal Lie group
GSM = SU (3)× SU (2)×U (1). (1.1)
The matter content of the SM, the result of decades of collaboration between experimental and
theoretical high energy physics, is described by spin- 12 fields known as fermions; their properties
are listed in Table 1.1. The first generation of these fields provides the building blocks of ordinary
matter: the electron and its neutrino, and the up and down quarks aggregating into protons and
neutrons. The further generations of leptons and quarks are unstable and accessible only through
energetic events, whether astrophysical or generated in particle accelerators. Integer spin particles,
referred to as bosons, are responsible for mediating interactions between fermions: the photon
“In Theory: John Ellis”. Photo credits: Sophia Elizabeth Bennett. c© 2016 CERN.
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associated to electromagnetism, the W± and Z bosons to the weak nuclear force, and the gluons to
the strong nuclear force. Their quantum numbers are further described in Table 1.2.
The crucial role of the Higgs field in spontaneously breaking [17–19] the electroweak symmetry
SU (2)L ×U (1)Υ down to the electromagnetic component U (1)EM , thereby enabling the generation
of masses in a gauge-invariant way for leptons, quarks and the weak force carriers, was confirmed by
the joint discovery of its eponymous boson in 2012 by the ATLAS [7] and CMS [8] collaborations
at CERN. The SM, and the Higgs sector in particular, however still leave a number of questions
open. We will describe some of these limitations in Section 1.2.
Table 1.1: Fermion (spin-12 ) content of the SM and their quantum numbers Q, T3 and YW , cor-
responding to electric charge, weak isospin and weak hypercharge respectively, as well as their
representation under colour SU (3). All masses and mass limits are taken from [20].
Particle Q T3 YW Colour Mass
L
ep
to
ns
I
electron e −1 −1/2 −1 1 511keV
electron neutrino νe 0 +1/2 −1 1 < 0.28eV
II
muon µ −1 −1/2 −1 1 106MeV
muon neutrino νµ 0 +1/2 −1 1 < 0.28eV
III
tau τ −1 −1/2 −1 1 1.78GeV
tau neutrino ντ 0 +1/2 −1 1 < 0.28eV
Q
ua
rk
s
I
up u +2/3 +1/2 +1/3 3 2.2MeV
down d −1/3 −1/2 +1/3 3 4.7MeV
II
charm c +2/3 +1/2 +1/3 3 1.3GeV
strange s −1/3 −1/2 +1/3 3 93MeV
III
top t +2/3 +1/2 +1/3 3 172.9GeV
bottom b −1/3 −1/2 +1/3 3 4.2GeV
Table 1.2: Boson (integer spin) content of the SM and their quantum numbers Q, T3 and YW ,
corresponding to electric charge, weak isospin and weak hypercharge respectively, as well as their
spin and representation under colour SU (3). All masses are taken from [20].
Particle Q T3 YW Colour Spin Mass
photon γ 0 0 0 1 1 —
W± ±1 ±1 0 1 1 80.4GeV
Z 0 0 0 1 1 91.2GeV
gluon g 0 0 0 8 1 —
Higgs h 0 −1/2 +1 1 0 125.1GeV
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1.1.1 The top quark
The top quark is the heaviest fundamental particle in the SM. Discovered at the Tevatron (Fermilab)
by the CDF [21] and D0 [22] experiments in 1995, it boasts a mass of 172.9±0.4GeV [20]. With
a decay width Γ = 1.42+0.19−0.15 GeV, the top quark is highly unstable and decays within 10
−25 s of
production [23] – an order of magnitude below the mean hadronisation time of QCD, ∼ 10−24 s.
The top quark is thus unique in that it can be studied, from careful reconstruction of its decay
products, as a bare quark.
Production of top-antitop quark pairs is the most abundant generation mechanism, proceeding
via the strong interaction either from quark-antiquark or gluon-gluon initial states. In pp collisions
at the LHC at a centre-of-mass energy of
√
s = 13TeV, the latter process dominates ' 90% of the
time. The corresponding pp→ tt¯ cross section is predicted in the SM, at NNLO+NNLL precision,
to be 832+40−46 pb [24]. Since the various combined Tevatron, ATLAS and CMS measurements rely
on different centre-of-mass energies through the years, it is possible to compare SM predictions to
experimental observation in the dependence of the tt¯ cross section on
√
s; as is shown in Figure 1.1,
good agreement is found.
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Figure 1.1: Summary of the LHC and Tevatron measurements of the top quark pair production
cross section as a function of the centre-of-mass energy compared to the NNLO QCD calcula-
tion complemented with NNLL resummation. The theory band represents uncertainties due to
renormalisation and factorisation scales, parton density functions and the strong coupling. The
measurements and the theory calculation are quoted at mt = 172.5GeV. Measurements made at the
same centre-of-mass energy are slightly offset for clarity. From [25].
The top quark almost always decays into its weak isospin partner, the b-quark, and a W boson,
providing an independent measurement of the CKM element |Vtb |, ≈ 99.8% [20]. In the remaining
0.2% of cases, the top quark may decay into a d- or s-quark and a W boson. These rare decays are
the object of specific searches by the ATLAS [26–28] and CMS [29, 30] collaborations; in all other
analyses, they are simply ignored.
The final state of a tt¯ event therefore depends on the decay channels of the W boson itself. These
can be hadronic or leptonic, and are reported in Table 1.3. A full tt¯ system can then be reconstructed
with four light-flavour jets (all-hadronic), two light-flavour jets and a lepton (semi-leptonic) or two
leptons (di-leptonic), and always two b-jets (see Section 3.2). The corresponding branching ratios
are given in Table 1.4.
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Table 1.3: Branching ratios (in percent) of the main W decay channels. Numbers taken from [20].
Process Branching ratio
W → qq¯′ 67.41±0.27
W → eνe 10.71±0.16
W → µνµ 10.63±0.15
W → τντ 11.38±0.21
The τ leptons being themselves unstable particles with a short lifetime (ττ ≈ 10−13 s [20]),
they are not directly measured in the ATLAS detector and also need to be reconstructed from
their decay products, which can be either a mixture of charged and neutral hadrons, or any of
the lighter two charged leptons and a τ-neutrino. The branching ratio of this latter process is
about 17.39% in the electron channel and 17.82% in the muon channel [20]. The reconstruction
of hadronic taus is particularly challenging, while leptonic taus approximately mimic the direct
decay of a W boson into an electron or muon. In the SM analyses presented in the next part of this
document, tau reconstruction is not considered, and cross sections are corrected for leptonic taus
where appropriate.
Table 1.4: Branching ratios (in percent) of the main tt¯ decay channels.
Channel Branching ratio
all-hadronic 45.4
semi-leptonic
... without τ decays 28.8
... with leptonic τ decays 34.2
... with leptonic+hadronic τ decays 44.1
di-leptonic
... without τ decays 4.6
... with leptonic τ decays 6.4
... with leptonic+hadronic τ decays 10.7
1.1.2 The Z boson
The direct discovery of the Z boson at the UA1 [31] and UA2 [32] experiments of the Super
Proton Synchrotron in 1983 was an early major success for CERN. Neutral current interactions,
leaving the interacting particles unaffected up to a transfer of spin and/or momentum (as opposed
to charged current interactions, mediated by the W boson), were first observed ten years prior in the
Gargamelle bubble chamber at CERN [33, 34] as the scattering of electrons and electron-neutrinos.
The neutral spin-1 mediator of the weak nuclear force, its mass is currently estimated at
91.1876±0.0021GeV [20], with a decay width Γ = 2.4952±0.0023GeV [20] corresponding to a
mean lifetime of ≈ 10−25 s making its reconstruction from decay products necessary. The main
decay channels of the Z boson are summarised in Table 1.5. The Z boson couples to all SM particles
except the photon and the gluon, and because of the chiral- and electric-charge-dependence of the
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weak interaction, more strongly to down-type quarks than to up-type quarks.
Table 1.5: Branching ratios (in percent) of the main Z decay channels.
Channel Branching ratio
neutrinos (all) 20.00±0.06
charged leptons (all) 10.097±0.003
... e+e− 3.363±0.004
... µ+µ− 3.366±0.007
... τ+τ− 3.367±0.008
hadrons 69.91±0.06
... down-type quarks 15.6±0.4
... up-type quarks 11.6±0.6
1.1.3 Coupling of the top quark to the Z boson
In the SM, the cross section of the generic tt¯ + X (X = Z,W,H, γ) process depends on the particular
coupling of the top quark to the additional particle X . Beyond providing an estimation of these
important backgrounds to SUSY searches, as will be motivated throughout this document, they also
offer a unique test of the top quark properties in the SM. The associated production of a tt¯ pair and
a Z boson is a rare enough process that its cross section falls three orders of magnitude below that
of pure tt¯ production, with the latest theoretical prediction with NLO+NNLL QCD and NLO EWK
precision suggesting a pp initiated cross section at
√
s = 13TeV of [35]
σ
theory
t t¯Z
= 0.863+0.09−0.10(scale)±0.03(PDF+αs)pb. (1.2)
Various decay channels can be utilised when studying the tt¯ Z process; the corresponding
branching ratios are straightforward multiplications of the numbers previously listed in Tables 1.4
and 1.5. Thinking ahead to our brief survey of the experimental literature, we note that the invisible
and hadronic decays of the Z boson make the problem of tt¯ Z reconstruction particularly difficult and
thus have not been used in any analysis so far. The leptonic channels, usually to electrons and muons
to avoid the additional complication of tau identification and reconstruction, are preferred, while
the tt¯ system is allowed to decay in any of the three modes described in the previous subsection,
relying on validated top quark reconstruction techniques. An example of a tt¯ Z production Feynman
diagram is shown in Figure 1.2.
Figure 1.2: Example leading-order Feynman diagram for tt¯ Z production, via gluon fusion and
splitting into a tt¯ pair, before emission of a Z boson via a tZ coupling.
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Towards a description of anomalous couplings
In a tt¯ Z event, the Z boson can be radiated either from an initial parton (in the case of quark-
antiquark initiated tt¯ production) or from the final state (anti-)top quark itself (as in Figure 1.2). In
the latter case, the coupling of the Z boson and the top quark is directly probed. In the SM, one can
write schematically the following Lagrangian describing the interaction in question [36]:
Lt t¯Z = eu¯(pt )
[
γµ
(
CSMV +γ5C
SM
A
)]
v(pt¯ )Zµ (1.3)
where e is the electron charge and we’ve introduced the vector and axial couplings
CSMV =
T3t −2Qt sin2 θW
2sinθW cosθW
, (1.4)
CSMA =
−T3t
2sinθW cosθW
. (1.5)
with Qt the electric charge of the top quark, T3t its weak isospin and θW the Weinberg angle. From
previous measurements of these parameters, the following numerical values are obtained [37]:
CSMV ' 0.244, (1.6)
CSMA ' −0.601. (1.7)
A number of Beyond the Standard Model (BSM) scenarios could influence the interactions
between the top quark and the Z boson [38, 39]: extra dimensions, supersymmetry and Little Higgs
models, to name but a few. It is useful to turn to a model-independent Effective Field Theory (EFT)
formulation, where higher-dimensional operators are allowed in the theory, giving rise to new types
of interactions of strength quantified by a corresponding Wilson coefficient. The Lagrangian (1.3)
can then be rewritten rather compactly as [40]
Lefft t¯Z = eu¯(pt )
[
γµ
(
C1,V +γ5C1,A
)
+
iσµνqν
MZ
(
C2,V + iγ5C2,A
)]
v(pt¯ )Zµ, (1.8)
with σµν a suitably normalised commutator of Dirac matrices and qν the momentum transfer
between the top and antitop quarks. The effective couplings C1,V/A correspond to the sum of their
SM counterparts plus the contributions of higher-dimensional operators (such as those listed in
Table 5.11). The object ∆Ci =
Ci
CSMi
−1 is often found in the literature [41], as any deviation from
zero would indicate new physics. We note further that the C2 couplings are expected to vanish
at tree-level in the SM, and receive negligible one-loop corrections. However, these so-called
anomalous weak magnetic and electric dipole moments are often enhanced in BSM theories, and
the latter term sources CP-violation.
Experimental status
The search for tt¯ Z production was initiated by the CMS collaboration at CERN, which first
determined its cross section using 5 fb−1 of data at
√
s = 7TeV to be [42]:
σt t¯Z = 0.28+0.15−0.11 pb, (1.9)
in good agreement with the corresponding SM prediction at NLO precision of 0.137+0.012−0.016 pb
[43]. The analysis used only events with three leptons and reached a signal significance (over the
background-only hypothesis) of 3.3σ, classifying it as “evidence” for tt¯ Z production.
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Using the 19.5 fb−1 dataset at
√
s = 8TeV and an additional channel with four leptons, the CMS
collaboration measured [44]:
σt t¯Z = 0.200+0.089−0.076 pb, (1.10)
with a significance of 3.1σ, again agreeing within uncertainties with the theoretical prediction
of 0.206+0.019−0.024 [43]. Only when repeating this last measurement with the inclusion of a dilepton
channel and full event reconstruction, using the kinematics of the leptons and top quarks as inputs for
a multivariate analysis, was the CMS collaboration able to claim discovery, reaching a significance
of 6.4σ and an updated cross section of [45]:
σt t¯Z = 0.242+0.065−0.055 pb. (1.11)
This measurement also included a first set of experimental limits on the vector and axial
anomalous couplingsC1,V andC1,A (discussed in the previous subsection) and reported in Figure 1.3.
No deviation from the SM prediction is observed in either component of the t-Z coupling.
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Figure 1.3: Difference between the profile likelihood and the best fit profile likelihood functions for
the relative vector and axial components of the t-Z coupling. Contours corresponding to the best fit
and the 1, 2, and 3 standard deviation (σ) CLs are shown in lines. From [45].
The ATLAS collaboration only performed a single measurement using 20.3 fb−1 of pp collisions
at
√
s = 8TeV, reporting an observation with a significance of 4.2σ in final states with at least two
leptons and a cross section [46]:
σt t¯Z = 0.176+0.058−0.052 pb. (1.12)
Using only the final states with three or four leptons, the ATLAS collaboration finally provided
the first measurement at
√
s = 13TeV, using a preliminary 3.2 fb−1 dataset [47]:
σt t¯Z = 0.9±0.3pb, (1.13)
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with a signal significance of 3.9σ. We conclude this review of previous experimental mea-
surements of the inclusive tt¯ Z cross section by noting that, although displaying generally good
agreement with the corresponding SM predictions, they are still limited by systematic uncertainties
(above the ∼ 15% level) and even more strongly so by statistics (∼ 30%).
1.2 Limitations of the Standard Model
The SM contains 19 free parameters, which need to be determined experimentally: the masses of the
three charged leptons and six quarks, three flavour-mixing parameters and one CP-violating phase
in the quark sector, the three gauge couplings of GSM , the Higgs mass and vacuum expectation
value, and the QCD vacuum angle. Note that the putative masses of the neutrinos are not part of
the current description of the SM, even though upper bounds are indicated in Table 1.1: this is a
direct consequence of both the experimental observation of neutrino flavour oscillation and the
experimental absence of right-handed neutrinos. These two facts combined preclude the addition of
a Yukawa (i.e. Higgs-fermion) coupling for the neutrinos, which remain theoretically massless; an
extension of the SM is therefore motivated.
The lack of experimental evidence for CP-violation in the strong sector, and the correspondingly
small values allowed for the QCD vacuum angle θCP, provides another tension with the SM, in
the form of a fine-tuning problem [48]. A possible solution, the Peccei-Quinn mechanism [49,
50], requires the addition of a new light pseudo-Goldstone boson, the axion. Gravity, the fourth
fundamental force of physics, has also not yet been given a quantum mechanical description (quan-
tum gravity) and its graviton therefore remains purely hypothetical. Moreover, numerous attempts
at merging the strong and electroweak forces under one common gauge theory at high enough
energies (grand unification), a common approach to building models of particle physics beyond
the Standard Model (BSM), remain invalidated by experimental tests of their phenomenological
predictions or simply beyond the reach of current technology [51–54].
1.2.1 Dark Matter
One of the most significant changes of paradigm in astroparticle physics within the last century is
the realisation that ordinary, baryonic, luminous matter (the first generation of quarks and leptons)
cannot provide a sufficient description of the matter content of the Universe [55, 56]. The early
studies in the 1930’s of the motions of galaxies by Oort [57] and Zwicky [58], later systematised by
Rubin in the 1970’s [59–61], led to the observation that the rotational velocities of stars within these
galaxies, expected to follow the classical Keplerian law v(r) ∝ r−1/2 as a function of the radius r
of their orbit, instead exhibited “flat” rotation curves with a constant velocity after some distance
from the centre of the galaxy. Since this is where most of the luminous mass is concentrated, if one
wishes to preserve the rule of classical gravity “the conclusion is inescapable” [62]: there must be
an abundant form of non-luminous, massive matter component distributed in and around galaxies.
This new matter component is Dark Matter (DM).
The observation in 1979 by Walsh et al. [63] of gravitational lensing from “invisible” sources
further lent credence to the Dark Matter hypothesis [64], and prompted common efforts across
the astrophysical and cosmological community to explore its consequences. It is now clearly
established that no particle in the SM can play the role of DM, as the latter must be stable, electrically
neutral, non-relativistic and only weakly interacting. Its inclusion in standard cosmology led to the
development of the so-called “Lambda-CDM” model [65, 66] (combining a cosmological constant
Λ for dark energy, and “cold” Dark Matter) and the measurement of the DM density parameter
Ωc = 0.2589±0.0057 [67]; in other words, DM represents roughly 26% of the energy content of
the Universe and accounts for 84% of all matter.
The application of simple thermodynamics principles to the early Universe in the presence of a
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DM candidate, and the attempt to match its mass and self-annihilation cross section to the current
observed cosmological parameters produces a fortuitous coincidence: the candidate in question
must resemble a ∼ 100GeV particle interacting with the same strength as the electroweak force.
This surprising result promises a Weakly Interacting Massive Particle (WIMP) that could be within
reach of modern particle colliders; this is the “WIMP miracle” [68].
1.2.2 The hierarchy problem
The Higgs sector of the SM Lagrangian yields another major phenomenological issue [69–71]. It
contains self-coupling and kinematic terms, while the effective mass of the Higgs boson receives
corrections from the coupling of the Higgs to all other massive particles. At the one-loop level, these
are proportional both to the Yukawa couplings and to the cutoff scale of the theory, which from
the quantum gravity argument alluded to in the previous paragraph is understood to be around the
Planck mass (∼ 1019 GeV). From the running of the SM gauge couplings, it can also be argued that
grand unification, if it is indeed realised in Nature, could take place at energies of order 1016 GeV
[72, 73]. It remains that a large gap (“desert”) is likely to exist between the physics of the SM,
around the electroweak scale of ∼ 102 GeV, and any theoretical completion of the SM, which is in
turn understood to act only as an EFT. The top quark has the largest Yukawa coupling, yt ' 1 [20],
and is therefore responsible for the main contribution to the effective Higgs mass.
The Higgs potential can be schematically written as
V = µ2 |φ|2 + λ |φ|4, (1.14)
where µ2 < 0 is a requirement for the spontaneous symmetry breaking of SU (2)L ×U (1)Υ to
U (1)EM , leading to the massive electroweak W± and Z gauge bosons and the massless photon.
However, µ itself isn’t predicted by the SM: it is a renormalisable coupling that receives radiative
corrections from Yukawa couplings of particles up to the upper scale Λ of validity of the SM as an
EFT. Taking the bare Higgs mass to be some µ0 and considering only the top quark Yukawa as the
largest contribution, we have
µ2 = µ20 +
3Λ2
8pi2
(
λ − y2t +O
(
m2t ln
Λ
mt
))
. (1.15)
The first term in the bracket corresponds to the Higgs self-interaction, the second to the top
quark loop. In order to maintain an experimentally consistent mass term
√
2|µ| ≈ mexp
h
, the bare
parameter µ0 needs to be extremely finely tuned (to the level of one part in 1034); this is the
hierarchy problem.
Broadly speaking, two approaches can be taken in solving the hierarchy problem: setting
Λ . 1TeV and postulating a non-elementary Higgs boson (e.g. technicolor, composite Higgs
models), or setting Λ ∼ O(1TeV) with an additional symmetry forbidding the mass term in the
Higgs potential at high energies (the Higgs mass becomes “protected”). Within the second approach,
three types of symmetry can be considered, depending on their action on the Higgs field: scalar,
gauge or fermionic. These lead, respectively, to so-called “little Higgs” models, extra dimensions
and supersymmetry.
1.3 Supersymmetry
The term “supersymmetry” (SUSY) [74–80] refers to a paradigm (rather than a single theory)
under which new space-time symmetries are allowed, with direct phenomenological consequences.
We want to stress here a point of major conceptual importance: SUSY was first developed as a
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generalisation of space-time symmetries in Quantum Field Theory (QFT), before the realisation that
it provides solutions to a number of limitations of the SM. In this context, it is indeed possible to
stabilise the Higgs mass, providing a natural evasion of fine-tuning in its quantum corrections, pre-
dict various Dark Matter candidates, provide a framework for sterile neutrinos (and hence neutrino
masses) and axions (solving the strong CP problem), unify the electroweak and strong interactions,
as well as provide a strong basis for string theory to yield a possible description of quantum gravity.
Crucially, we maintain that these are phenomenological consequences, indisputably of great interest,
of a more fundamental question in mathematical physics.
1.3.1 Superalgebras, superspaces and superfields
The Poincaré group contains the isometries of the Minkowski spacetime (with metric ηµν mostly
negative), understood in physics as the symmetries of special relativity; namely: rotations, transla-
tions and boosts. In that sense it contains both the translation and Lorentz groups as subgroups, and
can be written as the semidirect product R1,3 oSL(2,C). The corresponding generators are denoted
Pµ and Mµν and satisfy [81, 82]:
[Pµ,Pν] = 0 (1.16)
[Mµν,Pρ] = i
(
ηµρPν −ηνρPµ
)
(1.17)
[Mµν,Mρσ] = i
(
ηµρMνσ −ηµσMνρ −ηνρMµσ +ηνσMµρ
)
(1.18)
The Coleman-Mandula theorem [81] states that any QFT with a finite particle content that describes
non-trivial interactions and scattering, can only have the direct product R1,3 oSL(2,C)×G (with G
an appropriate internal group) as the Lie group. This statement is the basis of traditional model-
building for BSM theories: only the gauge group G can be extended and it never mixes with the
Poincaré group.
The “no-go” conclusions of the Coleman-Mandula theorem can be circumvented by non-trivially
extending the Poincaré algebra itself [75, 76], to contain a spinor structure that anticommutes to
connect with the usual “bosonic” part. One introduces two Weyl fermions, the SUSY charges,
which combine to form the only allowed 4-vector conserved charge, namely Pµ; the SUSY charges
can be seen as “taking the square root of momentum” (as in the case of the Dirac and Klein-Gordon
equations), and must connect fermionic dimensions with the Minkowski spacetime.{
Qα, Q¯β˙
}
= 2
(
σµ
)
αβ˙ Pµ (1.19)
[Qα,Pµ] = 0 (1.20)
[Mµν,Qα] =
1
2
(
σµν
) β
αQβ (1.21)
The dotted and undotted Greek indices are spinor indices, used to distinguish the representations of
the Lorentz group with opposite chirality (essentially, although not exactly, SU (2)× SU (2)). Haag,
Lopuszan´ski and Sohnius demonstrated, in a theorem [83] that bears their name, that the generators
of the most general symmetry group enjoyed by the S-matrix must reside within the direct sum of
the super-Poincaré Lie algebra and another internal Lie algebra.
Extending Minkowski spacetime to accomodate four fermion-like dimensions [83], labeled
by the Grassmann numbers θα and θ†α˙, we can define a superspace, which allows for two elegant
simplifications of the typical SUSY treatment: i) the various fields that belong in a same super-
multiplet can be expressed as a single object, superfield; ii) SUSY field transformations become
translations on this space. Indeed, the SUSY central charges can be written as differential operators
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of the superspace coordinates, as:
Qα = i
∂
∂θα
−
(
σµθ†
)
α
∂µ (1.22)
Q†
β˙
= −i ∂
∂θ β˙†
+
(
θσµ
)
β˙ ∂µ (1.23)
from which Equation (1.19) can be recovered.
It’s precisely because the supercharges are functions of the triplet (x, θ, θ¯) and that they mix the
three coordinates that the resulting commutators of infinitesimal transformations don’t commute,
and a non-trivial S-matrix is achievable overall. Under the action of the SUSY charges, the
superspace coordinates transform as:
xµ → xµ + iσµθ†+ i†σ¯µθ (1.24)
θ→ θ +  (1.25)
θ†→ θ†+ † (1.26)
Having set up general coordinates, one can naturally start building functions out of them;
these are the superfields S(x, θ, θ¯), ultimately the building blocks of any SUSY Lagrangian. They
transform locally under the action of the SUSY charges:
√
2δ S = −i(Q+ †Q†)S = S(z′)− S(z). (1.27)
Because we need to extract the xµ component, we expand S in the most general possible way as:
S = a+ θξ + θ† χ†+ θθb+ θ†θ†c+ θ†σ¯µθvµ + θ†θ†θη + θθθ†ζ†+ θθθ†θ†d, (1.28)
where (a,b,c,d) are scalar fields, (ξ, χ, η, ζ ) are 2-component Weyl spinors and vµ is a vector field.
Since the Grassmann variables (θ, θ†) anticommute with any combination of indices, we are assured
that the above expansion contains only repeated indices and any term built out of three or more such
Grassmann variables vanishes identically; in other words, Equation (1.28) is finite and complete.
However, being the most general superfield expansion, S transforms in a reducible representa-
tion of the superalgebra. In order to form correct supermultiplets, one needs to impose covariant
constraints, using the SUSY covariant derivative:
D†α˙ =
∂
∂θα˙
− i (σ¯µθ) α˙ ∂µ . (1.29)
For example, a chiral superfield Φ is obtained by setting
D†α˙Φ = 0, (1.30)
which reduces the expansion in Equation (1.28) to
Φ(x, θ, θ¯) = φ(x)+
√
2θψ(x)+ θ2F (x)+ spacetime derivatives, (1.31)
where φ is a complex scalar, ψ a 2-component left-handed Weyl spinor and F a non-propagating
complex scalar (the so-called auxiliary field, which plays a role in SUSY breaking). A general
SUSY Lagrangian can be built out of Φ and its complex conjugate only as
L = K
(
Φ,Φ†
)
+W(Φ)+W†(Φ†), (1.32)
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where K is the Kähler potential and W the superpotential. A specific example is the Wess-Zumino
model [77, 78] (renormalizable), defined by choosing the potentials
K = Φ†Φ, W =
m
2
Φ2 +
λ
3
Φ3, (1.33)
which, plugging in the expansion of Φ, leads to the Wess-Zumino Lagrangian
LWZ = −∂µφ∂µ φ¯+ iψ¯σµ∂µψ− m2
(
φ2 + φ¯2
)
− λφψ2− λφ¯ψ¯2− |mφ− λφ2 |2. (1.34)
One can understand LWZ as a φ4 theory for a massive complex scalar φ, with a Yukawa coupling
to a left-handed Weyl spinor ψ with the same mass.
An important conceptual point has been reached: by the properties of superspace itself, scalars
(bosons) and spinors (fermions) are necessarily packaged in the same superfield (chiral supermulti-
plet), which is then used to build SUSY Lagrangians. A similar argument links vector bosons to
fermions in so-called gauge supermultiplets). Supersymmetry is finally understood as an “exchange
symmetry” between bosonic and fermionic degrees of freedom.
1.3.2 Elements of phenomenology
Out of the wide variety of phenomenological models built according to the basic description
of SUSY we’ve outlined so far, the minimal supersymmetric extension to the Standard Model
(MSSM) stands out [84, 85]. While bringing out a new set of 120 free parameters (reducible
to 19 by requesting no new source of CP-violation, no flavour-changing neutral currents and a
degeneracy of the first and second generations of squark and slepton mass eigenstates, in the
so-called phenomenological MSSM or pMSSM [86, 87]), the MSSM was originally constructed
to address directly the hierarchy problem presented in Section 1.2.2. We will now briefly explore
its phenomenology and simply note that similar arguments can be carefully extended to other
models, such that not one but various SUSY-flavoured solutions to the limitations of the SM can be
considered [88].
The superfield content of the MSSM is made explicit in Tables 1.6 and 1.7 below. While most
SM fields receive a relative ± 12 -spin supersymmetric partner, we note the special case of the Higgs
sector, where two Higgs supermultiplets are introduced. This apparent complication serves in fact a
dual purpose: avoiding gauge anomalies arising from the triangle diagrams of a single Higgsino,
and generating mass terms for the up- and down-type quarks separately.
Table 1.6: Chiral supermultiplets in the MSSM and their representation under the SU (3), SU (2)
and U (1) gauge groups.
Particles Spin-0 Spin-1/2 Representation
Quarks, squarks
Q
(
u˜L d˜L
)
(uLdL) (3,2,+1/6)
u¯ u˜∗R u
†
R
(
3¯,1,−2/3
)
d¯ d˜∗R d
†
R
(
3¯,1,+1/3
)
Leptons, sleptons
L (v˜e˜L) (νeL) (1,2,−1/2)
e¯ e˜∗R e
†
R (1,1,+1)
Higgs, higgsinos
Hu
(
H+u H
0
u
) (
H˜+u H˜
0
u
)
(1,2,+1/2)
Hd
(
H+
d
H0
d
) (
H˜+
d
H˜0
d
)
(1,2,−1/2)
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Table 1.7: Gauge supermultiplets in the MSSM and their representation under the SU (3), SU (2)
and U (1) gauge groups.
Particles Spin-1/2 Spin-1 Representation
Gluon, gluino g˜ g (8,1,0)
W bosons, winos W˜±,W˜0 W±,W0 (1,3,0)
B boson, binos B˜0 B0 (1,1,0)
Up until this point, we have assumed the masses of the new superpartners to be exactly that of
their SM counterparts. This formulation of unbroken SUSY is particularly attractive since it solves,
by construction, the hierarchy problem: the fermionic contribution of the top quark to the effective
Higgs mass is exactly balanced by that of its scalar superpartner (which introduces an opposite-sign
term of the same magnitude). The lack of experimental evidence for equally massive superpartners
of different spin points to the realisation of broken SUSY. The so-called “soft” breaking of SUSY
[89–91] yields corrections to the bare Higgs mass proportional to the corresponding scale m2soft,
such that a natural solution to the hierarchy problem is preserved if msoft is not too large (. 1TeV).
After symmetry breaking, the superpartners described so far mix to produce a variety of mass
eigenstates. The neutral bosinos (bino, wino and Higgsino) end up forming four neutral particles,
the neutralinos χ˜0i (where the index i runs from to 1 to 4 in ascending order of mass). Likewise, the
two charginos χ˜±i arise from the mixing of the charged winos and Higgsinos. In the squark and
slepton sectors, the mixing is proportional to the mass of the SM partner particle, such that it is
only non-negligible in the third generations, yielding two top squarks (“stop”) t˜1 and t˜2 from the
original t˜L and t˜R, and similarly for the bottom squarks (“sbottom”) and the stau leptons.
This extended particle content turns out to be enough to change the running of the gauge
coupling constants such that grand unification can take place at ∼ O(1016) GeV [69–71, 92].
Figure 1.4 clearly shows the difference in convergence between the running predicted from the
particles of the SM alone and the full MSSM.
Figure 1.4: Running of the gauge couplings in the SM (dashed lines) and the MSSM (solid lines),
showing unification at a scale O(1016) GeV.
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1.3.3 R-parity
Within the MSSM, and in general within grand unified theories incorporating SU (5), processes
exist that allow for proton decay. In its simplest form, the superpotential of the MSSM can be
expressed as
WMSSM = u¯yuQHu − d¯ydQHd − e¯yeLHd + µHuHd, (1.35)
in terms of the chiral supermultiplets listed in Table 1.6 and of the 3× 3 (in family-space)
Yukawa matrices y. These are the supersymmetric equivalents of the usual quark and lepton Higgs
terms in the SM, with µ the Higgsino mass parameter. One could however add the following terms
to the superpotential, which violate lepton (L) and baryon (B) number conservation by one unit,
respectively:
W∆L=1 =
1
2
λi jkLiL j e¯k + λ
′i jkLiQ j d¯k + µ
′iLiHu, (1.36)
W∆B=1 =
1
2
λ
′′i jk u¯i d¯ j d¯k, (1.37)
where the index i runs over the three generations of (s)fermions. The baryon number B is +1/3
for Qi and −1/3 for u¯i and d¯i (and zero otherwise), while the lepton number L is +1 for Li and −1
for e¯i (and zero otherwise), such that the two expressions above indeed lead to B− and L−violation.
Proton decay requires ∆B = 1 and ∆L = 1, and therefore unsupressed λ′ and λ′′ couplings. A
possible decay diagram is given in Figure 1.5 for the s˜-mediated p+→ e+pi0 channel; other final
states, such as µ+pi0, ν¯pi+ or ν¯K+ are also possible. From dimensional analysis, the corresponding
decay width can be formulated as
Γp+→e+pi0 ∼ m5proton
∑
i
|λ′11iλ′′11i |2
m4
d˜i
, (1.38)
giving rise to a proton half-life much smaller than a second for λ
′11i ∼ λ′′11i ∼ 1 and squark
masses at the TeV scale.
Figure 1.5: B− and L−violating proton decay to a positron and neutral pion, via an internal strange
squark line.
The experimental non-observation of such a phenomenon, most notably by the Super-Kamiokande
experiment [93], sets lower bounds on the lifetime of the proton ∼ O(1034 yrs.). To avoid having to
suppress these processes by moving the SUSY scale to much larger values (and losing the natural
solution to the hierarchy problem [94, 95]), it is possible to invoke an ad-hoc Z2 symmetry to forbid
baryon and lepton number violating couplings, still permitting such violations in tiny amount via
non-perturbative effects but eventually preventing proton decay. This R−parity is defined [96], for
a particle with baryon and lepton numbers B and L, and spin S, as
PR = (−1)3(B−L)+2S . (1.39)
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R−odd particles are defined to be the SUSY partners, while R−even particles are the SM
counterparts, and R−parity itself is conserved multiplicatively.
A number of important conclusions can be drawn from the conservation of this symmetry: i)
sparticles can only decay to an odd number of daughter sparticles (leading to so-called cascade
decays); ii) in pp collisions at the LHC, sparticles can only be produced in pairs; iii) the Lightest
Supersymmetric Particle (LSP) is a stable massive state (hence, if uncharged, a natural candidate
for Dark Matter) [97, 98].
In Part III of this document, we will refer to MSSM-inspired R−parity-conserving models,
whereby the supersymmetric partner to the top quark is the lightest squark and the neutralino, taken
to be the LSP, is a suitable Dark Matter candidate.
1.3.4 Third generation and naturalness
The left- and right-handed squarks can undergo mixing to produce a new set of mass eigenstates.
This mixing is proportional to the Yukawa couplings of their SM counterparts (and so to their
masses), such that it is only relevant in the third generation. This suppressed mixing of the first and
second generations of squarks (and similarly, sleptons) results in a mass degeneracy at much higher
values than the stop and sbottom masses. Schematically, the MSSM Lagrangian contains a term:
Lstop masses = −
(
t˜∗L t˜
∗
R
)
m2t˜
*.,
t˜L
t˜R
+/-, (1.40)
where
m2t˜ =
*.,
m(t˜L)2 mt (At − µcot β)
mt (At − µcot β) m(t˜R)2
+/-, (1.41)
with
m(t˜L)2 = m2Q3 +m
2
t +
(
1
2
− 2
3
sin2 θW
)
cos (2β)m2Z (1.42)
m(t˜R)2 = m2u¯3 +m
2
t +
2
3
sin2 θW cos (2β)m2Z . (1.43)
Here, At is the top squark trilinear coupling (a soft SUSY breaking term), µ is the Higgsino
mass parameter, tan β is the ratio of the two Higgs vacuum expectation values and m2Q3 and m
2
u¯3
are the scalar squared masses. By diagonalising the matrix m2t˜ above, one obtains the stop mass
eigenstates through mixing of the left- and right-handed components:
*.,
t˜1
t˜2
+/- =
*.,
cosθ t˜ −sinθ t˜
sinθ t˜ cosθ t˜
+/-
*.,
t˜L
t˜R
+/- (1.44)
with the angle θ t˜ parameterising the mixing. The off-diagonal entries of m2t˜ , proportional to
the large mass of the SM top quark, introduce significant mixing which always leads to m2
t˜1
< m2
t˜2
and in general to a large gap between the third generation squark masses and those of the previous
two generations. A common prediction of MSSM-inspired models is the t˜1 state as the lightest
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squark [99, 100], with a large right-handed component (which in turn can influence its favoured
decay channels).
For the purpose of driving the analysis of ATLAS data, simplified models [101–103] are used in
the optimisation of the searches, whereby only a few massive states of interest are considered, while
the rest of the MSSM spectrum is taken to be decoupled and out of the energy reach of the LHC.
This approach usually leads to clear signal signatures, whose kinematics however differ depending
on the choice of masses. A range of such simplified models can then be combined to re-interpret
either an excess in data or an exclusion limit, in terms of more realistic and complex SUSY models.
Assuming a Yukawa coupling for the top squark of equal magnitude, but crucially of opposite
sign, to that of the SM top quark, the radiative correction to the Higgs mass induced by the sfermion
loop cancels that of the top quark. We can write the physical Higgs mass, mh, in terms of the bare
parameter mh,0 and the corrections from the extended top quark sector:
m2h = m
2
h,0 +∆m
2
h,t, t˜ , (1.45)
with
∆mh,t, t˜ = ∆m
2
t +∆m
2
t˜ =
y2t
16pi2
|m2t˜1 −m2t |. (1.46)
Following [104], a quantitative measure of the amount of fine-tuning needed in order to restore
mh = mh,exp is
∆ ≡
2∆m2
h,t, t˜
m2
h,0
, (1.47)
such that small values of ∆ . 1 are said to naturally solve the hierarchy problem. Requiring
such a natural solution and enforcing the experimental constraint m2
h,0 = m
2
h,exp−∆m2h,t, t˜ , we get
∆ =
2
m2
h,exp
∆m2
h,t, t˜
−1
. 1⇐⇒
16pi2m2
h,exp
3y2t
& |m2t˜1 −m2t | (1.48)
which, using the approximate values m2
h,exp = (125GeV)
2 and yt = 0.94, yields a naturalness
condition on the stop mass
|m2t˜1 −m2t | . 1TeV2. (1.49)
A similar argument can be made for the bottom and sbottom corrections to the Higgs mass, and
one ends up with a reduced particle spectrum when dealing with natural SUSY: top and bottom
squarks at around 1TeV [104], light Higgsinos generating a WIMP-like Dark Matter candidate (the
neutralino) and possibly a heavy gluino (leading to a more rich topology of the ensuing cascade
decay). All other superpartners can be taken to be decoupled, at a much larger mass scale, without
spoiling the SUSY solution to the hierarchy problem.
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1.3.5 Searches for light stops at the LHC
The earliest recorded search for the direct pair production of the supersymmetric partner to the top
quark in the all-hadronic final state at the LHC was performed [105] by the ATLAS collaboration,
using 4.7 fb−1 of pp collisions at
√
s = 7TeV. Stop masses in the range 370 < mt˜1 < 465GeV were
excluded for mχ˜01 ' 0GeV, while mt˜1 = 445GeV was excluded for mχ˜01 < 50GeV. A further search
[106] using 20.1 fb−1 of data at
√
s = 8TeV yielded stronger exclusion bounds of 270 < mt˜1 <
645GeV for mχ˜01 < 30GeV. The corresponding excluded region in the (mt˜1,mχ˜01 ) plane is shown
fully in Figure 1.6 and compared to that of the previous result at
√
s = 7TeV.
Using the complete 18.9 fb−1 dataset at
√
s = 8TeV, the CMS collaboration [107] produced
extended limits, excluding mt˜1 < 775GeV for mχ˜01 < 200GeV. In an early Run 2 search [108], with
only 2.3 fb−1 of data at
√
s = 13TeV, a similar result of mt˜1 < 740GeV for mχ˜01 < 240GeV was
obtained. The corresponding full exclusion limits are shown in Figure 1.7.
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Figure 1.6: Exclusion contours at 95% CL in the scenario where both top squarks decay exclusively
via t˜1→ t + χ˜01 and the top quark decays hadronically. The blue dashed line indicates the expected
limit, and the yellow band indicates the ±1σ uncertainties, which include all uncertainties except
the theoretical uncertainties in the signal. The red solid line indicates the observed limit, and the
red dotted lines indicate the sensitivity to ±1σ variations of the signal theoretical uncertainties. The
observed limit from the all-hadronic
√
s = 7TeV is overlaid for comparison. From [106].
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Figure 1.7: Exclusion limits at 95% CL for simplified models of top squark pair production in the
exclusive t˜1→ t + χ˜01 scenario. The solid black curves represent the observed exclusion contour
with respect to NLO+NLL cross section calculations and the corresponding ±1σ uncertainties. The
dashed red curves indicate the expected exclusion contour and the ±1σ uncertainties including
experimental uncertainties. No interpretation is provided for signal models for which |mt˜1 −mχ˜01 −
mt | ≤ 25GeV and mt˜1 ≤ 275GeV because of significant differences between the fast simulation and
the GEANT4-based simulation for these low-EmissT scenarios. From [108].
2. The ATLAS experiment
This chapter provides in Section 2.1 a brief description of the Large Hadron Collider (LHC)
[5] complex at the European Centre for Nuclear Research (CERN), near Geneva, Switzerland.
One of its main experiments, the ATLAS detector [6], is presented and details are given about its
various components in Section 2.2. Chapter 3 will highlight how information from these detector
subsystems is used to reconstruct physics objects for analysis of collision data. Finally, Section 2.3
outlines the main steps and principles in generating Monte Carlo (MC) samples for data analysis
and modelling. The performance and accuracy of a range of simulation algorithms are discussed,
resulting in a proposal for a future ATLAS Fast Monte Carlo Chain [109].
2.1 The Large Hadron Collider
The LHC [5] is a circular proton accelerator and collider, and the largest addition to the experimental
complex at CERN. The construction and operation of this gargantuan machine, a 27 km underground
synchrotron crossing the French-Swiss border, relied on an already well-established suite of particle
accelerators and facilities developed since the 1960’s and schematically represented in Figure 2.1,
most notably its predecessor the Large Electron Positron collider (LEP) collider [110], which was
the previous occupier of the tunnel.
By stripping hydrogen from its electrons, bare protons are obtained and sent through to a
series of accelerators that gradually build up their energies: first to 50MeV thanks to the LINear
ACcelerator 2 (LINAC2) [111, 112], then to 1.4GeV within the Proton Synchrotron Booster (PSB)
[113, 114] and 25GeV within the Proton Synchrotron (PS) [115], before reaching a final energy of
450GeV in the Super Proton Synchrotron (SPS) [116]. The final acceleration takes place in the
LHC ring itself, by means of 9593 superconducting dipole and quadrupole electromagnets (kept
at an operational temperature of 1.9K), so the protons finally reach a staggering centre-of-mass
energy
√
s = 13TeV in the 2015–2018 (Run 2) period. The two beams (split at the exit of the SPS)
are squeezed by further electromagnets at four designated interaction points around the LHC, where
“Inside the ATLAS detector”. Photo credits: ATLAS Experiment. c© 2012 CERN.
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the ALICE [117], ATLAS [6], CMS [118] and LHCb [119] detectors are located. The ATLAS and
CMS experiments are multi-purpose detectors and cover a rich range of physics programs, while
the ALICE and LHCb experiments are tailored for heavy ion and forward b-physics respectively.
Figure 2.1: The LHC is the last ring (dark blue line) in a complex chain of particle accelerators.
The smaller machines are used in a chain to help boost the particles to their final energies and
provide beams to a whole set of smaller experiments, which also aim to uncover the mysteries of
the Universe. From [120].
2.1.1 Hadron collisions
Protons are heavy hadrons (with a mass mp ' 938.27MeV [20]) composed of three valence quarks:
two u−quarks and one d−quark. Since it is not possible to know which of these initial partons will
take part in any given collision event, they enter in the computation of the cross section for some
pp−initiated process X as parton distribution functions (PDF) [121], representing the probability of
a parton to carry some Bjorken fraction x of the incoming proton. These PDFs are dependent on the
transfer of momentum Q2; at large values of Q2, the impact of so-called “sea” quarks, virtual pairs
of quarks and antiquarks, and gluons becomes important. This effect is clearly visible in Figure 2.2.
The production cross section for the process X , σpp→X , can therefore be factorised into a “hard”
part σˆ and the PDFs f i associated to initial state partons as [123]
σpp→X =
∫
dx1 f1(x1,Q2)
∫
dx2 f2(x2,Q2)σˆ(x1, x2,Q2), (2.1)
for a squared centre-of-mass energy sˆ = x1x2s (where
√
s is the centre-of-mass energy of the
two protons). Since such proton interactions effectively probe the substructure of the proton itself
and produce a final state with different partons, they are referred to as “deep inelastic scattering”
(DIS) processes. The cross sections of various SM processes are illustrated in Figure 2.3, comparing
their measurements by the ATLAS experiment to theoretical predictions.
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Figure 2.2: Parton distribution functions for the valence quarks (u and d), sea quarks and gluons of
the proton, at a momentum transfer Q2 = 10GeV2 (left) and Q2 = 104 GeV2 (right). From [122].
2.1.2 Structure of an event
The main purpose of conducting particle collisions at each of the four interaction points of the
LHC is to study hard-scatter (HS) processes, where a large transfer of momentum occurs between
partons of the incoming protons and usually results in the creation of new massive particles. At the
LHC, the beamline is filled in bunches, containing about 1011 protons each; it is therefore possible
for additional soft interactions to take place during a collision event [125]. These are referred to as
“in-time pile-up” and are a common large background of soft hadronic activity in hard-scatter events.
As we will see in Section 3.2.1, it is possible to reduce the contamination of those background
events when performing their reconstruction. When bunch crossings happen at a similar or faster
rate than the operation cycle (e.g. dissipation of electric signal) of a given hardware component
of a detector, the previous or next bunch crossing can affect the readout of the current one; this
“out-of-time pile-up” is however usually much less significant. A further source of background, the
“underlying event” (UE) consists of the interaction of the partons not involved in the hard process,
while multi-parton interactions (MPI), where several partons from the same parton enter in the
main event, are the subject of dedicated physics analyses.
The hard-scatter event itself, described by perturbation theory, can be accompanied by additional
“soft” radiation. This is the result of non-perturbative QCD effects and translates into the emission
of gluons as initial state (ISR) or final state radiation (FSR). Any gluon in the final state will
undergo parton showering, producing further quarks and decreasing the value of Q2 until it reaches
∼ O(1GeV2), at which scale the hadronisation process, whereby charged particles bound into
colourless hadrons, is likely to take place.
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Figure 2.3: Summary of several Standard Model total and fiducial production cross section mea-
surements at the ATLAS detector, corrected for branching fractions, compared to the corresponding
theoretical expectations. Where relevant, selections based on the number of jets are indicated by n j .
From [124].
2.1.3 Luminosity
For a given process with cross section σ, the expected number of events to be produced via hard
collisions is given by the integrated luminosity L (in units of inverse barns, b−1) [126]:
Nevents = σL = σ
∫
Ldt, (2.2)
where the instantaneous luminosity L depends directly on various parameters of the LHC:
L = N
2
b
nb f revγr
4pin β∗
F, (2.3)
namely: the number of protons per bunch Nb, the number of bunches per beam nb, the
revolution frequency fr , the relativistic gamma factor γr , the normalised transverse beam emittance
n
1, the beta function at the collision point β∗ and the geometric luminosity reduction factor (due
to a crossing angle at the interaction point) F. The nominal and Run 2 values for these beam
parameters are given in Table 2.1 below.
1The beam emittance can be thought of as the area of the beam in its position-momentum phase space and is a
conserved quantity as the beam travels around the LHC. Normalising the emittance removes its dependency on the beam
energy. Note that a beam with low emittance can be thought of as more focused, and hence the likelihood of particle
collisions (and the luminosity) is greater.
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Table 2.1: LHC beam parameters in Run 2 (2015–2018), compared to nominal design values. From
[127].
Parameter Nominal Run 2 Units
Beam energy 7.0 6.5 TeV
Bunch population (Nb) 1.15 1.15 1011 protons
Bunch spacing 25 25 ns
Bunch multiplicity (nb) 2808 2556
Revolution frequency ( fr ) 11.2 11.2 kHz
Normalised emmitance (n) 3.75 2.2 µm
Beta function (β∗) 55 25 cm
Crossing angle (θc) 285 260 µrad
Geometric reduction (F) 0.836 0.858
Peak luminosity (L) 1.0 2.0 1034 cm−2s−1
2.2 The ATLAS detector
The ATLAS detector [6] is a 25m wide, 46m long, 7000 ton cylindrical general-purpose experiment,
situated 100m underground at one of the 4 main interaction points of the LHC. The detector is
composed of a variety of layered subsystems, each specialised in the identification and processing
of various types of experimental signals, and arranged in concentric forward-backward symmetryic
cylindrical layers, so as to cover almost all the solid angle around the centre of particle collisions.
An inner detector is dedicated to measuring particle tracks, through their interaction with a
2T solenoid magnetic field. An electromagnetic and a hadronic calorimeter then use scintillation
techniques to measure energy deposits, surrounded by a toroidal magnet system and a final array of
muon spectrometers.
2.2.1 Coordinate system
A right-handed Cartesian coordinate system (x, y, z) is used, such that the origin coincides with the
interaction point and the z-axis is taken to be parallel to the beam pipe. The positive x-direction
points towards the centre of the LHC ring and the positive y, upwards. Since the LHC is a pp
collider and the relative momentum fraction carried by partons is described by a PDF, the centre-
of-mass frame can undergo a Lorentz boost in the z-direction. It is therefore useful to introduce
the transverse x− y plane, where conservation of momentum is more readily imposed. Given the
cylindrical nature of the detector, it is natural to transform to polar coordinates (r, θ, φ), where the
azimuthal angle φ ranges from −pi to pi around the beam axis, and to introduce the pseudorapidity
η = − ln tan
(
θ
2
)
. (2.4)
The pseudorapidity is a useful approximation of the rapidity, y = 12 ln
E+pz
E−pz , for massless
particles (equivalently, in the limit of vanishing mass-to-momentum ratio). Differences in rapidity
are Lorentz invariant under boosts along the longitudinal axis and hence the (pseudo-)rapidity is
preferred to θ. We note that η = 0 defines the plane transverse to the beam and η→∞ the direction
parallel to the beam axis, with the terms “central” and “forward” (or “backward” where relevant)
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Figure 2.4: Computer generated image of the whole ATLAS detector, indicating the major compo-
nents. Length and radius measurements are indicated, and a couple of average particle physicists
are shown for comparison. From [128].
referring to values of η close to each of these two limits, respectively. Distances in the η −φ plane
are parameterised by
∆R =
√
(∆η)2 + (∆φ)2, (2.5)
which is also a quantity invariant under longitudinal Lorentz boosts.
2.2.2 Magnet system
ATLAS uses a combination of a central superconducting solenoid and three outer superconducting
toroid magnets to enable a precise measurement of the momenta of charged particles [129]. The
layout is shown schematically in Figure 2.5. The central solenoid surrounds the inner detector and
permeates it with a 2T field parallel to the beam axis, such that charged particles follow a bent
trajectory in the azimuthal plane. Two toroids are placed on either end of the detector, providing a
1T field for the muon systems in the end-cap regions, and a central 0.5T field in the central barrel.
2.2.3 Inner detector
The Inner Detector (ID) is the innermost layer of the ATLAS detector [131, 132]. Charged particles
coming out of the collision points are reconstructed from hits in the ID and referred to as tracks.
With the high luminosity of the LHC and the corresponding large track density, high resolution
measurements of track kinematics and positions of vertices is essential to the reconstruction of
several physics objects. The ID is composed of three distinct subsystems, depicted in Figure 2.6
and described in what follows. By combining information from the entire ID, an overall momentum
resolution of
σpT
pT
= 0.05% · pT
GeV
⊕ 1% (2.6)
is achieved, where the symbol ⊕ represents a sum in quadrature.
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Figure 2.5: Schematic representation of the magnet system in ATLAS. From [130].
Pixel detector
The pixel detector [134, 135] is the very first layer of the ID, situated between 33.25mm and
122.5mm to the beamline. The part closest to the beamline is the Insertable B-Layer (IBL) [136–
138], an important component in the identification of secondary vertices associated to the decays
of B-hadrons. The pixel detector as a whole boasts an impressive 87.2 million 50×400µm pixels,
arranged in 3 barrel layers and 2×3 endcap disks, and grouped in 1744 silicon modules. Charged
particles going through the silicon modules generate electron–hole pairs in amounts related to the
energy of the incoming particle. A bias voltage is applied to force the drift of these electron–hole
pairs and the charge separation is ultimately picked up and processed to form the recorded signal.
This finely granulated structure results in an intrinsic resolution of 10 µm in the R− φ direction
(orthogonal to the beamline) and 115 µm in the z-direction, with a full coverage in azimuthal angle
and up to |η | < 3.
Semi-conductor tracker
The Semi-Conductor Tracker (SCT) is located right outside the pixel detector and is of a similar
modular design, with long strips of silicon rather than individual pixels. The SCT consists of
4088 modules, arranged in four layers of silicon micro-strip modules in the barrel (|η | < 1.4) and
nine discs on either end-caps (1.4 < |η | < 2.5). An average particle will have three measurements
provided by the pixel detector, and eight by the SCT. Measurements in the SCT have a precision of
17 µm in the R−φ (z−φ) direction and 580 µm in the z-(R-)direction in the barrel (endcaps).
Transition radiation tracker
The Transition Radiation Tracker (TRT) [139–141] is the final and outermost layer of the ID, and
is built from straw detectors (4mm tubes) filled with a mixture of (mostly) xenon and carbon
dioxide gas, such that charged particles passing through the TRT emit transition radiation in the
form of photons and a trail of ionisation electrons. The intensity of the transition radiation being
proportional to the Lorentz factor γ = E/m, the combination of this information with the energy
measurements in the previous layers is a first step towards particle identification.
The nearly 400,000 straw detectors are arranged in 73 barrel layers (parallel to the beamline)
and 2×122 end-cap layers (orientated radially). The lower spatial resolution of 130 µm in the R−φ
direction is compensated for the large number of hits expected (around 36 per track) and the greater
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Figure 2.6: Computer generated image of the ATLAS inner detector, showing its various subsystems.
From [133].
track length.
2.2.4 Calorimeters
Outside the inner detector lies the ATLAS calorimetry system [142], composed of an electro-
magnetic (ECAL) [143] and hadronic calorimeter (HCAL) [144]. These are so-called “sampling”
detectors, i.e. they use an alternate layout of active detecting medium and dense absorbing material,
such that the energy of particles is progressively (and fully) absorbed while measurements are taken.
The energy E(x) of a particle after it has traveled some distance x in the ECAL can be related to its
original energy as
E(x) = E0e−x/X0, (2.7)
where X0, the radiation length, is a material dependent quantity defined as the mean distance
over which the energy of the traveling particle is reduced by a factor of 1/e. The ECAL is built
to be about 22X0 in length to fully capture all electromagnetic showers. Hadronic interactions
in the HCAL cause the incident particle to lose its energy following a similar exponential law,
but parameterised in terms of an interaction length λ; likewise, the HCAL is ∼ 10λ in depth and
situated further out than the ECAL to catch the longer hadronic showers. The barrel component of
the ECAL and all end-cap calorimeters make use of a liquid argon scintillator while the hadronic
barrel component uses a tile scintillator. The structure of the calorimeter system is schematically
represented in Figure 2.7 and allows a forward coverage up to |η | < 4.9.
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Different relative resolutions are achieved depending on the considered subsystem. They can
be parameterised as
σE
E
=
a√
E
⊕ b
E
⊕ c, (2.8)
where a is a stochastic term from the intrinsic fluctation of the showers within the calorimeter
(number of particles and individual energies), b corresponds to the electric noise and pile-up
contributions, and c is a constant systematic (instrumental) offset. The sampling (a) and constant
(c) terms for the ECAL are:
σE
E
=
10%GeV1/2√
E
⊕ 0.7%; (2.9)
for the HCAL:
σE
E
=
50%GeV1/2√
E
⊕ 3%; (2.10)
and for the forward components:
σE
E
=
100%GeV1/2√
E
⊕ 10%. (2.11)
Figure 2.7: Computer generated image of the ATLAS calorimeter, showing its various subsystems.
From [145].
Liquid argon electromagnetic and hadronic calorimeter
The liquid argon (LAr) calorimeter [146, 147] consists of the electromagnetic barrel (EMB) [148],
covering the range |η | < 1.475, the electromagnetic end-cap (EMEC, 1.375 < |η | < 3.2) [149],
the further hadronic endcap (HEC, 1.5 < |η | < 3.2) [150] and a forward calorimeter (FCAL,
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3.1 < |η | < 4.9) [151]. It is the main tool in measuring the energy of electrons and photons, which
both lose energy via bremsstrahlung and pair production when interacting with the active material,
leading to the generation of electromagnetic showers. A lead absorber separates layers of active
LAr material arranged in an accordion or zig-zag fashion, allowing a fully covered and uniform φ
response and multiple measurements to be made. The ECAL is segmented into ∆η×∆φ calorimeter
cells of 0.025×0.025, which stack longitudinally to form “towers”.
Tile hadronic calorimeter
The tile calorimeter (TileCAL) [152] is the central part of the HCAL and uses a different technology
to other components of the ATLAS calorimetry system. The TileCAL is segmented into a central
barrel (|η | < 1.0) and two extended barrels (0.8 < |η | < 1.7), and uses scintillating plates alternating
with steel absorbers. This denser material is required to fully contain the majority of hadronic
showers, arising from inelastic interactions proceeding via the strong force. Wavelength shifting
fibres transmit the light produced in the scintillator tiles to photomultiplier tubes before producing
the final signal. The HCAL has a coarser granularity than the ECAL, with ∆η ×∆φ calorimeter
cells of 0.1×0.1.
2.2.5 Muon spectrometer
The ATLAS Muon Spectrometer (MS) [153], depicted in Figure 2.8, is designed to measure the
momentum of charged particles exiting the calorimeters within |η | < 2.7 and trigger on those within
|η | < 2.4. The final and outermost detector system, it relies on the toroid magnets described above
to generate a magnetic field orthogonal to the expected trajectories of muons, allowing for high
precision tracking. A resolution on the transverse momentum
σpT
pT
= 10% · pT
GeV
(2.12)
is achieved for 1TeV tracks.
Figure 2.8: Computer generated image of the ATLAS muon spectrometer, showing its various
subsystems. From [154].
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Monitored drift tubes
Monitored drift tubes (MDT) [155], containing a mixture of argon and carbon dioxide gas, constitute
the barrel of the MS and provide precision measurements in η down to 30 µm. Muons going through
the MDTs ionise the gas and the resulting drifting electrons provide an electrical signal that, when
combined over several tubes, allows for tracking. 1088 chambers, each containing three to eight
MDTs, are spread across three concentric cylindrical layers, perpendicular to the beamline.
Cathode strip chambers
Near the end-caps, large particle densities prevent the use of long MDTs and cathode strip chambers
(CSC) [156] are used there instead. Their finer granularity allows them to provide a spatial
resolution of 40 µm, while maintaining a coverage of 2.0 < |η | < 2.7. Each CSC is made of four
radially-orientated multi-wire proportional chambers with perpendicular cathode planes; a similar
argon/CO2 ionisation process as for the MDTs, albeit with much shorter drift time, leads to tracking
of the muons.
Resistive-plate chambers
The electron drift time in both MDTs and CSCs is larger than the spacing between LHC bunches of
25ns, therefore these subsystems are not adapted for muon triggering. Resistive-plate chambers
(RPC) [157] are used in the barrel (|η | < 1.05) and rely on a predominantly C2H2F4 gas mixture
between two parallel resistive plates, with a separation of 2mm, to provide a position resolution of
10mm and a time resolution of 1ns.
Thin-gap chambers
In the same way that MDTs are ill-suited in the dense environment of the end-caps, so are RPCs
and they need to be replaced by dedicated thin-gap chambers (TGC) [158], anode wires separated
by 2mm, held between two grounded planes and immersed in a gas mixture (CO2 and pentane). A
time resolution similar to RPCs is achieved, while lowering the space resolution down to 2−7mm.
2.2.6 Trigger system
The dominant process to occur in proton collisions is inelastic scattering (mainly producing jets, as
shown in Figure ??), at a significantly higher rate than the processes targeted by ATLAS analyses.
Furthermore, with each event representing about 1MB worth of information, and the collision rate
reaching up to 40MHz, a reduction of the volume of information to store (limited to a maximum
writing rate of 100MB/s) is absolutely required. Hence a multi-level trigger system is used in
ATLAS [159], with a Level-1 hardware trigger (L1) [160] accessing the readouts of the calorimeters
and MS to provide a basic particle identification and make a decision on the quality of the event at a
maximum rate of 100kHz. The information is then passed on to a high-level software trigger (HLT)
[161], which also performs a global track reconstruction with additional information from the ID.
The signatures of interest for both L1 and HLT triggers are listed in the legends of Figure 2.9.
An event passing both L1 and HLT is written to disk, thanks to the reduced rate of 1400Hz, before
being reconstructed offline.
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Figure 2.9: L1 (left) and HLT (right) trigger rates grouped by trigger signature during an LHC
fill in October 2015 with a peak luminosity of 4.5× 1033 cm−2s−1. Due to overlaps the sum of
the individual groups is higher than the L1 (left) total rate and Main physics stream (right) rate,
which are shown as black lines. Multi-object triggers are included in the b-jets and tau groups. The
B-physics triggers are mainly muon-based triggers. The combined group includes multiple triggers
combining different trigger signatures such as electrons with muons, taus, jets or EmissT . From [162].
2.3 Monte Carlo simulation
The simulation of physical processes using Monte Carlo (MC) techniques is essential to virtually
all ATLAS analyses, when pure data-driven approaches are not available. It allows the prediction of
SM background events under detection conditions, and the study of alternative signal models. The
ATLAS simulation infrastructure [163] integrates the various steps necessary to derive physical
observables from the calculation of cross sections from Feynman diagrams, and we briefly outline
them in what follows.
2.3.1 Generation
The very first step is the event generation (EVGEN), whereby the computation of matrix elements
(ME) is performed by a Monte Carlo generator and the four-vectors of all final state partons in the
hard-scatter event are obtained. The precision of these computations is usually either at leading-
order (LO) or next-to-leading-order (NLO) in the strong coupling constant αs. As described
previously in Section 2.1.1, various sets of PDF can be used as input to the EVGEN process,
resulting in slightly different assignments of the fractional momenta carried by each constituent of
the interacting protons. Uncertainties related to the choice of PDF set will therefore be considered
in each analysis presented in this document. Since the precision of any MC estimation depends
on the size of the randomly generated sample, many more MC events are produced than would be
expected in data. A dedicated weight must then be derived to correct the normalisation of each MC
event, and possibly include higher-order theoretical corrections.
At this stage of the EVGEN, the so-called “truth” information, the generator-level description of
the kinematics of all final state partons, can be extracted and is a useful reference for many analyses,
as it is free from any detector-related smearing effects. As defined in Section 2.1.2, additional
soft emissions (parton showers, PS) and the clustering of quarks into bound states (hadronisation)
are then performed using dedicated algorithms, beyond the ME calculation. The PYTHIA [164]
algorithm is based on the Lund string model [165], while HERWIG [166] uses a clustering formalism
[167]. This choice in the application of PS results in another modelling systematic in ATLAS
analyses. Above a certain momentum threshold, soft emissions can in fact already have been
included at the ME-level: in order to prevent double-counting of additional partons, a dedicated
merging algorithm must be used to transition from ME to PS. A matrix element matching scale (or
merging scale) can for instance be defined in the Catani-Krauss-Kuhn-Webber (CKKW) scheme
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[168] and represents yet another source of systemtic uncertainties on MC modelling, along with the
renormalisation scale (µR, defining the value of αs used in the ME), the factorisation scale (µF ,
regulating the PDFs) and the resummation scale (used in PS for computing soft emissions).
The entire generation process is depicted schematically in Figure 2.10. Several MC generators
will be used in the ATLAS analyses described in the main body of this document. MADGRAPH
[169] was historically developed as a LO ME generator, but now includes loop calculations as well;
however, it doesn’t provide a hadronisation model and thus needs to be interfaced with a modern PS
generator, such HERWIG or PYTHIA. We note that PYTHIA is also able to generate LO ME events,
but is rarely used for that purpose in ATLAS. SHERPA [170] is another general-purpose generator
with an NLO precision up to two partons, which uses OPENLOOPS [171] to generate additional
partons at LO and processes the PS internally using the ME+PS@NLO prescription [172]. Finally,
POWHEG [173] is an alternative ME generation framework at NLO precision, with the particularity
of only producing events with positive MC weights and providing a PS merging independent of the
PS algorithm (which is frequently chosen to be PYTHIA in ATLAS). A comprehensive review of
MC generators and the physics behind them can be found in Ref. [174].
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Figure 2.10: Pictorial representation of a tt¯H event as produced by an event generator. The hard
interaction (big red blob) is followed by the decay of both top quarks and the Higgs boson (small
red blobs). Additional hard QCD radiation is produced (red) and a secondary interaction takes
place (purple blob) before the final-state partons hadronise (light green blobs) and hadrons decay
(dark green blobs). Photon radiation occurs at any stage (yellow). From [175].
2.3.2 Simulating the ATLAS detector
Having obtained a list of stable (cτ > 10mm) final state particles from the EVGEN step, including
soft emissions and hadronisation, all the necessary kinematic information about these particles is
passed on to a dedicated algorithm for the simulation (SIM) step. The GEANT4 software library
[176] is used to perform a detailed simulation of the ATLAS detector and its component, and
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propagate all particles outwards from the collision point through the ID and towards the calorimeter
systems. All main hardware components are taken into account and appropriately parameterised,
and the trajectory of each particle is time-evolved in discrete steps until all its energy has been
deposited or it has gone out of acceptance. The output of the SIM step is therefore a collection of
ID hits, MS tracks and calorimeter deposits.
These physical effects are then transformed into the corresponding detector signals (voltage,
time, etc.) through a digitisation (DIGI) step to yield a unique ATLAS data format, common to
both simulation and real data. A dedicated reconstruction (RECO) step then turns these detector
signals into low-level objects such as track and clusters, which are in turn used to define physics
objects; this is the subject of the next chapter.
It is worth noting at this point that the detector simulation step is, by far, the most CPU-
consuming task within the ATLAS Monte Carlo Chain. Figure 2.11 clearly shows the important
share of Grid (CERN’s distributed high-performance computing service, a network of over 170
computer farms in 36 countries [177]) CPU attributed to SIM. With the dramatic increase in MC
demand predicted for the near future, and culminating with the needs of the High-Luminosity LHC
(HL-LHC) [178], a simple scaling of computing resources would prove both costly and insufficient.
Fast detector simulation techniques have previously been proposed [179–181] as partial or full
alternatives to GEANT4, but do not address the problem entirely: with increased luminosity and
pile-up, the DIGI and RECO steps become comparable to the SIM one. Figure 2.12 shows that
with standard digitisation algorithms, a linear dependence of the CPU time spent in the DIGI step
is expected as a function of pile-up.
Developing new techniques for fast and accurate MC production is one of the main challenges
of the ATLAS computing community over the next few years.
Figure 2.11: Total CPU consumption of the Grid in 2012, broken down by categories of computing
tasks. From [182].
2.3.3 Towards a fast MC simulation
The ATLAS Fast Monte Carlo Chain (FastChain) [109] proposes to address these issues. At its core
is a long-developed project, the Integrated Simulation Framework (ISF) [183]. The ISF ensures
complete modularity and flexibility for the user, allowing a choice between fast and “full” settings
at each step, thereby offering a trade-off between rapidity of execution and accuracy that can be
tuned on a case-by-case basis. A schematical representation of the ISF flow is given in Figure 2.13.
Various approaches can be taken towards accelerating the execution of the MC production
steps. Instead of simulating the full path of electrons and photons in the calorimeter, and their
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Figure 2.12: Digitisation time per event, in HepSpec06 seconds, as a function of the average number
of interactions per bunch crossing, with 25 ns bunch spacing. A linear fit to the times is overlaid.
On a modern CPU, one second of wall clock time corresponds to about 10 HepSpec06 seconds.
From [182].
Figure 2.13: Conceptual diagram of the Integrated Simulation Framework. From [183].
ensuing electromagnetic showers, a database of real showers in data can be created and sampled
after parameterising the calorimeter response. This semi-data-driven approach is at the core of
FastCaloSim [179, 180], which offers a significant speed-up with respect to a full GEANT4 simula-
tion (especially for low energy particles). The combination of GEANT4 for the modelling of the
Inner Detector and FastCaloSim for the calorimeter systems is known as ATLFASTII, and is already
widely used for the MC production of SUSY signals, amongst others; it is schematically depicted
in Figure 2.14. A combination of FATRAS [181] and FastCaloSim (referred to as ATLFASTIIF)
is currently under development and not yet validated for accuracy; where ATLFASTII offers a
25-fold decrease in CPU consumption with respect to the full GEANT4 simulator, ATLFASTIIF
could provide a dramatic reduction by a factor of almost 750, as is shown in Figure 2.15. Likewise,
a parameterised description of silicon hits enables fast digitisation, while using truth information
for tracking (pseudo-tracking [184]) allows for a fast RECO step in MC; both halve the CPU
consumption compared to their standard counterparts.
The inclusion of the pile-up (PU) background to the main hard-scatter event is currently done by
simulating and digitising both in parallel [186]. Many pile-up processes needing to be generated for
a single final MC event, it is clear that this setup doesn’t scale well with increased luminosity. The
possibility of using a central bank of pre-mixed PU events, randomly sampled and overlaid to the
HS event during the DIGI step is being studied, as is that of using a data-driven approach directly.
This option is more viable than the parameterisation of out-of-time PU [187], which was found
to not reproduce key kinematic distributions accurately. The improvement in CPU consumption
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Figure 2.14: Schematic view of the various components of the ATLFASTII simulator configuration.
From [179].
from using overlay of MC PU events with respect to the standard digitisation process is significant
and offers robustness against increased numbers of mean interactions per bunch crossing, as can be
observed in Figure 2.16.
The ATLAS MC FastChain [109], with its high level of flexibility between various fast and full
options in SIM, DIGI and RECO, as well as PU treatment, is a promising candidate to satisfy the
CPU resource needs of the collaboration over the next decade and towards the HL-LHC, as is made
explicit in Figure 2.17. Machine learning alternativees are actively being investigated: a recent
GAN [189] was able to generate electron showers in the ECAL in ∼ 7s, when it takes GEANT4
∼ 17s; such deep learning algorithms will need extensive physics validation before they are fully
integrated in the ATLAS simulation infrastructure.
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Figure 2.15: Wall clock time spent in the simulation of 500 tt¯ events using three different simulators.
A factor 25 (750) speed-up is observed between ATLFASTII (ATLFASTIIF) and GEANT4. From
[185].
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Figure 2.16: Average CPU time per event comparison between the standard digitisation (black
circles) and the MC overlay (red crosses) as a function of the number of proton-proton collisions
per bunch crossing (µ). Vertical error bars represent standard deviations of multiple measurements
of CPU time. From [188].
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3. Analysis tools
In this chapter we provide a description of elements common to all experimental analyses
studied in the main body of this document. Details are given in Section 3.1 about the datasets
used, and in Section 3.2 about the reconstruction of physics objects. In Section 3.3, the notions of
fiducial volumes, and particle- and parton-level definitions are introduced. We also review some
core concepts of top quark reconstruction techniques in Section 3.4.
3.1 The 2015–2018 ATLAS dataset
The experimental analyses presented in Parts II and III rely on the pp collision data recorded and
processed by the ATLAS detector in Run 2 of the LHC, during the 2015–2018 period. As is shown
in Figure 3.1, the LHC delivered a total integrated luminosity of 156 fb−1 [190], of which 147 fb−1
were recorded by the ATLAS detector and 139 fb−1 are of sufficiently high quality to be used for
physics measurements. A total estimated mean number of interactions per collision, or pile-up,
is found to be 〈µ〉 = 33.7 over the full Run 2; the contributions from each year of data-taking are
broken down in Figure 3.2.
The analyses presented in Chapters 5 and 8 are based on the ATLAS data processed in the
years 2015 and 2016, corresponding to an integrated luminosity of 36.1 fb−1 [191], while Chapter 7
explores the full 139 fb−1 dataset.
“View from the ATLAS control room”. Photo credits: ATLAS Experiment. c© 2015 CERN.
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Figure 3.1: Cumulative luminosity versus time delivered to (green) and recorded by (yellow) the
ATLAS detector, and certified to be good quality data (blue) during stable beams for pp collisions
at
√
s = 13TeV in 2015–2018. From [192].
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Figure 3.2: Luminosity-weighted distribution of the mean number of interactions per crossing for
the pp collision data from 2015 to 2018 at
√
s = 13TeV. From [192].
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3.2 Reconstruction of physics objects
Depending on their nature and their interaction with the material of the various detector subsystems,
the particles produced in a given collision event will identified by the ATLAS detector. Figure 3.3
depicts how different particles might interact with each layer of the detector. The corresponding
electric signals, time-of-flight and impact parameter information, to name but a few, need to be
processed into physics objects to be used in analysis of the data. In what follows, we describe the
reconstruction of the main objects of interest, common to all analyses presented in Parts II and III,
as well as give details about specific calibrations.
Figure 3.3: Representation of the interaction of various particles and the subsystems of the ATLAS
detector. From [193].
3.2.1 Tracks and vertices
Tracks from charged particles are reconstructed in the Inner Detector from Pixel, SCT and TRT
information by forming a sequence of three-dimensional points to seed tracks in the innermost
layer, before extending them outwards and applying a cleaning and fitting algorithm [194–199].
Tracks originating from pile-up effects and system noise are handled by a dedicated algorithm and
can be reduced by e.g. requiring a hit in the IBL. Tracks are finally selected for further use in other
physics objects if they have pT > 500MeV and |η | < 2.5. Below 5GeV, a reconstruction efficiency
of nearly 90% is achieved.
Tracks are particularly useful in determining the Primary Vertex (PV), defined as that with the
largest
∑
p2T over associated tracks. The PV, understood to originate from the main hard-scatter
event of the collision, can then be used to reject pile-up background. Other vertices can also be
reconstructed, given at least two associated tracks; the secondary vertex is of particular importance
for e.g. b-tagging (described below) and enjoys dedicated finder algorithms.
Two important quantities related to tracks are their transverse (d0) and longitudinal (z0 sinθ)
impact parameters. The former is defined as the distance of closest approach in the R−φ plane of
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the track to the PV, and the latter as the distance of the track to the PV in the longitudinal plane at
the point of closest approach in R−φ.
3.2.2 Electrons
The charged particle par excellence, electrons are associated to tracks in the ID, as well as correlated
energy deposits in the ECAL [200–203]. In the analyses presented hereafter using the reconstruction
software associated to the 2015–2016 ATLAS dataset, a sliding-window algorithm is employed.
Clusters of cells in the ECAL are selected as “seeds” when they satisfy pT > 2.5GeV and are
matched to track seeds with pT > 1GeV, within the tracking acceptance of |η | < 2.47. Beyond this
range in η, electron candidates are referred to as “forward electrons” and are passed to different
identification algorithms; only central electrons are used hereafter. The sliding-window algorithm
performs a scan of these clusters to find local maxima in energy deposits using 3×5 calorimater
cells, each with ∆η ×∆φ = 0.025× 0.025. The η and φ positions of the clusters associated with
central electron candidates are then updated using the track information, and the deposited energy
is corrected by reclustering in different calorimeter regions (7×3 cells in the barrel and 5×5 in the
endcaps) as well as by considering the efficiency of benchmark processes (such as Z → e+e−). The
fixed size of the windows allows for a precise calibration.
A major update to the electron reconstruction software, used in the 2015–2018 ATLAS analyses
presented here, uses so-called dynamical topological clusters or “superclusters” [204], an example
of which is depicted in Figure 3.4. A topological cluster, or “topocluster”, consists in a seed
calorimeter cell, defined as having a signal-to-noise ratio of at least 4, which collects neighbouring
cells if these have a signal-to-noise ratio of at least 2. This process is repeated, considering
successive neighbours of newly accepted cells after each iteration, until no more cells are found that
satisfy this threshold condition. In a very final step, the signal-to-noise ratio threshold is dropped
to 0 to collect any remaining soft deposits in a “4-2-0” algorithm. Topoclusters made of a large
number of cells offer a very good noise suppression. Once they are formed, the highest energy
topocluster is selected as a supercluster seed and a new iterative procedure takes place, checking
for all other lower energy topoclusters whether they are in a 3× 5 cell window around the seed
barycentre. Those that satisfy this condition are considered “satellite” clusters, originating from
the bremsstrahlung emission of a photon in the ID. The best-fit tracks of the seed and satellite
topoclusters are further checked to match. Once the list of satellite candidates has been exhausted
for a given seed, all the matched satellites are merged to the seed to form a supercluster. This
definition is applied iteratively to all topoclusters, naturally removing the ones used in a previous
supercluster definition. This sweeping technique of satellites allows to collect electromagnetic
showers down to the 100MeV scale.
Calibrated electrons are then classified with respect to identification and isolation criteria.
Using shower shape, track-cluster matching and ID information, a likelihood-based identification
algorithm is used, which offers three “working points” (in order of increasing background rejection):
Loose, Medium and Tight. The efficiency of these working is shown as a function of the transverse
energy (ET) of the electron candidate in Figure 3.5.
Standard requirements are applied on the transverse and longitudinal impact parameters,
|d0/σ(d0) | < 5.0 and |z0 sinθ | < 0.5 mm, to mitigate the contribution from charge-misidentified
electrons, non-prompt leptons and pile-up.
Isolation criteria, which compare the amount of energy deposited near the electron in the
ECAL and the transverse momenta of nearby tracks to those of the electron candidate itself, are
used to separate prompt electrons (from hard-scatter events) from photon conversions and hadrons
mis-reconstructed as electrons. The energy deposited in a cone of radius ∆ around the electron
candidate in the ECAL, Econe,∆T , and the sum of the transverse momenta of tracks surrounding the
candidate electron track, pcone,∆T , after appropriate subtraction of contributions from the underlying
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Figure 3.4: Diagram of an example supercluster showing a seed electron cluster and a satellite
photon cluster. From [204].
event and pile-up effects, can be used to define various isolation working points. These are reported
in Table 3.1.
Figure 3.6 reports the efficiencies of the lowest unprescaled single electron triggers used over
Run 2, separately for each year between 2015 and 2016. The turn-on of the efficiency curves
happens at around 25GeV and therefore a requirement of pT > 27GeV for the leading trigger-
matched electron is a common requirement of the analyses presented in the main body of this
document.
3.2.3 Muons
Muons are reconstructed by combining information from the ID and MS [207]. Hits in the MS are
first fitted into tracks, then matched to charged tracks in the ID. Four types of muon candidates are
possible:
CB: “combined muons” are the simple combination of ID and MS tracks, the most common muon
candidates and offer the lowest momentum resolution.
ST: “segment-tagged” candidates are built by extrapolating only a segment of the MS track to the
ID, in cases where the information in the MS is incomplete.
CT: “calorimeter-tagged” muons have their ID track extrapolated to an energy deposit in the
calorimeter, if it is compatible with a minimum ionising particle.
ME: “extrapolated muons” are based only on the MS track and a loose requirement for compati-
bility with the interaction point
CB candidates can reach a reconstruction efficiency close to 99% in the central region; CT and ST
candidates are used within |η | < 0.1 to complement the non-hermeticity of the MS, and ME muons
to extend reconstruction in the region 2.5 < |η | < 2.7, beyond ID acceptance.
Like electrons, muons are subject to further requirements on their impact parameters, namely
|d0/σ(d0) | < 3.0 and |z0 sinθ | < 0.5 mm, as well as identification (quality) criteria. The latter
correspond to the compatibility of the matching between ID and MS tracks (via a χ2 test) and
that of the momentum measurements, and yield four working points: Loose, Medium, Tight and
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Figure 3.5: The electron identification efficiency in Z → e+e− events in data as a function of
ET for the Loose, Medium and Tight working points. The efficiencies are obtained by applying
data-to-simulation efficiency ratios measured in J/ψ→ e+e− and Z → e+e− events to Z → e+e−
simulation. The inner uncertainties are statistical and the total uncertainties are the statistical and
systematic uncertainties in the data-to-simulation efficiency ratio added in quadrature. The bottom
panel shows the data-to-simulation ratios. From [205].
HighPt. The reconstruction efficiency for the Medium quality working point, used throughout this
document, is shown in Figure 3.7 as a function of η for a calibration sample of Z → µ+µ− events.
Isolation variables are defined in a similar way as for electrons, and used to construct the working
points in Table 3.1.
Figure 3.8 reports the efficiencies of the lowest unprescaled single muon triggers used for
the data-taking years 2016–2018. The turn-on of the efficiency curves happens at around 25GeV
and therefore a requirement of pT > 27GeV for the leading trigger-matched muon is a common
requirement of the the analyses presented in the main body of this document.
3.2.4 Photons
The calorimeter-based reconstruction of photons [209, 210] is very similar to that of electrons
(particularly the distinction between sliding-window and supercluster reconstruction in the 2015–
2016 vs 2015–2018 datasets); however, prompt photons not being charged, they don’t leave any
tracks in the ID. Therefore, in the absence of a matching track, a cluster in the ECAL can be
attributed to a photon. If a cluster-matched track originates from a secondary vertex (and not the
PV), the particle is classified as a converted photon. Loose and Tight identification working points
are defined, based on shower shape variables; the former is used for triggering and the latter for
physics analysis. Identification efficiencies for central unconverted Tight photons as a function of
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Figure 3.6: Efficiency of the lowest unprescaled single electron trigger combination in 2015–2018
data, compared to Z → e+e− MC. The efficiency is given as a function of the offline electron
transverse energy, ET, where the offline electron fulfills a Tight offline identification requirement
as well as a FCTight offline isolation requirement. The η-dependency is integrated over |η | < 2.47
and the µ-dependency over the full range. The trigger efficiency in 2015 is highest because no
online isolation requirement and a looser online identification requirement was applied. The
inefficiency observed in 2016 is due to too stringent online identification optimisation with respect
to the previous offline selection criteria. From [206].
ET are displayed in Figure 3.9. The definition of the single isolation criterion of interest is reported
in Table 3.1, where the photon track isolation variable is defined as the sum of the transverse
momenta of tracks with pT > 1GeV in a cone of radius ∆ within |z0 sinθ | < 3mm of the PV and
excluding the tracks associated with photon conversions.
Figure 3.10 reports the efficiencies of the lowest unprescaled single photon triggers used in
2016 data. The turn-on of the efficiency curve corresponding to the trigger used in the analysis
reported in Chapter 8 is at around 140GeV and therefore trigger-matched photons (in that analysis)
are required to have pT > 150GeV to be fully efficient.
3.2.5 Jets
Quarks and gluons carry a colour charge, such that, due to the short range of the strong force and
the phenomenon of colour confinement in QCD, they can only be observed as colour-neutral bound
states (hadrons). This hadronisation process happens on a short timescale of O(10−24) s, and is
only evaded by the top quark whose large mass causes it to decay before. By conservation of
momentum, the resulting hadrons carry on travelling in the initial direction of the original parton,
and thus a spray of collimated particles is observed in the calorimeters (as well as ID tracks for
charged particles). This flow of particles needs to be considered as a single object, a “jet”, in order
to describe the kinematics of the corresponding parton; since quarks and gluons are produced in
abundance, the definition of a jet is of crucial importance for physics analysis.
Jets deposit most of their energy in the dedicated hadronical calorimeter, where clusters
are constructed from topologically connected energy deposits – “topoclusters”, as defined in
Section 3.2.2 – centred around a seed cell and satisfying various conditions to reduce the contribution
from dead calorimeter material, leakage and pile-up (the “4-2-0” algorithm). Further calibrations
58 Chapter 3. Analysis tools
2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5
Ef
fic
ie
nc
y
0.96
0.98
1
2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5
0.6
0.65  ATLAS
-1
 = 13 TeV, 3.2 fbs
Data
MC
µµ→Z
η
2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5
D
at
a 
/ M
C
0.98
1
1.02 Stat only  Stat⊕Sys 
 muonsMedium
| < 0.1)η muons (|Loose
Figure 3.7: Muon reconstruction efficiency as a function of η measured in Z → µ+µ− events for
muons with pT > 10GeV shown for the Medium muon selection. In addition, the plot also shows
the efficiency of the Loose selection (squares) in the region |η | < 0.1 where the Loose and Medium
selections differ significantly. The error bars on the efficiencies indicate the statistical uncertainty.
The bottom panel shows the ratio of the measured to predicted efficiencies, with statistical and
systematic uncertainties. From [207].
are then applied to the jet candidates, in the form of a Jet Energy Scale (JES) [213] that corrects
for the mismeasurement of the reconstructed calorimeter energy (compared to MC simulations) as
a function of pT and η. A Jet Energy Resolution (JER) [214] is derived as the standard deviation
from a Gaussian fit of the jet response function, the ratio of the jet energies at reconstruction-
and generator-level, used as a correction. The comparison of the average jet response in data and
simulation is presented in Figure 3.11.
When reconstructing a jet, we require the chosen algorithm to be robust against small variations
in the hadronisation process. Infrared safety refers to the invariance of jet definitions under the
inclusion of soft radiation (e.g. low-pT gluon), while collinear safety intuitively retains a split parton
within the same jet. A simple algorithm, where fixed-size circles are drawn on the calorimeter
surface and extrapolated back to the PV as cones, satisfies neither of these robustness criteria.
The ATLAS collaboration therefore predominantly uses [215] the anti-kt algorithm [216], a more
sophisticated iterative jet clustering method that relies on the definition of the distance between any
two particles i and j for a fixed radius parameter R:
di j = min
(
p2pT,i, p
2p
T, j
) ∆R2i j
R2
, (3.1)
where ∆R2i j is the separation between the two particles in the η −φ plane, ∆R2i j =
(
φi −φ j
)2
+
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From [208].
(
ηi −η j
)2
, and p2pT their transverse momenta raised to some power 2p. The choice of p = 0
returns the so-called Cambridge/Aachen algorithm, p = 1 the kt and p = −1 the anti-kt algorithm.
An absolute beam distance, diB = p
2p
T,i, is also defined for particle i: if it smaller than any di j ,
particle i is considered a jet; otherwise, it is merged with the particle j that provided the minimum
distance. This process is repeated until no clusters are left, such that hard particles “collect” softer
contributions in a radius R around them to form conical jets. The radius parameter R = 0.4 is
adopted throughout the rest of this document.
To reduce the potentially large contributions arising from pile-up events [125, 217], a multi-
variate algorithm, the Jet Vertex Tagger (JVT), is used. The JVT takes as input of its likelihood
function information about the individual tracks identified as constituents of a candidate jet, as
well as the Jet Vertex Fraction (JVF), the ratio of tracks associated to the PV to the total number of
tracks in the candidate jet. Jet cleaning techniques are further employed to remove contributions
from cosmic muons, calorimeter noise and interactions with residual gas in the beampipe and
non-detector material.
3.2.6 Jet flavour tagging
The ability to differentiate jets originating from light-flavour quarks (u,d, s) and gluons on the one
hand, and heavy-flavour quarks (c,b) on the other is crucial to many ATLAS analyses [219]. For the
purpose of this specific document, the reliable identification of jets from the decays of B-hadrons is
a first step towards reconstructing top quark candidates. While gluons split and hadronise quickly,
and hadrons from light-flavour quarks are either stable or subject to electromagnetic decays, B-
hadrons have relatively longer lifetimes (around 1.5×10−12 s or cτ = 450µm, which at energies of
O(100) GeV translate into flight distances of 8−9mm) and hence a separate, secondary vertex can
be associated to their decay. Information about the track impact parameters, reconstruction of the
secondary vertex and topology of the decay chain is combined within a multivariate algorithm [220,
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Figure 3.9: Comparison of the data-driven measurements (radiative Z boson decay, electron
extrapolation and matrix method [209]) of the identification efficiency for unconverted photons as a
function of ET in the region 10GeV < ET < 1500GeV for the pseudorapidity interval |η | < 0.6. For
the matrix method, additional data were used when the toroid magnet was turned off that is not
used for photon reconstruction. The error bars represent the sum in quadrature of the statistical and
systematic uncertainties estimated in each method. From [211].
221]; during Run 2, this is the MV2c10 algorithm [199], which uses a Boosted Decision Tree (BDT)
to separate b-tagged jets from light- and c-tagged jets, trained on tt¯ events. The BDT is calibrated
and systematic uncertainties are assigned for various working points, corresponding to a choice of
b-tagging efficiency. The 77% and 85% efficiency working points will be used in the chapters that
follow.
Figure 3.12 shows the output of the MV2c10 BDT for various jet flavours in an inclusive sample
of tt¯ events. Selecting events with a BDT output greater than 0.11 (0.64) yields a b-tagging
efficiency of 85% (77%) and a light-jet rejection rate of 28 (113) [222, 223].
3.2.7 Missing transverse energy
The concept of missing transverse momentum is a fundamental one in ATLAS reconstruction. In
the SM, the neutrino is the only particle that (to a very good approximation) doesn’t interact with
the detector, while in BSM scenarios a Dark Matter candidate would be expected to satistify this
property too. Whether it is produced directly from the hard-scatter event or along the decay chain
of some heavy particle, an “invisible” particle will carry away some momentum and hence, after
summing up all the visible contributions in the detector, a net deficit will be observed – a non-zero
total momentum vector. However, since the hard-scatter event originates from the collision of
protons and the exact fraction of momentum carried by each parton is unknown, the assumption of
momentum conservation only holds in the transverse plane, with the transverse momentum of the
incoming partons safely taken to be negligible.
A missing transverse momentum 2-vector can therefore be defined as [224]
pmissT = −
∑
event
pT, (3.2)
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Figure 3.10: Efficiency of photon triggers requiring Loose identification and a transverse energy
ET > 140GeV (inverted triangles) for the analysis of interest presented in [susy analysis], in data
(full markers) and MC simulated samples (empty markers), as a function of the transverse energy
of the photon candidates reconstructed offline passing the Tight identification with |η | < 2.37
and excluding the transition region between the barrel and endcap electromagnetic calorimeters at
1.37 < |η | < 1.52. From [212].
with modulus EmissT , the missing transverse energy. This quantity is computed as the negative
vectorial sum of the momenta of all calibrated objects (individual leptons, photons and jets), as
well as an additional soft term to account for signals (ID tracks from the PV) not associated to
any physics objects in their respective reconstruction process. Although non-zero EmissT arises
from any source of mis-measurement and is generally enhanced with increased pile-up, signal
neutrinos or Dark Matter candidates are expected to provide much larger amounts of EmissT , making
this a standard variable in many analyses. The resolution of the EmissT is obtained from studying
Z → µ+µ− events, where little real EmissT is expected, and is shown in Figure 3.13 as a function of∑
ET.
Figure 3.14 reports the efficiencies of the EmissT triggers in the 2016 data-taking year, relevant
to the analysis presented in Chapter 8. The turn-on of the efficiency curves happens at around
150GeV and full efficiency is achieved by requiring a selection of events with EmissT > 250GeV.
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Table 3.1: Isolation criteria for the working points of interest to the analyses presented in this
document, applied to electrons, muons and photons according to the variable definitions given
previously. Working points starting with the prefix “FC” (instead of “FixedCut”) used an additional
track-to-vertex association algorithm in the definition of track-based isolation variables.
Particle Working point ECAL- or MS-based ID-based
Electrons
FCTight Econe,0.2T /pT < 0.2 p
cone,0.2
T /pT < 0.15
FixedCutTight Econe,0.2T /pT < 0.06 p
cone,0.2
T /pT < 0.06
Muons
FCTightTrackOnly — pcone,0.3T /pT < 0.06
FixedCutTightTrackOnly — pcone,0.3T /pT < 0.06
Electrons+Muons GradientLoose  = (0.0057× pT [GeV] +95.57)%
Photons FixedCutLoose Econe,0.2T /pT < 0.065 p
cone,0.2
T /pT < 0.05
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Figure 3.11: Data-to-simulation ratio of the average jet pT response as a function of jet pT.
The combined result is based on three in situ techniques: the Z+jet balance method (dielectron
channel, upward-pointing triangles; and dimuon channel, downward-pointing triangles), γ+jet
balance method (open squares) and the multijet balance (open circles). The errors represent the
statistical (inner error bars and small inner band) and the total uncertainty (statistical and systematic
uncertainties added in quadrature, outer error bars and outer band). These results apply to anti-kt
jets with R = 0.4, reconstructed from electromagnetic-scale topo-clusters. The calibration curve
and its uncertainty are smoothed using a sliding Gaussian kernel. These in situ measurements were
performed following methodology similar to that of [213], and are taken as a residual correction.
From [218].
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Figure 3.13: The RMS width of the Emiss
x(y) in bins of
∑
ET in an inclusive sample of Z → µ+µ−
events. Predictions from MC simulations are overlaid on the data points, and the ratios are shown
below the plot. The shaded bands indicate the combined statistical and systematic uncertainties of
the resolution measurements. From [224].
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(110GeV). All three algorithms are seeded by an L1 trigger with a nominal threshold of 50GeV
which is also shown. From [225].
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3.3 Particle- and parton-level definitions
The full simulation and reconstruction of a given process (via Monte Carlo sampling) through
the ATLAS detector results in what is referred to as “detector”-level (or “reconstruction”-level)
quantities, similar to what is obtained from the direct reconstruction of data. It is however possible
to define labelled physics objects before or at earlier stages of the reconstruction step; this gives
rise to corresponding “parton-” and “particle”-level quantities, respectively [226].
Information about the final state partons, after final state radiation but before hadronisation,
constitutes the parton-level definition. In the case of a tt¯ Z simulation for instance, one has direct
access to the kinematic of the top quark partons and the Z boson, after all radiative corrections,
as well as their decay products (b-quarks, W bosons, etc.) but not e.g. to the corresponding jets.
Top quark reconstruction (see next section) at parton-level is therefore unnecessary, but the full
information about the tt¯ system can be used to drive a reconstruction-level algorithm.
Particle-level information represents the system after the decay of the partons to stable final-state
particles, including hadronisation of the quarks. The objects considered in the event record are stable
particle (with a mean lifetime > 0.3×10−10 s) within the observable pseudorapidity range. Photons
from hadron decays, inducing a dependency on the underlying event, are removed. Electrons and
muons are only present as prompt leptons from the decay of W and Z bosons (or in BSM scenarios,
from a specific new particle), and are dressed with any radiated photon. Neutrinos are selected in
the same way as electrons and muons, including tau decays as an additional source, and define
the missing transverse energy. Jets are clustered using the previously defined anti-kt algorithm,
looping over all stable particles that haven’t been identified as electrons, muons, neutrinos or
photons. b-jets at particle-level are defined as jets containing a ghost-matched B-hadron, following
the prescriptions set in Ref. [227].
The topic of unfolding, which we will extensively discuss in Section 4.2, covers a range of
algorithms aiming at recovering a “true” underlying distribution at either particle- or parton-level
from a detector-level one by inverting the smearing effects induced by the detector reconstruction.
Beyond the correction of relevant kinematic distributions, scaling factors are often applied to account
for efficiency and acceptance effects. These quantities, to be defined explicitly in Section 4.2,
are due to the various selection criteria applied in the analysis; at particle- or parton-level, these
criteria form the definition of a so-called “fiducial volume”. It is often the case in ATLAS analyses
that particle-level fiducial volumes are kept as kinematically close to detector-level selections as
possible in order to reduce the extrapolation over objects such as jets, while considering the full
parton-level phase-space as a precision test of Monte Carlo generators.
3.4 Aspects of top quark reconstruction
In what follows we introduce a few notions related to the reconstruction of a tt¯ system. In the
second part of this document, covering the measurement of the tt¯ Z cross section, we will refer
to semi-leptonic and di-leptonic tt¯ reconstruction. The third part focuses on all-hadronic final
states, where both W bosons from the two top quarks decay to light-jets. No explicit top quark
reconstruction is performed, so we will simply note for now that the problem there is mainly one
of combinatorics, in assigning jets and b-jets to the correct W boson and top quark candidates,
and hence a χ2 method minimising the mass differences between the two top quark and W boson
candidates is a first possible approach.
3.4.1 Semi-leptonic tt¯ case
In a semi-leptonic tt¯ decay, one expects two b-jets, two light-jets, one charged lepton and one
neutrino in the final state, at tree-level. To estimate the kinematics of the invisible neutrino, one
can make the assumption that it is the leading contribution to the missing transverse energy in the
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event. Therefore we can start with estimates of the transverse momentum and azimuthal angle
of the neutrino of EmissT and φ
miss, respectively. Adding the constraint that the combined system
of the neutrino and lepton should have a mass equal to that of a W boson, one can solve for the
longitudinal component of the neutrino and retrieve the full kinematics of the top quark.
Given a W boson decaying into a charged lepton ` and a neutrino ν, we express conservation of
4-momentum as:
p2W = m
2
W = (pν + p` )
2 = (Eν +E` )2− (pν +p` )2. (3.3)
Assuming a massless neutrino:
E2ν = p2ν, (3.4)
equation 3.3 can be expanded into:
m2W −m2` +2(pνxp`x + pνyp`y)︸                             ︷︷                             ︸
≡α
= 2EνE` −2pνz p`z, (3.5)
leading to:
α
2
+ pνz p
`
z = EνE` ⇐⇒
α2
4
+
(
pνz
)2 (
p`z
)2
+αpνz p
`
z = E
2
νE
2
` . (3.6)
Decomposing Eν as:
E2ν =
(
pνx
)2
+
(
pνy
)2
+
(
pνz
)2
, (3.7)
and identifying pνz , the longitudinal component of the neutrino’s 3-momentum, as the variable of
interest, the following quadratic equation is obtained:
a
(
pνz
)2
+ b
(
pνz
)
+ c = 0, (3.8)
with

a =
(
p`z
)2−E2`,
b = αp`z,
c =
α2
4
−E2`
[(
pνx
)2
+
(
pνy
)2]
.
(3.9)
The usual quadratic determinant ∆ = b2−4ac can then be computed, taking pmissx and pmissy as first
guesses for the neutrino transverse momentum components:
1. Case ∆ < 0: the determinant should be computed again, lowering pνx and pνy in small steps, up
to computational efficiency. If no real solutions exist after N steps, one should take pνz = 0.
2. Case ∆ = 0: this situation is extremely rare, yet possible. Exactly one non-zero solution
exists for pνz .
3. Case ∆ > 0: two non-zero solutions exist; in the case of semi-leptonic tt¯ decays, use the
constraint mhadtop ∼ mleptop. To avoid biasing the result towards the top quark mass, one could
also pick the solution with smallest |pνz |, expecting the tt¯ system from which the W boson
originates to be central.
Let us now rewrite the α term, defined in equation 3.5, as:
α = m2W −m2` +2
(
pνxp
`
x + p
ν
yp
`
y
)
(3.10)
= m2W −m2` +2pνT ·p`T (3.11)
= m2W −
(
m2` −2pνT ·p`T +2EνTE`T
)
+2EνTE
`
T (3.12)
= m2W −m2T +2EνTE`T (3.13)
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where we defined mT, the transverse mass of the lepton-neutrino system, as the expression between
brackets in equation 3.12. Hereafter we approximate the lepton as massless, that is assume E`T m` ,
such that we can write E`T = p
`
T = m
`
T. With those results in mind, we now expand out the real
solutions for pνz in the case ∆ > 0:
pνz =
−b±√∆
2a
=
−αp`z ±
√
α2
(
p`z
)2− ((p`z )2−E2` ) (α2−4E2` (EνT )2)
2
((
p`z
)2−E2
`
) (3.14)
=
−αp`z ±
√
E2
`
(
4
(
p`z
)2 (
EνT
)2
+α2−4E2
`
(
EνT
)2)
−2
(
p`T
)2 (3.15)
=
αp`z ∓E`
√
−4
(
EνT
)2 (
p`T
)2
+α2
2
(
p`T
)2 = αp`z ∓E`
√(
α−2EνTE`T
) (
α+2EνTE
`
T
)
2
(
p`T
)2 (3.16)
=
αp`z ∓E`
√(
m2W −m2T
) (
m2W −m2T +4EνTE`T
)
2
(
p`T
)2 (3.17)
=
βp`z ∓E`
√
γ
(
m2W −m2T
)
(
p`T
)2 , (3.18)
where in the last line we have introduced the new parameters β and γ, defined as:
β =
1
2
(
m2W −m2T
)
+ p`TE
ν
T =
α
2
, (3.19)
γ = β− 1
4
(
m2W −m2T
)
=
1
4
(
m2W −m2T
)
+ p`TE
ν
T . (3.20)
Equation 3.18 makes explicit the dependence of the existence of a real solution of pνZ on sgn
(
m2W −m2T
)
.
Phrased another way, the reconstruction of the longitudinal component of the neutrino’s momentum
is only possible before mT reaches its kinematic endpoint (which is exactly mW ); in situations
where additional large sources of missing transverse energy are present (e.g. production of Dark
Matter particles), the computed mT (based on EmissT ) is propelled beyond mW and no real solution
exists.
This derivation of the longitudinal component of the momentum of the neutrino provides the
basis of the full top quark reconstruction performed in the semi-leptonic tt¯ channel used for the
analysis presented in Chapter 7.
3.4.2 Di-leptonic tt¯ case
In a di-leptonic tt¯ decay, two neutrinos are expected yet the only available corresponding reconstruction-
level observable remains the transverse missing momentum. One therefore has to solve a set of
under-constrained equations to retrieve the longitudinal component of the momentum of each
individual neutrino. A straightforward numerical approach consists in scanning every possible
bi-partition of the transverse momentum (in steps of fixed size), attributing various amounts of
transverse energy to each neutrino until solutions are found that are consistent with the W mass
constraints.
In order to by-pass the complications associated with such an under-constrained system (deter-
mination of bias and systematic uncertainties), in Chapter 7 only a partial reconstruction of the tt¯
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system is performed, purely in the transverse plane. Still making the assumption that the pair of
neutrinos represent the largest contribution to the event EmissT , the missing transverse momentum
vector can be taken as a reasonable proxy for the vector sum of the neutrino momenta in the
transverse plane. Further adding the two charged leptons and selected b-jets yields an estimate
of the transverse momentum vector of the whole tt¯ system, allowing to derive two quantities of
interest, its magnitude and direction.

4. Statistical techniques
In this chapter we review various elements of statistical analysis relevant to the measurements
presented in the main body of this document. We first consider the formalism of a likelihood fit
in Section 4.1, introducing the role of nuisance parameters and profiling. We then build on these
concepts to describe hypothesis testing, defining p-values for discovery and the setting of exclusion
limits. In Section 4.2, we focus on the fundamental theory of unfolding, relevant to Chapter 7, and
more specifically a regularised iterative method. The discussion is condensed and adapted from
[228–230].
4.1 Around profile likelihoods
While actual examples of statistical analysis in ATLAS can become quickly untractable due to the
complex models used and the multiple correlations between systematics, it is quite illuminating
the reduce the problem to its conceptual foundations in an effort to describe the role of likelihood
fitting in high energy data analysis.
4.1.1 Extended likelihood and maximal likelihood estimators
Suppose an abstract set of measurements x, dependent on a set of parameters θ, such that the
conditional probability P(x|θ) is the likelihood of θ, L (θ). Maximum likelihood estimators (MLE)
for θ are found by solving the set of equations
∂ lnL
∂θi
= 0, (4.1)
where i indexes elements of θ and the logarithm of the likelihood function is taken without loss
of generality (as we will see, its properties tend to simplify a number of analytical problems). MLE
for θ will generally have to be solved numerically, but offer the guarantee of being unbiased and
“Announcement of the discovery of the Higgs boson”. Photo credits: Denis Balibouse. c© 2012 NY Times.
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efficient (i.e. with minimum variance) in the large sample limit. As is often the case in particle
physics, the data can be independent and identically distributed (i.i.d.), which leads to further
simplifications. Under this assumption, the n independent quantities x = (x1, . . ., xn) follow the
same probability distribution function f (x;θ) and the likelihood function factorises to
L (θ) =
n∏
i=1
f (xi;θ) . (4.2)
Here the number of data observations n is fixed. In keeping with the particle physics context
relevant to us, we will instead make n dependent on the parameters θ and follow a Poisson
distribution with mean µ (an implicit function of θ), such that the corresponding likelihood is now
L (θ) =
µn
n!
e−µ
n∏
i=1
f (xi;θ) . (4.3)
This extended likelihood has the merit of bringing additional information about θ and should
improve the statistical uncertainties of the fit results.
4.1.2 Extended likelihood with background components
In a brief parenthesis, we give the formalism for the differentiation of background and signal
components in a given measurement, leading to the definition of the signal strength µs (not to be
confused with the statistical mean!) that is the object of many ATLAS analyses. If the expectation
of the data can now be replaced by the sum of the expectations of the signal (s) and background (b)
components, distributed according to fs (x;θ) and fb (x;θ) respectively, the extended likelihood
function becomes
L (θ) =
(s+ b)n e−(s+b)
n!
n∏
i=1
s
s+ b
fs (xi;θ)+
b
s+ b
fb (xi;θ) (4.4)
=
e−(s+b)
n!
n∏
i=1
s fs (xi;θ)+ b fb (xi;θ) . (4.5)
In many cases, instead of using s as a parameter of interest, the signal strength µs is introduced,
for some prior (e.g. theoretical prediction) s0, as
s = µs · s0. (4.6)
4.1.3 Maximisation of a binned likelihood
In the large sample limit, the data can be grouped into N bins, such they are now represented by a
vector n = (n1, . . .,nN ) with mean µ = E [n] and following some f
(n;µ) , where µ is implicitly a
function of θ. Still considering i.i.d. data, they can be described by
f (n;θ) =
N∏
i=1
µnii
ni!
e−µi, (4.7)
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and the total number of events ntot =
∑
i ni is Poisson-distributed, with mean µtot =
∑
i µi. The
problem of maximising the binned likelihood L (θ) = f (n;θ) can be equivalenty formulated as that
of maximising the ratio
λ (θ) =
f (n;θ)
f
(n; µˆ) , (4.8)
where f
(n;µ) is a particular model with an adjustable parameter for each bin, µ = (µ1, . . ., µN ),
and corresponding MLE µˆ = (n1, . . .,nN ). As mentioned above, the natural logarithm (with a
possible prefactor of 2) of the likelihood (or equivalently of λ (θ)) is often preferred, providing a
simpler minimisation problem of linearly combined terms:
− lnλ (θ) = − ln
N∏
i=1
µnii
ni!
e−µi · ni!
nnii
e+ni (4.9)
= −
N∑
i=1
ln
[
µnii
ni!
e−µi · ni!
nnii
e+ni
]
(4.10)
= −
N∑
i=1
ni ln µi − µi − ni lnni + ni (4.11)
= +
N∑
i=1
µi − ni + ni ln ni
µi
(4.12)
In a typical ATLAS analysis, histograms of the distributions of physical quantities of interest
(e.g. the kinematic properties of some particle) are first defined, with an arbitrary choice for the
number of bins and their respective widths (based on e.g. the detector resolution for that particle).
Monte Carlo simulations are used to generate estimates of those quantities of interest according to a
given model (e.g. the SM): they provide the expectations µ in the equations above, for a particular
choice of θ. On the other hand, the actual particle collision data recorded by the ATLAS detector
provide another set of histograms with bin content ni for each bin i. One can therefore interpret the
equations above as measuring the difference between the observed data and the predictions of some
theoretical model with a given choice of parameters θ. If one fixes θ to some value, a large enough
discrepancy between the observed ni and the predicted µi might provide a statistically significant
exclusion of that model; to the contrary, by allowing θ to vary and solving the minimisation
problem above, one finds the optimal choice of parameters for that model to describe the data.
These concepts will be formalised in a following section, in the context of hypothesis testing.
4.1.4 Nuisance parameters
In practice, our original assumption of an exact model P (x|θ) doesn’t hold: Nature isn’t perfectly
described by our theories (e.g. the SM), and in the best cases is merely asymptotically approximated
by them. Therefore our estimation of θ will be biased. It is however possible to extend our model to
contain additional nuisance parameters ν, which are not relevant to our theory but to our ignorance
of its realisation in Nature. These nuisance parameters offer a trade-off between a reduction in
systematic bias and an increase in statistical uncertainty on the parameters of interest (due to
correlations). The ν parameters themselves then need to be constrained.
In ATLAS analyses, these contraints arise from two types of auxiliary measurements: those in
control regions for some parameter space of interest, and independent measurements of systematic
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effects and calibrations of reconstructed physics objects. Having found some additional, indepen-
dent dataset y that is not (or only partially) dependent on θ, the joint model is then described by the
likelihood
L (θ,ν) = Px (x|θ,ν) Py (y|ν) . (4.13)
We have made the problem of maximising the likelihood more difficult by introducing a whole
new set of parameters ν, but in fact it can be shown that an equivalent result can be obtained from
the maximisation of the profile likelihood, which effectively only depends on θ:
Lp (θ) = L
(
θ, ˆˆν (θ)
)
, (4.14)
where ˆˆν (θ), the profiled values of ν, are those that maximise L for a given θ.
4.1.5 Hypothesis testing
We now turn to the application of the statistical constructs described above, in the context of
the analysis of experimental to perform hypothesis testing. At the core of this approach is the
expression of the likelihood function L:
L
(Nobs |µs,µb,θ) = ∏
ω∈{SR,CR}
P
(
Nωobs |Nωpred
(
µs,µb,θ
) ) ×Gsyst, (4.15)
expressed as a product of Poisson distributions in all signal and control regions, in terms of
the observed and predicted event counts N, the signal and background normalisation factors µ and
the set of nuisance parameters θ. The additional term Gsyst is a unit Gaussian function taken as a
regularisation on the fitted values of θ, such that they are constrained around zero. The procedure
of maximising L yields the quantities of interest µs and µb.
We can therefore distinguish between three different scenarios. In the first, we conduct a
background-only fit by ignoring the signal component altogether. This corresponds to the null
hypothesis H0 according to which there is e.g. no further physics beyond the Standard Model. In
other words, it serves as probe of the SM in a potentially difficult region of kinematic phase-space,
where deviations of the data from the predictions are indicative of mis-modelling. The second
scenario, where one includes µs in the description of the likelihood L, aims at measuring the
contribution of a hypothetical (under some model H1) signal in the observed data. Should the
outcome of this measurement not be statistically significant, a third approach consists in using H0
and H1 to interpret the fit results as an exclusion of H1.
Following the discussion found in Refs. [228–230], a test statistic qµ is constructed according
to a probability distribution function f (qµ |µ), such that large values of qµ represent increasing
incompatibility with the data under H0. As usual, the PDF f is estimated from toy MC pseudo-
experiments where the physical parameters in question are varied randomly. The p-value, i.e. the
probability of obtaining the expected results under the assumption of H0, is then computed as:
pµ =
∫ ∞
qµ,obs
f (qµ |µ)dqµ, (4.16)
that is, the integral of the PDF over qµ from its observed value qµ,obs onwards. In the case of the
discovery fit described above, we fix µs = 0 under H0 and so the p-value for discovery becomes:
p0 =
∫ ∞
q0,obs
f (q0 |0)dq0. (4.17)
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This number is often quoted as the equivalent signal significance Z , expressed as the number of
standard deviations required for the integral of a normal Gaussian distribution tail to evaluate to p0:
Z = Φ−1(1− p0), (4.18)
where Φ is the cumulative Gaussian distribution function. The arbitrary threshold p = 0.05
(equivalently Z = 1.64), often quoted in the wider scientific community, is in experimental particle
physics used for signal exclusion (see below). Instead, the more robust Z = 3 (p = 1.3×10−3) and
Z = 5 (p = 2.9 ·10−7) are chosen to express evidence and discovery, respectively, of the hypothesis
H1.
4.1.6 Discovery and exclusion
The generalised likelihood L we’ve defined above can be used to construct a profile likelihood ratio
λ(µ) =
L(µ, ˆˆθ)
L( µˆ, θˆ)
, (4.19)
where the estimators µˆ and θˆ maximise the likelihood in the denominator, while ˆˆθ represents
the MLE for L at a specific value of µ. It should be clear that 0 < λ ≤ 1, with the upper bound
saturated for the exact choice of µ = µˆ (that is, the larger λ the better the agreement between data
and the hypothesis being considered). We can then try to reject the background-only hypothesis H0
by means of a test statistic
q0 =

−2lnλ(0) µˆ ≥ 0
0 µˆ < 0
, (4.20)
where the case µˆ < 0 prevents us from excluding H0 in the case of a deficit of observed events
in the signal region. This expression of q0 as a function of the profile likelihood ratio lends itself
well to sensitivity studies (using an Asimov dataset), and it can be shown analytically (using Wald’s
approximation) that in the large sample limit, the discovery significance is simply
Z =
√
q0. (4.21)
For exclusion or upper-limit setting purposes, a similar test statistic is employed:
qµ =

−2lnλ(µ) µˆ ≤ µ
0 µˆ > µ
, (4.22)
where again, in the second case µˆ > µ upwards fluctuations of the data are not used to exclude
H1. Similarly, under the large sample approximation
pµ = 1−Φ
(√
qµ
)
, (4.23)
and a 95% CL upper limit on µ can be set as the highest value of µ for which pµ is not less than
0.05. However in the context of exclusions, an issue arises in cases of low sensitivity to µ. If the
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PDF distributions f (qµ |µ) and f (qµ |0) are very similar, the rejection and discovery powers will be
comparable. This leads to spurious exclusions, where one excludes hypotheses to which one has
almost no sensitivity (thereby enforcing f (qµ |µ) ∼ f (qµ |0)).
An alternative set of numbers should then be quoted along the exclusion p-values, following
recommendations set by early LEP searches for the Higgs boson [231]. The so-called “CLs method”
prevents exclusion if sensitivity is too low, by basing the test not on the usual p-value (CL of the
signal and background hypothesis H1) but on
CLs =
pµ
1− pb , (4.24)
where the denominator corresponds to the CL of H0. The signal hypothesis is rejected if CLs is
smaller than 0.05, the ∼ 2σ cut-off. By construction, whenever f (qµ |µ) ∼ f (qµ |0), this fraction
will evaluate close to one, guaranteeing that no spurious exclusion is made.
4.2 An unfolding primer
We now turn to a different problem altogether, when we are not concerned about the presence or
not of hypothetical new signals but purely about the modelling of a given process: we want to
determine the underlying probability distribution function f (y) of some random variable y, given
a set of data {y1, . . ., yn}. In the case where it can be modelled using some known parameters θ,
we write f (y;θ) and this problem reverts to the likelihood maximisation described in the previous
section. Otherwise, if no parameterisation of f (y) is known, we resort to constructing a histogram
of y with M bins. The expectation value of the number of events in each bin i is denoted µi , with a
finite sum µtot =
∑
i µi, such that the probability of finding y in bin i is pi = µi/µtot. By unfolding
the outcome of an experiment, we want to obtain an estimator for the M-vector µ, or equivalently
p.
4.2.1 The response matrix
Having performed said experiment in real data, subject to statistical fluctuations and systematic
errors, we relate the measured quantity x to its unknown underlying true value y by a convolution:
fmeas(x) =
∫
R(x |y) f true(y)dy, (4.25)
where the response function R(x |y) encodes the smearing effects of the experimental apparatus
used. We simply assume that R(x |y) is either known analytically or can be determined from
pseudo-experiments or Monte Carlo simulations (this is indeed the case in ATLAS). The above
expression can be discretised as
νi =
M∑
j=1
Ri j µ j, (4.26)
where µ are the expectation values of the y-histogram, R(x |y) has been interpreted as a
response matrix, and ν are the expected numbers of events in bins of the measured x observable. It
is understood that ν can take non-integer values, while the actual data n = (n1, . . .,nN ) are integer
counts.
The response matrix is further interpreted as a conditional probability:
Ri j = P (observed in i |true value in j) , (4.27)
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and an auxiliary quantity, the efficiency, can be defined as:
 j ≡
N∑
i=1
Ri j = P
(
observed anywhere|true value in j) . (4.28)
Including the expected background contribution in bin i, βi , the measured data take an expecta-
tion value
E [n] = ν = Rµ+ β. (4.29)
4.2.2 Inverting the response matrix
Assuming the response matrix R to be positive-definite, and hence invertible, we can write:
µ = R−1 (ν − β) . (4.30)
Further making the reasonable assumption of Poisson i.i.d. data:
P(ni; νi) =
νnii
ni!
e−νi, (4.31)
the corresponding likelihood and log-likelihoods are:
L(µ) =
N∏
i=1
P(ni; νi) (4.32)
lnL(µ) =
N∑
i=1
(ni ln νi − νi − ln(ni!)) , (4.33)
which gives rise to the usual MLE νˆ = n such that
µˆ = R−1 (n− β) . (4.34)
Although this simple matrix inversion seems to work, and it does, it usually yields an unac-
ceptably large variance, as well as strong negative correlations from bin to bin: this is sometimes
referred to as the “oscillating maximum likelihood solution”. The cause can be large off-diagonal
elements of the response matrix or too small a bin size compared to the resolution of the experi-
mental apparatus. In fact, if the true distribution µ really had such an oscillating distribution, with
many peaks indicative of some fine structure, Rµ would smear it out almost completely while R−1ν
would bring back the original spectrum identically. However, we crucially do not have access to ν
itself, but only to n (which takes ν as expectation value). Furthermore, n is subject to statistical
fluctuations, which R, in a very qualitative understanding, is “unable” to distinguish from a truly
finely-structured smeared spectrum. Statistical fluctuations in data are responsible for the oscillating
behaviour of our estimator.
This is not to say however that the MLE solution is wrong – it isn’t. It simply comes with a
variance that is in practice not useful. By construction, the MLE µˆ is unbiased:
E
[
µˆ
]
= R−1 (E [n]− β) = µ, (4.35)
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and it can be shown to have covariance:
Ui j = cov
[
µˆi, µˆ j
]
=
N∑
k=1
R−1ik R
−1
jk νk, (4.36)
which is exactly the Cramér-Rao lower bound. Matrix inversion therefore provides an unbiased
solution with minimal variance. This opens up the possibility of alternative approaches, where one
trades some amount of bias for a possibly large reduction in variance.
4.2.3 Bin-by-bin unfolding
Let us now consider the case where equal binning is used in the histograms for µ and ν, and the
response matrix is highly diagonal, i.e. has low bin-to-bin migration. A very simple approach to
the unfolding problem is precisely to ignore such migrations, and construct the bin-wise correction
factors Ci:
Ci =
µMCi
νMCi
, (4.37)
where the superscripts “MC” emphasise that these quantities can be determined purely from
simulation of the signal process and should only be dependent on the experimental apparatus itself.
The corresponding estimator in bin i then reads
µˆi = Ci (ni − βi) , (4.38)
with covariance
Ui j = cov
[
µˆi, µˆ j
]
= C2i cov
[
ni,n j
]
= C2i Var[ni]δi j . (4.39)
We have therefore obtained a variance that is very similar to that expected from the statistical
uncertainty of the Poisson-distributed data, if the correction factors are of order 1. We have however
introduced a bias:
bi = E
[
µˆi
] − µi = *,
µMCi
νMCi
− µi
ν
sig
i
+- νsigi , (4.40)
with νsigi = νi − βi. It is quite clear that this bias is zero if and only if our model is exactly
realised in Nature.
The assumption of (very) small bin-to-bin migration when using such correction factors is
an important one to keep in mind, and often makes this method impractical. A simple numerical
example, due to Robert Cousins [232], highlights its limitations. Imagine a scenario where in some
bin i we have Ci = 0.1, βi = 0 and ni = 100. We would be quite happy to quote our estimator as
µˆi = Cini = 10, with σµˆi = Ci
√
ni = 1.0, i.e. a statistical uncertainty of only 10%. The issue is the
following: only 10 out of 100 measured events actually belong in this bin i – how can we reconcile
that fact with the statement of a 10% uncertainty?
A common recommendation is to only employ bin-by-bin correction factors when the migration
between bins is around or below 5%.
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4.2.4 An iterative approach to regularised unfolding
It is possible to approach the maximum of the likelihood carefully, by adding a so-called “regu-
larisation function”, which controls the smoothness of the solution. An associated regularisation
parameter needs to be defined, which if taken very large returns the oscillating maximal likelihood
spectrum, and in the limit where it vanishes, completely removes the dependence of the data,
achieving a meaningless null variance (and a clear bias).
Here we focus on an iterative method, first described by d’Agostini [233], which circumvents the
problem of inverting the response matrix by successive applications of Bayes’ theorem. Although
this approach does not strictly adhere to the framework of regularised unfolding, we note a similarity
in the impact of the number of iterations on the behaviour of the unfolding, which we can refer to
informally as a “regularisation paramater”.
The principal idea is to start with some “prior” (used in a loose sense of the term, as will be
discussed later) for the probabilities p = (p1, . . ., pM ) for an event to be generated in each bin. It
can simply be taken to be the flat distribution p(0)i = 1/M , if the M bins of the true histogram have
the same width. An initial set of estimators, µˆ(0), is then
µˆ(0) = ntotp(0), (4.41)
with ntot =
∑
i ni the total number of observed events. These estimators are then updated
iteratively as
µˆ(t+1)i =
1
 i
N∑
j=1
P (true value in i |observed in j) n j = 1
 i
N∑
j=1
*,
Rjip
(t)
i∑
k Rjkp
(t)
k
+-n j, (4.42)
where Bayes’ theorem was implicitly applied as:
P (true value in i |observed in j) = P (true value in i |observed in j) · P (true in i)
P (observed in j)
(4.43)
=
P (true value in i |observed in j) · P (true in i)∑
k P (observed in j |true value in k) (4.44)
=
Rji · pi∑
k Rjkpk
(4.45)
It is then possible to compare pairs of successive estimators within the set
{
µˆ(t)
}
and compute
a corresponding χ2 test. After several iterations, one should observe convergence of the χ2
values. Going beyond this point of convergence, which should be taken as the optimal value of
the “regularisation parameter” in this iterative method, the graph of χ2 versus successive iterations
should trace out a parabolic curve: the gradual divergence in χ2 for large numbers of iterations
indicates increasing statistical fluctuations, and eventually approaches the oscillating ML solution.
A remark on Bayesianism
The method described above is often referred to as “iterative Bayesian unfolding” (IBU), after the
original work by d’Agostini [233]. As we’ve seen, the “Bayesian” component stems from the use
of Bayes’ theorem in the iterative step. However, the fact that the number of iterations effectively
acts as a regularisation parameter should instead remind one of frequentism. Furthermore, the
estimators we derive do not describe a joint posterior PDF for µ, nor do we use any joint prior
either. Thus the central tenet of Bayesian statistics,
posterior ∝ likelihood×prior (4.46)
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doesn’t hold here. By taking the mode of the joint posterior PDF for µ, one could define a
Bayesian estimator: this is indeed done in the Fully Bayesian Unfolding (FBU) approach [234],
but not here. The term p(0) used in the initial stage of d’Agostini’s algorithm corresponds to a set
of probabilities (perhaps uniform) used as a first guess for µ; they are not a probability density in
µ-space.
Since the method can be represented as an expectation-maximisation iteration [235] for finding
the MLE of µ, and that it reproduces the exact MLE solution in the large iteration limit, it is in fact
a fully frequentist technique for finding the regularised MLE and should hence not be referred to as
“Bayesian” unfolding.
4.2.5 Implementation in an ATLAS analysis
The motivation for unfolding results in particle physics is quite straightforward: one wishes to
remove the effects of the detector to access an underlying quantity that is directly comparable to
alternative generators and simulations, various theory predictions or even to results obtained by
another detector (e.g. CMS). To try and ground these abstract notions of unfolding in the context of
an actual ATLAS analysis, we focus on the master formula for the differential cross section of a
given process dσ in bin i of some observable X ,
dσ
dX i
=
1
L ·B ·∆X i · f iacc
·
∑
j
R−1i j ·  jeff ·
(
N jobs−N jbkg
)
. (4.47)
The terms L, B and ∆X i are scaling factors corresponding, respectively, to the integrated
luminosity, the branching ratio of the process and the particular bin width; these ensure the proper
normalisation of the final differential cross section in the correct units. The bracketed term on the
right-hand side of the equation above corresponds to the background-subtracted data in the given
bin, i.e. the estimation of the signal contribution in data after proper treatment of all other SM
backgrounds (either modelled from MC, obtained from data-driven techniques, or normalised in a
dedicated control region). Finally, the efficiency and acceptance correction terms are taken from a
signal MC sample and defined as:
eff =
N reco∧truth
N reco
, (4.48)
facc =
N reco∧truth
N truth
, (4.49)
where N reco is the bin content at reconstruction-level, N truth that at generator-level and N reco∧truth
the number of events within that bin that are exactly matched at reconstruction- and generator-level.
Therefore eff can be understood qualitativately as “contracting” the reconstructed data distribution
to only the number of events that were observed in the MC simulation of the signal process to be
within the fiducial volume of interest, before performing the unfolding via R−1i j , the inverse of the
response matrix. The unfolded quantity, in this restricted matched phase-space, is then “expanded”
back again to the full fiducial volume. In the limit where the fiducial volume is maximal, i.e.
contains all possible generated events, N reco∧truth = N reco and the efficiency correction is identically
one.
Finally, it is worth noting that in our practical discussion of unfolding in Chapter 7, we will
present so-called migration matrices, instead of the response matrices usually found in literature.
The former are simply row-normalised version of the latter, making their visual inspection easier
by simply reporting the percentage of migration from a given generator-level bin to any of the
reconstruction-level ones.
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The iterative algorithm described in the previous section is implemented in the RooUnfold
software package [236].
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5. Measurement of the inclusive tt¯ Z cross section
In this chapter we review the measurement of the inclusive tt¯V (V =W, Z ) cross sections in
the multi-lepton final state using the intermediate (2015–2016) Run 2 dataset with 36.1 fb−1 of
pp collisions at
√
s = 13TeV. We focus on the tt¯ Z process in the three- and four-lepton channels,
the author’s main contribution to this analysis. We start by describing the general strategy in
Section 5.1, giving definitions of reconstructed physics objects (Section 5.2) and event selection
(Section 5.3). The event topology of the signal tt¯ Z process is identified in Section 5.4, while the
main background processes and their estimates are outlined in Section 5.5. Systematic uncertainties
are introduced in Section 5.6 and their impact on the final results is discussed in Section 5.7. A
further interpretation of the results in the context of effective field theory models is also presented
in Section 5.8. This analysis was published by the ATLAS Collaboration in Ref. [1].
5.1 Analysis strategy
As discussed in the Motivation and outline, the tt¯V (V =W, Z ) process is an irreducible background
for a number of BSM searches and a precise measurement of its cross section is necessary to reduce
the associated modelling uncertainties in these searches. The multi-lepton final state is chosen for
this analysis, as electrons and muons are the most accurately reconstructed physics objects in the
ATLAS detector. Three channels are investigated for the measurement of the tt¯ Z cross section: two
leptons of opposite sign charge (2LOS), three leptons (3L) and four leptons (4L). The tt¯W process,
not discussed further in this thesis, is measured in the same-sign two-lepton channel (2LSS) as well
as three-lepton regions orthogonal to those used to measure tt¯ Z .
Due to the high tt¯ background in the 2LOS channel, multivariate techniques (BDT) are used to
separate it from the signal tt¯ Z . This particular analysis is also not reproduced here and we focus
instead on the 3L and 4L channels, which bring the highest sensitivity to tt¯ Z and are the author’s
main contribution to the analysis.
“Event display of a three lepton tt¯ Z candidate”. Image credits: Meirin Oan Evans. c© 2020 CERN.
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5.1.1 Signal processes
The associated production of a top quark pair with a Z boson is generated at NLO with MG5_AMC@NLO
interfaced to PYTHIA 8. For the matrix elements, a dynamic scale is used (HT/2, where HT is the
sum of the transverse momenta of all final state partons) and the PDF set is NNPDF3.0NLO [237].
The A14 [238] underlying event tune is applied. The contributions from off-shell Z bosons as well
as the Z/γ∗ interference are included, down to a minimum invariant mass mll > 5GeV to remove
low-mass resonances. The cross section is normalised to fixed-scaled (mt + mZ2 ) NLO QCD+EWK
calculations [239].
5.2 Object definitions
Physics objects, as introduced in Section 3.2, are first defined as baseline objects, following a
preliminary (so-called “loose”) set of selection criteria. Ambiguities, such as mis-identification
of leptons as jets, are removed at this stage through an Overlap Removal (OR) procedure. The
selection on remaining objects is then enhanced, leading to “tight” definitions.
Electrons baseline electrons are required to have |η | < 2.47 and pT > 7 GeV, as well as pass
the LooseAndBLayerLH likelihood-based identification [240] without any isolation requirement.
Signal electrons pass the MediumLH identification and FixedCutTight isolation requirements. To
reduce the number of electrons with incorrect charge assignment, the ATLAS Electron Charge
IDentification Selection (ECIDS) tool is used, at a working point corresponding to a signal efficiency
of 97%.
Muons baseline muons are required to have |η | < 2.5 and pT > 7 GeV, as well as pass the Loose
quality selection with no isolation requirement [207]. Signal muons pass the Medium quality and
FixedCutTightTrackOnly isolation requirements.
Jets they are reconstructed using the anti-kt algorithm [216] with a distance parameter R = 0.4.
Baseline jets are required to have |η | < 4.8 and pT > 25 GeV. Signal jets have |η | < 2.5 and pass
the JVT requirement. Out of these signal jets, those that are positively identified by the MV2c10
algorithm (using a 77% b-tagging efficiency) are considered b-jets.
Missing Transverse Energy overlap-removed baseline electrons, muons and jets are used in the
recalculation of the object-based EmissT [241]. An extra term takes into account soft energy not
originating from any of the selected objects, as described in Section 3.2.7.
Overlap Removal in the case of candidate objects overlapping with each other, all but one
object must be removed from the event. The distance metric used to define overlapping objects is
∆R =
√
(∆η)2 + (∆φ)2:
1. If an electron shares a track with a muon, consider the object a muon and remove the electron.
2. If an electron and jet are located within ∆R < 0.2, consider the object an electron and remove
the jet.
3. If a muon and jet are located within ∆R < 0.4, consider the object a jet and remove the muon,
unless the object has fewer than three tracks in which case the jet is removed and the muon is
kept.
4. If an electron and jet are located within 0.2 ≤ ∆R < 0.4, consider the object a jet and remove
the electron.
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5.3 Event selection
5.3.1 Triggers
In order to collect events with leptons, dedicated triggers (HLT) are used whose requirements are
summarised in Table 5.1 below.
Table 5.1: Summary of trigger pT-thresholds used in the analysis. Commas in the individual pT
selections denote a logical OR of multiple cuts. Different identification and isolation requirements
are used in each trigger, such that their combination is not trivially equivalent to only the first one
listed.
Trigger Data 2015 Data 2016
Electron pT > 24,60,120 GeV pT > 26,60,140 GeV
Muon pT > 20,50 GeV pT > 26,50 GeV
Once events selected by the various triggers have been selected, further offline cuts are applied
to ensure the relevant objects are in the plateau region, where the trigger is fully efficient (see
Figures 3.6 and 3.8). This is done by requiring slightly higher-than-threshold transverse momenta:
for data collected in 2015 (2016), this is pT > 25(27) GeV.
5.3.2 Event cleaning
A number of offline cuts are applied to trigger-selected events. These aim at removing events
recorded during a detector fault (by checking the status of the ECAL and HCAL), non-HS events (by
reconstructing a primary vertex with at least two tracks above the pT > 400 MeV threshold), events
with potential cosmic muons or poorly reconstructed jets (sensitive to large fake-jet contamination).
5.4 Signal regions
Multiple signal regions (SR) are considered in this analysis to maximise the sensitivity to the tt¯ Z
signal, targeting the leptonic decay of the Z boson and either the semi- or di-leptonic decay of the
tt¯ system. Figure 5.1 highlights the lepton multiplicity as a straightforward selection criterion.
Figure 5.1: Example of a leading-order Feynman diagram for tt¯ Z production via gluon fusion and
splitting into a tt¯ pair with FSR of a Z boson. The semi-leptonic decay of the tt¯ system together
with the leptonic decay of the Z boson lead to the presence of three prompt leptons in the final state,
indicated in red.
In the 3L and 4L channels, cuts on simple kinematic variables are applied to ensure an on-shell
Z-like pair of signal leptons (required to be of opposite charge and same flavour, OSSF, and within
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10GeV of the reference value for the Z mass) in all but one region (targeting off-shell Z production
and γ∗ interference). Jet and b-jet multiplicities are then used to divide the channels further.
In the 4L channel, special consideration is given to the two leptons not associated to the signal
Z candidate. For a signal event, these originate from the leptonic decay of the two top quarks
and there is no preference as to their flavour, whereas for a ZZ+jets background event the two
leptons are again expected to be OSSF. This second lepton pair, referred to as Z2, is classified
into same-flavour (SF) or different-flavour (DF) categories. To reduce the contamination from
events with non-prompt leptons, additional requirements on the transverse momenta of the trailing
lepton (pT4) and the scalar sum of the transverse momenta of the third and fourth leptons (pT34) are
imposed.
All signal region requirements for the 3L channel are outlined in Table 5.2 and for the 4L
channel in Table 5.3. Distributions of key kinematic variables are shown in Figures 5.2 and 5.3.
Table 5.2: Selection criteria for the trilepton signal regions sensitive to tt¯ Z .
Object 3L-Z-1b4j 3L-Z-2b3j 3L-Z-2b4j 3L-noZ-2b4j
Event cleaning Common to all SRs
Nlep 3
pT of leptons > (27,20,20) GeV
Sum of lepton charges ±1
OSSF lepton pair yes
On-shell Z candidate yes no
Njets ≥ 4 3 ≥ 4 ≥ 4
Nb-jets 1 ≥ 2
Table 5.3: Selection criteria for the tetralepton signal regions sensitive to tt¯ Z .
Object 4L-DF-1b 4L-DF-2b 4L-SF-1b 4L-SF-2b
Event cleaning Common to all SRs
Nlep 4
Njets ≥ 1
OSSF lepton pair yes
On-shell Z candidate yes
Z2 leptons e±µ∓ e±e∓, µ±µ∓
pT4 > 7GeV > 10GeV > 7GeV > 10GeV
pT34 > 35GeV — > 25GeV —
|mZ2 −mrefZ | — > 10GeV < 10GeV > 10GeV < 10GeV
EmissT — > 40GeV > 80GeV — > 40GeV
Nb-jets 1 ≥ 2 1 ≥ 2
5.5 Prediction of the Standard Model backgrounds 89
82 84 86 88 90 92 94 96 98 100
 [GeV]llm
0
5
10
15
20
25
Ev
en
ts
 / 
1.
33
 G
eV
 ATLAS
-1
 = 13 TeV, 36.1 fbs
3L-Z-2b4j (pre-fit)
Data Ztt
WZ tZ
tWZ Fake Leptons     
+Xγ Uncertainty
0 50 100 150 200 250 300 350 400
(ll) [GeV]
T
p
0
5
10
15
20
25
Ev
en
ts
 / 
40
 G
eV
 ATLAS
-1
 = 13 TeV, 36.1 fbs
3L-Z-2b4j (pre-fit)
Data Ztt
Wtt WZ
tZ tWZ
Other Fake Leptons     
+Xγ Uncertainty
Figure 5.2: Distributions of the invariant mass (left) and transverse momentum (right) of the
reconstructed Z candidate for events in 3L-Z-2b4j, before normalisation of the backgrounds (pre-
fit). The “Other” process contains SM processes with small cross sections producing three prompt
leptons (e.g. tt¯H, triboson processes). The shaded band represents the total uncertainty. The last
bin each of the distributions includes the overflow.
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Figure 5.3: Distributions of the number of jets (left) and azimuthal angle ∆φ between the two
leptons from the Z2 candidate (right) for events in all the tetralepton signal regions combined,
before normalisation of the backgrounds (pre-fit). The “Other” process contains SM processes with
small cross sections producing four prompt leptons (e.g. tt¯H , triboson processes). The shaded band
represents the total uncertainty. The last bin each of the distributions includes the overflow.
5.5 Prediction of the Standard Model backgrounds
The following processes yield final states that mimic, completely or in part, the sought-after signal
signature of multiple leptons and (b-)jets. In order to estimate their contribution to the various
SRs, a number of techniques can be employed: a pure MC-based estimation, a semi-data-driven
approach employing control regions (CR) or fully-data-driven methods (fake lepton estimation).
Diboson The WZ+jets process, where both bosons decays leptonically and the Z is on-shell, is a
major background in the 3L channel. Its modelling is taken from MC simulations (SHERPA 2.1 at
LO precision with up to two additional partons, normalised to the NLO cross section, and using the
CT10 [242] PDF set) and its cross section is normalised in data in a dedicated three-lepton control
region. The ZZ+jets process, yielding four leptons, is a similarly leading background in the 4L
channel, specifically in 4L-SF-1b and 4L-SF-2b. It is estimated from the same SHERPA 2.1 setup
and normalised in a four lepton control region.
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Single top with vector bosons tW Z all-leptonic production is an important background in both
channels, while leptonic tZq with one additional heavy-flavour jet is relevant only in the 3L
channel. These rare processes both have a final state too close to the signal tt¯ Z to be able to
construct dedicated control regions without resorting to accurate tt¯ reconstruction techniques,
which are beyond the scope of this analysis. Their modelling is therefore purely taken from MC
simulations, using MADGRAPH +PYTHIA 6 at LO precision with the CTEQ6L1 PDF set for tZq,
and aMC@NLO +PYTHIA 8 at NLO with NNPDF3.0NLO for tW Z .
Fake or non-prompt leptons The background consisting of events with fake leptons (i.e. any
reconstructed lepton not coming from a W , Z or τ decay) is important in the 3L channel. A
data-driven method (matrix method, described hereafter) is used to estimate it from a control
sample of events for which lepton isolation and electron identification criteria are relaxed. In the 4L
channel, due to the reduced number of data events available, a semi-data-driven fake factor method
is used.
5.5.1 Three-lepton control region
As described above, the normalisation of the WZ+jets background is estimated in a 3L CR. To
minimise the tt¯ Z signal contamination, exactly three reconstructed jets are required, including a
veto on b-jets. The missing transverse momentum in each selected event is required to be larger than
40GeV. With the requirements detailed in Table 5.4, the expected sum of tt¯ Z and tt¯W contributions
in the CR-WZ is roughly 2.5% of the total number of events. Figure 5.4 shows the distributions of
the transverse momenta of the leading lepton and leading jet in CR-WZ, indicating no significant
mis-modelling and a scale factor slightly lower than one.
Table 5.4: Summary of the selection criteria for the three-lepton control region for
WZ (→ ```ν)+jets.
Object CR-WZ
Nlep 3
Njets 3
Nb-jets 0
pT of leptons > (27,20,20) GeV
OSSF lepton pair yes
On-shell Z candidate yes
Sum of lepton charges ±1
EmissT > 40GeV
5.5.2 Four-lepton control region
The ZZ+jets background is particularly important in the tetralepton channel, and therefore a control
region is constructed to constrain this background, following the requirements outlined in Table 5.5.
A low cut on the transverse missing energy EmissT is necessary to minimise signal contamination
in this CR-ZZ. Distributions of lepton and jet kinematics are shown in Figure 5.5, and a good
agreement between data and the SM estimation is observed.
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Figure 5.4: Distributions of the leading lepton transverse momentum pT (left) and the leading jet
pT (right) in the three-lepton CR-WZ region before the fit. The “Other” background contains SM
processes with small cross sections producing three prompt leptons (e.g. tt¯H, tt¯W ). The shaded
band represents the total uncertainty. The last bin in each of the distributions includes the overflow.
Table 5.5: Summary of the selection criteria for the four-lepton control region for ZZ (→ ````)+jets.
Object CR-ZZ
Nlep 4
OSSF lepton pair yes
On-shell Z candidate yes
Z2 leptons e±e∓, µ±µ∓
|mZ2 −mrefZ | < 10GeV
EmissT ∈ [20,40]GeV
5.5.3 Fake lepton estimation
In the 3L channel, the contribution from events with a fake lepton, e.g. a dileptonic tt¯ or Z+jets
event where the decay of a b-jet produces an additional tight lepton, is estimated using the matrix
method, described below. In the 4L channel, a semi-data-driven method (fake factors) is used
instead.
Matrix method
In its simplest form, the method consists in separating the observed data count into tight and loose
events, based on lepton definitions. These are denoted NT and NL respectively. By measuring the
associated real and fake efficiencies ( real and  fake) in a control sample, the measured NL and NT
can then be related to the estimators of the real and fake lepton components, N realtight and N
fake
tight. From
the definition of the efficiencies:
 real =
N realtight
N realloose
, (5.1)
 fake =
N faketight
N fakeloose
(5.2)
it follows that
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Figure 5.5: Distributions of the leading lepton transverse momentum pT (left) and jet multiplicity
(right) in the four-lepton CR-ZZ region before the fit. The “Other” background contains SM
processes with small cross sections producing four prompt leptons (e.g. tt¯H , triboson processes).
The shaded band represents the total uncertainty. The last bin in each of the distributions includes
the overflow.
NL = (1−  real) · N realloose + (1−  fake) · N fakeloose (5.3)
NT =  real · N realloose +  fake · N fakeloose. (5.4)
As a sanity check, note that the mutually exclusive categories NL and NT do sum up to the total
number of loose leptons identified. The equation above can be written in matrix form as
*.,
NL
NT
+/- =
*.,
1−  real 1−  fake
 real  fake
+/-
*.,
N realloose
N fakeloose
+/- . (5.5)
By inverting the matrix, we recover the sought-after quantities:
*.,
N realloose
N fakeloose
+/- =
1
 fake−  real
*.,
 fake  fake−1
− real 1−  real
+/-
*.,
NL
NT
+/- (5.6)
such that we finally obtain an expression for the number of fake leptons passing our tight
selection:
N faketight =
 fake
 real−  fake ( realNL − (1−  real) NT ) . (5.7)
For two or more leptons, the matrix should be extended to 2Nlep dimensions to accept all
possible efficiency combinations. When more than a single control sample is used, a more general
likelihood-minimisation method is employed [243].
This is indeed the case for this analysis, where the data-driven real and fake lepton efficiencies
are obtained from a simultaneous fit in dilepton events (separated into ee, eµ and µµ channels).
Events are further categorised according to their b-tag multiplicity, with one or at least two b-jets.
The parameter  real is determined from Z → `+`− events in an opposite-sign same-flavour two-
lepton control region, whereas the fake efficiencies are extracted from a similar dilepton same-sign
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sample (after subtraction of the prompt and charge-misidentified backgrounds from Monte Carlo).
For improved modelling purposes, both efficiencies are further binned in pT and |η |.
Figure 5.6 shows the distribution of EmissT and the sub-leading lepton pT, in two-lepton same-
sign validation regions. The data and the expectation agree well, demonstrating the validity of the
description of the fake-lepton background determined by the matrix method.
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Figure 5.6: Distributions of the missing transverse energy EmissT in the e
±µ± channel (left) and
sub-leading lepton transverse momentum pT in the µ±µ± channel (right) before the fit. The “Other”
background contains SM processes with small cross sections producing two same-sign prompt
leptons (e.g. tt¯H, diboson processes). The shaded band represents the total uncertainty. The last
bin in each of the distributions includes the overflow.
Fake factor method
The fake factor method is used in the 4L channel for the estimation of the non-prompt background,
the limited statistics available in the signal regions preventing the use of the matrix method. A
semi-data-driven method, it relies on the correct modelling of lepton kinematics from Monte Carlo
and corrects only the overall normalisation of various sources of fake leptons. These corrections,
the so-called fake factors (denoted µflavoursource ), are derived by comparing MC to data in dedicated
control regions (enriched with processes that contain at least one fake electron or muon) and split
according to the flavour and origin of the fake lepton: electron or muon, from heavy-flavour decays
or other sources.
Heavy-flavour fakes are non-prompt leptons coming from the decay of c- or b-mesons and
baryons. Additional electron fakes can be obtained mainly from photon conversion, and to a lesser
extent from pion and kaon decays. Since there are no muon fakes from photon conversion, the
contribution of muon fakes from other sources is very small. Therefore the final fake factor µµother is
set to 1 with an uncertainty of 50%.
To perform a simultaneous fit of these four parameters in data, two control samples are built, one
enriched in tt¯ (PYTHIA 8) events and one in Z+jets events (SHERPA). The exact event selections
are given in Table 5.6 below. Each of these regions nominally requires two leptons; a third lepton is
identified as non-prompt if it is not a constituent of the Z candidate or if it is the lowest pT member
of the same-sign pair in the tt¯ case. The events are further classified according to the flavour of this
identified fake lepton.
The following fake factors are finally obtained (where the uncertainty includes both statistical
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and systematic components):
µeheavy = 0.90±0.14 (5.8)
µeother = 1.84±0.27 (5.9)
µ
µ
heavy = 1.07±0.09 (5.10)
µ
µ
other = 1.00±0.50 (5.11)
Table 5.6: Summary of the selection criteria for the fake-factor control regions.
Object Z+jets tt¯→``
Njets ≥ 2
Nlep 4
OSSF lepton pair yes no
On-shell Z candidate yes no
Sum of lepton charges ±1
mT < 50GeV —
EmissT < 50GeV —
pT of leading jet — > 30GeV
5.6 Systematic uncertainties
In what follows, we distinguish between two types of systematic uncertainties: those related to
detector effects and the reconstruction and calibration of physics objects on one hand, and to the
modelling of the various background processes from theoretical calculations on the other.
5.6.1 Experimental uncertainties
Luminosity The luminosity estimate for the data-taking years 2015 and 2016 has an uncertainty
of 2.1% in
√
s = 13TeV analyses, using a method similar to that in Ref. [244] . The luminosity
measurement and its uncertainty are based on calibrations performed in low-luminosity runs of the
LHC by the LUCID-2 detector [245] (van der Meer scans) and transferred to the high-luminosity
range. This uncertainty is applied to all processes determined from Monte Carlo simulations.
Pile-up An uncertainty related to the scaling factors applied in MC to account for differences in
pile-up distributions between MC and data is considered.
Lepton efficiencies The reconstruction, identification and isolation efficiencies of electrons and
muons, as well as the efficiency of the triggers used to record the vents, differ between data and
simulation. Scale factors and their uncertainties are derived using a tag-and-probe method applied
to electrons and muons from W and Z bosons and J/ψ mesons [207, 240, 246, 247].
Lepton momentum scale and resolution The accuracy of lepton momentum scale and resolu-
tion in simulation is checked using reconstructed distributions of the Z → `+`− and J/ψ→ `+`−
masses [207, 240, 246, 247]. In the case of electrons, E/p studies using W → eν events are also
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used. Small discrepancies are observed between data and simulation, and corrections for the lepton
energy scale and resolution in the latter are implemented using dedicated ATLAS tools. In the
case of muons, momentum scale and resolution corrections are only applied to the simulation.
Uncertainties on both the momentum scale and resolution in the muon spectrometer and the tracking
systems are considered, and varied separately.
Jet Energy Scale (JES) and Jet Energy Resolution (JER) The JES and its uncertainty are
derived combining information from test-beam data, LHC collision data and simulation [213]. A
strongly reduced set of 4 nuisance parameters is used: three effective parameters plus one η inter-
calibration non-closure parameter (for |η | ∼ 2.5). The JER uncertainty is derived as a one-sided
variation by comparing data to MC simulation in-situ. Both JES and JER variations are propagated
to the calculation of the EmissT .
Jet vertex tagger efficiency The uncertainty related to the JVT scaling factors applied to the MC
simulation includes the statistical uncertainty, a 20% uncertainty on the estimation of the residual
contamination from pile-up jets after pile-up suppression and a systematic uncertainty assessed by
using different generators for the MC simulation of the Z+jets events. It is included in the fit as a
single nuisance parameter.
b-tagging Flavour-dependent efficiencies are measured in data [222, 248–250]. The scale factors
and their uncertainties are applied to each jet in the simulation depending on flavour, pT and η.
Fake estimation In the 4L channel, fake lepton systematic uncertainties are covered by the
scale-factor uncertainties used to calibrate the simulated fake lepton yields in the control regions.
In the case of the 3L channel, the matrix method yield uncertainty on the fake lepton background
is estimated by shifting the MC real lepton event subtraction up and down by 30% during the
efficiency measurements. The uncertainty from the efficiency fit is then added to the overall
systematic uncertainty by taking the maximum and minimum envelope among all shifts, separately
for each lepton flavour. All systematic uncertainties associated with fake leptons are considered to
be correlated among analysis channels and regions.
5.6.2 Theoretical uncertainties
Theoretical uncertainties affect both the background normalisation and the shape of kinematic
distributions, impacting the background prediction in the signal regions. Statistical uncertainties
in the evaluation of systematics are neglected in general, thanks to the large number of available
MC events. The theoretical uncertainties listed below are evaluated from the signal regions by
considering variations with respect to the default settings and choices for the event generation. For
each variation of a background normalised in a control region, the associated systematic is taken on
the corresponding transfer factor.
Diboson Prescriptions for the estimation of the modelling uncertainties on the WZ+jets and
ZZ+jets background include the variations of the renormalisation, factorisation and resummation
scales by factors of 2 and 12 . The CKKW matching scale, nominally set at 20GeV, is also varied to
15GeV and 30GeV. For WZ+jets, the total uncertainty on the transfer factor to each 3L SR ranges
from 30% (in 3L-Z-1b4j) to 50% (in 3L-Z-2b4j). In 4L SRs with one b-jet, the total ZZ+jets
modelling uncertainty is found to be 21%; due to insufficient statistics, it is conservatively doubled
to 42% in SRs with two b-tagged jets.
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Single top with vector bosons A large uncertainty on the tW Z normalisation originates from the
interference between this process at NLO and the signal tt¯ Z at LO. This interference is set to zero
when removing the overlap between the processes using a Diagram Removal method (DR1) [251],
which introduces a systematic uncertainty on the predicted number of events. The interference
of tW Z with tt¯ Z and tt¯ is estimated in a similar fashion (DR2). The difference between the tW Z
cross section computed with DR1 and DR2 gives an estimate of the interference between the tW Z
and tt¯ Z processes. This effect is found to be negative and 10% of the DR1 estimate; therefore a
normalisation uncertainty of ±10% is applied. In addition, a systematic uncertainty is attributed to
the modelling of parton showers, by comparing the nominal PYTHIA 8 generator to a Herwig++
alternative. In the case of tZq, a conservative uncertainty of 30% is applied on the normalisation
[252, 253], along with scale and shower radiation variations.
Rare SM processes A 50% uncertainty is considered for all rare SM backgrounds, including
three- and four-top quark production as well as triboson processes. In the special case of tt¯H , most
relevant in the 2L channel and the tt¯W measurement, a +5.8% −9.2% normalisation uncertainty is
used, corresponding to the scale and αs uncertainties in the NLO cross section computation [239].
Signal component To estimate the uncertainties on the tt¯ Z signal (and similarly for tt¯W ), the
renormalisation and factorisation scales are varied by factors of 2 and 12 , both individually and
together (yielding a seven-point variation). The Var3c parameter of the nominal A14 tune is also
varied, regulating the emission of ISR gluons [254]. PDF uncertainties are obtained from internal
variations of the nominal NNPDF3.0NLO set. A generator uncertainty of a few percents in all SRs is
estimated by comparing the nominal aMC@NLO sample with one generated with SHERPA 2.2.1
using NNPDF3.0NNLO.
5.7 Results
5.7.1 Fit strategy
As discussed in the previous sections, the background estimation strategy relies on the normalisation
of the WZ+jets and ZZ+jets processes in dedicated control regions designed to enrich the selected
sample in each of them, while limiting the contamination from signal tt¯V . The extrapolation of the
renormalised yields from the CRs to the SRs is performed by a profile likelihood fit, as introduced
in Section 4.1.
The systematic uncertainties on the expected values are included in a likelihood function as
nuisance parameters (NP) with a Gaussian probability density function, and their correlations are
taken into account. NP corresponding to the MC statistical uncertainties (referred to as “gammas”
or γi) are also introduced in the fit for each region, acting on all MC samples in a correlated manner.
Three different kinds of fit are performed, and for each the significance for the tt¯ Z signal
process is reported, assuming the null hypothesis.
Individual fits to tt¯Z In the 3L (4L) channel, the normalisation factor associated with the
WZ+jets (ZZ+jets) background is determined in its corresponding control region, CR-WZ (CR-
ZZ). The tt¯ Z signal strength is a free parameter in all four signal regions. Details of the 2LOS
analysis strategy or fit are not reported here, but relevant results will be included later for comparison
with other channels. A similar set of individual fits target the tt¯W signal process alone. For the
individual fits to tt¯ Z (tt¯W ), the tt¯W (tt¯ Z) cross section is fixed to its nominal value, and a theoretical
uncertainty of 13% (12%) is applied.
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Combined tt¯Z fit Here, all backgrounds are simultaneously normalised in their respective control
regions and the tt¯ Z signal strength is treated as a free parameter in all signal regions. A similar fit
is performed with tt¯W as parameter of interest.
Combined tt¯V fit Likewise, all backgrounds are normalised and both the tt¯ Z and tt¯W signal
strengths are extracted from a two-dimensional fit to all signal regions.
5.7.2 Results in the 3L channel
In the trilepton channel sensitive to tt¯ Z (regions 3L-Z-1b4j, 3L-Z-2b4j, 3L-Z-2b3j and 3L-noZ-
2b4j), including the control region CR-WZ, the observed results are:
µt t¯Z = 1.08±0.12(stat.)+0.13−0.12(syst.) = 1.08+0.18−0.17 (5.12)
µWZ = 0.93±0.07(stat.)±0.10(syst.) = 0.93±0.12 (5.13)
with an observed (median) significance of 6.8σ (6.2σ) over the null hypothesis. The post-fit
yields are given in Table 5.7. The systematic uncertainty ranking plot in Figure 5.7 shows that
the uncertainties on b-tagging, WZ+jets modelling (in particular in the 3L-Z-1b4j region) and tt¯ Z
generator choice have the largest impact in the 3L channel.
Table 5.7: The post-fit event yields in the 3L channel signal regions and the WZ+jets control region
for an integrated luminosity of 36.1 fb−1after the fit to the trilepton channel only. The expected
(“exp.”) and fitted (“fit.”) total SM contributions are indi cated separately. Statistical and systematic
uncertainties are included as described in Section 5.6.
Yields 3L-Z-1b4j 3L-Z-2b4j 3L-Z-2b3j 3L-noZ-2b4j CR-WZ
Observed 86 78 45 37 211
Total SM (fit.) 92 ± 8.6 82 ± 8.4 37 ± 4.8 34 ± 4.5 210 ± 17
tt¯ Z 45 ± 9.1 60 ± 10 22 ± 4.4 13 ± 2.9 5.5 ± 1.6
tt¯W 0.48 ± 0.28 0.49 ± 0.32 0.83 ± 0.42 3.6 ± 1.9 0.17 ± 0.095
WZ+jets 26 ± 6.9 5.7 ± 3.0 3.6 ± 1.8 1.0 ± 0.56 180 ± 17
ZZ+jets 2.7 ± 0.55 0.54 ± 0.10 0.67 ± 0.26 0.32 ± 0.19 10 ± 1.6
tZ 2.8 ± 0.91 3.4 ± 1.1 4.0 ± 1.3 0.33 ± 0.14 1.4 ± 0.49
tW Z 6.2 ± 1.7 6.0 ± 2.1 2.1 ± 0.45 0.67 ± 0.30 2.2 ± 0.67
tt¯H 1.2 ± 0.19 1.4 ± 0.21 0.55 ± 0.088 4.8 ± 0.63 0.11 ± 0.034
Other 0.32 ± 0.17 0.23 ± 0.21 1.2 ± 1.2 2.3 ± 1.2 1.6 ± 1.2
Fakes (MM) 6.4 ± 2.8 3.9 ± 2.2 1.2 ± 1.2 3.2 ± 2.0 5.7 ± 3.1
γ+ X 1.3 ± 1.2 0.51 ± 0.59 0.77 ± 1.1 5.1 ± 2.6 —
Total SM (exp.) 104±14.2 80.6±10.2 30.4±4.47 33.8±4.70 238±23.0
5.7.3 Results in the 4L channel
In the tetralepton channel sensitive to tt¯ Z (regions 4L-SF-1b, 4L-SF-2b, 4L-DF-1b and 4L-DF-2b),
including the control region CR-ZZ, the observed results are:
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Figure 5.7: The ranking plot for the tt¯ Z trilepton channel fit together with the WZ+jets control
region. The empty and filled blue rectangles indicate the pre-fit and post-fit impact, respectively, of
a ±1σ shift in each systematic on the measured signal strength parameter, while the corresponding
pulls are indicated by the black dots and their error bars. Large pulls (black dots beyond the ±1σ
vertical dotted lines) indicate that some feature of the data has been absorbed in the nuisance
parameters and need to be investigated. Small pull widths (black horizontal error bars) indicate a
constraint of the nuisance parameters by the data, which can sometimes indicate a modelling issue.
µt t¯Z = 1.21+0.28−0.25(stat.)
+0.11
−0.12(syst.) = 1.21
+0.30
−0.28 (5.14)
µZZ = 0.94±0.09(stat.)±0.16(syst.) = 0.94±0.18 (5.15)
with an observed (median) significance of 5.7σ (5.1σ) over the null hypothesis. The post-fit
yields are given in Table 5.8. The ranking plot in Figure 5.8 shows that the uncertainties on
b-tagging and tt¯ Z generator choice have the largest impact in the 4L channel.
5.7.4 Results of the combined tt¯ Z fit
The combined tt¯ Z fit includes all regions from the 3L and 4L individual fits, as well as the 2LOS
channel. The observed signal strength parameter is:
µt t¯Z = 1.05+0.10−0.09(stat.)±0.11(syst.) = 1.05+0.15−0.14 (5.16)
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Table 5.8: The post-fit event yields in the 4L channel signal regions and the ZZ+jets control region
for an integrated luminosity of 36.1 fb−1after the fit to the tetralepton channel only. The expected
(“exp.”) and fitted (“fit.”) total SM contributions are indicated separately. Statistical and systematic
uncertainties are included as described in Section 5.6.
Yields 4L-SF-1b 4L-SF-2b 4L-DF-1b 4L-DF-2b CR-ZZ
Observed 18 14 11 5 144
Total SM (fit.) 14 ± 2.2 11 ± 1.9 12 ± 2.1 8.6 ± 1.7 140 ± 13
tt¯ Z 8.0 ± 2.0 7.3 ± 1.7 8.9 ± 2.2 7.0 ± 1.7 0.15 ± 0.066
ZZ+jets 2.2 ± 0.62 1.0 ± 0.53 0.18 ± 0.068 0 ± 0 140 ± 15
tW Z 1.6 ± 0.49 0.57 ± 0.29 1.6 ± 0.37 0.52 ± 0.28 0 ± 0
tt¯H 0.58 ± 0.078 0.61 ± 0.10 0.67 ± 0.085 0.57 ± 0.094 0 ± 0
Other 0.12 ± 0.037 0.088 ± 0.038 0.20 ± 0.067 0.10 ± 0.029 0.51 ± 0.50
Fakes (FF) 1.9 ± 1.1 1.3 ± 0.83 0.93 ± 0.20 0.39 ± 0.14 6.8 ± 8.6
Total SM (exp.) 12.97±1.33 9.69±1.17 10.95±0.65 7.57±0.88 153.92±24.71
with an observed (median) significance of 8.9σ (8.4σ). The breakdown of the signal sensitivity
per channel is further reported in Table 5.9. The ranking plot in Figure 5.9 shows that the
uncertainties on b-tagging, WZ+jets modelling (in particular in the 3L-Z-1b4j region) and tt¯ Z
generator choice have the largest impact in the combined channels. This is expected, as the
high-statistics 3L channel has a large impact on the fit.
Table 5.9: Expected and observed signal significances for the tt¯ Z processes determined from the fit
to the separate channels and from the combined fit to all tt¯ Z channels.
Channel tt¯Z significance
Expected Observed
2LOS 3.8σ 3.0σ
3L 6.2σ 6.8σ
4L 5.1σ 5.7σ
Combination 8.4σ 8.9σ
5.7.5 Results of the two-dimensional fit
In the two-dimensional fit, both µt t¯Z and µt t¯W are treated as free parameters in all signal regions.
The observed signal strengths are:
µt t¯Z = 1.08±0.14 (5.17)
µt t¯W = 1.44±0.32 (5.18)
with an observed (median) significance of 4.3σ (3.4σ) over the null hypothesis for tt¯W . For
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Figure 5.8: The ranking plot for the tt¯ Z tetralepton channel fit together with the ZZ+jets control
region.
the tt¯ Z process, both the observed and the expected significances are found to be much larger than
five standard deviations. The corresponding observed cross sections are:
σt t¯Z = 0.95±0.08(stat.)±0.10(syst.)pb = 0.95±0.13pb (5.19)
σt t¯W = 0.87±0.13(stat.)±0.14(syst.)pb = 0.87±0.19pb (5.20)
demonstrating good agreement with theoretical predictions [255]:
σ
theory
t t¯Z
= 0.88+0.09−0.11 pb (5.21)
σ
theory
t t¯W
= 0.60+0.08−0.07 pb (5.22)
The observed and predicted cross section are further summarised in Figure 5.10, where it is
apparent that the tt¯W measurement is driving a 1σ tension with the SM prediction. The event yields
after the fit are shown in Figure 5.11 for all the 3L and 4L signal regions, as well as the two control
regions, CR-WZ and CR-ZZ. A breakdown of the impact of relative systematic uncertainties on the
various tt¯ Z fits, both in individual channels and combined, is given in Table 5.10.
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Table 5.10: Impact of the relative statistical and systematic uncertainties in the fits to the individual
channels, the combined tt¯ Z fit (“combined”), and the simultaneous fit to both tt¯ Z and tt¯W (“2D”).
The parameter strengths µt t¯Z are dimensionless quantities; all other numbers are expressed in
percent.
Category 2LOS 3L 4L Combined 2D
µt t¯Z 0.73 1.08 1.21 1.05 1.08
Luminosity 2.6 2.9 2.9 2.9 2.9
CR and simulated sample statistics 14.1 2.0 3.6 2.3 1.8
JES/JER 4.3 4.0 1.1 1.8 1.9
Flavour tagging 6.0 5.8 3.9 4.6 4.2
Other object-related 2.8 3.4 4.8 3.7 3.7
Data-driven background normalisation 14.1 11.2 11.6 2.7 2.4
Modelling of backgrounds from simulation 17.4 6.1 3.6 5.7 5.3
Background cross section 12.1 3.1 1.8 2.5 2.3
Fake leptons — 1.9 2.4 1.7 1.8
tt¯ Z modelling 7.7 5.1 3.9 5.2 4.9
tt¯W modelling — — — 0.3 0.3
Total systematic uncertainty 26.2 10.5 9.5 10.5 10.2
Statistical uncertainty 26.3 11.1 22.3 9.5 8.4
Total uncertainty 38.4 16.4 24.0 14.3 13.0
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Figure 5.9: The ranking plot for the combined fit to all tt¯ Z channels.
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Figure 5.10: The result of the simultaneous fit to the tt¯ Z and tt¯W cross sections along with the
68% (solid line) and 95% (dashed line) confidence level (CL) contours. The cross shows the
SM calculations [255] and their uncertainties, including renormalisation and factorisation scale
uncertainties as well as αs variations.
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Figure 5.11: Event yields in data compared with the results of the fit that extracts σt t¯Z and σt t¯W
simultaneously in the trilepton (top) and tetralepton (bottom) signal regions targeting the tt¯ Z
process. Yields for the control regions used to extract the normalisation of the WZ+jets and
ZZ+jets backgrounds are also shown. The “Other” process contains SM processes with small cross
sections producing three or four prompt leptons (e.g. tt¯H, triboson processes). The shaded band
represents the total uncertainty.
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5.8 EFT interpretation
As previously introduced in Section 1.1.3, the EFT framework provides a model-independent
approach to the parameterisation of possible deviations from the SM predictions. In particular,
BSM effects related to the coupling of the top quark to the Z boson can be represented as a set
of five dimension six operators Oi, associated with a Wilson coefficient Ci, entering the modified
Lagrangian density in the form (Ci/Λ2)Oi, where Λ is the characteristic energy scale of the new
physics [256–258].
These five operators are listed in Table 5.11. The first two of them enter the tt¯ Z vertex as a
linear combination, such that this analysis is only sensitive to their difference. For that reason,
the effect of this combination is evaluated by varying C (3)
φQ
with C (1)
φQ
set to zero. Any observable,
including the event rate itself, is expected to receive corrections of the form
σtotal,i = σSM +
Ci
(Λ/1TeV)2
σ(1)i +
C2i
(Λ/1TeV)4
σ(2)ii , (5.23)
where the linear term results from the interference of the BSM operators with the SM. For
Ci/Λ2 of order 1TeV−2, this interference term dominates for O (3)φQ and Oφt , while the quadratic
term dominates for OtW and OtB. Dedicated samples are generated, implementing computations
at NLO of σ(1)i and σ
(2)
ii for each operator. A fit similar to the tt¯ Z-only combination described
previously is performed, with the Wilson coefficients as parameters of interest. The 2LOS channel
is not included in the fit due to its low sensitivity, and a flat 12% uncertainty is applied to the
normalisation of the SM tt¯ Z prediction, corresponding to the uncertainty in the NLO cross section
computation [255].
The 68% and 95% confidence intervals are shown in Table 5.12, together with previous
constraints on the EFT coefficients. The lower boundary of the 95% confidence interval for Cφt is
at large negative values, which are excluded by indirect constraints. The tt¯ Z measurement provides
competitive constraints for positive Cφt values, and a full likelihood scan of this operator is shown
in Figure 5.12.
Table 5.11: Effective field theory operators considered and their form in terms of SM fields.
Operator Expression
O (3)
φQ
(φ†i←→D Iµφ)(Q¯γµτIQ)
O (1)
φQ
(φ†i←→D µφ)(Q¯γµQ)
Oφt (φ†i←→D µφ)(t¯γµt)
OtW (Q¯σµντI t)φ˜W Iµν
OtB (Q¯σµνt)φ˜Bµν
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Table 5.12: The expected and observed 68% and 95% confidence intervals, which include the value
0, for Ci/Λ2 for the EFT coefficients C (3)φQ, Cφt , CtB and CtW . The intervals for C (3)φQ are derived
setting C (1)
φQ
to zero; the measurement is sensitive to the difference C (3)
φQ
−C (1)
φQ
. All results are
obtained by varying one coefficient at the time and are given in units of 1/TeV2. Previous indirect
68% CL constraints are also quoted [259–262].
Coefficients C (3)
φQ
/Λ2 Cφt/Λ2 CtB/Λ2 CtW/Λ2
Previous indirect constraints at 68% CL [–4.7, 0.7] [–0.1, 3.7] [–0.5, 10] [–1.6, 0.8]
Previous direct constraints at 95% CL [–1.3, 1.3] [–9.7, 8.3] [–6.9, 4.6] [–0.2, 0.7]
Expected limit at 68% CL [–2.1, 1.9] [–3.8, 2.7] [–2.9, 3.0] [–1.8, 1.9]
Expected limit at 95% CL [–4.5, 3.6] [–23, 4.9] [–4.2, 4.3] [–2.6, 2.6]
Observed limit at 68% CL [–1.0, 2.7] [–2.0, 3.5] [–3.7, 3.5] [–2.2, 2.1]
Observed limit at 95% CL [–3.3, 4.2] [–25, 5.5] [–5.0, 5.0] [–2.9, 2.9]
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Figure 5.12: The value of the profile-likelihood test statistic as a function of Cφt/Λ2. Another,
deeper minimum exists for large negative values of Cφt , which is excluded by indirect measurements.
The vertical axis is chosen such that the value of the likelihood function at the minimum near
Cφt = 0 is zero.
6. Update on the inclusive measurement
In this chapter we review the measurement of the inclusive tt¯ Z cross section in multi-lepton
final states using the full Run 2 dataset with 139 fb−1 of pp collisions at
√
s = 13TeV. An updated
analysis strategy is presented in Section 6.1, as well as reconstructed physics objects (Section 6.2)
and event selection (Section 6.3). Signal regions are defined in Section 6.4 and the estimation
of background processes in Section 6.5. Since this measurement is a direct continuation of the
one extensively discussed in the previous chapter, we focus here only on the differences between
the two, before comparing the impact of systematic uncertainties (re-evaluated in Section 6.6) on
the final results in Section 6.7. The author’s contributions concern all these topics in the trilepton
channel. The analysis has been made public by the ATLAS Collaboration in [2].
6.1 Analysis strategy
Motivations for precise measurements of the tt¯ Z cross section were outlined in Chapter 5 and
the Motivation and outline. In this follow-up analysis to the inclusive tt¯V measurement [1], the
focus is placed on tt¯ Z and its cross section measured differentially for the first time at ATLAS (see
Chapter 7). The tt¯W component is therefore removed altogether, along with the 2LOS channel
which was shown to be only difficultly sensitive to tt¯ Z . For the purposes of conducting a differential
cross section measurement, good modelling of the main backgrounds must be ensured, including
normalisations in control regions and data-driven fake lepton estimates, motivating this updated
inclusive measurement.
The same tt¯ Z Monte Carlo samples as described in Section 5.1.1 are used for the nominal
estimate of the tt¯ Z process, but Section 6.6 introduces additional samples with alternative generators
or parton showers to derive modelling systematic uncertainties.
“Event display of a four lepton tt¯ Z candidate”. Image credits: Meirin Oan Evans. c© 2020 CERN.
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6.2 Object definitions
We outline here only the differences in object definitions with respect to Section 5.2. As detailed
in Section 3.2, an important change concerns the reconstruction of electrons, previously using a
sliding-window algorithm and, in what follows, superclusters.
Electrons the signal isolation requirement is updated from FixedCutTight to FCTight. The
ECIDS tool is dropped, as no charge-dependency is required in this version of the analysis.
Muons the signal isolation requirement is updated from FixedCutTightTrackOnly to FCTighTrackOnly.
Jets the definition of light-flavour jets remains identical. The MV2c10 algorithm is used to identify
b-jets, but the b-tagging efficiency is relaxed from 77% to 85% in the differential measurement and
in the 4L channel of the inclusive measurement. In the 3L channel of the inclusive measurement,
a different approach is used, which employs a so-called pseudo-continuous b-tagging (PCBT)
algorithm [263]. This allows for a flexible choice of efficiency working point for the leading and
sub-leading b-tag-valued jets.
The definition of EmissT and the overlap removal algorithm remain identical to those descriped
in Section 5.2.
6.3 Event selection
6.3.1 Triggers
In order to collect events with leptons, dedicated triggers are used whose requirements are sum-
marised in Table 6.1 below. Note the similarity with respect to Table 5.1 for the analysis at 36.1 fb−1.
Di- and multi-lepton triggers were tested and found to provide no significant improvement with
respect to the application of single lepton triggers.
Table 6.1: Summary of trigger pT-thresholds used in the analysis. Commas in the individual pT
selections denote a logical OR of multiple cuts. Different identification and isolation requirements
are used in each trigger, such that their combination is not trivially equivalent to only the first one
listed.
Trigger Data 2015 Data 2016–2018
Electron pT > 24,60,120 GeV pT > 26,60,140 GeV
Muon pT > 20,50 GeV pT > 26,50 GeV
Once events selected by the various triggers have been selected, further offline cuts are applied
to ensure the relevant objects are in the plateau region, where the trigger is fully efficient (see
Figures 3.6 and 3.8). This is done by requiring slightly higher-than-threshold transverse momenta:
for data collected in 2015 (2016–2018), this is pT > 25(27) GeV.
6.3.2 Event cleaning
A number of offline cuts are applied to trigger-selected events. These aim at removing events
recorded during a detector fault (by checking the status of the ECAL and HCAL), non-HS events (by
reconstructing a primary vertex with at least two tracks above the pT > 400 MeV threshold), events
with potential cosmic muons or poorly reconstructed jets (sensitive to large fake-jet contamination).
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6.4 Signal regions
Very similar signal regions to the previous analysis are considered here. In the 3L channel, the
SR previously known as 3L-Z-2b3j and 3L-Z-2b4j are combined into a single, 2-b-jet inclusive
region (3L-Z-2b3j) using a fixed 85% b-tagging efficiency. This combined region is used for
the differential measurement. Switching to a pseudo-continuous b-tagging (PCBT) algorithm
(70% b-tagging efficiency), the new SR 3L-Z-2b3j-PCBT is used for the inclusive measurement.
Similarly, the previous 3L-Z-1b4j becomes 3L-Z-1b4j-PCBT, with a requirement of exactly one
b-tagged jet at 60% efficiency and a veto applied on any additional b-jets at 70% efficiency, ensuring
orthogonality with 3L-Z-2b3j-PCBT. The previous region sensitive to off-shell Z contributions
and Z/γ∗ interference, 3L-noZ-2b4j, is not considered for this measurement. These selections are
summarised in Table 6.2.
The 4L channel SRs do not use PCBT and rely instead on a fixed 85% b-tagging efficiency.
The exact selection criteria are presented in Table 6.3 but the strategy remains mostly identical to
that of the previous analysis, categorising events in terms of b-jet multiplicity and flavour of the
second lepton pair (nominally assigned to the tt¯ system). The cuts on EmissT and pT of the leptons
are adapted as a response to the presence of more background events with increased luminosity.
Table 6.2: Selection criteria for the trilepton signal regions sensitive to tt¯ Z .
Object 3L-Z-1b4j-PCBT 3L-Z-2b3j-PCBT 3L-Z-2b3j
Event cleaning Common to all SRs
Nlep 3
pT of leptons > (27,20,20) GeV
Sum of lepton charges ±1
OSSF lepton pair yes
On-shell Z candidate yes
Njets ≥ 4 ≥ 3 ≥ 3
Nb-jets
1@60% ≥ 2@70% ≥ 2@85%
veto add. b-jets @70%
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Table 6.3: Selection criteria for the tetralepton signal regions sensitive to tt¯ Z .
Object 4L-DF-1b 4L-DF-2b 4L-SF-1b 4L-SF-2b
Event cleaning Common to all SRs
Nlep 4
Njets ≥ 2
OSSF lepton pair yes
On-shell Z candidate yes
pT of leptons > (27,20,20,7) GeV
Z2 leptons e±µ∓ e±e∓, µ±µ∓
|mZ2 −mrefZ | — > 10GeV < 10GeV > 10GeV < 10GeV
EmissT — > 50GeV > 1000GeV — > 50GeV
Nb-jets 1 ≥ 2 1 ≥ 2
6.5 Prediction of the Standard Model backgrounds
The same processes as described in Section 5.5 are still relevant to this analysis. We note here
that the accuracy of Monte Carlo simulations used to estimate most of these backgrounds have
benefitted from updates of their respective generators.
Diboson ForWZ+jets, the leading background with three prompt leptons, the generator is updated
from SHERPA 2.1 to SHERPA 2.2.2 and the PDF set from CT10 to NNPDF3.0NLO. A similar set up
is employed for the simulation of ZZ+jets events. Dedicated control regions for the normalisation
of both processes in the 3L and 4L channels are maintained and further described below.
Single top with vector bosons The samples used to model the tW Z background remain the same.
However, the parton showering for the tZq process is here performed with PYTHIA 8 (PYTHIA 6 in
the previous iteration) and the NNPDF3.0NLO PDF set is used (CTEQ6L1 previously).
Fake leptons A data-driven estimation of the non-prompt lepton background in 3L is still per-
formed using the matrix method described in Section 5.5.3. Thanks to the higher statistics in the 4L
channel at 139 fb−1, this method is also used in all 4L signal regions, instead of the previous fake
factor method.
6.5.1 Three-lepton control region
The selection criteria for the new CR-WZ control region for the WZ (→ ```ν)+jets background is
very similar to that previously shown in Table 5.4 and are given in Table 6.4 below. The cut on
the missing transverse momentum EmissT is dropped, and the veto on b-jets is here understood to
be at an 85% efficiency rather than the 77% used in the previous measurement. The tt¯ Z signal
contamination in CR-WZ is still around the level of 2.5%.
The distribution of the pT of the leading lepton is shown in Figure 6.1. A small overestimation
of the WZ+jets background (≈ 12%) is observed in the total event yields, but also visible in the
kinematic distribution. This effect is mostly absorbed by the normalisation parameter derived in
data and expected to be slightly lower than one.
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Table 6.4: Summary of the selection criteria for the three-lepton control region for WZ+jets.
Object CR-WZ
Nlep 3
Njets ≥ 3
Nb-jets 0
pT of leptons > (27,20,20) GeV
OSSF lepton pair yes
On-shell Z candidate yes
6.5.2 Four-lepton control region
The definition of the tetralepton control region for the ZZ+jets background, presented in Table 6.5,
remains largely unchanged with respect to Table 5.5. A requirement on the transverse momenta of
the leptons is simply added, to bring the kinematic selection of the CR-ZZ closer to that of the 4L
SRs. As can be seen in Figure 6.2, imposing additional cuts on the number of jets (or b-jets) would
significantly reduce the number of events in the CR and any further modelling checks would suffer
from large statistical uncertainties. The tt¯ Z signal contamination in CR-ZZ is < 0.1%.
Table 6.5: Summary of the selection criteria for the four-lepton control region for ZZ+jets.
Object CR-ZZ
Nlep 4
pT of leptons > (27,20,20,7) GeV
OSSF lepton pair yes
On-shell Z candidate yes
Z2 leptons e±e∓, µ±µ∓
|mZ2 −mrefZ | < 10GeV
EmissT ∈ [20,40]GeV
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Figure 6.1: Distributions of the leading lepton transverse momentum pT in the three-lepton CR-WZ
region before the fit. The “Other” background contains SM processes with small cross sections
producing three prompt leptons (e.g. tt¯H , triboson processes). The shaded band represents the total
uncertainty. The last bin in each of the distributions includes the overflow.
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Figure 6.2: Distribution of the jet multiplicity of jets with pT > 25GeV in the four-lepton CR-ZZ
region before the fit. The “Other” background contains SM processes with small cross sections
producing four prompt leptons (e.g. tt¯H , triboson processes). The shaded band represents the total
uncertainty. The last bin in each of the distributions includes the overflow.
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6.6 Systematic uncertainties
6.6.1 Experimental uncertainties
The definition of experimental uncertainties, covering the reconstruction and identification of the
various physics objects used in this analysis remain the same as those detailed in Section 5.6.
The impact of these uncertainties on the final measurement, to be discussed in the next section,
is lowered thanks to the improved statistics available to derive systematic uncertainties on the
reconstruction of all physics objects. For example, we note that the relative uncertainty on the
luminosity estimate at
√
s = 13TeV, which was 2.1% for the 2015–2016 dataset, is now 1.7% for
the 2015–2018 full Run 2 dataset [190].
Improvements in the treatment of theoretical uncertainties, related to the modelling of various
backgrounds, have been made in this analysis and are reported below.
6.6.2 Theoretical uncertainties
In what follows, we consider only changes in the assignment of theoretical uncertainties to the
main backgrounds with respect to Section 5.6.
Diboson Thanks to the new availability of dedicated samples, an additional uncertainty on the
parton shower is considered for both the WZ+jets and ZZ processes, whereby an alternative recoil
scheme is compared to the nominal one. PDF uncertainties are also taken into account [264], with
internal and αs variations of the nominal NNPDF3.0NLO set as well as comparisons to the CT14
[265] and MMHT14 [266] PDF sets. The total uncertainty on the WZ+jets transfer factor from control
region to the combination of 3L signal regions is found to be 12.5%. This represents a significant
improvement with respect to the previous measurement. The treatment of modelling uncertainties
on ZZ+jets remains largely the same. An additional 20% normalisation uncertainty is applied
on both the WZ + c and ZZ + c heavy-flavour components, as well as a 30% uncertainty on the
WZ + b and ZZ + b components. Separating these diboson components helps reflect the different
flavour composition of the CRs and SRs.
Single top with vector bosons The modelling uncertainty on tW Z is made more precise by
including a variation of the renormalisation and factorisation scales by factors of 2 and 12 , as well as
internal NNPDF2.3LO PDF variations. While the parton shower scheme and PDF set for the tZq MC
sample have been updated, the previous conservative uncertainty of 30% on its normalisation [252,
253] is maintained since no new direct measurement of the tZq cross section has been performed
at ATLAS or CMS in the timeframe of this analysis. We note however that a later publication [267]
quotes a 15% uncertainty on the tZq cross section.
Rare SM processes The tt¯H background in particular benefits from an additional flat ±3.6%
PDF uncertainty. The tt¯W process, an additional signal of the previous analysis, is now treated as
a rare SM process (with a contribution below 2% in all regions) and covered by the generic 50%
normalisation uncertainty applied to all such backgrounds.
Signal component An alternative signal sample is generated, also using aMC@NLO for the
matrix elements but interfaced to HERWIG 7 instead of the nominal PYTHIA 8, to derive a parton
shower uncertainty. Since HERWIG uses a different underlying event (UE) tune, this sample
provides additional systematic coverage. Variations of the Var3c parameter of the nominal A14
UE tune are no longer considered as a theoretical uncertainty, but rather used to cross-check the
above parton shower uncertainty. Additionally, it is worth noting that the A14 tune wasn’t derived
in the context of tt¯ Z production but tt¯ instead, and that such biases should be avoided for a very
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first differential measurement of the tt¯ Z cross section, granted the A14 uncertainty is covered by the
PS one. This is indeed the case, as can be seen in Table 6.6 below. Similarly, an alternative signal
sample is simulated with the SHERPA 2.2.1 generator at NLO accuracy and using the NNPDF3.0NLO
PDF set [170]. An additional SHERPA 2.2.1 sample, produced in the later stages of this analysis,
includes the production of two additional partons at LO (multi-leg) and surpasses the precision of
the nominal signal sample; therefore, the uncertainty related to the choice of generator is taken
from the former NLO sample, while the latter NLO+LO is reserved for comparison purposes
in the differential part of the analysis (see Chapter 7. This generator uncertainty is found to be
well covered already by scale, PDF and parton shower variations. To avoid double-counting of
uncertainty sources, it is not included in the final theoretical uncertainties for tt¯ Z .
Table 6.6: Summary of the relative differences on the nominal tt¯ Z yields in each region as a
function of the signal modelling systematics. These are: HERWIG 7 for the parton shower (PS), the
µF and µR scales varied by factors of 2 (S↑) and 12 (S↓), internal up and down PDF scale variations
(PDF ↑ and ↓) as well as PDF choice (PDF C). Also shown are additional variations that would
induce double-counting of systematic sources if included in the fit: SHERPA 2.2.1 at NLO for the
generator (GEN), and up and down variations of Var3c parameter of the A14 tune (A14 ↑ and ↓).
All numbers are given in percent.
Region PS S↑ S↓ PDF↑ PDF↓ PDF C GEN A14↑ A14↓
3L-Z-2b3j -5.7 -0.8 +0.3 +2.7 -2.7 -0.1 +2.9 +1.1 -1.6
3L-Z-1b4j-PCBT -6.0 -1.8 +0.8 +2.1 -2.1 -0.4 -4.3 +3.4 -4.2
3L-Z-2b3j-PCBT -1.7 -0.8 +0.4 +2.7 -2.7 -0.2 +6.4 +1.6 -1.2
4L-SF-1b -11.0 -0.4 +0.1 +2.6 -2.6 -0.1 -6.6 +3.5 -3.2
4L-SF-2b -5.8 -0.4 +0.1 +2.6 -2.6 -0.1 +4.8 +0.6 -1.2
4L-DF-1b -6.8 -0.2 +0.1 +2.8 -2.8 -0.3 -3.9 +1.5 -2.6
4L-DF-2b -6.3 -0.4 +0.2 +2.7 -2.8 -0.2 +4.2 +3.1 -1.8
3L/4L combined -5.6 -0.7 +0.3 +2.7 -2.7 -0.2 +2.7 +0.9 -1.5
6.7 Results
6.7.1 Fit strategy
Several fits are performed, following a similar prescription as to what was described in Section 5.7:
first individually to each channel, and then to the combination of both channels. The 3L signal
regions, 3L-Z-1b4j-PCBT and 3L-Z-2b3j-PCBT, are combined in both cases. In the 3L fit only, the
ZZ+jets background is fixed to its nominal value and is allowed to vary within an uncertainty of
50%.
Given the additional uncertainties associated with the heavy-flavour composition of theWZ+jets
and ZZ+jets backgrounds, corresponding nuisance parameters θb and θc are used as well as a
nuisance parameter to cover the extrapolation from CR to SR, θe. For instance, the number of
WZ+jets events in the 3L combined SR, N (WZ ), can be written as:
N (WZ ) = µWZ · (1+0.125)θe ·
(
N (WZ + l)+ (1+0.2)θc · N (WZ + c)+ (1+0.3)θb · N (WZ + b)
)
,
(6.1)
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and similarly for ZZ+jets.
6.7.2 Results in the 3L channel
In the trilepton channel (combination of signal regions 3L-Z-1b4j-PCBT and 3L-Z-2b3j-PCBT),
including the control region CR-WZ, the observed results are:
µt t¯Z = 1.21±0.07(stat.)+0.11−0.10(syst.) = 1.21+0.13−0.12 (6.2)
µWZ = 0.95±0.03(stat.)+0.10−0.09(syst.) = 0.95+0.11−0.10 (6.3)
The post-fit event yields are given in Table 6.7. The systematic uncertainty ranking plot in
Figure 6.3 shows that the uncertainty associated with the modelling of tW Z is leading in impact,
followed by the parton shower and PDF scale components of the tt¯ Z theoretical uncertainty.
Table 6.7: The post-fit event yields in the 3L channel signal regions and the WZ+jets control region
for an integrated luminosity of 139 fb−1after the fit to the trilepton channel only. The expected
(“exp.”) and fitted (“fit.”) total SM contributions are indicated separately. Statistical and systematic
uncertainties are included as described in Section 6.6.
Yields 3L-Z-2b3j-PCBT 3L-Z-1b4j-PCBT CR-WZ
Observed 343 272 1569
Total SM (fit.) 330 ± 14 290 ± 13 1600 ± 41
tt¯ Z 250 ± 18 190 ± 15 44 ± 11
WZ + b 14 ± 4.9 24 ± 8.1 14 ± 4.6
WZ + c 1.9 ± 0.60 11 ± 2.7 210 ± 39
WZ + l 0.20 ± 0.20 2.2 ± 1.7 1100 ± 84
ZZ+jets 2.6 ± 1.3 4.7 ± 2.4 140 ± 71
tW Z 19 ± 7.3 22 ± 4.7 12 ± 1.9
tZ 21 ± 3.8 8.1 ± 1.7 6.3 ± 1.3
tt¯W 4.4 ± 2.1 1.5 ± 0.70 0.70 ± 0.30
tt¯H 2.8 ± 0.30 1.6 ± 0.20 0.50 ± 0.10
Fakes (MM) 11 ± 5.4 23 ± 11 67 ± 32
Other 1.5 ± 0.70 0.70 ± 0.40 13 ± 7.8
Total SM (exp.) 290 ± 18 280 ± 27 1700 ± 160
6.7.3 Results in the 4L channel
In the tetralepton channel (signal regions 4L-SF-1b, 4L-SF-2b, 4L-DF-1b and 4L-DF-2b), including
the control region CR-ZZ, the observed results are:
µt t¯Z = 1.22+0.15−0.14(stat.)
+0.11
−0.10(syst.) = 1.22
+0.19
−0.17 (6.4)
µZZ = 1.09±0.05(stat.)+0.10−0.09(syst.) = 1.09+0.11−0.10 (6.5)
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Figure 6.3: The ranking plot for the tt¯ Z trilepton channel fit together with the WZ+jets control
region.
The post-fit yields are given in Table 6.8. The systematic uncertainty ranking plot in Figure 6.4
shows that the parton shower and PDF scale components of the tt¯ Z theoretical uncertainty have the
largest impact on the measurement in the 4L channel, followed by the uncertainties on the electron
identification efficiency and the normalisation of the ZZ+jets background.
6.7.4 Results of the combined tt¯ Z fit
The combined tt¯ Z fit includes all regions from the 3L and 4L individual fits (including CR-WZ and
CR-ZZ). The observed signal strength parameter is:
µt t¯Z = 1.22±0.06(stat.)+0.10−0.09(syst.) = 1.22+0.11−0.10 (6.6)
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Table 6.8: The post-fit event yields in the 4L channel signal regions and the ZZ+jets control region
for an integrated luminosity of 139 fb−1after the fit to the tetralepton channel only. The expected
(“exp.”) and fitted (“fit.”) total SM contributions are indicated separately. Statistical and systematic
uncertainties are included as described in Section 6.6.
Yields 4L-SF-1b 4L-SF-2b 4L-DF-1b 4L-DF-2b CR-ZZ
Observed 19 33 33 32 539
Total SM (fit.) 23 ± 1.8 36 ± 2.4 26 ± 1.8 30 ± 2.1 540 ± 23
tt¯ Z 14 ± 1.6 27 ± 2.2 19 ± 1.7 27 ± 2.2 0.77 ± 0.11
ZZ + l 1.7 ± 0.56 0.90 ± 0.41 0.44 ± 0.13 0.020 ± 0.010 490 ± 23
ZZ + c 0.95 ± 0.33 1.2 ± 0.43 0.19 ± 0.060 0.020 ± 0.010 21 ± 4.9
ZZ + b 1.1 ± 0.41 2.8 ± 1.1 0.23 ± 0.10 0.080 ± 0.030 15 ± 4.7
tW Z 2.6 ± 0.25 2.1 ± 0.64 3.7 ± 0.71 2.2 ± 0.68 0.10 ± 0.17
tt¯H 0.46 ± 0.040 0.76 ± 0.070 0.56 ± 0.050 0.78 ± 0.070 0.010 ± 0.
Fakes (MM) 0.70 ± 0.31 0.91 ± 0.36 0.88 ± 0.46 0.27 ± 0.13 7.9 ± 3.1
Other 0.66 ± 0.33 0.25 ± 0.12 0.71 ± 0.36 0.22 ± 0.11 0.96 ± 0.47
Total SM (exp.) 21 ± 2.4 32 ± 3.1 23 ± 2.0 26 ± 1.5 510 ± 45
The corresponding observed cross section is:
σt t¯Z = 1.09±0.05(stat.)+0.09−0.08(syst.)pb = 1.09±0.10pb (6.7)
demonstrating agreement with the most recent (NLO+NNLL) theoretical prediction [35]:
σ
theory
t t¯Z
= 0.863+0.09−0.10(scale)±0.03(PDF+αs)pb (6.8)
The ranking plot in Figure 6.5 shows that the uncertainty associated with the modelling of
tW Z is leading in impact, followed by the parton shower and PDF scale components of the tt¯ Z
theoretical uncertainty. The predominance of the tW Z modelling uncertainty is expected, as the
high-statistics 3L channel has a large impact on the fit due to its statistical power.
The event yields after the fit are shown in Figure 6.6 for all the 3L and 4L signal regions, as
well as the two control regions, CR-WZ and CR-ZZ. A breakdown of the impact of systematic
uncertainties on the combined tt¯ Z fit is given in Table 6.9. Figure 6.7 shows the distributions of the
jet multiplicity of jets with pT > 25GeV and the transverse momentum of the leading lepton in the
3L channel after the combined fit, and Figure 6.8 the same variables in the 4L channel.
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Table 6.9: List of relative uncertainties in the measured cross sections of the tt¯ Z process from
the combined fit to all channels. The uncertainties are symmeterised and grouped into categories.
The quadratic sum of the individual uncertainties may not be equal to the total uncertainty due to
correlations introduced by the fit.
Uncertainty ∆σt t¯Z/σt t¯Z [%]
Flavour tagging 2.8
tW Z modelling 2.7
tt¯ Z parton shower 2.6
tt¯ Z PDF 2.6
Fake leptons 2.5
Data-driven background normalisation 2.4
Lepton 2.2
Jets+EmissT 2.0
Luminosity 2.0
Other backgrounds 1.2
tt¯ Z scale 1.0
Pile-up 0.6
Total systematic uncertainty 7.6
Statistical uncertainty 5.1
Total uncertainty 9.1
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Figure 6.4: The ranking plot for the tt¯ Z tetralepton channel fit together with the ZZ+jets control
region.
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Figure 6.5: The ranking plot for the combined fit to all tt¯ Z channels.
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Figure 6.6: Event yields in data compared with the results of the fit that extracts σt t¯Z simultaneously
in the trilepton (left) and tetralepton (right) signal regions. Yields for the control regions used to
extract the normalisation of the WZ+jets and ZZ+jets backgrounds are also shown. The “Other”
process contains SM processes with small cross sections producing three or four prompt leptons
(e.g. tt¯H , triboson processes). The shaded band represents the total uncertainty.
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Figure 6.7: Distributions of the jet multiplicity of jets with pT > 25GeV in 3L-Z-1b4j-PCBT (left)
and transverse momentum pT of the leading lepton in 3L-Z-2b3j-PCBT (right) in the 3L channel
after the combined fit to all 3L and 4L channels. The “Other” background summarises all small
SM backgrounds. The shaded band represents the total uncertainty.
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Figure 6.8: Distributions of the jet multiplicity (left) and transverse momentum pT of the leading
lepton (right) in the combination of all 4L signal regions after the combined fit to all channels. The
“Other” background summarises all small SM backgrounds. The shaded band represents the total
uncertainty.

7. Differential cross section measurement
In this chapter we review the differential measurement of the tt¯ Z cross section in the multi-
lepton final state using the full Run 2 dataset with 139 fb−1 of pp collisions at
√
s = 13TeV. We start
by motivating the choice of phase-space to unfold to and the selection of variables in Section 7.1,
before describing the various tests performed (Section 7.2) before obtaining the final differential
results in Section 7.3. Further results are available in Appendix A. The terminology used here was
introduced in Section 4.2. The work described in what follows is the author’s main and largest
contribution to the ATLAS Collaboration paper [2] covered in this and the previous chapter.
7.1 Event reconstruction and differential variables
Both the 3L and 4L channels described in Section 6.4 are used at reconstruction-level, as well as
the combination of both channels. The background modelling strategy is the same as that of the
inclusive measurement, and the fitted scale factors for the diboson backgrounds, µWZ and µZZ ,
are used. There is only one signal region in the 3L channel, 3L-Z-2b3j; in the 4L channel, all four
orthogonal signal regions are combined into one selection (through a logical OR).
7.1.1 Fiducial volumes in the 3L channel
The parton-level fiducial volume in the 3L channel is defined as the top quark pair decaying
semi-leptonically (e, µ + jets only) and the Z boson decay dileptonically via Z → ee, µµ. Events
featuring tau leptons which originate directly from either the Z (via Z → ττ) or the W bosons from
the tt¯ system (via W → τντ) are removed from the fiducial volume and are not considered for the
unfolding, regardless of their subsequent decay. The differential variables are reconstructed from
the top quarks after final state radiation, immediately prior to their decays. The invariant mass of
the two leptons from the Z decay is required to be within 15GeV of the mZ value from [20].
The particle-level fiducial volume is constructed to emulate the reconstruction-level 3L-Z-2b3j
inclusive region: exactly three leptons with the same pT requirements as in Table 6.2, an OSSF pair
“Makalu”. Photo credits: Michał Kosmulski. c©Creative Commons.
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of leptons within an invariant mass at most 10GeV away from mZ , and at least three jets, two of
which must be b-tagged (ghost-matched to a B-hadron [227]).
7.1.2 Top reconstruction in the 3L channel
The tt¯ reconstruction of 3L events is limited to the leptonic-side top quark; no full reconstruction
of the tt¯ system is performed. This partial reconstruction allows for two variables to be used
for the differential measurement: the absolute difference in rapidity between the Z boson and
the leptonic-side top quark, and the absolute angular separation between the Z boson and the
leptonic-side top quark in the transverse plane. Although the analogous two variables constructed
from leptons alone are more straightforward, those incorporating the reconstructed leptonic-side
top quark offer greater sensitivity to the underlying top quark kinematics, recognisably at the cost
of degraded resolution.
For the reconstruction- and particle-level definitions of the above variables, the assumption is
that the neutrino from the leptonically decaying W boson represents the dominant source of missing
energy in the event. Both the magnitude and the azimuthal angle in the transverse plane of the
EmissT are assigned to the neutrino directly. The invariant mass of the neutrino and the lepton not
associated to the Z (referred to as the non-Z lepton), added together by means of a 4-vector sum, is
set to be 80.385GeV. The application of such a W mass constraint allows for the determination of
the neutrino momentum in the z-direction (pνz) via a quadratic equation of the form:
Ap2νz + Bpνz +C = 0, (7.1)
which we previously solved in Section 3.4. In the above expression, the terms A, B and C
depend solely on the neutrino pT and φ, the fixed value of the W mass and the kinematics of the
non-Z lepton. In the case that the discriminant of the equation is positive (B2 > 4AC), two possible
values of pνz are obtained. These two values, which give rise to two unique candidate neutrino
4-vectors, are both considered for the subsequent step.
For a certain fraction of events, the values of A, B and C will be such that the discriminant of
the quadratic equation is negative, yielding no real solutions. This was found to be roughly 35%
in the case of simulated signal tt¯ Z events. In such cases the EmissT (or, equivalently, the assigned
neutrino pT) can be decreased in incremental steps of 100MeV until such time as a single solution
for pνz can be found; this is equivalent to solving analytically for the value of pT which yields a
non-negative discriminant (B2 = 4AC).
The single neutrino candidate (or pair of neutrino candidates where applicable) is then combined
with a jet in order to form the reconstructed top quark candidate. For the reconstruction-level
definition of the variables, only the two jets with the highest b-tagging output weight are considered;
the jet which gives the smallest ∆R separation from the given `ν system is selected. Since the
∆R(W, jet) criterion is applied separately for the two neutrino solutions (where applicable), it is
possible that the selected jets for the two candidate neutrinos differ. In the case of the particle-level
definition the same procedure is applied, but for the jet selection, only those jets in the event which
have been ghost-matched to B-hadrons from the truth record are considered. Since the particle-level
fiducial volume for 3L requires at least two such jets, there could in principle be events with
additional ghost-matched b-jets; in such rare cases only the leading two jets, ordered in pT, are
considered.
An output weight from the leptonic-side top quark reconstruction is defined based on the
invariant mass distribution from correctly reconstructed top quarks in simulated tt¯ Z events (mb`ν);
the reconstructed top quarks used to fill the distribution are formed from the parton-level neutrino
and the reconstruction-level lepton and jet matched to the corresponding parton-level objects. In
this sense, the weighting function represents the idealised distribution one could hope to achieve
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with a perfect assignment of reconstruction- to parton-level objects, barring any residual corrections
to the object kinematics. Such an approach was adopted over the use of a χ2 variable in order to
account for the asymmetric and non-Gaussian nature of the distribution.
For events with two possible top quark candidates, the two invariant masses are assigned an
output weight based on the interpolation of the mb`ν distribution described above. The top quark
with an invariant mass most consistent with a leptonically decaying top quark is selected; the other
solution, where applicable, is not considered at any later point.
7.1.3 Fiducial volumes in the 4L channel
The parton-level fiducial volume in the 4L channel is defined as a top quark pair decaying dileptoni-
cally (ee, eµ, µµ only) and the Z boson decaying via Z → ee, µµ. As in the case of the trilepton
fiducial volume, events featuring tau leptons from the decays of either the Z or W bosons, are
removed. The invariant mass of the two leptons from the Z decay is also required to be within
15GeV of the mZ value from [20].
Similarly, the particle-level fiducial definitions mimic those of the combination of 4L signal
regions at reconstruction-level in Table 6.3: exactly 4 leptons (with the same pT requirements as in
Table 6.3), making up one OSSF pair (Z candidate) and one OS pair (leptons from the tt¯ system),
and at least two jets, including one b-jet (through ghost-matching).
7.1.4 tt¯ reconstruction in the 4L channel
In the tetralepton channel a reconstruction of the tt¯ system is performed, but in the transverse
plane only. The underlying assumption is that the two neutrinos from the tt¯ decay represent the
only source of missing transverse momentum in the event; the EmissT can therefore be taken to be a
reasonable proxy for the vector sum of the neutrino momenta in the φ-plane.
Such a partial reconstruction avoids having to determine the full kinematics of the two neutrinos
separately, while still allowing for two of the variables used for the differential measurement: the
transverse momentum of the tt¯ system, and the absolute azimuthal separation between the tt¯ system
and the Z boson.
In order to perform the reconstruction, it is necessary to identify the lepton pair associated with
the Z boson, and the lepton pair associated with the top quark pair and both b-jets.
The selection of the two b-jets is different at particle- and reconstruction-level. At reconstruction-
level, the two jets with the highest b-tagging weight are considered to be the b-jets from the top
quark pair. In case of exactly one b-jet at particle-level, the jet with the highest pT (from the
collection of remaining jets) is considered to be the other b-jet from the top quark pair. Where at
least two b-jets are available, the leading two in pT are selected.
For both the reconstruction- and particle-level definitions, the transverse missing energy is
added in a vector sum in the φ-plane to the two charged leptons not associated to the Z boson and
the two selected jets, to yield a candidate vector for the transverse momentum of the tt¯ system.
7.1.5 Definition of differential variables
Table 7.1 summarises the definitions of the variables used for the unfolding in order to perform a
differential cross section measurement. Two of the variables, namely the transverse momentum
and the absolute rapidity of the Z boson, are defined for the orthogonal combination of 3L and 4L
events, whereas other variables are considered only in the individual channels. In the remainder
of this chapter, we will focus only on these two Z kinematic variables. The results for all other
variables can be found in Appendix A.
The number of reconstructed jets is defined only at reconstruction- and particle-level. Fur-
thermore, since the nominal number of jets expected from the leading-order tt¯ Z process differs
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between the 3L and 4L channels, the Njets variable is treated separately in each, rather than taking
the combination of both channels.
The motivation for the set of variables outlined in Table 7.1 is outlined briefly in what follows.
The transverse momentum of the non-Z lepton in the 3L channel provides a good test of the pT
modelling of the top quarks and the hard-scatter decay products in the MC generator. It is also
sensitive to the modelling of initial- and final-state radiation. The pT of the leptonic-side top quark
itself probes the same underlying physics – there one gains additional sensitivity to the modelling
of top quark kinematics, but at the cost of degraded resolution due to jet energy response- and
resolution-related effects, as well as the combinatorial and reconstruction effects introduced from
the choice of Njets assignment and the unknown neutrino 4-vector. Since other variables also involve
the reconstructed top quark, the non-Z lepton pT is here preferred over the full top quark pT. The
absolute azimuthal and rapidity separations between the Z boson and the leptonic-side top quark in
the 3L channel, the absolute azimuthal separation between the tt¯ system and the Z boson in the 4L
channel, and the combined-channel variables involving the Z kinematics, all directly probe the SM
tt¯ Z vertex and their distributions therefore offer sensitivity to a number of non-SM effects which
could modify the top-Z coupling (as made explicit in Section 1.1.3).
The jet multiplicity is a natural variable in order to provide comparisons between different
generator models as well as models of the parton-shower and hadronisation.
In the 4L channel, the transverse momentum of the tt¯ system, similarly to the pT of the non-Z
lepton above, offers sensitivity to the generator modelling for the hard-scatter process as well as
ISR and FSR, and the effect of various MC shower tunes. The same is the case for the absolute
angular separation between the two leptons from the tt¯ system, which in addition offers sensitivity
to possible non-SM effects which could modify the spin-correlation between the two top quarks.
Table 7.1: Observables defined for the differential measurements. The direct Z kinematics, mea-
sured in the combination of the 3L and 4L channels, are the focus of this chapter.
Variable Definition Region
Njets Number of selected jets with pT > 25GeV and |η | < 2.5 3L
p` non−ZT Transverse momentum of the lepton not associated with the Z boson 3L
|∆φ
(
Z, tlep
)
| Absolute angular separation between the Z boson and the leptonic-side top quark 3L
|∆y
(
Z, tlep
)
| Absolute rapidity separation between the Z boson and the leptonic-side top quark 3L
Njets Number of selected jets with pT > 25GeV and |η | < 2.5 4L
|∆φ
(
`+t , `
−
t¯
)
| Absolute angular separation between the two leptons from the reconstructed tt¯ system 4L
pt t¯T Transverse momentum of the reconstructed tt¯ system 4L
|∆φ (tt¯, Z ) | Absolute angular separation between the Z boson and the reconstructed tt¯ system 4L
|yZ | Absolute rapidity of the Z boson 3L+4L
pZT Transverse momentum of the Z boson 3L+4L
7.2 Unfolding tests
The unfolding of the selected differential variables consists in the inversion of the corresponding
migration matrices through the iterative Bayesian procedure described in Section 4.2.4. A number
of tests are performed to validate the method and are the focus of this section. For simplicity, only
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examples related to the two Z kinematic variables in the combination of the 3L and 4L channels,
pZT and |yZ |, will be shown.
We start by defining an algorithm to extract the best possible choice of binning for each variable,
before fixing the regularisation of this particular unfolding method: the number of iterations.
Closure tests are performed to assess possible biases, while MC- and data-driven stress tests gauge
the ability of the unfolding procedure to return the correct unfolded spectra. The impact of limited
MC statistics is also discussed. Finally, alternative unfolding methods are checked and shown to
underperform the current choice of IBU.
7.2.1 Binning optimisation
A binning optimisation algorithm has been designed, taking into account two main effects of the
investigated choice of binning: the statistical uncertainty in each bin, and the diagonal elements
of the migration matrix for each observable. For a given input setting of the maximum desired
statistical uncertainty and minimum accepted value of the elements along the diagonal of the
migration matrix, the algorithm returns viable configurations between 3 and 10 bins. A scan is
performed among several such input requirements: from 30% to 50% (in steps of 10%) for the
maximum uncertainty, and from 50% to 90% (in steps of 5%) for the diagonal elements. The final
decision of binning is ultimately left to the discretion of the analyser, based on further considerations
such as the physical motivation of a given binning solution for a particular observable, the impact
on the pull tests (described below) or simply the final number of bins.
The algorithm proceeds as follows: starting with a fine binning of the variable being considered,
the bins are merged from left to right (or vice-versa, depending on the shape of the reconstruction-
level signal distribution) recursively, until both requirements are satisfied. Once the current coarse
bin meets those requirements, its range is fixed and the algorithm proceeds to merge the next series
of fine bins into coarse ones. It may happen that the final few fine bins (extreme left or right) are not
sufficient to produce a validated coarse bin; nonetheless they are merged together (sub-optimally)
for the final result. It is often the case that, in those sub-optimal cases, the analyser takes the
decision to merge them into the neighbouring validated bin.
Table 7.2 below reports the final choice of binning for all observables considered in the
differential analysis. Although independent bin ranges could be used for the particle- and parton-
level measurements, they are here kept the same for simplicity (assuming insignificant differences
in the final result).
7.2.2 Number of iterations
To optimise the number of iterations (the regularisation parameter of IBU) used in the unfolding
for each variable at particle- and parton-level, the entire signal tt¯ Z MC sample is used to derive
migration matrices and efficiency and acceptance corrections. The reconstruction-level distribution
is smeared bin-wise according to Poisson statistics to form a pseudo-experiment; 10,000 pseudo-
experiments are generated in this way. Each pseudo-experiment is unfolded with up to ten iterations.
After each iteration, the unfolded result in each pseudo-experiment is compared to that of the
previous iteration (for the first iteration, to the truth distribution) and a χ2/NDF discriminant is
computed. The convergence of this series of χ2/NDF values, averaged over pseudo-experiments,
as well as the relative unfolding uncertainty (the statistical uncertainty on the unfolded result, after
error propagation through the IBU equations in Section 4.2.4) averaged over bins and pseudo-
experiments, is reported in Figure 7.1.
The optimal number of iterations for a given observable (at particle- and parton-level indepen-
dently) is determined from a combination of low statistical uncertainty and stabilised χ2/NDF.
Table 7.3 summarises the findings of this test. Hereafter, the optimised number of iterations for
each variable is used in all further tests, as well as in the final differential results.
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Table 7.2: Optimised bin ranges for each observable to be unfolded in the differential measurement
of the tt¯ Z cross section.
Variable Binning
Njets [3,4,5,10] 3 bins
p` non−ZT [0,40,65,105,500] GeV 4 bins
|∆φ
(
Z, tlep
)
| [0,0.34,0.82,1] 3 bins
|∆y
(
Z, tlep
)
| [0,0.57,1.8,4.5] 3 bins
Njets [2,3,4,5,7] 4 bins
|∆φ
(
`+t , `
−
t¯
)
| [0,0.31,0.59,0.80,1] 4 bins
pt t¯T [0,67,140,236,600] GeV 4 bins
|∆φ (tt¯, Z ) | [0,0.73,0.93,1] 3 bins
|yZ | [0,0.10,0.25,0.42,0.64,0.84,1.08,1.33,2.50] 8 bins
pZT [0,40,70,110,160,220,290,1000] GeV 7 bins
Table 7.3: Optimal number of iterations derived for each variable using the iterative unfolding
method.
Variable Particle Parton
Njets 4 –
p`non−ZT 3 3
|∆φ(Z, tlep) | 4 5
|∆y(Z, tlep) | 4 5
Njets 4 –
|∆φ(`+t , `−t¯ ) | 2 3
pt t¯T 3 4
|∆φ(tt¯, Z ) | 5 5
|yZ | 3 3
pZT 3 3
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Figure 7.1: Particle-level (top row) and parton-level (bottom row) summary plots for the test of
the number of iterations for the observables pZT (left) and |yZ | (right) in the combined 3L and 4L
channels.
7.2.3 Closure tests
The goal of the closure tests is to demonstrate that the IBU algorithm is able to correctly unfold
data which are fluctuated around their nominal values. Similar pseudo-experiments as described
for the test of the number of iterations are used. For each bin i of a given observable and each
pseudo-experiment j, the pull pji is computed as
pji =
x ji − ti
σ(x ji )
, (7.2)
where x ji denotes the unfolded value in bin i for pseudo-experiment j, ti the corresponding
generator-level bin content and σ(x ji ) the uncertainty on x
j
i . Examples of such pull distributions
are shown in Figure 7.2, together with a line of best fit to a Gaussian function. Summary plots are
then produced by displaying the fitted pull mean and widths as a function of the bin number, as in
Figure 7.3.
In Figure 7.2 it is visible that the Gaussian fit is an imperfect approximation to the pull
distribution, which exhibits a more populated tail in the left than in the right. This was found to be
caused by limited statistics in the 4L signal regions in particular. Fitting these shapes with a normal
Gaussian function results in slightly shifted mean and width values. This is explicitly apparent in
Figure 7.3, where the pull mean in each bin is consistently lower than zero. To better understand
this non-Gaussianity, we first consider a simple toy MC example.
Towards a modified pull definition
If there are no acceptance and efficiency corrections to apply (assumed to be identically unity),
and the migration matrix is diagonal, the unfolding is trivial. The unfolded spectrum should by
construction agree with the generator-level distribution. When the reconstructed spectrum is first
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Figure 7.2: Example of pull distributions for the third bin of pZT at particle-level (left) and |yZ | at
parton-level (right). The solid red line corresponds to the fitted Gaussian function.
smeared according to Poisson statistics in a large enough number of pseudo-experiments, the
resulting unfolded spectrum for each bin will inherit the same smeared shape as at reconstruction-
level. Thus the unfolded spectrum will also follow Poisson statistics.
For a large number of events in each bin, the underlying Poisson distribution converges, to a
good approximation, to a Gaussian one. This assumption is however challenged in the 4L channel,
where ∼ 15 events are expected in each bin. A simple toy MC is thrown, by generating 106 random
numbers distributed around a Poisson distribution with parameter λ = 15. This example is shown
in Figure 7.4, together with a Gaussian fit. Using the pull definition from (7.2), we first note
that subtracting the generator-level component does not affect the shape of this toy distribution
but simply shifts it by a constant value across all pseudo-experiments. The source of any shape
differences must then lie in the denominator of this pull definition, namely the uncertainty on the
unfolded value. For our toy MC, this uncertainty is simply
√
x, and is indeed the cause of the
overpopulated left tail of the pull distributions in Figure 7.2.
This overpopulation effect in the tails is mitigated by large bin contents, as is shown in the
bottom right plot of Figure 7.4. To remove this effect altogether, we can substitute the pseudo-
experiment-dependent denominator term σ(x ji ) in (7.2) for a comensurate but constant one: the
bin-wise uncertainty after unfolding of the nominal (unsmeared) distribution, σ(xnomi ). The
modified pull definition is then
pji =
x ji − ti
σ(xnomi )
, (7.3)
and is applied to our toy MC in Figure 7.5, which demonstrates the expected pull behaviour:
a mean close to zero and a width close to one, indicative of no bias and properly estimated
uncertainties.
A further complication arises upon transitioning from this toy model to the physical MC
samples. For low bin contents, following non-Gaussian Poisson statistics, the discreteness of
the resulting pseudo-experiments would yield highly binning-dependent pull fit results. The off-
diagonal elements of the migration matrix, together with the acceptance and efficiency corrections,
cause additional smearing in the unfolded spectrum, ultimately producing spikes in the pull
distribution, that broaden with degrading migration matrix. This is clearly shown in Figure 7.6 for
the variable |yZ |, which enjoys a highly diagonal migration matrix. The variable Njets is also shown
to illustrate a substantially less diagonal migration matrix.
To avoid an extraction of inappropriate values of the pull mean and width from a Gaussian fit,
these values are rather calculated as the arithmetic mean µ and root mean square error σ from the
set of all pull values, following standard definitions:
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Figure 7.3: Particle-level (top row) and parton-level (bottom row) plots summarising the fitted pull
mean and width in each bin of the observables pZT (left) and |yZ | (right) in the combined 3L and 4L
channels.
µ =
1
N
N∑
i=1
xi (7.4)
σ =
√√
1
N
N∑
i=1
(xi − µ)2 (7.5)
Using the modified pull definition of (7.3) and a direct calculation of its mean and width,
the results originally presented in Figure 7.3 are corrected in Figure 7.7, demonstrating that the
unfolding procedure is stable with respect to fluctuations in data.
Closure tests using independent datasets
In order to exclude any bias in the unfolding introduced by using the same MC sample for both
building the migration matrix and deriving the acceptance and efficiency corrections, as well as for
the input reconstruction- and generator-level distributions, the full MC sample is randomly split
into two halves (statistically independent subsets). These two statistically independent datasets are
then used for the same (updated) closure test described in the previous subsection. The first half of
the events, used for constructing the migration matrix and calculating the extrapolation corrections,
is referred to as the training sample, while the remaining half, from which the reconstruction-level
distribution is taken, as the testing sample.
Reconstruction-level distributions from the testing sample are smeared according to Poisson
statistics and unfolded. The summary pull plots based on this test are depicted in Figure 7.8. These
plots exhibit a significant deviation from zero for the pull means, which would typically suggest that
the unfolding is biased. However, this was found to be yet another effect of limited MC statistics.
Indeed, the ratio of nominal distributions at reconstruction-level, shown in Figure 7.9 seem to be
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Figure 7.4: 106 random numbers are drawn following a Poisson distribution with parameter λ = 15
(top). The corresponding pull distribution is obtained by subtracting the generator-level contribution
and dividing by the uncertainty on the unfolded bin content (bottom left). The procedure is repeated
for a different choice of parameter, λ = 1500 (bottom right). Gaussian fits are displayed as a solid
red line.
strongly correlated to these variations in the pull means. This suggests not an inherent bias but an
effect of the choice of training and testing samples, and will be studied further in the next section.
7.2.4 Impact of limited MC statistics
Since the signal MC has only a limited number of events, the statistical uncertainty of the MC has
to be taken into account. The statistical fluctuations in MC have an effect on migration matrices,
efficiency and acceptance corrections, most notably causing the non-closure effects observed in the
preceding subsection. In order to estimate this non-closure, the following test is performed.
As in the previous subsection, the MC signal sample is randomly split into two parts of
equal size, defining a training and a testing sample. Pseudo-experiments are generated from
Poisson smearing of the reconstruction-level testing distribution. The mean value of the relative
difference between the unfolded quantity and the underlying generator-level distribution, “(unfolded-
truth)/truth”, is computed over a million pseudo-experiments. This entire process for 2,000 random
seeds, i.e. 2,000 different random splittings of the signal MC sample.
The RMS of the resulting distribution of means of relative differences described above is an
estimate of the expected MC statistical uncertainty for a particular bin and observable. These are
summarised in Table 7.4. An example of such distributions is shown in Figure 7.10, specifically in
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(7.3). A Gaussian fit is displayed as a solid red line.
the eighth and final bin of the |yZ | variable in the combined 3L and 4L channels. The non-closure
effect is significantly (factor 10) smaller than the statistical uncertainty of the unfolded result and is
therefore not considered further since it cannot have any appreciable effect on the final result of
this measurement.
7.2.5 Stress tests
Two different kinds of stress tests are performed, which aim at demonstrating the non-closure of
the unfolding procedure under significant shape variations of the generator-level distribution. The
motivation for this study is clear: if the data were to present very differently from the nominal tt¯ Z
MC sample, we would expect the output of the unfolding to reflect these discrepancies, rather than
be biased towards the MC ground truth. The full signal MC sample is used to extract the migration
matrix, and the corresponding reconstruction- and generator-level distributions are reweighted
according to the prescriptions below. The resulting unfolded spectrum is then compared to the
reweighted generator-level one.
The first set of bin-wise scale factors, Si , is derived from the observed difference between data
and MC at reconstruction-level:
Si = ±datai −bkgMCisignalMCi
, (7.6)
effectively providing two sets of variations to ensure sensitivity to any asymmetric effects. The
results of these data-driven stress tests are shown in Figure 7.11 for the differential variables in
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Table 7.4: Estimate of the non-closure caused by the limited number of events in the signal Monte
Carlo sample for the observables |yZ | and pZT in the combined 3L and 4L channels. The RMS
numbers are given both at particle- and parton-level, and expressed in percent.
Variable Bin RMS (particle) RMS (parton)
|yZ |
1 2.2 2.5
2 1.9 2.1
3 1.8 2.0
4 1.6 1.8
5 1.8 2.0
6 1.7 1.9
7 1.9 2.2
8 1.4 1.6
pZT
1 2.1 2.4
2 1.8 2.0
3 1.5 1.6
4 1.4 1.6
5 1.6 1.7
6 2.0 2.2
7 1.9 2.0
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Figure 7.6: Particle-level pull distributions with 10,000 pseudo-experiments for the second bin
of the |yZ | (left) and the third bin of the Njets (right) observables in the 4L channel. The clearly
visible spikes correspond to discrete values which become less pronounced after being smeared in
the unfolding by the non-diagonal migration matrix.
the combined 3L and 4L channels. They demonstrate a good ability of the unfolding procedure to
describe fluctuations of the signal shape in data.
A second set of scale factors is computed so as to provide a linear skewness in the generator-
level distribution, with the extreme bins weighted by ±20% or ±40%, thereby providing four
distinct sets of variations. The results of this second test are displayed in Figure 7.12. As expected,
we note a degradation of the ability of the unfolded spectrum to track large enough deviations in
the true signal shape.
7.2.6 Alternative unfolding methods
The default unfolding approach to measure the differential tt¯ Z cross section is the iterative Bayesian
method (IBU) described in Section 4.2.4. Alternative prescriptions exist, such as the bin-by-bin
method [268], which doesn’t take into account migrations between bins and is only suitable when
those are around or below 5%, the singular value decomposition (SVD) scheme [269], another
popular regularised unfolding technique, or a simple (unregularised) matrix inversion. A comparison
of these three alternatives to the nominal IBU results is shown in Figure 7.13 for the observables
pertaining to the combined 3L and 4L channels.
The bin-by-bin and matrix inversion approaches are straightforward and don’t employ any
regularisation; we however note that the regularisation parameter of the SVD unfolding presented
here is not necessarily properly optimised, but has been taken to be half the number of bins in a
given observable, a usual choice.
In the case of high-statistics, pure leptonic observables, such as pZT and |yZ | in the combined
3L and 4L channels, the bin-by-bin algorithm seems almost appropriate in all bins, thanks to the
low amount of migration between them. This is however not the case in most other observables,
and hence this approach was not selected for global use. The SVD method, although not properly
regularised, seems to yield reasonable results in most bins and also benefit from largely reduced
uncertainties. Again, this results from the large elements along the diagonals of the migration
matrices for these two observables, and doesn’t hold in general. It would however be interesting
to study the differences between the properly optimised IBU and SVD approaches in future work
on measuring the differential cross section of the tt¯ Z process. We should also point out that the
figure of merit here is matrix inversion, as the only unbiased estimator (by construction). The IBU
distributions are indeed able to track the ones obtained by matrix inversion very accurately and
offer some improvement in statistical uncertainties while maintaining very low bias.
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Figure 7.7: Particle-level (top row) and parton-level (bottom row) plots summarising the fitted pull
mean and width in each bin of the observables pZT (left) and |yZ | (right) in the combined 3L and 4L
channels, using the modified pull definition of (7.3).
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Figure 7.8: Particle-level (top row) and parton-level (bottom row) plots summarising the fitted pull
mean and width in each bin of the observables pZT (left) and |yZ | (right) in the combined 3L and
4L channels, using the modified pull definition of (7.3) and a random splitting of the MC between
training and testing samples.
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Figure 7.10: Example of distributions of the average relative difference between the unfolded and
the underlying generator-level bin contents obtained from 100,000 pseudo-experiments (PEs) for a
given splitting seed in the eighth bin of the |yZ | variable in the combined 3L and 4L channels, at
particle- (left) and parton-level (right). The quoted RMS values are taken to represent the amount
to which one can expect non-closure in this bin due to the limited MC statistics.
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Figure 7.11: Results of the data-driven stress tests for the unfolding to particle- (top) and parton-
level (bottom) of the pZT (left) and |yZ | (right) observables in the combined 3L and 4L channels.
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Figure 7.12: Results of the MC-driven stress tests (linear reweighting) for the unfolding to particle-
(top) and parton-level (bottom) of the pZT (left) and |yZ | (right) observables in the combined 3L and
4L channels.
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Figure 7.13: Comparison of various techniques in obtaining signal MC spectra unfolded to particle-
(top) and parton-level (bottom) of the pZT (left) and |yZ | (right) observables in the combined 3L and
4L channels. Uncertainties are statistical only.
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7.3 Results
In this section we present the final results of the measurement of the differential tt¯ Z cross section
in the combined 3L and 4L channels. Reconstruction-level distributions, migration matrices and
efficiency and acceptance corrections at particle- and parton-level are shown in Figures 7.14 and
7.15 for the pZT and |yZ | observables respectively. Figures 7.16 and 7.17 are the corresponding
absolute and normalised differential cross sections at particle- and parton-level, while Figures 7.18
and 7.19 give a breakdown of the impact of statistical and systematic uncertainties.
In the differential cross section plots, the unfolded data is compared to the generator-level
distributions of various MC signal samples: the nominal tt¯ Z MADGRAPH5_aMC@NLO 2.3.3
+PYTHIA 8 used to perform the unfolding, as well as the SHERPA 2.2.1 NLO (“inclusive”) and
NLO+LO (“multi-leg”) samples described in Section 6.6.
The results corresponding to the other variables listed in Table 7.1 are given in Appendix A.
7.3.1 Compatibility between observation and prediction
In order to quantify the overall compatibility between the unfolded measurements and the nominal
MADGRAPH5_aMC@NLO + PYTHIA 8 predictions, a χ2/NDF (together with corresponding
p-value) is evaluated for each of the differential variables. All uncertainties are considered to be
Gaussian in nature. The χ2 is defined as:
χ2 =
Nbins∑
i=1
Nbins∑
j=1
(ni − µi)
(
n j − µ j
)
C−1i j , (7.7)
where ni and µi correspond to the content in bin i of the distributions from the unfolded data
and the prediction, respectively, and C−1i j to the element in row i and column j of the inverse of the
covariance matrix for the particular variable.
The covariance matrix is constructed as the linear sum of Nbins×Nbins matrices corresponding
to the Nsys individual systematic source of uncertainty, as well as that for the unfolded data:
Ci j = C
data,unfolded
i j +
Nsys∑
k=1
Cki j, (7.8)
Sources of theoretical uncertainty on the tt¯ Z signal are not included in the sum. In general each
of the matrices in the linear sum will contain off-diagonal terms, including the matrix associated with
the unfolded data, where non-diagonal contributions are introduced during the unfolding process.
The bin-to-bin correlations for the nominal signal are evaluated using a bootstrap technique and
shown in Figure 7.20 for the combined 3L and 4L channels. These correlations are applied to all
systematic sources as well as the unfolded data, such that the elements of the covariance matrix for
systematic source k are given by
Cki j = ρ
nominal
i j ·σki ·σkj (7.9)
In the above σki and σ
k
j are the uncertainties evaluated for bin i and j, and ρ
nominal
i j the
corresponding correlation coefficient from the nominal signal tt¯ Z sample. Only small differences
were observed when the bin-to-bin correlations are set to unity for all systematic sources.
Table 7.5 summarises the χ2/NDF and p-values based on comparisons to the nominal signal
sample. The overall level of compatibility between the spectra from measured unfolded data and
the nominal predictions is seen to be good for all variables considered. The poorest p-values are
obtained for both the particle- and parton-level normalised cross-section measurements for the
|∆φ(Z, tlep) | variable in the trilepton channel.
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Particle-level Parton-level
Absolute cross section Normalised cross section Absolute cross section Normalised cross section
Region Variable χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value
3L
Njets 0.50/3 0.918 0.76/2 0.684 — — — —
p`,non-ZT 0.06/4 >0.999 0.80/3 0.849 0.06/4 >0.999 0.60/3 0.897
|∆φ(Z, tlep) | 1.00/3 0.801 3.92/2 0.141 1.04/3 0.792 4.12/2 0.128
|∆y(Z, tlep) | 0.47/3 0.925 0.32/2 0.851 0.49/3 0.922 0.41/2 0.813
4L
Njets 0.06/4 >0.999 0.33/3 0.955 — — — —
|∆φ(`+t , `−t¯ ) | <0.01/4 >0.999 0.63/3 0.890 <0.01/4 >0.999 0.68/3 0.879
|∆φ(tt¯, Z ) | 0.01/3 >0.999 0.47/2 0.790 0.03/3 0.999 0.76/2 0.684
pt t¯T 0.69/4 0.953 0.08/3 0.994 0.59/4 0.964 0.08/3 0.994
3L+4L
pZT 1.42/7 0.985 1.87/6 0.931 1.46/7 0.984 2.06/6 0.914
|yZ | <0.01/8 >0.999 0.13/7 >0.999 <0.01/8 >0.999 0.19/7 >0.999
Table 7.5: Summary of the compatibility tests between the measured differential tt¯ Z spectra and
the nominal MADGRAPH5_aMC@NLO + PYTHIA 8 prediction. Quoted are the χ2/NDF and
corresponding p-values incorporating all bins for the given variable and based on the assumption
that all sources of statistical or systematic uncertainty are Gaussian in nature.
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Figure 7.14: Reconstruction-level distribution (top), migration matrices (middle) and efficiency
and acceptance corrections (bottom) at particle- (left) and parton-level (right), for the pZT variable
in the combined 3L and 4L channels. In the top figure, the solid black line corresponds to the
sum of the contributions from background processes (coloured filled areas) and the nominal tt¯ Z
MADGRAPH5_aMC@NLO sample (white filled area). This tt¯ Z contribution is further represented
(unstacked) as a dashed blue line, to allow comparison with the alternative generator setups:
SHERPA inclusive (dashed green line) and SHERPA multi-leg (dashed red line).
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Figure 7.15: Reconstruction-level distribution (top), migration matrices (middle) and efficiency and
acceptance corrections (bottom) at particle- (left) and parton-level (right), for the |yZ | variable in
the combined 3L and 4L channels.
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Figure 7.16: Data distributions for the pZT variable in the combined 3L and 4L channels, unfolded
to particle- (left) and parton-level (right), absolute (top) and normalised (bottom).
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Figure 7.17: Data distributions for the |yZ | variable in the combined 3L and 4L channels, unfolded
to particle- (left) and parton-level (right), absolute (top) and normalised (bottom).
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Figure 7.18: Fractional decomposition of statistical and systematic uncertainties for the pZT variable
in the combined 3L and 4L channels, unfolded to particle- (left) and parton-level (right), absolute
(top) and normalised (bottom).
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Figure 7.19: Fractional decomposition of statistical and systematic uncertainties for the |yZ |
variable in the combined 3L and 4L channels, unfolded to particle- (left) and parton-level (right),
absolute (top) and normalised (bottom).
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Figure 7.20: Bin-wise correlation factors between variables unfolded to particle- (top) and parton-
level (bottom) in the combined 3L and 4L channels.
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8. Analysis strategy
In this chapter we review the analysis strategy and optimisation in the search for direct pair-
production of the supersymmetric partner to the top quark, in all-hadronic final states. Background
estimation techniques and final results, using the intermediate Run 2 dataset of 36.1 fb−1 pp
collisions at
√
s = 13TeV, will be discussed in Chapters 9 and 10 respectively. The search and
its signal process topologies are described in Section 8.1, and reconstructed physics objects and
event selection in Sections 8.2 and 8.3. In Section 8.4, search regions for the SUSY signals are
constructed, and in Section 8.5 the estimates of various background processes (except tt¯ Z , the
subject of Chapter 9) are outlined. The author’s contributions to the work presented in this chapter,
part of the paper published by the ATLAS Collaboration in Ref. [3], are modest, covering only part
of the optimisation of the signal regions and background estimations.
8.1 Signal processes
The search is performed in the direct pp→ t˜ t˜∗+ X channel, i.e. direct pair-production (in contrast
with e.g. gluino cascade decay), where only two decay modes of the top squark are considered:
t˜→ t + χ˜01 or t˜→ b+ χ˜±1 → b+W±+ χ˜01. In both cases, the hadronic decay of the W is considered,
making this analysis orthogonal to concomitant leptonic or photonic searches.
The high number of jets (at least four considered, but nominally six) makes this channel
challenging, particularly where top quark reconstruction is concerned. On the other hand, the
only intrinsic source of EmissT is from the χ˜
0’s, thanks to the absence of neutrinos in the final
state. Therefore the experimental signature is multiple jets and high EmissT , where the dominant
background sources are:
• Z (→ νν¯)+jets with additional b-jets,
• semi-leptonic tt¯ events, with a lost or mis-identified W lepton and EmissT from the neutrino,
• W → `ν¯ plus additional b-jets,
• tt¯ Z , where both top quarks decay hadronically and Z → νν¯, and
“Simulated SUSY event”. Image credits: ATLAS Experiment. c© 2014 CERN.
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• Wt-channel single top quark decays, where one W decays hadronically and one leptonically
(same effect as second point above).
The top squark signals considered are generated using simplified models [101–103], whereby
only the t˜, the χ˜01 and the χ˜
±
1 are accessible SUSY particles, with the χ˜
0
1 as the LSP. Pseudo-
Feynman diagrams of the following various production modes are shown in Figure 8.1:
• t˜→ t + χ˜01 twice (one-step decay),
• t˜→ b+ χ˜±1 → b+W + χ˜01 twice (two-step decay),
• t˜ t˜∗→ t + χ˜01 + b+ χ˜±1 (mixed decay),
• t˜→ b+W + χ˜01 twice (three-body decay), where m(b)+m(W ) < m(t˜)−m( χ˜01) < m(t).
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Figure 8.1: Decay topologies of the signal models considered. From left to right: one-step, two-step
and three-body decays.
In cases where the NLSP-LSP mass splitting, ∆m( χ˜±1 , χ˜
0
1), is assumed to be 1 GeV (leading
to a prompt decay of the χ˜±1 into a virtual W ), we will refer to a natural-SUSY-inspired scenario.
This particular configuration also requires the χ˜01 to be a pure bino state. Additional pMSSM
models, with a wino NLSP [86] or a well-tempered neutralino [87], motivate a different choice of
the NLSP-LSP mass splitting, usually taken to be m( χ˜±1 ) = 2 ·m( χ˜01).
Along the (m(t˜1),m( χ˜
0
1)) plane, a grid of signal points is created with a 50 GeV spacing; at
each point a different model is generated, using MADGRAPH5_aMC@NLO 2.2-2.4 interfaced to
PYTHIA 8 for the PS and hadronisation, with up to two additional partons beyond the tree-level
ME calculation. The decays of heavy-flavour hadrons are simulated with EVTGEN v.1.2.0 [270],
while NNPDF2.3LO [237] provides the PDF set and A14 [238] the UE tune for the generation of
the t˜ samples. The CKKW prescription is used for ME-PS matching. Signal cross sections are
calculated to next-to-leading order in the strong coupling constant, adding the resummation of soft
gluon emission at next-to-leading-logarithmic accuracy (NLO+NNLL).
8.2 Object definitions
Physics objects, as introduced in Section 3.2, are first defined as baseline objects, following a
loose selection. Ambiguities, such as mis-identification of leptons as jets, are removed at this stage
through an Overlap Removal (OR) procedure. The selection on remaining objects is then tightened.
Electrons baseline electrons are required to have |η | < 2.47 and pT > 7 GeV, as well as pass the
VeryLooseLH likelihood-based identification and Gradient Loose isolation [240, 246]. Signal
electrons have pT > 20 GeV and pass the TightLLH identification.
Muons baseline muons are required to have |η | < 2.47 and pT > 6 GeV, as well as pass the Loose
quality selection and Gradient Loose isolation [207]. Signal muons have pT > 20 GeV and pass
the Medium quality selection.
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Jets they are reconstructed using the anti-kt algorithm [216] with a distance parameter R = 0.4.
Baseline jets are required to have |η | < 4.8 and pT > 20 GeV. Signal jets have |η | < 2.8 and pass
the JVT requirement. Out of these signal jets, those that are positively identified by the MV2c10
algorithm (using a 77% b-tagging efficiency) and fall within |η | < 2.5 are considered b-jets.
Missing Transverse Energy overlap-removed baseline electrons, muons and jets are used in the
recalculation of the object-based EmissT [241]. An extra term takes into account soft energy not
originating from any of the selected objects. An additional Emiss,trackT quantity is derived from the
sum of the transverse momenta of the tracks associated with objects in the event. The azimuthal
angle between this and the calorimeter-based EmissT provides an effective discriminant against events
with fake EmissT .
Photons baseline photons are required to have |η | < 2.37 and pT > 25 GeV, as well as pass the
Tight cut-based identification and FixedCutLoose isolation. Signal photons have pT > 130 GeV.
τ identification for veto a jet is identified as a τ candidate if the jet is the closest jet to the EmissT
with |∆φ(EmissT , jet) | < pi/5 and four or fewer tracks are associated with the jet.
Overlap Removal in the case of candidate objects overlapping with each other, all but one
object must be removed from the event. The distance metric used to define overlapping objects is
∆R =
√
(∆η)2 + (∆φ)2:
1. If an electron and jet are located within ∆R < 0.2, consider the object an electron and remove
the jet, unless the jet is b-tagged in which case the jet is kept and the electron is removed.
2. If a muon and jet are located within ∆R < 0.4, consider the object a jet and remove the muon,
unless the object has fewer than three tracks in which case the jet is removed and the muon is
kept.
3. If an electron and jet are located within 0.2 ≤ ∆R < 0.4, consider the object a jet and remove
the electron.
8.3 Event selection
8.3.1 Triggers
In order to collect events with no leptons, multiple jets and EmissT in the signal regions, an E
miss
T
trigger is used. Similarly, a single-lepton (or single-photon) trigger is used to select background
events for the one-lepton (or one-photon) control regions. The requirements applied by the various
triggers are summarised in Table 8.1 below.
Table 8.1: Summary of triggers used in the analysis. Commas in the individual pT selections denote
a logical OR of multiple cuts. Different identification and isolation requirements are used in each
trigger, such that their combination is not trivially equivalent to only the first one listed.
Trigger Data 2015 Data 2016
Electron pT > 24,60,120 GeV pT > 26,60,120 GeV
Muon pT > 20,50 GeV pT > 26,50 GeV
Photon pT > 120 GeV pT > 140 GeV
EmissT E
miss
T > 70 GeV E
miss
T > 90,100,110 GeV
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Once events selected by the various triggers have been selected, further offline cuts are applied
to ensure the relevant objects are in the plateau region, where the trigger is fully efficient (see
Figures 3.6, 3.8, 3.10 and 3.14). This is done by requiring slightly higher-than-threshold transverse
momenta, i.e. pT(e, µ) > 27 GeV, EmissT > 250 GeV or pT(γ) > 150 GeV.
8.3.2 Event cleaning
A number of offline cuts are applied to trigger-selected events. These aim at removing events
recorded during a detector fault (by checking the status of the ECAL and HCAL), non-HS events (by
reconstructing a primary vertex with at least two tracks above the pT > 400 MeV threshold), events
with potential cosmic muons or poorly reconstructed jets (sensitive to large fake-jet contamination).
8.3.3 Discriminating variables
The physics objects previously described, after overlap removal and passing their respective tight
selections, are further used to define a number of discriminating variables on which the signal
region definitions are based.
min|∆φ(EmissT , jet0,1) | The minimum difference in φ between one of the two leading jets (in pT)
and the EmissT . This variable rejects events with fake E
miss
T from QCD, hadronic tt¯ and detector
effects.
HT The scalar sum of the pT of all signal jets.
miT The transverse mass (mT) between the ith jet and the EmissT in the event. The massless
approximation is used for this and all following mT variables:
miT =
√
2pjet,iT E
miss
T
(
1− cos∆φ
(
EmissT , jet
i
))
, (8.1)
where pjet,iT is the transverse momentum of the ith jet.
mb,minT The transverse mass between the b-jet closest to the E
miss
T and the E
miss
T .
mb,maxT The transverse mass between the b-jet farthest to the E
miss
T and the E
miss
T . Both m
b,min
T and
mb,maxT provide very good discrimination between the signal and the semileptonic tt¯ background.
∆R(b,b) The angular separation between the two jets with the highest MV2c10 score. This
variable is useful in discriminating against the Z (→ νν¯)+ bb¯+jets background.
mT2 The stransverse mass is defined as [271, 272]
m2T2(p
t1
T ,p
t2
T ,E
miss
T ) = minq1+q2=EmissT
[
max
[
m2T
(
pt1T ,q1
)
,m2T
(
pt2T ,q2
)] ]
, (8.2)
where pt1T and p
t2
T are the transverse momenta of two top quark candidates and q1 and q2 are the
vectors that satisfy q1 +q2 = EmissT . The minimisation is performed over all possible decompositions
of EmissT . Each top quark candidate corresponds to the combination of a b-jet and one or two light
jets. The minimisation objective is expressed as a χ2 reduction of invariant masses:
χ2 =
∑
i∈{W1,W2,t1,t2 }
(
M icand−M itrue
)2
M itrue
(8.3)
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where Mcand is the candidate mass and Mtrue is set to 80.4 GeV and 173.2 GeV for the W boson
and top quark, respectively, while the invisible particles are assumed to be massless. The variable
mT2 therefore provides a lower bound on the square of the transverse mass of the pair of sparticles
decaying to the tt¯ +EmissT system, whilst having a (computable) kinematic endpoint in the case of
the tt¯ background.
8.3.4 Top quark reconstruction
While the mT2 variable defined above provides adequate resolution on the hadronic top quark
mass (through the implicit χ2 reconstruction) at lower momenta, as well as potential kinematic
information about the decaying sparticles in the case of a discovery (through a study of endpoints
and kinks), it needs to be complemented by other approaches more sensitive at high momenta.
As the tt¯ system gets boosted, one expects the anti-kt R = 0.4 jets corresponding to the hadronic
W bosons to start overlapping, possibly to the point of also merging with the b-jets. It is however
possible to circumvent this problem altogether by running the anti-kt algorithm again, with a
larger radius parameter. The values R = 1.2 and R = 0.8, yielding large-radius jets to which
one associates top quark or W boson (respectively) candidates, were found to be optimal. Four
additional discriminating variables are then accessible, corresponding to the invariant masses of the
two leading R = 1.2 and R = 0.8 large-R jets. These are particularly useful in rejecting background
events from QCD, W+jets and Z+jets.
Since mT2 is by construction correlated with EmissT , they can be used together in the signal
region selection to enhance the rejection of the all-hadronic tt¯ background, from which one expects
no EmissT . Such correlation maps are shown in Figure 8.2.
The semileptonic tt¯ background can be suppressed by application of the τ-veto mentioned
above, as well as through cuts on mb,minT , where it presents an endpoint at the top quark mass as
shown in Figure 8.3.
Figure 8.2: From left to right: mT2 vs EmissT for signal events (mt˜ = 1000GeV and mχ˜0 = 1GeV) S,
background events B and significance S/
√
B+1. Pre-selection cuts are applied.
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Figure 8.3: Distribution of the discriminating variable mb,minT after preselection cuts and an addi-
tional mb,minT > 50GeV requirement. The rightmost bin includes overflow events.
8.4 Signal regions
The generic signature of the various signal scenarios under study is characterised by multiple
jets, including two b-jets, no lepton and a significant amount of EmissT . The two signal regions to
which the author contributed are the so-called SRA and SRB, targetting high- and medium-mass
splittings (∆m(t˜, χ˜01)) and optimised around (mt˜,mχ˜01 ) benchmarks of (1000,1) and (600,300) GeV
respectively. Further SR, not discussed here any further, target the compressed regime [273,
274],where ∆m(t˜, χ˜01) ∼ mt (SRC), the t˜→ b+ χ˜±1 two-step decay at lower stop masses (SRD), and
gluino-mediated top squark production (SRE).
A common pre-selection is applied to all SR and is described in Table 8.2. In addition to these
preliminary requirements, SRA and SRB rely on a number of the discriminating variables we’ve
previously outlined to become sensitive to high stop masses and light neutralinos. The events are
further classified into three categories, depending on the reconstructed top quark candidate mass
(using R = 1.2 re-clustered jets) shown in Figure 8.4. The TT category includes events with two
well-reconstructed top quark candidates, the TW category contains events with a well-reconstructed
leading pT top quark candidate and a well-reconstructed subleading W candidate, while the T0
category represents events with only a leading top quark candidate. These are shown graphically in
Figure 8.5.
For the benchmark point (1000,1) GeV, after the common pre-selection ∼ 91% of events fall
into one of these three categories (38% in TT, 22% in TW and 31% in T0). Similarly for the
point (600,300) GeV, used for the SRB optimisation, ∼ 69% of events survive the large-R jet
requirements (14% in TT, 20% in TW and 35% in T0). In SRA, where the mass splitting is well
above the top quark mass, further cuts are applied on mT2 as well as on the mass of the leading
R = 0.8 re-clustered jet (taken as a proxy to the leading hadronic W boson candidate). The final six
SR are described in Table 8.3 and statistically combined in the discovery and exclusion fits.
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Table 8.2: Pre-selection criteria common to all signal regions, after event cleaning.
Object Selection
Trigger EmissT
EmissT > 250GeV
Nlep 0
anti-kt R = 0.4 jets ≥ 4, pT > 80,80,40,40GeV
b-jets ≥ 1
min |∆φ(EmissT , jet0,1) | > 0.4
Emiss,trackT > 30GeV
|∆φ(EmissT ,Emiss,trackT ) | < pi/3
Table 8.3: Selection criteria for SRA and SRB, after pre-selection.
Signal Region Object TT TW T0
A and B
m0jet,R=1.2 > 120GeV
m1jet,R=1.2 > 120GeV 60−120GeV < 60GeV
mb,minT > 200GeV
b-jets ≥ 2
τ-veto yes
min |∆φ(EmissT , jet0,1,2) | > 0.4
A
m0jet,R=0.8 > 60GeV
∆R(b,b) > 1 —
mT2 > 400GeV > 400GeV > 500GeV
EmissT > 400GeV > 500GeV > 550GeV
B m
b,max
T > 200GeV
∆R(b,b) > 1.2
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8.5 Prediction of the Standard Model backgrounds
The following processes yield final states that mimic, completely or in part, the sought-after signal
signature of jets+EmissT and no lepton. In order to estimate their contribution to the various SR, a
number of techniques can be employed: a pure MC-based estimation, a semi-data-driven approach
with control regions (CR) or fully-data-driven methods (see below, Jet Smearing and tt¯γ).
Z+jets The Z (→ νν¯)+jets process is a significant background to this search as it becomes
more relevant as the EmissT requirements are increased. The (Z → qq¯)+jets process, on the other
hand, although benefiting from a much higher branching ratio, is largely subleading behind the
multijet background (described below). The Z (→ νν¯)+jets background is estimated by using a
Z (→ `+`−)+jets control sample, described in the next subsection. The two lepton channel offers the
advantage of an easier selection of pure samples in terms of non-Z background, but is statistically
limited at high Z pT.
W+jets The hadronic W+jets process is similarly subdominant with respect to the multijet
background, but the W → `ν decay channel, where the lepton is either lost or mis-identified as a jet,
provides a relevant background to the all-hadronic channel. It is estimated from a one-lepton CR.
tt¯ The pair production of top quarks produces a rich final state with two b-jets, a large number of
light jets and possibly leptons and real EmissT from neutrinos. As such, it is obviously one of the
leading backgrounds to this search. As previously mentioned, complex kinematic variables such as
mb,minT or mT2 can help reducing it. A one-lepton CR is designed for its estimation.
Single top Single top quark production is most relevant in the so-called Wt channel, which
produces an additional W and brings the final state very close to that of tt¯ production. A one-lepton
CR is similarly employed, although the purity is much less than that of tt¯, making this a challenging
process to constrain.
Multi-jet The multi-jet (or QCD) background is produced abundantly at the LHC, enjoying
a cross section much higher than those of the above processes. Even though it can be largely
reduced using angular variables such as min |∆φ(EmissT , jet0,1,2) |, the combined amount of jet mis-
measurement leading to its presence in the signal region can not be reliably modelled from MC,
and thus a fully data-driven method is used (see Jet Smearing below).
tt¯Z Out of all the above processes, tt¯ Z (→ νν¯) is the only irreducible background, as it presents
with both a fully reconstructed hadronic tt¯ system and a high pT Z able to produce sufficient EmissT .
The treatment of this irreducible background will be studied extensively in the Chapter 9. Similar
processes involving the production of tt¯ in association with a vector boson, i.e. tt¯ Z (→ qq¯), tt¯W ,
tt¯H and tt¯γ, are rare SM backgrounds and can be estimated directly from MC modelling.
8.5.1 One-lepton control regions
As described above, a number of processes are estimated in one-lepton CRs: the W+jets (CRW), tt¯
(CRTopX, a set of regions to match SRA-B and the distinction between top quark categories) and
single top quark production (CRST). These backgrounds contribute to the signal regions due to the
lepton originating from the decay of a W boson: either out-of-acceptance, mis-identified as a jet, or
a hadronically decaying τ-lepton (the dominant effect). The normalisation of these processes in
data is therefore straightforwardly done by exploiting a one-lepton selection.
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The base selection for the three regions is summarised in Table 8.4. In these regions, the lepton
is counted as a jet for the pT requirements and the jet reclustering (in order to get as close as
possible to the SR requirements), but not for the QCD cleaning selection. The top quark control
region, CRTopX, is further divided as made explicit in Table 8.5.
The three sets of CRs are mutually exclusive. Furthermore, the requirements on the number of
b-jets and on m0jet,R=1.2 ensures that CRW is orthogonal to CRTopX and CRST. The selection on
∆R(b0,1, `)min, defined as the minimum ∆R between the two jets with the highest b-tag weight and
the selected lepton, ensures the orthogonality of CRTopX and CRST. In CRST, the requirement
on the ∆R of the two leading-weight b-jets is necessary to reject a large part of the remaining tt¯
background and reach a single top quark purity of ∼ 50%. The distributions of a couple of key
variables for CRST and CRW are shown in Figure 8.6.
Table 8.4: Summary of the selection criteria for the one-lepton control regions for single top quark
and W+jets, and the common top quark control regions. The signal lepton is treated as a jet for the
jet counting and pT ordering as well as for the top quark reconstruction.
Object CRTopX CRST CRW
Nlep 1
Njets ≥ 4
pT of jets (80,80,40,40) GeV
min |∆φ(EmissT , jet0,1) | > 0.4
EmissT > 250GeV
mT(`,EmissT ) 30−100GeV
b-jets ≥ 2 = 1
m0jet,R=1.2 > 120GeV < 60GeV
mb,minT > 100GeV > 200GeV —
∆R(b0,1, `)min < 1.5 > 2.0
∆R(b,b) — > 1.5 —
Table 8.5: Summary of the selection criteria for the one-lepton top quark control regions, after
applying the the CRTopX cuts from Table 8.4.
CRTop Object TT TW T0
A and B m1jet,R=1.2 > 120GeV 60−120GeV < 60GeV
A
m0jet,R=0.8 > 60GeV
∆R(b,b) > 1 —
EmissT > 250GeV > 300GeV > 350GeV
B m
b,max
T > 200GeV
∆R(b,b) > 1.2
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Figure 8.6: Distributions of the sub-leading jet pT in CRST (left) and m
b,max
T in CRW (right), after
normalisation of SM processes in a simultaneous fit of all backgrounds to data. The rightmost bin
includes overflow events.
8.5.2 Two-lepton control regions
The Z (→ νν¯)+jets background is estimated in a set of two-lepton CRs by using a Z (→ `+`−)+jets
control sample. In order to build a CR close to the SRs, the same jet requirements are applied to
ensure as little extrapolation as possible. The usual EmissT trigger is swapped here for a logical OR
of the single-electron and single-muon triggers, as detailed in Table 8.1. To reduce contamination
from top quark backgrounds, a Z mass window cut is applied and the EmissT is bounded from above.
The transverse momentum of the selected leptons are then removed from the EmissT , to mimic the
neutrinos one expects in the all-hadronic SRs. This results in a modified quantity denoted EmissT
′,
which can this time be bounded from below to approximate the EmissT requirements from the SRs.
Table 8.6 presents the various selection critera used in defining two CRs for the Z+jets back-
ground, one for the mixed TT and TW categories and one for T0 individually. The distribution of
mT2 in this latter region is shown in Figure 8.7.
Table 8.6: Summary of the selection criteria for the two-lepton Z+jets control regions.
Object CRZAB-TT-TW CRZAB-T0
Trigger single lepton (e or µ)
Nlep 2 (OSSF)
Njets ≥ 4
pT of jets (80,80,40,40) GeV
EmissT < 50GeV
EmissT
′ > 100GeV
b-jets ≥ 2
m0jet,R=1.2 > 120GeV
m1jet,R=1.2 > 60GeV < 60GeV
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Figure 8.7: Distribution of the variable mT2 in CRZAB-T0, after normalisation of SM processes in
a simultaneous fit of all backgrounds to data. The righmost bin includes overflow events.
8.5.3 Jet Smearing
The background arising from the production of multijet events and all-hadronic tt¯ events is estimated
with the Jet Smearing method [275], relying on the assumption that the QCD background is
dominated by the mis-measurement of multiple jets. The term mis-measurement refers to cases in
which the hadronisation of partons is not fully reconstructed by ATLAS and cases in which the
hadronisation (particularly of heavy-flavour quarks) produces real EmissT in the form of neutrinos:
• Hadronic calorimeters are not perfect and have limited granularity, leading to errors in the
measurement of energies of all particles.
• Since jets are defined as clusters of showering particles according to some algorithm (e.g.
anti-kt), it is possible that some particles are left outside out the jet radius. Additionally,
particles interacting with non-detector material won’t be taken into account. Overlap removal
is also arbitrary and may not completely remove jet particles originating from other sources.
• Not all jets are fully contained within the calorimeter systems: high-energy jets can punch
through to the muon systems, leading to an underestimation of their energies. This effect is
corrected by the non-Gaussian part of the jet response (see below).
• Jets that are close to areas of large amounts of dead material are vetoed; however there
are still regions with small amounts of dead material in the calorimeters which can cause
particles to deposit their energy. Damaged or inactive parts of the detector, non-instrumented
supports and services for running electronics are examples of such regions.
• In decays of heavy-flavour quarks, real EmissT arises from the presence of neutrinos. Around
24% of b-quark decays will lead to electron and muon neutrinos, which carry a fraction of
the jet energy with them. This gives rise to a larger non-Gaussian tail in the jet response.
The Jet Smearing method relies on repeated smearing of the Lorentz vectors of jets originating
from well-measured data events (with small EmissT ), creating artifical samples of pseudo-data with
potentially large EmissT arising from the unbalanced smearing. The algorithm proceeds in three
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steps:
1. Data events containing ≥ 4 jets, of which two are b-tagged, are used to select well-measured
“seed” events that populate low values of the so-called “missing transverse energy signifi-
cance”:
EmissT sig. =
EmissT −8GeV∑
ET
(8.4)
where the ad-hoc offset of 8GeV was optimised to remove any bias in the leading jet pT
distribution of the pseudo-data. Specifically, the requirement is
EmissT sig. < 0.3+0.1 · Nb-jets (8.5)
2. The JetSmearing tool is then used to smear the four-momenta of jets in the seed events. For
each jet, the Lorentz vector is multiplied by a random number derived from pre-determined
jet response maps, defined as the ratio of parton-generated to reconstructed jet pT and binned
in φ.
3. Point 2 above is repeated 5000 times for each jet in the seed event to randomly generate
configurations where the EmissT comes from multiple fluctuating jets.
The multijet contribution is estimated in a set of CRs close to the SR definitions, loosening the
EmissT requirement and inverting the cut on min |∆φ(EmissT , jet0,1) |. The selections are summarised
in Table 8.7 and some key variables are shown in Figure 8.8.
Table 8.7: Summary of the selection criteria for the all-hadronic QCD control regions.
Region Object CRQ
A and B
Trigger EmissT
Nlep 0
Njets ≥ 4
b-jets ≥ 2
τ-veto yes
EmissT > 200GeV
min |∆φ(EmissT , jet0,1) | < 0.1
m0jet,R=1.2 > 120GeV
mb,minT > 100GeV
A m
0
jet,R=0.8 > 60GeV
EmissT > 300GeV
B m
b,max
T > 200GeV
∆R(b,b) > 1.2
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Figure 8.8: Distribution of the variables mb,minT (top left) and m
0
jet,R=0.8 (top right) in CRQA, and
mb,maxT (bottom left) and m
1
jet,R=1.2 (bottom right) in CRQB. Only the MC statistical uncertainty
and the systematic uncertainty from the Jet Smearing method are shown in the yellow (bottom) and
red (top) error bands.
9. tt¯ Z background
We dedicate this chapter to the presentation of two strategies in the estimation of the irreducible
tt¯ Z background to the search for direct pair-production of the supersymmetric partner to the top
quark in all-hadronic final states. The first one, used in the intermediate Run 2 measurement at
36.1 fb−1 [3], relies on boson replacement, considering the tt¯γ process instead (Section 9.1). The
second (Section 9.2) builds on the measurement of the inclusive tt¯ Z cross section in the multi-lepton
channel (presented in Chapter 6) to provide a trilepton control region for the follow-up top squark
search with the full Run 2 dataset [4], and represents the author’s main contribution to that analysis.
This new approach was also implemented in direct top squark searches with one lepton in the final
state [276], as well as Z/h mediated top squark decays [277].
9.1 Boson replacement
As described in the previous chapter, the process tt¯ Z (→ νν¯) is a leading irreducible background
in the search regions SRA and SRB. Due to the challenging phase-space and unconstrained Z
reconstruction, it has never been directly measured by ATLAS. Since it mimics the signal signature
of tt¯ + EmissT , one cannot rely only on MC simulation without running the risk of new physics
potentially hiding in any mis-modelling of the Z pT shape.
The use of a multi-lepton CR, targetting tt¯ Z (→ `+`−) would be ideal. However, due to the
limited statistics available and the reduced branching fraction of Z → `+`−, in this and previous
all-hadronic top squark searches another approach has to be employed. We will however see in the
next section that with the full Run 2 dataset, this multi-lepton CR becomes viable.
9.1.1 Description of the method
The data-driven technique described in what follows relies on the kinematic similarities between
the Z boson and the photon as spin-1 bosons, with similar Feynman production diagrams. Despite
slightly different cross sections, it can be checked that, given the appropriate choice of phase-space,
“Tracks in a bubble chamber”. c©Fermilab.
166 Chapter 9. tt¯ Z background
there are no major shape differences in the pT distributions of either boson, as is shown in Figure 9.1.
We note that boson replacement in the context of the Z+jets background is a fairly well established
method [278–281], but its application to the tt¯ Z process is very recent.
The selection criteria for a tt¯γ CR are found in Table 9.1. It was found that an all-hadronic
final state wasn’t adequate to reach sufficient tt¯γ purity, as this channel is dominated by γ+jets.
Instead, a requirement of one lepton is applied. Furthermore, an isolated photon is required, with
large enough pT to both be on plateau of the photon trigger (see Figure 3.10), thereby enjoying full
efficiency, and mimic the high EmissT requirements of the signal regions, since the strategy is based
on the approximation pT(γ) ∼ EmissT .
Table 9.1: Selection criteria for the tt¯γ one-lepton CR.
Object Selection
Trigger single lepton (e or µ)
Nlep 1
pT of lepton > 28GeV
Nγ 1
pT of photon > 150GeV
Njets ≥ 4
pT of jets (80,80,40,40) GeV
b-jets ≥ 2
Figure 9.1: Comparison of the truth-level pT distributions of the relevant bosons for tt¯ Z (→ νν¯) in
an SR-like selection and tt¯γ in a CR-like selection.
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9.1.2 Results
The normalisation of the tt¯ Z (→ νν¯) yields in the signal regions proceeds by means of a simple
transfer factor, denoted Tf and taken to be the ratio of tt¯ Z to tt¯γ in MC. An equivalent formulation
compares the yields in data and MC of the tt¯γ process in its CR, the tt¯γ signal strength parameter
or scale factor µt t¯γ. These are related by:
Nexp,SR
t t¯Z
' Ndata,CR
t t¯γ
· N
MC,SR
t t¯Z
NMC,CR
t t¯γ
= Ndata,CR
t t¯γ
·Tf = NMC,SRt t¯Z · µt t¯γ, (9.1)
where Ndata,CR
t t¯γ
corresponds to the number of tt¯γ events observed in data in the CR (subtracting
all non-tt¯γ events from MC), NMC,CR
t t¯γ
is the equivalent prediction from pure MC, NMC,SR
t t¯Z
the MC
prediction for tt¯ Z in the signal region and Nexp,SR
t t¯Z
the final expected yields using this data-driven
method.
The approximate equality above becomes exact in the limit of total CR purity: since in practice
the CR is contaminated by non-tt¯γ processes, the implicit background subtraction from MC in
Ndata,CR
t t¯γ
is biased. As is shown in Table 9.2, an adequate tt¯γ purity of 87% is obtained using the
CR definition from Table 9.1 and a µt t¯γ scale factor (SF) of 1.29± 0.12 (stat.) is derived. The
scaled distribution of the key variable of interest, pT(γ), is shown in Figure 9.2.
Table 9.2: Background composition of the tt¯γ one-lepton CR. Yields are obtained pre-fit, with
statistical uncertainties only. The scale factor µt t¯γ is obtained as the ratio of background-subtracted
data to predicted tt¯γ and quoted on the last line.
CRTTGamma (87% purity)
tt¯γ 110 ± 1.5
V +γ 6.3 ± 0.63
tt¯ 5.1 ± 1.2
tt¯ +V 2.3 ± 0.25
single top 2.1 ± 0.80
Z+jets 0.66 ± 0.17
W+jets 0.040 ± 0.020
Total SM 130 ± 2.2
Data 161
SF 1.29±0.12
9.1.3 Limitations
One limitation of using a transfer factor involving not only two different regions, but in this case
also two different processes,
Tf =
NMC,SR
t t¯Z
NMC,CR
t t¯γ
(9.2)
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Figure 9.2: Distribution of the transverse momentum of the photon in the tt¯γ one-lepton CR, after
normalisation of SM processes in a simultaneous fit of all backgrounds to data. The rightmost bin
includes overflow events.
is that it leads to only a partial cancellation of the associated theoretical uncertainties, such as
scale, PDF and generator variations. When added in quadrature to those theoretical uncertainties
on tt¯ Z (→ νν¯) in the signal regions, the uncertainty on Tf itself turns out to be leading. Table 9.3
shows the breakdown of this uncertainty for each signal region. As will be discussed in the next
chapter however, the total impact of uncertainties related to the tt¯ Z background in the final fit is
largely sub-leading.
Table 9.3: Summary of the symmetrised theory uncertainties (in percent) on tt¯ Z production obtained
on the transfer factor in the signal regions.
Region Uncertainty (%)
SRA-TT 15.1
SRA-TW 9.9
SRA-T0 13.7
SRB-TT 7.3
SRB-TW 5.7
SRB-T0 3.5
As mentioned in the previous section, one of the underlying assumptions in using this boson
replacement method is the similarity between the tt¯ Z and tt¯γ Feynman production diagrams at
leading order. It is worth noting a few caveats to this approximation. Even though both can proceed
via FSR or ISR, tt¯γ production via FSR raises questions about bremsstrahlung and contamination
from the electromagnetic radiation of the top quark decay products. At NLO, there also exist tt¯ Z
diagrams involving neutrino loops, which are completely absent in the case of tt¯γ since the photon
doesn’t couple to neutrinos. This effect is however highly suppressed, being proportional to α5W
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[282].
The effect of the Z mass could also prove a difficulty. Thankfully, due to the high-pT phase-
space considered, the approximation pT(Z ) ∼ pT(γ) holds reasonably well. At low-pT, one would
expect a significant enhancement of the relative photon production (through bremsstrahlung), due
to the Sudakov suppression of the Z cross-section where the inverse Z mass enters in a logarithmic
term [282].
Whereas the interaction of photons with quarks proceeds straightforwardly through the electro-
magnetic force, with a coupling eQq where we recall that Qq is 23 for up-type quarks and − 13 for
down-type quarks, the Z boson interacts with quarks through the weak force, which distinguishes
left- and right-handed states with a coupling
e
T3− sin2 θWQq
cosθW sinθW
, (9.3)
where T3 is the weak isospin. While the photon couples more strongly to the up-type quarks,
the situation is reversed for the Z boson as we have (in the numerator)

1
2
− 2
3
sin2 θW (left),
−2
3
sin2 θW (right)
(9.4)
for up-type quarks and

−1
2
+
1
3
sin2 θW (left),
1
3
sin2 θW (right)
(9.5)
for down-type quarks. We can then study the behaviour of the ratio [279, 282]
Rq =
σ
q
t t¯Z
σ
q
t t¯γ
=
1
2
(
σ
q,left
t t¯Z
+σ
q,right
t t¯Z
)
σ
q
t t¯γ
'
(
1
2 − |Qq | sin2 θW
)2
+
(
Qq sin2 θW
)2
2Q2q cosθ2W sinθ
2
W
(9.6)
Plugging in the Weinberg angle cosθW = mWmZ , one gets Ru ≈ 0.945 and Rd ≈ 4.851. In the
limit of pure FSR production (at very high-pT(Z, γ)), we would expect the ratio of cross sections to
approach Ru since the top quark is an up-type quark. For pure ISR production, there would be a
mixture of Ru and Rd.
A simple back-of-the-envelope calculation could be set up as follows. Over N quark-initiated
collisions, we expect roughly N3 down quarks and
2N
3 up quarks. Since Ru ∼ 1 and Rd ∼ 5, there
are equal numbers of Z and γ events from up partons, but 5 times more Z events than γ events
from down partons. Therefore
σt t¯Z
σt t¯γ
∝
2N
3 +
N
3 · 56
2N
3 +
N
3 · 16
≈ 1.3 (9.7)
More subtleties arise, as the valence up quark dominates at high-pT, driving the ratio closer to
Ru ∼ 1. These cross section ratios, under various production scenarios, are shown in Figure 9.3.
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Several observations are to be made from this plot. First of all, as was claimed above, the kinematic
differences between tt¯ Z and tt¯γ are almost pT-independent above 200− 300GeV, where the Z
mass is no longer relevant. The ratio of ISR cross sections, plotted in red, is indeed around 1.3 as
we have just derived; the slight decrease at high-pT is the consequence of the argument we have
just made about valence up quarks.
More striking is the obvious disagreement between the ratio of FSR-initiated cross sections,
which we claimed to be around Ru ∼ 1 but seems to settle at twice that value. The resolution
of this problem lies in the polarisation states of the Z: indeed, Z bosons produced from tt¯ tend
to be polarised longitudinally (∼ 50%), while the massless photon is pure-transverse. The green
distribution in Figure 9.3 removes this longitudinal component from the available Z polarisation
states, and the ratio is observed to converge to values slightly lower than 1, as expected [282].
The shape uncertainty at LO in the key kinematic distributions of tt¯ Z and tt¯γ, estimated by the
ratio of a coherent variation of factorisation and renormalisation scales, was previously found to be
∼ 10%. As discussed above, it is also more or less completely independent of pT above 300GeV. At
NLO, the uncertainty from additional corrections is ∼ 5% from scale variations, with an additional
∼ 5% coming from the choice of generator and ∼ 2% from the choice of PDF. These add up to a
maximum theoretical uncertainty on the transfer factor Tf of ∼ 15%, as is detailed in Table 9.3.
As we hinted at several times in the previous two sections, the selection cut on pT(γ) > 150GeV
serves a double purposes: it ensures full efficiency by placing the selected photon on plateau of the
trigger, and reduces the probability of it originating from the decay products of the top quark. This
is made more explicit in Figure 9.4, where we see that, with more statistics, a selection of harder
photons would make our control sample even more pure in signal tt¯γ.
Finally, let us note that the selection process of the photon itself, at reconstruction-level, implies
a number of factors (trigger efficiency, identification, energy reconstruction, isolation) that could
smear the true pT spectrum of the Z to emulate. Indeed, the neutrinos treated as EmissT do not suffer
from this problem, and could end up anywhere inside the detector. It might then be an improvement
to consider the differential yield of the estimated tt¯ Z (→ νν¯) process in a one-lepton selection as a
function of boson pT:
dN1`t t¯Z (→νν¯) = dN
1`
t t¯γ ·
dσNNLO
t t¯Z
dσNNLO
t t¯γ
· 1
dγ
, (9.8)
where dγ is the pT-dependent photon reconstruction efficiency.
Let us end this section by reflecting on the back-of-the-envelope calculations we presented
above. At the LHC, tt¯ production is dominated by gluon fusion (around 80−90%) and therefore
is the main mode of production for both tt¯ Z and tt¯γ (via FSR). We only considered above the
differences arising from the coupling of these two vector bosons to quarks. In the case of gluon-
initiated processes, the ratio of cross sections has to become equal to Ru (since the top quark is an
up-type quark) which is calculated to be Ru ∼ 1. In the case of quark-initiated processes, the ratio
is rather a mixture of Ru and Rd in the pure ISR regime, and again only Ru in the pure FSR regime.
These are therefore only asymptotic behaviours (pure ISR, pure FSR, gluon- or quark-initiated
only), when the actual behaviour of such a ratio would more accurately described by a weighted
sum of all these LO contributions, plus NLO corrections, efficiency and acceptance effects, mass
differences, etc. Figure 9.1 shows such a computation (using NLO+PS generated events), and the
ratio of cross sections at high enough pT is indeed close to 1.
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9.2 Multi-lepton approach
Following the measurement of the inclusive tt¯ Z cross section at 36.1 fb−1 by ATLAS in the multi-
lepton final state and the availability of almost four times as much statistics with the full Run 2
dataset as with the 2015–2016 one, an estimation of tt¯ Z (→ νν¯) through tt¯ Z (→ `+`−) becomes
a viable and attractive prospect. It solves all the problems highlighted in the previous section by
simply getting rid of the need for boson replacement and ensures a reduced theoretical uncertainty
on the transfer factor from the CR to the SR.
Based on the results of the inclusive tt¯ Z analysis, it is clear that a three-lepton control region,
described in what follows, is the most promising choice. Indeed, the 2LOS channel is still dominated
by the tt¯ and Z+jets backgrounds and would introduce unwanted correlations in the systematics
(beyond the obvious problem of signal discrimination, as is shown in Figure 9.5), while the 4L
channel, although of high purity, is still statistically limited.
It is worth noting that this section refers to the extended search for the supersymmetric partner
to the top quark in the all-hadronic final state. It is however very similar in its approach to the
2015–2016 analysis we’ve described so far, up to minor differences in object definitions. We will
therefore not introduce the complete analysis again, and wish only to point out the improvement in
the tt¯ Z estimation. Other searches for supersymmetry, such as for direct top squark pair production
in the one- and two-lepton channels, as well as with Z/h mediation, also use the same method.
Figure 9.5: Attempt at a definition of a suitable CR for tt¯ Z in the 2LOS channel, with simple
kinematic cuts requiring a Z candidate, at least two b-jets and exactly 5 jets. The signal tt¯ Z
contribution is found to be largely sub-leading.
9.2.1 Three-lepton control region
The control region designed for tt¯ Z in the three-lepton channel is very similar to the 3L-Z-2b4j
region of the inclusive tt¯ Z analysis, with additional tightening cuts to bring it closer to the A and B
signal regions. Specifically, in order to mimic more closely the jet kinematics of the all-hadronic
final state, both the lepton identified as not originating from the decay of the Z and its accompanying
neutrino (taken as the full event EmissT ) are treated as jets when applying requirements on the pT
of jets in the event. The transverse momentum of the reconstructed Z boson, used to model EmissT
in the SR, is bounded from below at 200GeV. The full selection criteria are outlined in Table 9.4
below.
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Table 9.4: Selection criteria for the tt¯ Z three-lepton CR.
Object Selection
Trigger single lepton (e or µ)
Nlep 3
pT of leptons (27,20,20) GeV
Z-like OSSF pair yes
Sum of charges ±1
Njets ≥ 4
pT of jets (80,80,40,40) GeV
b-jets ≥ 2
pT(Z ) > 200GeV
9.2.2 Results
As is shown in Table 9.5, a high purity of 80% is obtained using the CR definition from Table 9.4
and a µt t¯Z scale factor (SF) of 0.85±0.12 (stat.) is derived. The distribution of the key variable
of interest, pT(Z ), is shown in Figure 9.6. The breakdown of the theoretical uncertainties on Tf
is presented in Table 9.6. A significant improvement (up to 10 percentage points) is noted, with
respect to the equivalent numbers from the tt¯γ method in Table 9.3. This is a direct result of the
more complete cancellation of theoretical uncertainties in the transfer from CR to SR, as promised
at the beginning of this section.
Table 9.5: Background composition of the tt¯ Z three-lepton CR. Yields are obtained pre-fit, with
statistical uncertainties only. The scale factor µt t¯Z is obtained as the ratio of background-subtracted
data to predicted tt¯ Z and quoted on the last line. “Other” processes include rare top quark and
multi-boson processes as well as tW Z and tZ production.
CRTTZ (80% purity)
tt¯ Z 53 ± 0.58
WZ+jets 4.7 ± 0.16
Fakes (MC) 0.55 ± 0.17
Other 8.4 ± 0.32
Total SM 67 ± 0.70
Data 59
SF 0.85±0.12
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Figure 9.6: Distribution of the transverse momentum of the Z in the tt¯ Z three-lepton CR, after
normalisation of SM processes in a simultaneous fit of all backgrounds to data. “Other” processes
include rare top quark and multi-boson processes as well as tW Z and tZ production. The rightmost
bin includes overflow events.
Table 9.6: Summary of the theory uncertainties (in percent, rounded up to the nearest integer) on
tt¯ Z production obtained on the transfer factor in the signal regions.
Region Uncertainty (%)
SRA-TT 10
SRA-TW 5
SRA-T0 3
SRB-TT 3
SRB-TW 5
SRB-T0 4
10. Stop0L search results
In this chapter we finish the review of the search for direct pair-production of the supersymmetric
partner to the top quark in the all-hadronic final state at 36.1 fb−1of pp colisions at
√
s = 13TeV,
introduced in Chapter 8. In Section 10.1, we discuss the treatment of systematic uncertainties; those
related to the estimate of the irreducible tt¯ Z background were extensively discussed in Chapter 9.
Finally, in Section 10.2, we present the results of three types of statistical fits: background-only,
discovery and exclusion; as previously defined in Section 4.1. These results were published by the
ATLAS Collaboration in Ref. [3].
10.1 Systematic uncertainties
In what follows, we distinguish between two types of systematic uncertainties: those related to
detector effects and the reconstruction and calibration of physics objects on one hand, and to the
modelling of the various background processes from theoretical calculations on the other.
10.1.1 Experimental uncertainties
Luminosity The luminosity estimate for the data-taking years 2015 and 2016 has an uncertainty
of 2.1% in
√
s = 13TeV analyses, using a method similar to that in Ref. [244]. The luminosity
measurement and its uncertainty are based on calibrations performed in low-luminosity runs of the
LHC by the LUCID-2 detector [245] (van der Meer scans) and transferred to the high-luminosity
range. This uncertainty is applied to all processes determined from Monte Carlo simulations.
Jet Energy Scale (JES) and Jet Energy Resolution (JER) These are the two main uncertainties
affecting the reconstructed momentum of jets; schematically: Ereco = JES · Emeasured + JER. The
JES correction relates the response of the calorimeter to the true jet energy at parton-level from
MC. It is derived in bins of pT and η, and also includes uncertainties related to flavour composition
and pile-up [213]. A reduced set of only 4 nuisance parameters is employed. The JER uncertainty
“High jet multiplicity event”. Image credits: ATLAS Experiment. c© 2020 CERN.
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is derived as a one-sided variation by comparing data to MC simulation in-situ [283]. Both JES and
JER variations are propagated to the calculation of the EmissT .
b-tagging The b-tagging uncertainty is a large contribution in both signal and background due
to the two b-jets requirement of this analysis. Scale factor uncertainties are derived as a function
of kinematics and jet flavour. Three kinds of uncertainties on the b-jet weight, up and down,
are calculated, propagating the estimated uncertainties on the scale factors for b-jets as well as a
mis-tagging correction to c-jets and light-flavour jets.
EmissT Soft-term Resolution and Scale The scale and resolution uncertainties of individual ob-
jects need to be propagated to the EmissT . Specific systematic uncertainties on the scale and resolution
of EmissT soft term have been derived by two different in-situ methods using Z → µµ¯ events [241].
Lepton efficiencies Lepton reconstruction and identification efficiencies have contributions to
the background estimates. For electrons, the uncertainties originate from the e/γ resolution and
scale, as well as from the reconstruction efficiency. Similarly, for muons the uncertainties originate
from the muon resolution and reconstruction efficiencies, the isolation and the momentum scale.
The lepton trigger scale factors are also included.
Pile-up The uncertainty due to pile-up re-weighting is considered as a two-sided variation in the
event weights.
10.1.2 Theoretical uncertainties
Theoretical uncertainties affect both the background normalisation and the shape of kinematic
distributions, impacting the background prediction in the signal regions. Statistical uncertainties
in the evaluation of systematics are neglected in general, thanks to the large number of available
MC events. The theoretical uncertainties listed below are evaluated from the signal regions by
considering variations with respect to the default settings and choices for the event generation. For
each variation of a background normalised in a control region, the associated systematic is taken on
the corresponding transfer factor.
Z+jets The nominal SHERPA 2.2.2 generator is used, with the renormalisation and factorisation
scales varied in a seven-point envelope. The theory uncertainty on the normalisation of the Z
production is obtained by comparing the SHERPA prediction on the transfer factor between the
CR and the SR with and without these variations applied. The uncertainty on the transfer factor is
computed according to
∆X =
Tup
f
−Tdown
f
Tup
f
+Tdown
f
, (10.1)
where X denotes a single variation. The largest uncertainty is 5.5% in SRA-T0.
W+jets A similar approach is performed to assess the W+jets theory uncertainties, also using the
nominal SHERPA generator with internal weight variations. The largest uncertainty on the transfer
factor is found to be 9.5% in SRA-TT.
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tt¯ The uncertainty related to hard scatter generation is computed by comparing the nominal
POWHEG+PYTHIA sample to MADGRAPH5_aMC@NLO +PYTHIA. Similarly, the parton shower
component is estimated by comparing the nominal sample to a Herwig++ generated one. For both
these uncertainties, the relevant uncertainty on the transfer factor is given by
∆X =
Tnom
f
−Tvar
f
Tnom
f
. (10.2)
The ISR/FSR uncertainties, covering the emission of additional partons in the initial or final
state, are evaluated from dedicated POWHEG+PYTHIA samples where the value of αS is varied up
and down. The final uncertainties on the transfer factor typically range from a few percents to 30%
and are largely dominated by the generator comparison.
Single top The single top quark background, mainly the Wt sub-process, is evaluated in a
similar fashion for the parton shower and ISR/FSR components, but no alternative generator to the
nominal POWHEG+PYTHIA one was available. The interference with tt¯ is taken into account and
conservatively capped at 30%, from comparisons between WWbb events and the sum of tt¯ and
Wtb. This method is used as an alternative to the usual DS vs DR approach, since in this case it
yields unphysically large results. The ISR/FSR uncertainty on the transfer factor is found to be
largely dominant for single top quark production, up to 26%.
tt¯+W/Z/γ Scale and NNPDF3.0NLO set variations are used to estimate the modelling uncertainties
on the tt¯W , tt¯ Z and tt¯γ processes. To cover the differences at NLO between tt¯γ and tt¯ Z , a
comparison is performed between the nominal MADGRAPH5_aMC@NLO +PYTHIA samples and
SHERPA +OPENLOOPS. The relative difference between cross section ratios is added in quadrature
to the scale and PDF uncertainties. The final theoretical uncertainties on the tt¯ Z transfer factor
were previously shown in Table 9.3.
Diboson A conservative 50% uncertainty is placed on the cross section normalisation of the
diboson background, largely sub-dominant and for which no dedicated CR was designed.
Signal component The uncertainties in the MC modelling of the SUSY signal processes are eval-
uated by varying the parameters of the nominal MADGRAPH +PYTHIA 8 simulation, specifically:
αS , the QCD scales, the CKKW matching scale and parameters of the A14 UE tune. The final
uncertainty typically ranges from 10% to 30%.
Table 10.1 presents the impact of the combined experimental and theoretical systematics in
the signal regions after the background-only fit (described in the next section). The modelling
of the tt¯ background is a significant uncertainty across most regions (around 10%), together with
the JER/JES uncertainties and pile-up modelling (3− 10%). The relative uncertainties on the
background normalisation are largest for the Z+jets process, although tt¯ Z has a similar impact in
SRA-TT.
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Table 10.1: Dominant systematic uncertainties (greater than 1% for at least one SR) for SRA and
SRB in percent relative to the total background estimates. The uncertainties due to the normalization
from a control region for a given signal region and background are indicated by µX . The theory
uncertainties are the total uncertainties for a given background.
SRA-TT SRA-TW SRA-T0 SRB-TT SRB-TW SRB-T0
Total syst. unc. 24 23 15 19 14 15
tt¯ theory 10 6 3 10 11 12
tt¯ +V theory 2 < 1 < 1 1 < 1 < 1
Z theory 1 3 2 < 1 1 < 1
Single top theory 6 3 5 3 4 5
Diboson theory < 1 2 < 1 < 1 < 1 < 1
µt t¯ < 1 < 1 < 1 2 2 1
µt t¯Z 6 3 2 4 3 2
µZ 6 10 7 5 6 4
µW 1 1 1 2 1 2
µsingle top 5 3 5 4 4 5
JER 10 12 4 3 4 3
JES 4 7 1 7 4 < 1
b-tagging 1 3 2 5 4 4
EmissT soft term 2 2 < 1 1 < 1 < 1
Multijet estimate 1 < 1 < 1 2 2 < 1
Pile-up 10 5 5 8 1 3
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10.2 Results
We present in this section the results of the likelihood fits to data in the relevant signal and control
regions, including discovery p-values and limits on various signal models.
10.2.1 Description of fits
Three different likelihood fits are performed, following the statistical description given in Sec-
tion 4.1:
Background-only fit Only the CR are used to constrain the fit parameters (background strengths
µb). Potential signal contamination is neglected and the number of observed events in the SR is not
taken into account.
Discovery fit Both CRs and SRs are used to constrain the fit parameters (including the signal
strength µs). A potential signal contamination is considered in the SRs but neglected in the
CRs, which leads to a conservative estimate of the background contribution in the SRs. This
fit configuration is further used to produce model-independent upper limits on the visible signal
cross-sections and quote discovery p-values in the case of significant data excesses.
Exclusion fit Similar to the discovery fit, except the signal contribution is also fitted in the CRs
using an additional free parameter in the likelihood that is constrained to be non-negative. In this
case, the background estimates might differ from the previous two fits. This exclusion fit is used to
derive all the model-dependents limits.
10.2.2 Background-only fit
The yields in the control regions, including experimental and theoretical systematic uncertainties,
are detailed in Tables 10.2-10.5. The resulting scale factors are summarised in Table 10.6. Key
distributions in the W , Z and single top quark control regions, with the appropriate background
normalisations, were previously shown in Figures 8.6 and 8.7, and for tt¯γ in Figure 9.2.
Table 10.2: Results of the background-only fit in CRTopA. The expected (“exp.”) and fitted (“fit.”)
total SM contributions are indicated separately. The uncertainties are statistical and systematic.
Yields CRTopA-TT CRTopA-TW CRTopA-T0
Observed events 89 143 76
Total SM (fit.) 89 ± 9.4 140 ± 12 76 ± 8.7
tt¯ 80 ± 9.6 130 ± 13 67 ± 8.9
W+jets 3.3 ± 0.60 2.0 ± 0.86 3.1 ± 0.99
Z+jets 0.020 ± 0.010 0.010 ± 0.010 0. ± 0.020
tt¯ +V 1.7 ± 0.46 1.9 ± 0.38 1.2 ± 0.26
Single top 4.1 ± 1.5 5.0 ± 2.0 4.5 ± 1.7
Diboson — 1.7 ± 1.7 —
Multi-jet — — —
Total SM (exp.) 76 ± 2.5 130 ± 4.3 82 ± 2.0
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Table 10.3: Results of the background-only fit in CRTopB. The expected (“exp.”) and fitted (“fit.”)
total SM contributions are indicated separately. The uncertainties are statistical and systematic.
Yields CRTopB-TT CRTopB-TW CRTopB-T0
Observed events 86 275 417
Total SM (fit.) 86 ± 9.3 280 ± 17 420 ± 20
tt¯ 76 ± 9.3 250 ± 17 390 ± 21
W+jets 4.1 ± 0.81 4.6 ± 1.2 5.5 ± 1.1
Z+jets 0.030 ± 0.010 0.010 ± 0.010 0.20 ± 0.11
tt¯ +V 1.5 ± 0.48 3.6 ± 0.73 3.9 ± 0.82
Single top 4.5 ± 1.7 11 ± 3.7 16 ± 5.3
Diboson — 1.6 ± 1.6 0.46 ± 0.25
Multi-jet — — —
Total SM (exp.) 71 ± 2.6 280 ± 6.0 450 ± 6.1
Table 10.4: Results of the background-only fit in CRW and CRST. The expected (“exp.”) and
fitted (“fit.”) total SM contributions are indicated separately. The uncertainties are statistical and
systematic.
Yields CRW CRST
Observed events 533 114
Total SM (fit.) 530 ± 23 110 ± 11
tt¯ 120 ± 19 30 ± 11
W+jets 350 ± 39 26 ± 6.1
Z+jets 1.9 ± 0.62 0.10 ± 0.060
tt¯ +V 1.2 ± 0.43 3.1 ± 0.59
Single top 55 ± 20 53 ± 18
Diboson 10 ± 2.4 1.6 ± 0.79
Multi-jet — —
Total SM (exp.) 460 ± 21 100 ± 12
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Table 10.5: Results of the background-only fit in CRZAB. The expected (“exp.”) and fitted (“fit.”)
total SM contributions are indicated separately. The uncertainties are statistical and systematic.
Yields CRZAB-TT CRZAB-TW
Observed events 68 119
Total SM (fit.) 68 ± 8.3 120 ± 11
tt¯ 1.5 ± 1.5 3.5 ± 1.9
W+jets — —
Z+jets 48 ± 9.2 95 ± 11
tt¯ +V 15 ± 1.8 15 ± 2.1
Single top — —
Diboson 3.9 ± 1.9 5.7 ± 1.4
Multi-jet — —
Total SM (exp.) 58 ± 4.3 110 ± 4.2
Table 10.6: Fitted scale factors obtained after the background-only fit, presented for each targeted
signal region and top quark category. Uncertainties are experimental and systematic.
Fitted SF SRA-TT SRA-TW SRA-T0 SRB-TT SRB-TW SRB-T0
tt¯ 1.17±0.15 1.14±0.11 0.90±0.12 1.20±0.16 0.97±0.07 0.92±0.05
W+jets 1.27±0.15
Z+jets 1.17±0.24 1.13±0.14 1.17±0.24 1.13±0.14
Single top 1.17±0.39
tt¯γ (tt¯ Z) 1.29±0.20
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10.2.3 Discovery fit
The unblinded yields in the signal regions, including experimental and theoretical systematic
uncertainties, are detailed in Tables 10.7 and 10.8, and further summarised (along with the additional
signal regions not covered in this thesis) in Figure 10.1. Key distributions are shown in Figure 10.2.
No significant excess over the fitted SM predictions is observed in any of the SR. The corre-
sponding p-values are reported in Table 10.9, along with the 95% CL upper limits on the number of
signal events (S95obs) and model-independent upper limits on the visible BSM cross-section, defined
as S95obs normalised by the integrated luminosity and weighed by efficiency () and acceptance (A)
corrections terms. The values of A ·  are evaluated separately for each signal region from their
respective benchmark points, and are found to be ∼ 9% in SRA and ∼ 1.5% in SRB.
Table 10.7: Results of the likelihood fit in SRA. The expected (“exp.”) and fitted (“fit.”) total SM
contributions are indicated separately. The uncertainties are statistical and systematic.
Yields SRA-TT SRA-TW SRA-T0
Observed events 11 9 18
Total SM (fit.) 8.6 ± 2.1 9.4 ± 2.2 19 ± 2.7
tt¯ 0.71 ± 0.71 0.51 ± 0.51 1.3 ± 0.64
W+jets 0.82 ± 0.15 0.89 ± 0.56 2.0 ± 0.83
Z+jets 2.5 ± 1.3 4.9 ± 1.9 9.8 ± 1.6
tt¯ +V 3.2 ± 0.66 1.8 ± 0.39 2.6 ± 0.53
Single top 1.2 ± 0.81 0.70 ± 0.42 2.9 ± 1.5
Diboson — 0.35 ± 0.26 —
Multi-jet 0.21 ± 0.10 0.14 ± 0.090 0.12 ± 0.070
Total SM (exp.) 7.1 ± 1.6 7.9 ± 1.5 16 ± 2.1
10.2.4 Exclusion fit
Model-dependent limits are further set by combining the orthogonal signal sub-regions (top quark
categories) and computing CLs for each model point in the t˜1- χ˜
0
1 signal grid. The expected limits
are obtained from the background expectation values, with a corresponding error band of ±1σexp.
The observed limits are determined from the observed event yields in each SR and carry a ±1σSUSYtheory
uncertainty on the signal cross-sections. These exclusion contours in the m(t˜1, χ˜
0
1) plane are shown
in Figure 10.3. Limits on the t˜1 mass from the previous Run 1 analysis are extended by more than
250GeV for a χ˜0 mass below 200GeV. Improvement is also noticeable along the diagonal band,
defined by mt˜1 = mt +mχ˜0 .
For signal models also considering top squark decays into b+ χ˜±1 or into additional massive
neutralinos, four interpretations are considered:
Natural SUSY-inspired mixed grid A simplified model where mχ˜±1 = mχ˜01 + 1GeV with only
two decay modes, t˜1→ b+ χ˜±1 and t˜1→ t + χ˜01, and only on-shell top quark decays are considered.
The same maximal mixing between the partners of the left- and right-handed top quarks and nature
of the χ˜01 (pure bino) as for the B(t˜1→ t + χ˜01) = 100% case is assumed. The branching ratio to
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Table 10.8: Results of the likelihood fit in SRB. The expected (“exp.”) and fitted (“fit.”) total SM
contributions are indicated separately. The uncertainties are statistical and systematic.
Yields SRB-TT SRB-TW SRB-T0
Observed events 38 53 206
Total SM (fit.) 39 ± 7.6 52 ± 7.4 180 ± 26
tt¯ 7.4 ± 4.4 12 ± 5.9 44 ± 22
W+jets 7.8 ± 2.8 4.8 ± 1.2 26 ± 8.8
Z+jets 9.0 ± 2.8 17 ± 4.1 61 ± 9.6
tt¯ +V 9.3 ± 1.7 11 ± 1.6 20 ± 3.2
Single top 4.2 ± 2.2 5.9 ± 2.8 26 ± 13
Diboson 0.13 ± 0.070 0.60 ± 0.43 1.0 ± 0.73
Multi-jet 1.5 ± 0.64 1.0 ± 0.88 1.8 ± 1.5
Total SM (exp.) 32 ± 6.0 46 ± 7.1 160 ± 26
Table 10.9: Left to right: 95% CL upper limits on the visible cross section (〈A · 〉95obs) and on the
number of signal events (S95obs). The third column (S
95
exp) shows the 95% CL upper limit on the
number of signal events, given the expected number (and ±1σ excursions on the expectation) of
background events. The last two columns indicate the CLb value, i.e. the confidence level observed
for the background-only hypothesis, and the discovery p-value (significance).
Signal region 〈A · 〉95obs [fb] S95obs S95exp CLb p-value (Z)
SRA-TT 0.30 11.0 8.7+3.0−1.4 0.78 0.23 (0.74)
SRA-TW 0.27 9.0 9.6+2.8−2.1 0.50 0.50 (0.00)
SRA-T0 0.31 11.2 11.5+3.8−2.0 0.46 0.50 (0.00)
SRB-TT 0.54 19.6 20.0+6.5−4.9 0.46 0.50 (0.00)
SRB-TW 0.60 21.7 21.0+7.3−4.3 0.54 0.37 (0.33)
SRB-T0 2.19 79.1 57.9+22.5−16.7 0.83 0.13 (1.15)
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Figure 10.1: Yields for all signal regions after the likelihood fit. The stacked histograms show the
SM prediction and the hatched uncertainty band around the SM predicttion shows total uncertainty,
which consists of the MC statistical uncertainties, detector-related systematic uncertainties, and
theoretical uncertainties in the extrapolation from CR to SR.
t˜1→ t + χ˜01 is set to 0%, 25%, 50% and 75% and yield the limits shown in Figure 10.4.
Non-asymptotic higgsino A pMSSM-inspired simplified model with a higgsino LSP, mχ˜±1 =
mχ˜01 +5GeV, and mχ˜02 = mχ˜01 +10GeV, assumes three sets of branching ratios for the considered
decays of t˜ → t χ˜02, t˜ → t + χ˜01, t˜ → b χ˜±1 . A set of branching ratios with B(t˜ → t χ˜02, t˜ → t + χ˜01,
t˜ → b χ˜±1 ) = 33%, 33%, 33% is considered, which is equivalent to a pMSSM model with the
lightest stop mostly consisting of the superpartner of the left-handed top quark and tan β = 60 (ratio
of vacuum expectation values of the two Higgs doublets). Additionally, B(t˜ → t χ˜02, t˜ → t + χ˜01,
t˜→ b χ˜±1 ) = 45%, 10%, 45% and B(t˜→ t χ˜02, t˜→ t + χ˜01, t˜→ b χ˜±1 ) = 25%, 50%, 25% are assumed,
which correspond to scenarios with mq˜L3 < mt˜R (regardless of the choice of tan β) and mt˜R < mq˜L3
with tan β = 20, respectively. Here mq˜L3 represents the left-handed third-generation mass parameter
and mt˜R is the mass parameter of the superpartner to the right-handed top quark. Limits in the
m(t˜1, χ˜
0
1) plane are shown in Figure 10.5.
Wino-NLSP pMSSM A pMSSM model where the LSP is bino-like and has mass M1 and where
the NLSP is wino-like with mass M2, while M2 = 2M1 and mt˜1 > M1. Limits are set for both
positive and negative µ (the higgsino mass parameter) as a function of the t˜ and χ˜01 masses which
can be translated to different M1 and mq˜L3, and are shown in Figure 10.6. Only bottom and top
squark production are considered in this interpretation. Allowed decays in the top squark production
scenario are t˜→ t χ˜02→ h/Z χ˜01, at a maximum branching ratio of 33%, and t˜→ b χ˜±1 . Whether the
χ˜02 dominantly decays into a h or Z is determined by the sign of µ. Along the diagonal region,
the t˜ → t + χ˜01 decay with 100% branching ratio is also considered. The equivalent decays in
bottom-squark production are b˜→ t χ˜±1 and b˜→ b χ˜02. The remaining pMSSM parameters have
the following values: M3 = 2.2TeV (gluino mass parameter), MS =
√mt˜1mt˜2 = 1.2TeV (geometric
mean of stop masses), Xt/MS =
√
6 (mixing parameter between the superpartners of left- and
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Figure 10.2: Distributions of EmissT in SRA-TT (left) and m
b,max
T in SRB-TW (right) after the
likelihood fit. The stacked histograms show the SM prediction and the hatched uncertainty band
around the SM prediction shows the MC statistical and detector-related systematic uncertainties.
For each variable, the distribution for a representative signal point is shown.
right-handed states, where Xt = At − µ/ tan β and At is the trilinear coupling parameter in the
top squark sector), and tan β = 20. All other pMSSM masses are set to > 3TeV and effectively
decoupled.
Well-tempered neutralino pMSSM A pMSSM model in which three light neutralinos and a
light chargino, which are mixtures of bino and higgsino states, are considered with masses within
50GeV of the lightest state. The model is designed to satisfy the SM Higgs boson mass and the
dark-matter relic density (0.10 < Ωh2 < 0.12, where Ω is the energy density parameter and h is the
Planck constant) with pMSSM parameters: M1 = −(µ+ δ) where δ = 20–50GeV, M2 = 2.0TeV,
M3 = 1.8TeV, MS = 0.8–1.2TeV, Xt/MS ∼
√
6, and tan β = 20. For this model, limits are shown
in Figure 10.7. Only bottom- and top squark production are considered in this interpretation. The
signal grid points were produced in two planes, µ vs mt˜R and µ vs mq˜L3, and then projected to
the corresponding t˜ and χ˜01 masses. All other pMSSM masses are set to > 3TeV and effectively
decoupled.
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Conclusion
Summary
The successful operation of the LHC during Run 2 allowed the ATLAS experiment to collect
139 fb−1 of data from pp collisions at a centre-of-mass energy of
√
s = 13TeV between the years
2015 and 2018. The analysis of this data resulted in a rich physics programme for the ATLAS
collaboration, and notable achievements in the Higgs sector. In this thesis, four major analyses
were discussed, using part or all of the available data. They established an important connection
between the Standard Model process of pair production of top quarks in association with a Z boson
and the search for a supersymmetric partner to the top quark.
In Chapter 5, a joint measurement of the inclusive tt¯ Z and tt¯W cross sections was performed
using the 2015–2016 dataset (36.1 fb−1). Using the multi-lepton (two to four electrons and/or
muons ) final states and including both on-shell and off-shell Z boson contributions, the tt¯ Z cross
section was found to be σt t¯Z = 0.95±0.13pb, in agreement with the Standard Model prediction
of σtheory
t t¯Z
= 0.863+0.09−0.10(scale) ± 0.03(PDF+αs) pb [35]. Exclusion limits were set on relevant
dimension-6 effective field theory operators affecting the top-Z coupling. For the first time in
ATLAS, the dominant uncertainties on the measurement were systematic rather than statistical.
In Chapter 6, this measurement was repeated with the full Run 2 dataset, focusing only on the
trilepton and tetralepton final states sensitive to the tt¯ Z process. Its cross section was measured
to be σt t¯Z = 1.09±0.10pb, still in agreement with the Standard Model prediction quoted above.
Improvements were made to the modelling of both signal and background processes, allowing a
reduction in the systematic uncertainty.
Chapter 7 presented the very first differential measurement of the tt¯ Z cross section at ATLAS,
also using the full Run 2 dataset, and relied partly on the results of its associated inclusive
measurement. The unfolding process and the challenges of dealing with statistical effects of MC
were extensively discussed, and differential distributions of two kinematic variables associated to
“Inside the LHC tunnels”. c© 2005 CERN.
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the Z boson were shown. Further variables used in the differential measurement are available in
Appendix A.
Part III of this thesis focused on the search for a scalar partner to the top quark in the all-hadronic
final state. Chapter 8 described the design of such a search, using the 2015–2016 ATLAS dataset,
and explored various background modelling strategies.
In Chapter 9, a detailed study showed the merits and limitations of a boson replacement
strategy in estimating the tt¯ Z (Z → νν¯) irreducible background. An approach based on multi-
lepton signatures was then put forward to overcome these limitations, largely based on the results
established in Part II. This method was successfully employed in a similar search using the full Run
2 dataset; only the systematic uncertainties related to the modelling of the tt¯ Z background were
shown here, and compared to those of the boson replacement approach, noting an improvement in
the background estimation strategy.
Finally, Chapter 10 concluded on the search presented in Chapter 8 by discussing its result
using the 2015–2016 dataset. No significant excess over the expected Standard Model background
was observed. Assuming a 100% branching ratio of t˜1→ t + χ˜01, stop masses were excluded up to
1TeV for neutralino masses smaller than 350GeV. Various other scenarios were considered, and
exclusion limits set correspondingly.
Future work
The ATLAS 2015–2018 dataset remains to be fully explored. No conclusive sign of SUSY has
been observed yet, but analysis techniques are constantly being refined and detector performance
made more precise, both on the hardware and software levels. The recent surge in machine learning
applications to high energy particle physics promises the emergence of new and efficient tools in
the scrutiny of this impressive amount of data.
Two axes of future research seem particularly interesting at this point, following the results
presented in this thesis. First, further measurements of the tt¯ Z cross section can be made using
the same full Run 2 dataset, using new and better calibrated approaches. The comparison of the
inclusive measurements using 36.1 fb−1 and 139 fb−1 of ATLAS data, presented in Part II, indeed
indicate that this is a viable and promising avenue towards reducing systematic uncertainties. Using
multivariate techniques, additional final states can be studied, further enhancing the statistical
power of the analysis. The full inclusion of top quark reconstruction algorithms will enable better
separation between signal and background events, and allow to probe more relevant effective field
theory operators through the differential measurement of the tt¯ Z cross section in terms of top- and
tt¯-related observables.
Secondly, the absence of any statistically significant excess in the signal regions used in
Chapter 8 to search for a supersymmetric partner to the top quark in the all-hadronic channel could
effectively make the search interpretable as an inclusive measurement of the tt¯ Z (→ νν¯) cross
section. This process has never before been directly measured at the LHC. A challenging task, it
could be performed with dedicated machine learning approaches and by combining the all-hadronic
channel with the one- and two-lepton channels used in searching for similar supersymmetric
processes (and also sensitive to this irreducible background). This first measurement would be
particularly helpful if conducted in the extreme kinematic phase-space commonly associated with
such searches for new phenomena.
And here we are. Nowhere land.
— That seems hardly a fitting name for a
place so full. Can’t you see it?
Perhaps you’re not looking hard enough.
Westworld
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A Further tt¯ Z differential results with the full
Run 2 dataset
A.1 Results in the 3L channel
A.2 Results in the 4L channel
Appendices

A. Further tt¯ Z differential results
In this appendix we present the measurement of the differential tt¯ Z cross section in the 3L
and 4L channels described in Chapter 7, for the observables in Table 7.1. The variables used
in the combined 3L and 4L channels were the focus of Chapter 7 and are not repeated here.
All observables are unfolded using an iterative bayesian method, described in Section 4.2.4; the
regularisation parameter (number of iterations) for each variable is listed in Table 7.1.
A.1 Results in the 3L channel
Reconstruction-level distributions, migration matrices, and efficiency and acceptance corrections
for the 3L observables Njets, p` non−ZT , |∆φ
(
Z, tlep
)
| and |∆y
(
Z, tlep
)
|, respectively, are shown in
Figures A.1, A.4, A.7 and A.10. The corresponding absolute and normalised data distributions,
unfolded to particle- and parton-level, are presented in Figures A.2, A.5, A.8 and A.11. The
fractional decomposition of statistical and systematic uncertainties is given in Figures A.3, A.6,
A.9 and A.12.
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Figure A.1: Reconstruction-level distribution (top), migration matrices (middle) and efficiency and
acceptance corrections (bottom) at particle-level, for the Njets variable in the 3L channel. In the top
figure, the solid black line corresponds to the sum of the contributions from background processes
(coloured filled areas) and the nominal tt¯ Z MADGRAPH5_aMC@NLO sample (white filled area).
This tt¯ Z contribution is further represented (unstacked) as a dashed blue line, to allow comparison
with the alternative generator setups: SHERPA inclusive (dashed green line) and SHERPA multi-leg
(dashed red line).
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Figure A.2: Data distributions for the Njets variable in the 3L channel, unfolded to particle-level,
absolute (top) and normalised (bottom).
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Figure A.3: Fractional decomposition of statistical and systematic uncertainties for the Njets variable
in the 3L channel, unfolded to particle-level, absolute (top) and normalised (bottom).
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Figure A.4: Reconstruction-level distribution (top), migration matrices (middle) and efficiency and
acceptance corrections (bottom) at particle- (left) and parton-level (right), for the p` non−ZT variable
in the 3L channel. In the top figure, the solid black line corresponds to the sum of the contributions
from background processes (coloured filled areas) and the nominal tt¯ Z MADGRAPH5_aMC@NLO
sample (white filled area). This tt¯ Z contribution is further represented (unstacked) as a dashed blue
line, to allow comparison with the alternative generator setups: SHERPA inclusive (dashed green
line) and SHERPA multi-leg (dashed red line).
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Figure A.5: Data distributions for the p` non−ZT variable in the 3L channel, unfolded to particle- (left)
and parton-level (right), absolute (top) and normalised (bottom).
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Figure A.6: Fractional decomposition of statistical and systematic uncertainties for the
p` non−ZT variable in the 3L channel, unfolded to particle- (left) and parton-level (right), absolute
(top) and normalised (bottom).
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Figure A.7: Reconstruction-level distribution (top), migration matrices (middle) and efficiency
and acceptance corrections (bottom) at particle- (left) and parton-level (right), for the |∆φ
(
Z, tlep
)
|
variable in the 3L channel. In the top figure, the solid black line corresponds to the sum of
the contributions from background processes (coloured filled areas) and the nominal tt¯ Z MAD-
GRAPH5_aMC@NLO sample (white filled area). This tt¯ Z contribution is further represented
(unstacked) as a dashed blue line, to allow comparison with the alternative generator setups:
SHERPA inclusive (dashed green line) and SHERPA multi-leg (dashed red line).
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Figure A.8: Data distributions for the |∆φ
(
Z, tlep
)
| variable in the 3L channel, unfolded to particle-
(left) and parton-level (right), absolute (top) and normalised (bottom).
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Figure A.9: Fractional decomposition of statistical and systematic uncertainties for the |∆φ
(
Z, tlep
)
|
variable in the 3L channel, unfolded to particle- (left) and parton-level (right), absolute (top) and
normalised (bottom).
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Figure A.10: Reconstruction-level distribution (top), migration matrices (middle) and efficiency
and acceptance corrections (bottom) at particle- (left) and parton-level (right), for the |∆y
(
Z, tlep
)
|
variable in the 3L channel. In the top figure, the solid black line corresponds to the sum of
the contributions from background processes (coloured filled areas) and the nominal tt¯ Z MAD-
GRAPH5_aMC@NLO sample (white filled area). This tt¯ Z contribution is further represented
(unstacked) as a dashed blue line, to allow comparison with the alternative generator setups:
SHERPA inclusive (dashed green line) and SHERPA multi-leg (dashed red line).
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Figure A.11: Data distributions for the |∆y
(
Z, tlep
)
| variable in the 3L channel, unfolded to particle-
(left) and parton-level (right), absolute (top) and normalised (bottom).
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Figure A.12: Fractional decomposition of statistical and systematic uncertainties for the
|∆y
(
Z, tlep
)
| variable in the 3L channel, unfolded to particle- (left) and parton-level (right), absolute
(top) and normalised (bottom).
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A.2 Results in the 4L channel
Reconstruction-level distributions, migration matrices, and efficiency and acceptance corrections for
the 4L observables Njets, |∆φ
(
`+t , `
−
t¯
)
|, pt t¯T and |∆φ (tt¯, Z ) |, respectively, are shown in Figures A.13,
A.16, A.19 and A.22. The corresponding absolute and normalised data distributions, unfolded
to particle- and parton-level, are presented in Figures A.14, A.17, A.20 and A.23. The fractional
decomposition of statistical and systematic uncertainties is given in Figures A.15, A.18, A.21 and
A.24.
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Figure A.13: Reconstruction-level distribution (top), migration matrices (middle) and efficiency and
acceptance corrections (bottom) at particle-level, for the Njets variable in the 4L channel. In the top
figure, the solid black line corresponds to the sum of the contributions from background processes
(coloured filled areas) and the nominal tt¯ Z MADGRAPH5_aMC@NLO sample (white filled area).
This tt¯ Z contribution is further represented (unstacked) as a dashed blue line, to allow comparison
with the alternative generator setups: SHERPA inclusive (dashed green line) and SHERPA multi-leg
(dashed red line).
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Figure A.14: Data distributions for the Njets variable in the 4L channel, unfolded to particle-level,
absolute (top) and normalised (bottom).
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Figure A.15: Fractional decomposition of statistical and systematic uncertainties for the Njets
variable in the 4L channel, unfolded to particle-level, absolute (top) and normalised (bottom).
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Figure A.16: Reconstruction-level distribution (top), migration matrices (middle) and efficiency
and acceptance corrections (bottom) at particle- (left) and parton-level (right), for the |∆φ
(
`+t , `
−
t¯
)
|
variable in the 4L channel. In the top figure, the solid black line corresponds to the sum of
the contributions from background processes (coloured filled areas) and the nominal tt¯ Z MAD-
GRAPH5_aMC@NLO sample (white filled area). This tt¯ Z contribution is further represented
(unstacked) as a dashed blue line, to allow comparison with the alternative generator setups:
SHERPA inclusive (dashed green line) and SHERPA multi-leg (dashed red line).
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Figure A.17: Data distributions for the |∆φ
(
`+t , `
−
t¯
)
| variable in the 4L channel, unfolded to particle-
(left) and parton-level (right), absolute (top) and normalised (bottom).
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Figure A.18: Fractional decomposition of statistical and systematic uncertainties for the
|∆φ
(
`+t , `
−
t¯
)
|variable in the 4L channel, unfolded to particle- (left) and parton-level (right), absolute
(top) and normalised (bottom).
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Figure A.19: Reconstruction-level distribution (top), migration matrices (middle) and efficiency
and acceptance corrections (bottom) at particle- (left) and parton-level (right), for the pt t¯T variable
in the 4L channel. In the top figure, the solid black line corresponds to the sum of the contributions
from background processes (coloured filled areas) and the nominal tt¯ Z MADGRAPH5_aMC@NLO
sample (white filled area). This tt¯ Z contribution is further represented (unstacked) as a dashed blue
line, to allow comparison with the alternative generator setups: SHERPA inclusive (dashed green
line) and SHERPA multi-leg (dashed red line).
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Figure A.20: Data distributions for the pt t¯T variable in the 4L channel, unfolded to particle- (left)
and parton-level (right), absolute (top) and normalised (bottom).
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Figure A.21: Fractional decomposition of statistical and systematic uncertainties for the pt t¯T variable
in the 4L channel, unfolded to particle- (left) and parton-level (right), absolute (top) and normalised
(bottom).
246 Chapter A. Further tt¯ Z differential results with the full Run 2 dataset
3−10
2−10
1−10
1
10
210
310
410
510
610
Ev
en
ts
 / 
Bi
n 
W
id
th Data ZtaMcNLO t
Sherpa m.l. Sherpa incl.
Total MC tWZ
ZZ )γ+X(W,H,tt
Other Fakes (LM)
Stat. error  syst. error⊕Stat. 
    
-1
 = 13 TeV, 139 fbs
SR 4L-Z-1b
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
]pi,Z)| [rad/t(tφ∆Detector-level |
0.8
1
1.2
D
at
a
Pr
ed
.
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
 0.02±
0.75
 0.01±
0.19
 0.00±
0.06
 0.01±
0.10
 0.01±
0.60
 0.01±
0.30
 0.00±
0.03
 0.01±
0.17
 0.01±
0.80
0.7
−0.0
0.9
−0.7
1.0
−0.9
]pi,Z)| [rad/t(tφ∆Detector-level |
0.7
−0.0
0.9
−0.7
1.0
−0.9
]
pi
,
Z)
| [r
ad
/
t(tφ∆
Pa
rti
cl
e-
le
ve
l |
    
-1
 = 13 TeV, 139 fbs
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
 0.02±
0.66
 0.01±
0.22
 0.01±
0.12
 0.01±
0.10
 0.01±
0.58
 0.01±
0.32
 0.00±
0.03
 0.01±
0.18
 0.01±
0.79
0.7
−0.0
0.9
−0.7
1.0
−0.9
]pi,Z)| [rad/t(tφ∆Detector-level |
0.7
−0.0
0.9
−0.7
1.0
−0.9
]
pi
,
Z)
| [r
ad
/
t(tφ∆
Pa
rto
n-
le
ve
l |
    
-1
 = 13 TeV, 139 fbs
0.84
0.86
0.88
0.9
0.92
0.94
0.96
0.98
1
1.02
1.04eff
∈
    Particle-level
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
]pi,Z)| [rad/t(tφ∆|
0.22
0.23
0.24
0.25
0.26
0.27
0.28
0.29a
cc
f
0.72
0.74
0.76
0.78
0.8
0.82
0.84
0.86
0.88
0.9eff
∈
    Parton-level
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
]pi,Z)| [rad/t(tφ∆|
0.15
0.155
0.16
0.165
0.17
0.175
0.18
0.185
0.19ac
c
f
Figure A.22: Reconstruction-level distribution (top), migration matrices (middle) and efficiency
and acceptance corrections (bottom) at particle- (left) and parton-level (right), for the |∆φ (tt¯, Z ) |
variable in the 4L channel. In the top figure, the solid black line corresponds to the sum of
the contributions from background processes (coloured filled areas) and the nominal tt¯ Z MAD-
GRAPH5_aMC@NLO sample (white filled area). This tt¯ Z contribution is further represented
(unstacked) as a dashed blue line, to allow comparison with the alternative generator setups:
SHERPA inclusive (dashed green line) and SHERPA multi-leg (dashed red line).
A.2 Results in the 4L channel 247
0
1
2
3
d
σ
d
|∆
φ
(t
t¯,
Z
)|
[p
b·r
ad
−1
·pi
]
SR 4L-Z-1b
√
s = 13TeV, 139 fb−1
Data
MG5 aMc@NLO + Pythia8
Sherpa 2.2.1 NLO multi-leg
Sherpa NLO
0.25 0.50 0.75
Particle-level |∆φ(t t¯,Z )| [rad/pi]
0.50
0.75
1.00
1.25
1.50
Th
eo
ry
D
at
a
Stat. Total
0
5
10
d
σ
d
|∆
φ
(t
t¯,
Z
)|
[p
b·r
ad
−1
·pi
]
SR 4L-Z-1b
√
s = 13TeV, 139 fb−1
Data
MG5 aMc@NLO + Pythia8
Sherpa 2.2.1 NLO multi-leg
Sherpa NLO
0.25 0.50 0.75
Parton-level |∆φ(t t¯,Z )| [rad/pi]
0.50
0.75
1.00
1.25
1.50
Th
eo
ry
D
at
a
Stat. Total
0.0
2.5
5.0
7.5
1 σ
·
d
σ
d
|∆
φ
(t
t¯,
Z
)|
[ra
d−
1
·pi
]
SR 4L-Z-1b
√
s = 13TeV, 139 fb−1
Data
MG5 aMc@NLO + Pythia8
Sherpa 2.2.1 NLO multi-leg
Sherpa NLO
0.25 0.50 0.75
Particle-level |∆φ(t t¯,Z )| [rad/pi]
0.75
1.00
1.25
1.50
Th
eo
ry
D
at
a
Stat. Total
0
5
10
1 σ
·
d
σ
d
|∆
φ
(t
t¯,
Z
)|
[ra
d−
1
·pi
]
SR 4L-Z-1b
√
s = 13TeV, 139 fb−1
Data
MG5 aMc@NLO + Pythia8
Sherpa 2.2.1 NLO multi-leg
Sherpa NLO
0.25 0.50 0.75
Parton-level |∆φ(t t¯,Z )| [rad/pi]
0.75
1.00
1.25
1.50
Th
eo
ry
D
at
a
Stat. Total
Figure A.23: Data distributions for the |∆φ (tt¯, Z ) | variable in the 4L channel, unfolded to particle-
(left) and parton-level (right), absolute (top) and normalised (bottom).
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Figure A.24: Fractional decomposition of statistical and systematic uncertainties for the |∆φ (tt¯, Z ) |
variable in the 4L channel, unfolded to particle- (left) and parton-level (right), absolute (top) and
normalised (bottom).
