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Abstract 
In this study, a method for defining and structuring Production Performance Indicators (PPIs) in different discrete manufacturing 
systems is proposed, where the defining characteristics of an indicator are used so that it can be described through the use of 
ontology representations. The proposed method focuses on the definition of indicators from two perspectives; the general 
perspective, where a PPI is described, based on its relevance to general manufacturing attributes and the specific, where an instance 
of a PPI is created, containing all the necessary information for its application to a specific manufacturing system. 
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1. Introduction 
The manufacturing decision process is based on 
performance requirements, which specify the value of 
the relevant manufacturing attributes [1]. These values 
are often expressed directly or indirectly by performance 
indicators. In modern manufacturing industries, internal 
indicators usually express the same metrics and use the 
same information but have different definitions and 
calculation methods, which makes it difficult sometimes 
for the people involved to compare performances not 
only with different companies but also within their own 
company. It is evident therefore that a common language 
that will help harmonize Production Performance 
Indicators’ (PPI) definitions and descriptions is 
necessary to come up with standardised means of 
describing them. However, this language should not only 
focus on the description of the main parameters of an 
indicator, such as its calculation formula, but also on its 
relation to the resources of a company and to the rest of 
the indicators, in order to provide a meaningful 
comparison with the different manufacturing processes, 
within a manufacturing firm and across a company’s 
borders.  
In the following sections, a number of relevant 
characteristics, such as hierarchical levels and relations 
to other PPIs are described. Furthermore, a particular 
template is described for the application of the PPIs to 
detailed cases using Ontology representations. Ontology 
is a formal explicit description of concepts, in a certain 
domain, followed by the properties of each concept that 
describes various features and attributes and restrictions 
on these attributes [2]. In the engineering sphere, 
ontology defines a common vocabulary for people, who 
need to share information in a specific domain and - as it 
is explained in more detail in section 3 – are used in 
order to describe PPIs. 
2. Manufacturing system models 
During the implementation of a Manufacturing 
Execution System (MES), when a disorder concerning 
material or information flow is diagnosed or when a 
manufacturing process is reconfigured, the 
manufacturing analysis through modelling methods is 
mandatory in order for decisions to be taken [3]. In the 
following sections, the different models of 
manufacturing systems are reviewed, with regard to their 
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different architectures and structures. The structure 
refers to the different ways that a manufacturing 
system’s components are described for design and 
control purposes, while the architecture reviews the 
different placement of these components by providing a 
categorisation, based on the way materials and products 
are handled by the system’s components (machines, cells 
etc.). 
2.1. Hierarchy models 
A number of hierarchy models for manufacturing 
systems have been proposed in the literature.  The 
manufacturing resources may be grouped differently at 
hierarchy levels where control information is transferred 
from the highest level to the lowest while the monitoring 
information is routed in the opposite direction.  In [4] [5] 
[6] three different multi-level hierarchy models are 
proposed including both physical resources and 
activities. In [1], a more indistinct approach is presented 
with four levels, namely: Factory level, Job shop level, 
Work centre level and resource level. The factory level 
refers to the system as a whole and is divided into job 
shops, which are groups of work centres producing a 
family of products or sub-assemblies. A work centre 
consists of resources capable of performing similar 
manufacturing processes (e.g. a turning work centre may 
include some or all of the lathes of a job shop). A 
resource is an individual production unit, such as a 
machine, a human worker, or a manufacturing cell (a 
group of machines and auxiliary devices (e.g. robots) 
working together to perform an operation). The 
hierarchies in [4] and [6] have the same structure apart 
from the factory level described as facility in the first 
one.  
2.2. System architectures 
In [1], the manufacturing system is divided into 
different areas, based on the functions and material flow 
performed in each case. The two main areas are the 
processing and the assembly area. The first term 
describes the area, where the materials are processed and 
the individual parts or components are created, whilst 
the second one, is the area where individual parts or 
components are united in a subassembly or a final 
product. The processing area can be structured in five 
different ways; job shop, project shop, cellular system 
and flow line. The different structures of a discrete parts 
manufacturing system are explained in detail in [1].  
The assembly areas can either be stationary part or 
moving part systems. In stationary systems, the parts are 
not in motion during the process, while in moving part 
systems, the parts move to different places. The 
assembly systems can be further divided into stationary 
and moving workplaces. 
In [7], four more activities are presented having to do 
with additional distinct functions in manufacturing 
systems, namely: Inspection, Packaging, Storage and 
Material handling. 
3. PPIs described through knowledge representation 
Knowledge modelling is the field in which the 
application of Knowledge representation to a domain is 
performed. Knowledge modelling is also considered 
being a subclass of knowledge management and is 
presented as the procedure by which knowledge is 
analysed and captured for the formation of a set of 
models. Models are important for understanding the 
working mechanisms within a knowledge-based system, 
such as: the tasks, methods, the domain knowledge and 
how knowledge is inferred [8]. Modelling techniques are 
considered the most common. These techniques and 
their essential features are described below. 
3.1. Knowledge modelling methods 
In the past years, the demand for a manufacturing 
system’s knowledge management, throughout the entire 
factory lifecycle, has been gradually increasing. In [9], 
the authors emphasize on the great advantage of a 
framework that support knowledge management 
systems, within the entire manufacturing system. The 
basic core of such a framework would be the modelling 
and the representation of the given domain. Knowledge 
representation (KR) involves analysis of how a set of 
symbols can be used in order to represent a set of facts 
within a knowledge domain [16]. The fundamental goal 
of knowledge representation is to facilitate reasoning 
and inference [4]. Logic is used to supply semantics of 
the way reasoning functions should be applied to the 
symbols in the KR system, as well as to define the way 
that operators can process and reshape the knowledge. 
In the approach presented in this paper, knowledge 
modelling methods are used in order to structure and 
model PPIs for manufacturing systems. A number of 
techniques/ technologies, such as XML schemas and 
Ontologies, exist for modelling knowledge.  
XML, which stands for Extensible Mark-up 
Language defines a set of rules for encoding documents 
in a format that can be both human and machine 
readable. The valid structures for a class of XML 
documents are defined by an XML schema [11]. The 
XML Schema as a standard for describing the structure 
and semantics of XML based documents is presented in 
[12]. The XML Schema provides basic vocabulary and 
predefined structuring mechanisms for providing 
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information to XML. The key features of XML Schemas 
are [12]:  
x Rich set of datatypes that can be used for defining 
values of elementary tags. 
x Means of defining nested tags (i.e., tags with 
subtags).  
x Namespace mechanism to combine XML documents 
with heterogeneous vocabulary. 
 
Ontologies include class hierarchies, relationships 
between classes and instances, class attribute definitions 
and axioms that specify constraints [13]. Ontology can 
also be regarded as a description of the most useful 
knowledge in a given domain [14]. The common 
understanding of the terms and concepts provided 
through ontologies can enhance long-term efficiency of 
a knowledge based system. The reasons why Ontology 
was chosen for modelling PPIs are analysed in the 
following section of this study.  
3.2. Modelling methods assessment 
Due to the complexity of the manufacturing domain, 
the PPIs related to it have to be easily readable by many 
types of users. An additional reason that this model 
should be simplified for is the reasoning process. In 
future work, reasoning mechanisms will be used 
extensively for the identification of PPIs. While the 
possible modelling techniques were being compared, it 
was concluded that only the XML schemas and 
Ontology meet the requirements that have been defined. 
The modelling techniques and their key features 
combined with the model’s requirements are listed 
below (Figure 1). 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Modelling techniques comparison 
Although XML seems to be a suitable solution for a 
knowledge graphical representation, the basic 
requirement of automated reasoning is only met in 
Ontology. Ontology also has advantages regarding the 
expressiveness and relationship definition. Moreover, 
the model requires that several changes be made during 
the phase of structuring, because of the various 
alternative ways that the model can be arranged. Thus, 
the fast creation and maintenance of ontology was a key 
feature to the final decision. Further analysis of the PPI’s 
modelling with the use of Ontology takes place in 
section 4. 
4. Ontology model 
The ontology model proposed has four basic classes, 
described as subclasses of the superclass Manufacturing 
PPIs Ontology. Those classes are: PPIs, PPI Formula 
Components, PPI Generic Attributes and PPI Specific 
attributes (Figure 2). The first class includes all the PPIs 
described, which are the basic core of the model. The 
PPI’s class has Specific PPIs as a subclass. All PPIs in 
the model are instances (Individuals) of the class PPIs. 
The second class is the PPI’s generic attributes, whose 
subclasses are the generic attributes. 
 
Ontology
PPIGenericAttributes
4MRelevance
FormulaTemplate Reference
Category Unit
PPIFormulaComponents PPIs
Specific PPIs
Activity
AggregateFunction
SystemArchitecture
EventType
HierarchyLevel
TimeTag
PPISpecificAttributes
 
Fig. 2. Classes of the model 
 
Furthermore, each generic attribute consists of all the 
possible values that it can take (e.g.  Category includes 
Cost, Time, Quality, and Flexibility). Those values are 
expressed in the model as instances of their attribute 
class. The third class is the PPI’s specific attributes, 
which also has its specific attributes as subclasses and 
additionally, each value of every specific attribute 
represented as an instance (e.g. Event Type class has 
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instances the values periodic and non-periodic). The 
final class added is the PPI Formula Components and 
represents metrics that only contribute to the calculation 
of the formula of some generic or specific PPIs. The 
reason that this category of PPI was not added as a 
subclass to  the class PPIs is that the PPI Formula 
Components by definition do not inherit the 
characteristics of PPIs (e.g. Category) since they can be 
translated into various PPIs through the PPIs’ calculation 
formulas. 
4.1. Model restrictions 
Existential restrictions, which are the most common 
types of restrictions in OWL ontologies are used in the 
model and describe a class of instances that have at least 
one relationship along a specific property with an 
instance that is a member of a specified class. For 
example, “hasReference exactly 1 Reference” describes 
all of the PPI instances that have exactly one relationship 
along the “hasReference” property with an instance that 
is a member of the class “Reference”. Therefore, it 
provides restrictions to all PPIs that have exactly one 
reference. Furthermore, through the inheritance of 
characteristics the Specific PPIs inherit automatically the 
restrictions/ characteristics of their superclass (General 
PPIs).  
4.2. Object Properties 
For the process of connecting the PPIs with their 
attributes, object properties were used. Every PPI 
instance is associated with attribute instances via an 
object property (e.g. instance PPI Availability is 
connected to instance 4MRelevance via has4MRelevance 
object property). The description of these attributes is 
explained in the following section. 
5. PPIs information structure 
For the harmonisation of the description and use of 
the PPIs two different templates are proposed in the 
following sections. The first template (General template) 
is used for the description of the PPIs’ characteristics 
and the harmonisation of their description. The second 
template (Specific template) is proposed for the 
description of different uses of the PPIs in different 
systems. The general template is used for the 
construction of the general PPI repository, while the 
specific template is used for instantiating the PPIs from 
the repository for different applications. 
5.1. Reference to information for the general description 
of PPIs 
The main characteristics that describe the context of a 
PPI are its name, calculation formula and measurement 
units. In order to describe the use of a PPI, additional 
information will be presented that expand the description 
of a PPI in specific manufacturing systems.  
The first attribute that will be used in the general 
description is the PPI’s Reference to an activity or a 
product. From an initial review of the existing 
manufacturing KPIs, it became apparent that they 
express values that correspond either to a production 
parameter, concerning an activity (e.g. Throughput 
Time) or a part or finished product (e.g. Energy 
consumption per product). The two kinds of references 
are expressed in the model as instances of the class 
Reference. Their relation to the PPIs is shown via the 
object property hasReference (e.g. Throughput 
hasReference Activity). 
There are four classes of manufacturing attributes to 
be considered in manufacturing decision making: cost, 
time, quality and flexibility. These attributes become 
apparent depending on the particular objectives, goals, 
and criteria. Through the categorisation of the PPIs into 
these categories, the decision making process is 
facilitated by mapping the desired attribute values onto 
corresponding decision variable values. Their relation to 
the PPIs is shown via the object property hasCategory 
(e.g. Cycle time hasCategory Time). 
In order to provide a useful description of the method 
that will be followed for indicators to be calculated, 
there must be a reference to which other PPIs are 
required to do so. In the current KPI repositories, there is 
only a reference made to the other relevant indicators. In 
the description presented in this document, the relations 
between the indicators will be defined in order to 
provide robust guidelines as to the way that the indicator 
should be used. The description is separated into two 
segments, namely; the indicators or metrics that the PPI 
takes data from and the indicators that the PPI gives data 
to. Apart from the direction provided, regarding the 
PPI’s position in a system, in relation to others, this 
separation also reveals the other PPIs that can be 
calculated from the existing ones. For example, a 
monitoring system that includes the indicators MTTR 
and MTBF can also contain the Availability indicator. 
The relations between the PPIs are expressed in our 
model via the object properties givesDataTo and 
takesDataFrom, which express the potential data output 
and the necessary input from other PPIs. 
When choosing PPIs for specific systems one of the 
main criteria is their relevance to the 4M (Man, 
Machine, Material and method). Therefore, the PPIs in 
the general repository are also described through their 
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relevance to man, machine, material and method. Their 
relation to the PPIs is shown via the object property 
has4MRelevance (e.g. Yield has4MRelevance Material). 
5.2. Reference to information for the specific description 
of PPIs 
As presented earlier, there are six activities that take 
place in a factory’s shop floor: Processing, Assembly, 
Inspection, Packaging, Storage and Maintenance. Every 
PPI is connected to an activity via the object property 
hasActivity (e.g. Energy Consumption (Assembly Robot) 
hasActivity Assembly).  
The proposed approach for the description of the 
hierarchy level that the PPIs are applied to, is based on 
the common ground of all approaches presented in 
section 2.1 and are Factory, Job shop, Work center, 
Resource, Cell, Machine and Machine component.  
Leaf level PPIs are expanded to higher levels or are 
translated into a different indicator at the same level to 
express the necessary values for the performance 
monitoring of a manufacturing system, through 
Aggregate functions and PPI formulas. The aggregate 
functions used are Summation (Sum), Average (Avg), 
Median (Med, the numerical value separating the higher 
half of a population from the lower half), Mode (Mod, 
the value that exists in the highest frequency in a data 
set) and Maximum and Minimum values of a data set 
(Max and Min). Additionally, the summation of the 
numerator and denominator of the PPI’s formula will be 
described as Sum (numdenom). All functions are 
expressed in the model as instances of the class 
Aggregae Function. A PPI’s aggregate function is 
described in the model via the object property 
hasAggregateFunction (e.g. Process Deviations 
hasAggregateFunction  Sum). Furthermore, two object 
properties describe the direction of the aggregation of a 
PPI to different hierarchy levels. Those properties are: 
aggregatedFrom and aggregatesTo, where the level that 
the PPI is aggregated from and to is described. 
The PPI calculation formulas are described through 
Formula templates (subclass of PPIs generic attributes) 
where the different patterns, describing the calculation of 
the PPIs are stored as instances. The templates use 
standard symbols for the variables (A, B, C etc.). The 
Generic PPIs are connected to the template instances 
through the object property hasFormulaTemplate. For 
example, the indicator for Availability that has the 
following formula: Availability = MTBF / 
(MTBF+MTTR) where MTBF is Mean Time Between 
Failures and MTTR is Mean Time To Repair, would be 
described as shown in Figure 3. 
 
 
 
 
Fig. 3. Formula of Availability indicator described through object 
properties and relationships 
The calculation period of a PPI in the model, is 
divided into two kinds of attributes; the calculation 
period and the event type. The Event type designates the 
distribution of the events described by the PPI (e.g. 
failures) on a certain time frame, which can be periodic 
or non-periodic. Periodic are considered the PPIs, whose 
value is calculated in a regular time interval, while non-
periodic are the PPIs, whose values are not updated on a 
standard period but depend on the timestamps that an 
event occurs. The two event types are expressed in the 
model as instances of the class Event Type. Every PPI is 
connected to an event type via the object property 
hasEventType (e.g. Tool Availability hasEventType 
periodic). The calculation period refers to the time 
interval that the PPI is calculated and therefore, it can 
only be used for periodic PPIs. If a PPI is calculated with 
data from another PPI, then it immediately inherits its 
calculation frequency. In the model, the calculation 
period is modelled via the data property 
hasCalculationPeriod (e.g. Tool Availability 
hasCalculationPeriod “day” which is input by the user 
as a string value).  
The system’s architecture is based on the hierarchy 
models presented in section 2.2. The attributes are 
expressed in the model as instances of the class System 
Architecture. Every PPI is connected to its system’s 
architecture via the object property 
hasSystemArchitecture. 
Some PPIs can be used for the calculation of other 
higher level PPIs, while others manifest themselves as 
goals, attributes or criteria. An objective is an attribute 
that has to be minimized or maximized. A goal is a 
target value or range of values for an attribute, and a 
criterion is an attribute that is evaluated during the 
process of making a decision [1]. In order to reference 
the PPIs, based on their use, three characterisations will 
be used: Objective, Indicator and Metric. All PPIs in the 
model are expressed as instances of the class Type. 
Every PPI is connected to a type via the object property 
hasType.  
One of the key features that the model and generally 
the PPIs are desired to provide, is the combination of 
Knowledge from past performances with awareness of 
the present and Prediction of future outcomes. 
Therefore, the Time Tag attribute was inserted into the 
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model, with values such as KA (Knowledge-Awareness) 
and AP (Awareness - Prediction). The Time Tag shows 
which time period a PPI is referring to. A PPI that has 
the KA time tag, uses data from past knowledge and 
awareness of the present. These values are expressed as 
instances of the class Time Tag. Every PPI is connected 
to a Time Tag via the object property hasTimeTag.  
A snapshot of a specific PPI based on the PPI 
Availability is provided below: 
 
Availability
MTTR MTBF
isB
inF
orm
ula
Of
isAinForm
ulaOf
Availability (Specific)
inheritsAllDataFrom
FormulaTemplate
(A/(A+B))*100
hasIndividual
hasFormulaTemplate
Job Shop
Periodic
KA
Machine
ha
sT
im
eT
ag
hasEventType
hasHierarchyLevel
hasSystemArchitecture
SystemArchitecture
HierarchyLevel TimeTag
EventType
 
Fig. 4. Example of a specific PPI in an ontology schema with its 
relations 
6. Conclusions 
In this paper, a method for generating manufacturing 
indicators, from a central repository, and structuring 
them in specific manufacturing systems, with the use of 
ontology representation, was presented. The definition of 
the indicators was divided into two main classes, the 
generic and the specific. The main objective behind this 
method is that a common language be provided between 
the different factories or departments of the same firm, 
so that accurate comparison of their performances can 
take place by strictly defined PPIs. Since the method has 
been implemented with the use of OWL, it already 
provides the basis for a web-based indicator repository, 
where a company can include all the indicators used by 
their employees. Finally, the proposed structure provides 
a number of advantages, regarding the use of 
performance indicators, by standardising their 
application description, as well as additional information 
regarding their relationships (also standardised through 
calculation templates and aggregate functions). The 
approach using ontology allows the flexible handling of 
a central repository of generic and specific indicators 
through reasoning mechanisms (to be expounded in 
future work), which allow, among other things, the 
generation of data queries and the creation of knowledge 
regarding their arrangement. Future work will be 
focused on the use of this repository for the instantiation 
of specific indicators, linked to equipment and data 
streams from sensors through the semi-automatic 
generation of information queries by ontology reasoning. 
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