The Radon transform accentuates linear features and has been applied to detection and enhancement problems in images with linear features. However, several difficulties occur when the Radon transform is applied to images which have features with some curvature or features which do not cover the entire extent of the image. A localized Radon transform was established in [l] which successfully enhanced line segments and slightly curved features. In this paper an alternate derivation of the localized Radon transform to that of [l] is provided. Several properties not considered in [l] are derived and a detection scheme for line segments is developed.
Introduction
The Radon transform (RT) was first introduced in 1917 [2] . Over the past 80 years it has become extremely useful in many areas, particularly in tomography [3-51. One distinguishing feature of the RT is its ability to aid in the detection and enhancement of linear features. However, there have been several key difficulties with the RT when it is applied to the wake detection and enhancement problem [1,6]. First, although the wake is a V-shape, each arm is not a perfect line. The RT may not produce significant peaks for features with a small amount of curvature in noisy environments. Second, although the RT produces extrema for linear features which cover the entire extent of the image, this is not always the case for shorter linear features in noisy environments. The importance of both problems is dependent on the relative levels of the signal and the noise in the image.
In the past, the main strategy for combating the problems associated with linear features which do not cover the extent of the image or have a small amount of curvature was to filter the data either before or after the RT. For example in [7] , the RT was combined with a simple automatic detection algorithm. However, additional processing, both preprocessing and Pamela A. Delaney
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Wichita State University Wichita, Kansas 67260 post processing, was required. Alternatively, in [l] a new transform, the localized Radon transform (LRT), was introduced. This transform examined the Radon transform on a restricted domain and showed promising results when applied to enhancement of linear features in images, both for slightly curved features and features which do not cover the entire extent. In this paper, an alternate derivation of the LRT to that of [l] is provided. Several key relations between the RT and the LRT not presented in [ l] are derived which can be applied to show invertibility of the LRT. Next, two detectors, a composite Neyman Pearson (NP) detector and Maximum Likelihood (ML) detector are derived and it is shown that the LRT can be used to simplify the detectors.
TheLRT
The RT calculates the line integral of all lines in an image parameterized by the coordinates (p,I3) and is defined as 
where X E R+, q E R, and W,+ is a window function Note that for the purposes of this work a rectangular window is sufficient. However, it is possible to implement a more general window function.
The LRT is a transformation from two dimensions to three dimensions and is significantly more complicated then the RT. In addition, the window function depends on the parameter, A. Thus, although the transform is localized, it is significantly more complex than the RT. The LRT and the RT are closely related. Two theorems are presented which show that the RT can be recovered from the LRT for discrete s and continuous s. The next theorems establish the relationship. where qn = $! $A.
Proof:
The proof of the above expression can be found by a direct calculation [ 8 ] .
U
In the last theorem, it was shown that the RT can be recovered from the LRT when qn = $A for any N E Q. A similar method can be used to recover the RT when q is continuous.
Theorem 2.2 For
Similar to Theorem 2.1, the proof can be found by direct computation [8] . 0 Since it is well known that the RT is invertible, these relationship can be used to show invertibility of the LRT. For example, using Theorem 2.1 we find n=--00
Equivalently, using Theorem 2.2 we find
Thus, the inverse of the LRT requires one additional step compared to the inverse of the RT.
The LRT was developed using the RT coordinates, (p, e). However, the transform can be defined equivalently in terms of rectangular coordinates. Define the parameters ( I Y ,~) as
The LRT can be written in terms of the rectangular
Note that the transforms given in Equation (2) and (9) are equivalent and related by the rotational transformation given in Equation (8) . Another formulation of the LRT can be obtained in terms of the Fourier transforms. Applying Parseval's theorem to Equation (9), we find
The rectangular formulation in Equation (10) provides a convenient representation for numerical implementation of the LRT which is similar to the direct Fourier method in the RT. Thus, the LRT can be obtained by taking the discrete Fourier transform of the image, multiplying by and then taking the inverse Fourier transform which is illustrated in Figure 2 . Since an analytical form of the Fourier transform of window function is known, the rotation information introduced by the window function does not require interpolation. 
Composite Detection
The LRT was developed to accentuate line segments in images. Next, a quantitatively method to detect linear features in images is examined which illustrate how the LRT can be used to simplify the detection scheme.
In a traditional binary hypothesis problem [9, lo], we assume that where X is the observation vector of length M , N is a noise vector of length M , and s is a signal of length M parameterized by the random variable a. In order to simplify the problem, we assume that the elements in the vector N are observations from i.i.d. Gaussian random process with mean p = 0 and variance a2. In addition, we assume that ~( a )~s ( a ) = 1 and that the parameter a has the values = {alaO,al,-..,aQ-l} with equal probability. Note that the signal s ( a ) and the unknown parameter a are general and can be specified by the application.
For the binary hypothesis problem given in Equation (11), the conditional likelihood ratio given the parameter a is ,
L(xla) = e -+ S N R e & x T 6 ( a )
where the signal to noise ratio (SNR) is l/$. The Neyman Pearson (NP) detector is a commonly used detector which maximizes the correct detection probability for a given threshold subject to a fixed false alarm probability Since the exponential is a monotonically increasing function, equivalently, the decision rule can be written in terms of the log likelihood ratio, where the constant has been ignored. where each element of the set is assumed to have equal probability.
The detection problem for the line segment is a special case of the detection problem defined earlier where a = h e , Q ) . so,
For a line segment, the quantity x T s ( p , e) can be simplified using the LRT, The original formulation of the detection problem assumed that the length of the line segment is known. Unfortunately, in some applications this might not be the case. In Figure 4 , the LRT detector is applied to a line segment of length 16 pixels for SNR=13 dB and SNR=16 dB when there is an error in the window size. We note the performance of the detector is dependent on the value of A. For example, when the value of X has an error of a factor of a, either too small or too large, the ROC curve is changed significantly. In addition, we note that for this example, the effect of an error on X is more significant when the value of X is too large.
Summary
The LRT, which was first presented in [l] , provides a method of accentuating linear features which have a small amount of curvature or occur over a small do- main. An alternate derivation of this transform compared to [l] was presented which uses a simple rectangular window function to localize the transform. Two theorems were established to illustrate how the LRT can be used to recover the RT. This transform was shown to provided an alternate method of implementing the N P and ML detectors. Results for three cases were shown and the sensitivity of the localization parameter X was discussed.
