Abstract-The impact of scattering condition and array configuration on performances are inseparable in early analyses of multiple-antenna systems. An array-independent scattering model is introduced where three basic scattering mechanisms are modeled. Performance results become more intrinsic property of the scattering channel itself. For linear arrays of length in an environment of total angle spread , the ergodic capacity is shown to increase linearly with for large arrays. When antenna arrays reduce to practical sizes, the capacity scaling depends on the signal-to-noise ratio (SNR) as well. This implies that the number of antennas used should also depend on the SNR. In terms of outage capacity, the tradeoff between spatial multiplexing gain and diversity gain is shown to be very sensitive to the underlying scattering mechanisms. Finally, as varies with the propagation range, the tradeoff among multiplexing gain, diversity gain, and propagation range is studied.
I. INTRODUCTION
M ULTIPLE-antenna systems improve performance by exploiting the scattering nature of physical environments. To fully utilize this channel resource, early results [1] - [10] incorporate physical parameters of scattering condition into the channel model and study their effects on performances. They focus on models where scattering is captured by the fading statistics across all pairs of antennas. For example, [1] - [4] model the correlation across all pairs of antennas as a Kronecker product; [5] - [9] model the fading statistics as a composition of array manifolds and a random matrix capturing the scattering environment; and [10] model the fading statistics as a composition of two independent and identically distributed (i.i.d.) random matrices. While the fading statistics depends on the scattering condition, it also depends on the array configuration. As a result, different array configurations will yield different conclusions even in the same channel. A better understanding of the impact of scattering by itself will give us insights into choosing the array configuration and developing simpler space-time processing algorithms.
Previous work [11] proposed to capture the scattering condition by the angular intervals subtended by clusters of scatterers (see Fig. 1 ), and study antenna arrays that are limited by their effective aperture but not the number of antennas. Performance results therefore do not depend on the array configuration. In [11] , it demonstrates that the area constraint of antenna arrays and the angular intervals subtended by scatterers put forth a deterministic limit to the number of spatial degrees of freedom. For an array of effective aperture in a physical environment of total angle spread measured in solid angle, the number of spatial degrees of freedom is shown to be for large . However, knowing the angular intervals of scatterers is not enough to characterize the impact of scattering on the channel capacity and diversity gain. To carry out such analyses, the joint response between the angular intervals at the transmitter and that at the receiver needs to be modeled. The first part of this paper will supplement [11] with the joint response by modeling three basic scattering mechanisms: specular reflection, single-bounce diffuse scattering, and multibounce diffuse scattering (see Fig. 2 ). Based on the joint response, we will compute the channel capacity and diversity gain. Reference [12] uses a similar approach to model the antenna arrays but it uses the ray-tracing approach to model the scattering condition which lessens its analytical tractability. Our choice of the three scattering mechanisms is inspired by how they affect the path-loss exponent in the log-distance path-loss model [13] . The path-loss exponent reveals the dependence of the joint response between the transmit and the receive angular intervals: the larger the exponent is, the more diffuse the channel is, and the less dependence would be. The popular Kronecker model corresponds to the case of no dependence which is inconsistent with channel measurements [13] and pointed out by [14] as well.
We will first consider the fast-fading channel and compute the ergodic capacity for linear arrays of length normalized to a wavelength at high signal-to-noise ratio (SNR) where is the angular intervals subtended by scatterers, and is the transmit SNR. The gain depends on the underlying scattering mechanisms. The capacity scaling factor is which is consistent with the previous work on the number of degrees of freedom for large arrays [11] . When is only a few times of wavelength which is often the case for practical uses of multiple- antenna systems, more terms in the capacity formula should be considered (1) at high SNR where is the number of scattering clusters. The factor depends on the underlying scattering mechanisms. The number of spatial degrees of freedom now depends on the SNR. This phenomenon is related to the concept of super-resolution and is more relevant to the spatial domain where practical is not large.
For the slow-fading channel, we focus on the diversity gain and its tradeoff with the spatial multiplexing gain (data rate). The diversity gain can differ by a factor of between singlebounce and multibounce diffuse scattering because there is more randomness in the latter than in the former. Thus, the difference between scattering mechanisms is more distinguishable in the slow fading scenario. Not only do the maximum diversity gains differ, the tradeoffs between the spatial multiplexing gain and diversity gain in the outage formulation differ as well. We will follow the tradeoff formulation in [15] , and show that for a given multiplexing gain, the multibounce diffuse channel achieves an -fold better diversity gain than the single-bounce diffuse channel in general. Since practical channels are more specular and single-bounce diffuse in nature as opposed to the Kronecker assumption, the insight obtained will help us design better space-time coding schemes.
Finally, as the scattering mechanisms studied are tied up with the path-loss model, the propagation range are therefore expected to relate to the multiplexing gain and diversity gain. We will illustrate that there is a tradeoff between propagation range and multiplexing gain. As a whole, there is a range-multiplexing-diversity tradeoff in the slow-fading channel.
The rest of the paper is organized as follows. Section II presents the scattering model. Section III computes the ergodic capacity. Section IV derives the tradeoff between multiplexing and diversity gains. Section V illustrates the tradeoff between multiplexing gain and propagation range. Finally, we will conclude this paper in Section VI.
In the following, we will use boldface capital letters for matrices and boldface lower case letter for vectors. For a vector is a unit vector denoting its direction. is the identity matrix. The determinant of a square matrix is denoted by and its trace by . Two matrices related by implies that is positive definite. and denote the set of -dimensional complex vectors and complex matrices, respectively. and denote the conjugate, conjugate-transpose, and expectation operations, respectively. For an uncountable set denotes its Lebesgue measure. denotes a complex Gaussian random variable with mean and variance , and denotes a complex Gaussian random matrix with mean and covariance where is the Kronecker product. Two random variables related by means that they are statistically the same. gives the smallest integer equal to or greater than .
II. SCATTERING MODEL
Following [11] , we use the continuous-array model which eliminates the need to specify a priori the number of antennas and their relative positions. The commonly used multiple-input multiple-output (MIMO} model is a sampled version of it. Linear arrays are used to bring out the key concept. In a frequency nonselective fading channel, the transmit and the receive signals, and , at a particular time are related by (2) The channel response gives the signal arrived at point on the receive array due to a unit point source applied at point on the transmit array. The additive noise is a white complex Gaussian random process with zero mean. The input signal is normalized such that , the transmit SNR. The channel response is a composition of array responses and scattering response (3) In the expression, the positions and are normalized to a wavelength for conciseness. In the far field, the array responses are given by
where is the directional cosine with respect to the axis of the transmit array and is that with respect to the receive array (see Fig. 1 ). The length and denote the normalized length of the transmit and the receive arrays, respectively. Note that we only consider the array responses, and ignore the mutual coupling between adjacent antenna elements and between the antenna element and its surroundings. When antennas are placed closer to each other, there is mutual coupling among them that should not be ignored [16] , [17] . In this case, the array response can be modeled as a product of the array response assuming no coupling and the active element response [18] , [19] . The active element response then depends on the antenna spacing. To obtain a reasonable model for the active element response would require more information about the antenna type, and the dielectric properties of the antenna itself and its surroundings which is out of the scope of this paper.
The scattering response gives the signal received from direction due to a unit impulse radiated to direction . It captures the scattering condition of physical environment. As scattered paths are typically clustered around a number of disjoint angular intervals, is nonzero in multiple subintervals only. With reference to Fig. 1 , suppose there are scattering clusters illuminated by the transmit array with angular subintervals and clusters observed from the receive array with subintervals . Defining and , and denoting and , the scattering response satisfies only if (5) We will next model within the nonzero region . Three scattering mechanisms are considered. The choice of them is inspired by how they affect the path-loss exponent in the log-distance path-loss model, a classical propagation model used to estimate the received signal strength as a function of transmit-receive separation. The path-loss exponent due to specular reflection is around whereas the exponent due to diffuse scattering depends on the number of bouncing encountered by physical paths before reaching the receiver. When it is single-bounce, the exponent is around . In the case of multibounce, the exponent is around where denotes the number of scattering clusters along the physical path. For example, the multibounce diffuse scattering shown in Fig. 2 has an exponent of around . The larger the exponent is, the more diffuse the channel is, and the less dependence in the joint response would be. Channel measurements [13] report that the path-loss exponent ranges from up to with typical values between and . This implies that there is substantial dependence in the joint response. Analyses based on the Kronecker model are therefore not sufficient.
A. Specular Reflection
Starting with specular reflection, it occurs when the scattering source is smooth and large as compared to a wavelength, for example, back-wall reflection. The incident and reflected directions make equal angles from the surface normal. With reference to Fig. 3 , suppose is the unit normal of the th scattering cluster. For an impulse applied in the direction , the signal received from the direction is (6) for , where is the carrier frequency, is the propagation delay along gives the rotation on the transmit direction, and denotes the change in polarization. 1 The response is inherently deterministic, and the transmit and receive directions are in one-to-one correspondence. Furthermore, as is unity implying , that is, , we model the specular response as (7) Note that only the measures and are required to be the same whereas the sets and need not be the same. For convenience, we assume that they are the same.
B. Diffuse Scattering
Diffuse scattering occurs when the scattering source is composed of a volume of small discrete scatterers, small as compared to a wavelength, for example, scattering by furniture. Upon impinging, the incident fields induce electric and magnetic dipoles on each discrete scatterer. The induced dipoles then reradiate energy to directions other than the incident direction, like a secondary source or passive relay, as shown in Fig. 4 . Let us look at the response of the th scattering cluster. Suppose is the position of the th scatterer relative to the centroid of the cluster. For an impulse applied to the direction , the signal scattered to the direction can be approximated by the Rayleigh scattering mechanism [20] and is (8) where is the effective wavenumber vector of the scattering cluster along impinging direction and scattered direction , and is the polarization matrix. 2 Compared to specular reflection, the response is inherently stochastic, and where v is the magnitude of v v v, and and are the intrinsic impedance of free space and the scattering cluster respectively. 2 The polarization matrix for diffuse scattering is given by 0 0 0 (
where and are the relative permittivity and relative permeability of the scatterers respectively.
the transmit and receive directions are no longer in one-to-one correspondence. As the size of scattering cluster is typically large as compared to a wavelength and contains a lot of discrete scatterers, the displacement vector can be modeled as a random variable in space and the phase lag is approximately uniformly distributed in . By the central limit theorem and is a function of and . Ignoring polarization effect, the response of a single cluster is then a complex Gaussian random process with zero mean. The second-order statistics depend on the density or roughness of the cluster as well as its dielectric properties. Without further information about the characteristics of the scattering cluster, we will model it as a white process over the angular intervals subtended by the cluster. Furthermore, we assume that clusters are uncorrelated. As a result, the singlebounce diffuse response satisfies
Because of the secondary-source property of diffuse scattering, the multibounce diffuse response is a convolution of single-bounce diffuse responses. The signal radiated to is spread out and reaches the receiver from all directions over , as illustrated in Fig. 2(right) . Now, we can model the multibounce diffuse response as convolution of independent complex Gaussian processes, each having the form of (9) where is the number of bouncing encountered by physical paths. But this would be difficult for closed-form analyses. To make the model more tractable while preserving the unique property of multibounce diffuse channel, we model the multibounce diffuse response as a zero-mean uncorrelated complex Gaussian random process satisfying (10) where denotes the transmitter-receiver separation. The normalization by is due to the differential from the convolution operations.
In general, the scattering response is a superposition of and . Those component responses have very different path-loss exponent. Depending on the physical environment and the carrier frequency, is usually dominated by one of them. Therefore, we will perform analyses on them individually.
III. CAPACITY
As the channel responses are continuous, we will apply a singular function expansion and result from Landau and Widom [21] on the singular value distribution to compute the capacity for the specular, multibounce diffuse, and single-bounce diffuse channels.
A. Specular Channel
In (3), the scattering response is sandwiched between two integral kernels (11a) (11b)
As these kernels are nonzero and square integrable, there exist two sets of orthonormal functions and , and a sequence of positive numbers in a decreasing order such that (12) The expansion is equivalent to the singular value decomposition on finite-dimensional matrices and 's are the singular values. Similarly (13) We project the scattering response onto the set of singular functions , the input signal onto , and the output signal and additive noise onto . The input-output model in (2) and (3) becomes (14) For the specular channel (15) To keep up the deterministic nature of specular channel, we assume that (16) The assumption is justified for large arrays due to their good angular resolution. When (17) which is diagonal. When , we expect it as band diagonal. For simplicity, this paper focuses on . The inputs and outputs in (14) are then related by (18) The channel is composed of multiple parallel subchannels. The capacity is therefore obtained by water-filling over these subchannels and is summarized in the following lemma.
Lemma 3.1:
Suppose and are known a priori at the transmitter and the receiver, respectively, , and the receiver estimates 's. The capacity of specular channel is (19) as , where (20) as .
To prove Lemma 3.1, we need to know the distribution of . Fortunately, Landau and Widom [21] showed that the number of greater than is given by (21) as . This formula was first conjectured by Slepian in 1965 for the case when [22] . It gave a precise interpretation of the degrees of freedom in a class of signals that are approximately time-limited to and frequency-limited to in [23] . Later, in 1980, Landau and Widom proved the result for arbitrary [21] . To get an idea, Fig. 5 Now, the capacity of the specular channel can be written as
where satisfies
The rest of the proof for Lemma 3.1 is included in Appendix I.
B. Diffuse Channels
We start with the multibounce diffuse channel where we have
The is a white complex normal process over all and . As is a zero-mean white complex Gaussian random process over , holds. The singular functions and are nonzero only over and , respectively, so holds. The circularly symmetric property of implies . In conjunction with the orthonormal property of the singular functions, 's are independent. Apparently, the channel now becomes the standard Kronecker MIMO model. However, unlike the Kronecker model, the dimension of the fading matrix in our case is not known a priori. It depends on the scattering condition, array sizes, and the SNR. To compute the channel capacity, we will first derive a lower bound using tools from random matrix theory and then derive an upper bound. We will show that these bounds are asymptotically tight.
Note that the asymptotic cumulative distribution of depends on and only. That is, two channels with different but same measure and same number of disjoint subintervals will yield the same performance for large . For simplicity, this paper focuses on the scenario where and . That is, we consider the case where the asymptotic cumulative distribution of and that of are approximately the same. For any , if we consider only those 's greater than and pour equal power over them, this will give a lower bound. Recall that in (21) gives the number of greater than . We define the empirical distribution of by (28) and its inverse map by . For a fixed , as increases, random matrix results in Girko [24] are applied to obtain the limiting eigenvalue distribution for , denoted by , where is a diagonal matrix of dimension with the th diagonal element being and is a matrix with the th element being . Reference [3] showed that the Steltjes' transform 3 of is given by and is the unique solution to the fixed-point equation
Hence, the capacity of multibounce diffuse channel is lower-bounded by (29) At high SNR, it approximates (30a) (30b)
The lower bound is computed and summarized in the following lemma, and the proof is included in Appendix II.
Lemma 3.3:
Suppose and are known a priori at the transmitter and the receiver, respectively, , and 's are known at the receiver. The ergodic capacity of the multibounce diffused channel is approximately lower-bounded by (31) as , where
as . 3 The Steltjes' transform of a distribution F ( 1 ) is defined by
Because 's are less than and is concave, the capacity is therefore upper-bounded by
It is computed in Appendix III and the result is summarized by the following lemma. 
as . Now, we proceed to the single-bounce diffuse channel. When and are large, the single-bounce channel is approximately equivalent to independent single-cluster multibounce diffuse channels. Fischer's inequality assures that the optimal input covariance is separable among the parallel clustered channels. Asymptotic results from multibounce diffuse channel are applied to obtain the asymptotic capacity of single-bounce diffuse channel and is summarized in Theorem 3.5.
C. Asymptotic Maximum Multiplexing Gain
Theorem 3.5: Suppose and are known a priori at the transmitter and the receiver, respectively.
• Specular channels. Assume . The channel capacity is 
as .
• Single-bounce diffuse channels. Assume and is finite. The ergodic capacity is bounded by
Theorem 3.5 summaries the asymptotic capacity results. All channels have the same asymptotic number of spatial degrees of freedom equal to -the maximum spatial multiplexing gain. It is insensitive to the underlying scattering mechanisms. This result agrees with the degree-of-freedom formula in [11] where scattering mechanisms are not modeled. It supplements [11] with the capacity analysis for linear arrays. For other array geometries, the difficulty lies in finding the distribution for the singular values and which could be a possible extension of this work.
The underlying scattering mechanisms affect the received SNR on each spatially multiplexed channel. Several observations are worth pointing out.
• In the specular channel, as the transmit and the receive directions are in one-to-one correspondence, the received SNR per spatial channel is scaled by the number of spatial channels supported.
• In the multibounce diffuse channel, as the transmit power to a particular direction is spread out over the entire , there is no scaling of SNR by the number of spatial channels. This phenomenon is similar to the spreading gain in waveform channels where a data symbol can be spread over multiple time-samples and/or subcarriers to increase the robustness against channel fading. In waveform channels, the spreading is done explicitly whereas in multipleantenna channels, the secondary-source property of diffuse scattering brings forth the spreading implicitly. Also, because of the secondary-source property of diffuse scattering, a fraction of power is lost in each bouncing and therefore the received SNR is scaled by .
• In the single-bounce diffuse channel, the transmit power emanated from is spread over only so the receive SNR per spatial channel is scaled by the number of clusters only.
Finally, we reiterate that the spreading benefit and path loss counteract each other in diffuse channels. Similar observation is reported in [27] . In [7] , [14] , channel capacities are, however, shown to be increasing with less dependence between the transmit and the receive directions, that is, multibounce diffuse channels would have better performance than specular channels. The inconsistency stems from [7] , [14] keeping the receive SNR per spatial channel constant while we are keeping the total SNR constant. 
D. SNR Dependence of Usable Degrees of Freedom
At high SNR, the capacity of specular channel given in Lemma 3.1 can be approximated by (39) while the capacity of the multibounce diffuse channel given in Lemmas 3.3-3.4 is approximately equal to (40) for some constant . Apparently, there is an addition of degrees of freedom in the specular channel and in the multibounce diffuse channel. These additional degrees of freedom as compared to are negligible as but become increasingly significant as reduces to more practical value.
The integral kernels in (11) have infinite number of nonzero singular values. In theory, if there is no noise, there will be an infinite number of degrees of freedom for information transmission. Because no matter how small the gain of a degree-offreedom is, an infinite-precision system should be able to recover the signal carried by it. In practice, we cannot recover the signal carried by a degree-of-freedom that has gain far below the noise level. When and are large, the transition between good and bad singular values is so abrupt that the usable degrees of freedom is . However, when and are far from infinite, the distribution of singular values is smoother. To illustrate the idea, Fig. 6 plots the distribution for different array sizes. In contrast to the discrete-array model, where the maximum spatial multiplexing gain does not depend on the SNR, the number of usable degrees-of-freedom in the continuous model depends on the noise level. That is, if we have the flexibility to place any number of antennas on the finite-array aperture, it becomes difficult to define the maximum spatial multiplexing gain. If the aperture size does not go to infinity while the SNR does, the maximum spatial multiplexing gain would be infinite. The same argument can be obtained from the concept of super-resolution [28] , [29] .
How can the spatial multiplexing gain go to infinity for a finite aperture? In principle, any radiating system can generate infinite number of transmission modes implying that a small array can generate the same set of transmission modes as a large array. However, in order to excite transmission modes with the same strength on both arrays, one needs to pack at least the same amount of moving charges in both arrays. More power is needed to keep the charges in the small array than in the large array. 4 Therefore, a higher SNR is required for a smaller array to have the same number of usable degrees of freedom as a larger array. When SNR goes to infinity, the number of usable degrees of freedom goes to infinity as well.
The SNR dependence implies that the number of antennas used should also depend on the SNR. To illustrate this point, let us look at a numerical example. We consider a multibounce diffuse channel with three randomly placed scattering clusters each of angle 30 and array length of wavelength. Water-filling is performed over singular values to determine the number of spatial channels used and the amount of transmit power poured over them. The expected mutual information and the corresponding number of spatial channels for different receive SNR are plotted in Fig. 7 . The upper bound shown is the ergodic capacity with full channel state information at both transmitter and receiver. The graph illustrates that the expected mutual information closely tracks the upper bound and the number of spatial channels increases with SNR. At receive SNR of 0 dB, the number of spatial channels is greater than on average. At receive SNR of 20 dB, the number of spatial channels is greater than which corresponds to antenna spacing of less than half-wavelength.
IV. DIVERSITY
The preceding section shows that the asymptotic ergodic capacity is insensitive to the underlying scattering mechanisms. In this section, we will show that these mechanisms have significant impact in slow-fading channels. In particular, we will illustrate how the trading between spatial multiplexing gain and diversity gain varies with the underlying scattering mechanisms. The discussion in this section will focus on the large-array regime.
Asymptotically, there are significant and significant , and these eigenvalues are all asymptotically equal to . The multibounce diffuse channel is therefore approximately mimic the standard independent and identically distibuted (i.i.d.) fading model for multiple-antenna systems where the maximum diversity gain is . Similarly, the single-bounce diffuse channel is approximately modeled by . . .
where for . The maximum diversity gain is . Underlying scattering mechanisms not only affect the maximum diversity gain but also the tradeoff between multiplexing gain and diversity gain. To illustrate this point, we use the tradeoff formulation proposed in [15] . At a fixed target data rate, the outage probability would decay like at high SNR where is the maximum diversity gain. Increasing the target rate (bits/s/Hz), we would expect an increase in the outage probability or equivalently, the outage probability delays like in which the exponent is less than and decreases with increasing . The curve then characterizes the tradeoff between the data rate (multiplexing gain) and diversity gain. A formal definition is given below. More in-depth discussions on its operational interpretation can be found in [30, Ch. 9] . Finally, other formulations such as using the variance of mutual information [31] can also be used to illustrate such a tradeoff.
Definition 4.1:
A diversity gain is achieved at multiplexing gain if the data rate is and the outage probability is or more precisely
The curve characterizes the multiplexing-diversity tradeoff of the channel.
As the multibounce diffuse channel mimic the standard i.i.d. fading channel, the tradeoff curve has been solved in [15] . For the single-bounce diffuse channel, the tradeoff curve is given by solving
The curve is computed in Appendix IV and is summarized in Theorem 4.2.
Theorem 4.2:
Suppose and are known a priori at the transmitter and the receiver, respectively, and 's are known at the receiver. Denote the maximum multiplexing gain as
• Multibounce diffuse channels. The tradeoff curve is given by a piecewise-linear function connecting the points , where
• Single-bounce diffuse channels. The tradeoff curve is (44) where is a piecewise-linear function connecting the points and (45) The operation denotes the min-plus convolution and is defined as
Descriptively, the tradeoff curve is obtained by putting end-to-end the different linear pieces in 's, sorted by increasing slopes (o,r equivalently, decreasing negative slopes).
To get an idea on the differences in the tradeoff, let us consider the scenario where the number of disjoint subintervals in and are equal, and the respective subintervals are of equal length. Then, is the piecewise-linear function connecting the points , where
Compared to in (43), the multibounce channel achieves an -fold better diversity gain than the single-bounce channel in supporting a multiplexing gain which is a multiple of . Fig. 8 . plots the two curves for and . Recent space-time code design mainly focuses on the i.i.d. fading channel (equivalent to the multibounce diffuse channel). However, real channels are more specular and single-bounce diffuse in nature. Understanding the differences on the tradeoff sheds light on designing more efficient space-time coding schemes that can adapt to the physical environment. Imagining, if we design a space-time code that is optimal for the i.i.d. fading channel and use it in a single-bounce diffuse channel, the link reliability can be much worse.
Finally, it is possible to turn a single-bounce diffuse channel into a multibounce diffuse channel by increasing the antenna spacing. This plausibly increases the diversity gain and validate the performance analyses based on the i.i.d. fading model. However, when the array length is fixed, using less antennas decreases the spatial degrees of freedom. The resulting tradeoff curve remains upper-bounded by the curve given in Theorem 4.2. 
V. PROPAGATION RANGE
As the scattering mechanisms are tied up with the path-loss model, the propagation range is therefore related to the multiplexing gain and diversity gain. For example, [27] points out the tradeoff between path-loss and multiplexing gain across different scattering mechanisms: specular reflection has better path-loss but worse multiplexing gain whereas diffuse scattering has worse path-loss but better multiplexing gain. Under the same scattering mechanism, we will illustrate that there is also a tradeoff between propagation range and multiplexing gain. The analysis involved is not as vigorous as that in previous sections on ergodic capacity and diversity gain. At the least, it gives us a more comprehensive perspective on the range-multiplexing-diversity tradeoff.
If the scattering clusters remain fixed while the transmitter-receiver separation is changing, we would expect
Recall that is the propagation range. As the asymptotic multiplexing gain is proportional to , there exists a tradeoff between multiplexing gain and propagation range under the same scattering mechanism. However, in general, changing the transmitter-receiver separation will bring in or fade out scattering clusters. For example, Fig. 9 shows a physical environment where scattering clusters are located midway between the transmitter and the receiver. When the transmitter and receiver are farther apart, there are apparently more clusters visible by them. On the other hand, when they are closer, there Now, to achieve a propagation range of , the maximum multiplexing gain would be One can sacrifice some of the multiplexing gain to obtain a better diversity gain. The tradeoff involved depends on the underlying scattering mechanisms. Fig. 10 gives an example of such tradeoffs among multiplexing gain, diversity gain, and propagation range for the case and .
VI. CONCLUSION
We use the angular intervals subtended by clusters of scatterers to characterize the scattering condition, and study linear arrays that are limited in length but not the number of antennas. Then we model the response within those angular intervals due to basic scattering mechanisms. In the capacity anlysis, we show that for arrays of length in a physical environment of total angle spread , the ergodic capacity increases linearly with for large arrays. But when antenna arrays reduce to more practical sizes, the number of spatial degrees of freedom depends on the SNR as well. This implies that the number of antennas used would depend on the SNR. In the diversity analysis, we focus on the tradeoff between multiplexing gain (data rate) and diversity gain. Unlike the ergodic capacity, the different scattering mechanisms have distinguishable tradeoffs. These differences would give us more insights into space-time code design. Finally, we attempt to quantify the tradeoff among propagation range, diversity gain, and multiplexing gain which gives us a more comprehensive perspective on the interplay between possible benefits of multiple-antenna systems. This implies that . Since is the infimum of the sum on the left over all from to , it must coincide with the claimed curve on the right.
