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O objetivo deste trabalho é o desenvolvimento de um modelo de oti-
mização a usinas individualizadas e de um modelo de fluxo de potência ótimo
CC visando contribuir para o planejamento e a programação da operação de
sistemas hidrotérmicos, em particular do sistema elétrico brasileiro. Para
tanto, foram desenvolvidos métodos de pontos interiores que exploram as
particularidades dos problemas, em especial a estrutura de fluxo em redes,
resultando em métodos robustos e eficientes. O desempenho computacional
dos métodos é verificado em problemas testes reais de grande porte com o
Sistema Interligado Nacional. Os métodos de pontos interiores obtiveram
bom desempenho, convergindo rapidamente para os problemas testados.
Abstract
The aim of this work is to develop an optimization model for individual
hydro-plants and a model for DC optimal power flow for the hydro-thermal
operational planning and programming, in particular for the brazilian elec-
tric power system. For this purpose interior-point methods that explore
problems properties, in particular the network flow structure, has been de-
veloped resulting in robust and fast methods. The computacional results
has been extracted from real and big problems from National Interconnected
System. The interior-point methods have shown good performance achieving
fast convergence for the instances tested.
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CC 165
7.1 Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
7.2 Método de Pontos Interiores Primal-Dual . . . . . . . . . . . . 166
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em 1998 (Fonte: [44]). . . . . . . . . . . . . . . . . . . . . . . 15
1.5 Composição percentual das fontes de energia primária usadas
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lanço energético nacional - Sumário Executivo, 2005). . . . . . 33
1.19 Evolução da capacidade instalada de geração em MW (Fonte:
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3.4 Variáveis associadas aos elementos de uma usina hidrelétrica. . 50
3.5 Vazões naturais de um estações hidrometereológicas. . . . . . . 51
3.6 Cascata com usinas de Reservatório e a Fio D’água. . . . . . . 52
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6.6 Representação esquemática da consideração da Perda 1 ou 2. . 161
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Lista de Śımbolos
A seguir são descritos os śımbolos e a terminologia utilizada nesta tese com
o objetivo de facilitar a leitura e a compreensão dos conceitos, deduções e
métodos utilizados.
Primeiramente segue a lista de śımbolos utilizados pelos métodos de pon-
tos interiores.
n - Espaço real de dimensão n;
m×n - Conjunto das matrizes reais de dimensões m× n;








Para uma matriz M , ‖M‖ = max‖u‖=1 = ‖Mu‖;
Direção afim-escala - É a direção de Newton pura, obtida quando σ = 0;
Direção de centragem - É a direção obtida quando σ = 1;




d - Tamanho do passo para variáveis primais e duais,
respectivamente;
γ - Corresponde ao valor do GAP;
γ/np - Valor do GAP médio, sendo que np é o número
de pares complementares;
σ - Parâmetro de centragem utilizado no cálculo
do passo. Seu valor é restringido ao intervalo [0, 1];
µ - Parâmetro associado à perturbação e está
associada aos valores dos parâmetros γ e σ;
ε - Valor da tolerância adotada como critério de
parada para os métodos de pontos interiores;
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2 LISTA DE SÍMBOLOS
(dx, ds, dy, dz, dw) - Passo genérico do primal-dual;
e - (1, 1, · · · , 1)T
k - (superescrito ou subescrito)
Contador de iterações,
como a sequência, k = 0, 1, 2, · · ·;
rd - Reśıduo Dual,
definido como ∇(f)− Aty + w − z;
rf - Reśıduo Primal,
definido como fmax − f − sf ;
rg - Reśıduo Dual,
definido como cp + yp − zp + wp + Hp;
ri - Reśıduo Dual,
definido como li + p−Af ;
rp - Reśıduo Primal,
definido como b−Ax ou como pmax − p− sp;
ra - Reśıduo Primal,
definido como x− x− s;
rv - Reśıduo Primal,
definido como lv −Xf ;
ry - Reśıduo Primal,
definido como cf −Bty − zf + wf + Rf ;
rk - Reśıduo auxiliar;
s - n - Vetor das variáveis de folga primais;
x - n - Vetor das variáveis primais;
t - n - Vetor das variáveis de folga primais;(
xk, tk, yk, zk, wk
)
- Iteração genérica do
método de pontos interiores primal-dual;
w - n - Vetor das variáveis duais;
y - m - Vetor das variáveis duais;
z - n - Vetor das variáveis de folga duais;
A - m×n - Matriz das restrições
lineares do problema ou matriz de incidência
nó-arco;
F - Matriz diagonal constrúıda a partir do vetor
f : F = (f1, f2, · · · , fn);
H - Matriz diagonal dos coeficientes do termo
quadrático de geração
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H = diag(h1, h2, · · · , hm) ou
Hessiana de f ;
I - Matriz identidade de dimensões apropriadas;
P - Matriz diagonal constrúıda a partir do vetor p:
P = (p1, p2, · · · , pm);
R - Matriz diagonal associada às resistências
das linhas de transmissão:
R = diag(r1, r2, · · · , rn);
S, Sk - n×n Matriz diagonal constrúıda a partir
do vetor s ou sk:
S = (s1, s2, · · · , sn);
T , T k - n×n Matriz diagonal constrúıda a partir
do vetor t ou tk:
T = (t1, t2, · · · , tn);
X - n×n Matriz de reatâncias do problema
de fluxo de potência;
X, Xk - n×n Matriz diagonal constrúıda a partir
do vetor x ou xk:
X = (x1, x2, · · · , xn);
W , W k - n×n Matriz diagonal constrúıda a partir
do vetor w ou wk:
W = (w1, w2, · · · , wn);
Z, Zk - n×n Matriz diagonal constrúıda a partir
do vetor z ou zk:
Z = (z1, z2, · · · , zn);
Uma outra lista importante de śımbolos é aquela associada ao Modelo de
Otimização a Usinas Individualizadas.
MOUI - Modelo de Otimização a Usinas Individualizadas.
x - Volume do reservatório (hm3);
u - Vazão descarregada pela usina (defluência) (m3/s);
q - Vazão turbinada pela casa de máquinas
(engolimento) (m3/s);
v - Vazão descarregada pelo vertedor
(vertimento) (m3/s);
φ(x) - Cota de montante do reservatório
(função do volume) (m);
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θ(u) - Cota de jusante do canal de fuga
(função da defluência) (m);
hb = φ(x)− θ(u) - Altura de queda bruta (m);
y - Vazão incremental afluente à usina (m3/s);
yi - Vazão incremental da usina i (m
3/s);
yn,i - Vazão natural da usina i (m
3/s);
Ωi - Conjunto das usinas imediatamente a montante
da usina i;
xi,t - Volume do reservatório da usina i ao final do
intervalo t (hm3);
xi,t, xi,t - Limites mı́nimo e máximo de
volume para a usina i no final do intervalo t (hm3),
respectivamente;
ui,t - Vazão defluente da usina i durante o
intervalo t (m3/s);
ui,t, ui,t - Limites mı́nimo e máximo de
defluência da usina i no tempo t (m3/s),
respectivamente;




, qi,t - Limites mı́nimo e máximo de
vazão turbinada da usina i no tempo t (m3/s),
respectivamente;
vi,t - Vazão vertida pela usina i durante o
intervalo t (m3/s);
yi,t - Vazão incremental afluente à usina i
durante o intervalo i;
∆tt - Tamanho do intervalo t (em segundos)
dividido por 106;
A - Matriz das restrições de
balanço de água do MOUI ou a matriz de
incidência nó-ramo associada aos arcos de
volume x;
S - Matriz de incidência nó-ramo
associada aos arcos de defluência u ou aos
arcos de turbinagem q e vertimento v;
Ã - Matriz das restrições lineares de conservação
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Ai e Si - Estrutura esparsa das submatrizes A e S do MOUI;
Ci - Submatriz diagonal de A;
M - Submatriz de S;
I - Submatriz identidade de dimensões apropriadas;
R - Submatriz de A;
φi(xi,t) - polinômio do quarto grau que representa a
relação entre a cota de montante e o volume do
reservatório xi,t da usina i;
θi(ui,t) - Polinômio do quarto grau que a partir da
defluência ui,t fornece o valor da cota do canal
de fuga (ou de jusante) da usina i;
hbi,t - Altura de queda bruta (m) da usina i no intervalo
t, dada por hbi,t = φi(xi,t)− θi(ui,t);
pci,t - Perda de carga hidraúlica da usina i no intervalo t;
hli,t - Altura de queda ĺıquida (m) da usina i no
intervalo t, dada por hbi,t − pci,t;
pi,t - Potência média produzida pela usina i durante
o intervalo de tempo t (MW);
ki - Constante de produtibilidade espećıfica da
usina i ( MW
(m3/s)m
);
Nc,i - Número de conjuntos de unidades geradoras
da usina i;
Nj,i - Número de unidades geradoras do conjunto j
da usina i;
qefj,i,t - Vazão turbinada de cada conjunto gerador j que
submetida à queda efetiva produz a potência
efetiva pefj,i,t;
hefj,i,t - Menor queda ĺıquida sob a qual o conjunto j,
em operação, desenvolve a sua potência
efetiva pefj,i,t;
pefj,i,t - Máxima potência ativa posśıvel de ser gerada
em regime permanente, para toda unidade
geradora pertencente ao conjunto j;
α - Expoente que interfere na turbinagem
máxima qi,t da usina i no intervalo t;
Dt - Mercado de energia elétrica no intervalo t
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em MW médio;
Gt - Complementação termelétrica no peŕıodo t em
MW médio;
λt - Coefiente de valor presente para o intervalo t;
T - Número de intervalos de tempo;
I - Número de usinas hidrelétricas do sistema;




Uma última lista importante de śımbolos é aquela associada ao FPO CC.
FPO CC - Abreviação de Fluxo de Potência Ot́imo
Corrente Cont́ınua. Seu significado compreende
tanto o modelo matemático como o método de
solução associado a otimização do Fluxo
de Potência Ótimo CC;
A - Matriz de incidência nó-arco;
f - Vetor de fluxo de potência em cada ramo;
p - Vetor de geração de potência ativa em cada
barra;
d - Vetor de demanda por potência ativa em cada
barra de carga;
X - Matriz de laços;
pmin e pmax - Vetores com os valores de mı́nimo e
máximo de p, respectivamente;
fmin e fmax - Vetores com os valores mı́nimo e
máximo de f , respectivamente;
f1(f) - Função que representa a perda de
transmissão;
R - Matriz diagonal dos valores das resistências dos ramos;
f2(p) - Função que representa o custo de geração;
H - Matriz diagonal dos coeficientes quadráticos;
c - Vetor de coeficientes lineares;
ϕ - Vetor tal que o componente ϕi é obtido
somando os valores das defasagens dos ramos
pertencentes ao i-ésimo laço da rede, observando
o sentido em que os ramos do laço são percorridos;
Pk - Injeção ĺıquida de potência ativa na barra k;
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Qk - Injeção ĺıquida de potência reativa na barra k;
Vk - Magnitude de tensão na barra k;
θk - Ângulo de tensão na barra k;
θkm - Diferença angular entre as barras k e m (θkm = θk − θm);
ϕkm - Ângulo de defasagem entre as barras k e m;
Ωk - Conjunto de todas as barras m adjacentes à barra k,
incluindo a própria barra k;
Gkm e Bkm - Correspondem aos elementos das matrizes de
condutância e de susceptância de barra
associados ao ramo k −m, respectivamente;
p∗k - Potência ativa especificada na barra k;
Pk - Injeção ĺıquida de potência ativa;
Qk - Injeção ĺıquida de potência reativa;
Pkm - Fluxo de potência ativa do ramo que conecta
as barras k e m;
Qkm - Fluxo de potência reativa do ramo que conecta
as barras k e m;
akm - Valor do tap do ramo que conecta as barras k e m;
gkm - Condutância do ramo que conecta as barras k e m;
bkm - Susceptância do ramo que conecta as barras k e m;
bshkm - Susceptância do shunt que conecta as barras k e m;
xkm - Reatância do ramo k −m;
Xd - Matriz diagonal cujos elementos são as
reatâncias xkm dos ramos;
P - Vetor de injeção ĺıquida de potência para
cada barra;
P c - Vetor que contabiliza as perdas do fluxo de potência
como injeção ĺıquida de potência nas barras;
θ - Vetor de ângulo de fase para cada barra;
B - Matriz de susceptância;





ε - Tolerância estabelecida, que no caso do POCP,
é igual à 10−8;
rkm - Valor da resistência em série, em p.u., do ramo k −m;
pkm - Fluxo de potência ativa, em p.u., no ramo k −m;
gkm - Condutância do ramo k −m;
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akm - Fator que representa a perda de potência do fluxo
no ramo k −m;
P perdakm - Carga incremental que representa as perdas do fluxo
no ramo k −m;




1.1 História e Consumo de Energia
A energia média necessária para um ser humano adulto permanecer vivo
é aproximadamente mil kcal por dia (um Kcal = mil cal). Para um adulto
engajado em atividades normais, ela é de aproximadamente duas mil kcal por
dia. Para um homem que realiza um trabalho manual pesado, são necessárias
quatro mil kcal por dia.
Desde o homem primitivo, há um milhão de anos atrás, até o homem
tecnológico de hoje, podem ser destacados seis estágios no desenvolvimento
humano de acordo com o padrão do consumo diário de energia per capita
[44]:
• O homem primitivo (Leste da África, aproximadamente um milhão de
anos atrás) sem o uso do fogo dispunha apenas da energia dos alimentos
que ele ingeria (duas mil kcal/dia).
• O homem caçador (Europa, aproximadamente um milhão de anos atrás)
dispunha de mais alimentos e também queimava madeira para obter ca-
lor e para cozinhar.
• O homem agŕıcola primitivo (Mesopotâmia em 5000 a.c.) utilizava a
energia de animais de tração.
• O homem agŕıcola avançado (Noroeste da Europa, em 1400 d.c.) usava
carvão para aquecimento, a força da água, do vento e o transporte
animal.
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Figura 1.1: Consumo médio mensal de alguns eletrodomésticos.
• O homem industrial (na Inglaterra, em 1875) dispunha da máquina a
vapor.
• O homem tecnológico (nos EUA, em 1970) consumia 230 mil kcal/dia.
De um consumo de energia muito baixo (duas mil kcal por dia), que ca-
racterizava o homem primitivo, o consumo de energia cresceu, em um milhão
de anos, para 230 mil kcal por dia, isto é, um aumento por um fator maior
que 100. O número de 230 mil kcal é obtido contabilizando as atividades de
transporte, indústria e agricultura, moradia e comércio, e alimentação.
Neste sentido, cabe uma breve ilustração do consumo médio mensal de
energia elétrica de alguns eletrodomésticos como fornecido na Figura 1.1.
A partir da Tabela 1.1, é posśıvel verificar que o consumo de 117 quilowatt-
hora dos aparelhos da Figura 1.1 equivale à cerca de 100 mil kcal.
Uma visão geral do consumo mundial da energia de origem elétrica, pelo
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1 joule (J) = 107 ergs
1 watt (W) = 1J/s
1 HP = 746W
1 cal = 4, 18J
1 quilowatt-hora = 3, 6x1013ergs = 3600kJ
= 860kcal = 8, 6x10−5TEP
1 TEP (tonelada equivalente de petróleo) = 107kcal = 11630kwh
1 BTU - British Thermal Unit = 252cal
(unidade térmica britânica)
Tabela 1.1: Unidades de trabalho, energia e potência.
menos no que se refere a sua utilização para iluminação, pode ser obtida com
a Figura 1.2. Quanto mais clara a cor no mapa, maior o grau de intensidade
luminosa.
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Consumo de População Consumo de energia
Energia(109 TEP) (109) per capita (TEP)
Páıses em
Desenvolvimento 3,86 4,56 0,85
Páıses
industrializados 6,70 1,34 5,00
Mundo 10,56 5,90 1,79
Tabela 1.2: Consumo de energia primária em 1998 (Fonte: [44]).
Com a Figura 1.2 é posśıvel determinar que o consumo de energia elétrica,
pelo menos com uso na iluminação, não é uniforme, sendo especialmente
maior para os EUA, Europa e Japão.
Essa diferença na iluminação pode ser numericamente avaliada através
da energia primária consumida.
A diferença entre a energia primária consumida em valores absolutos e
valores per capita nos páıses desenvolvidos e nos páıses em desenvolvimento
é melhor visualizada com a Tabela 1.2.
A Tabela 1.2 destaca uma diferença de mais de dez vezes entre o consumo
de energia per capita dos páıses industrializados, onde vive 23% da população
e 63, 5% da energia primária é consumida, em contraste com os páıses em
desenvolvimento, onde vive cerca de 77% da população mundial.
As fontes não comerciais, como lenha, carvão vegetal, bagaço e reśıduos
agŕıcolas estão inclúıdas no consumo per capita da Tabela 1.2.
Mesmo o consumo de energia comercial entre os páıses em desenvolvi-
mento não é uniforme, como mostrado na Figura 1.3.
A composição percentual das fontes de energia primária usadas em páıses
industrializados e em páıses em desenvolvimento é fornecida nas Figuras 1.4
e 1.5, respectivamente.
Considerando que a energia primária cuja fonte é biomassa ou hidrelétrica
é renovável, então, de acordo com as Figuras 1.4 e 1.5, os páıses desenvolvidos
possuem 10% e os em desenvolvimento 29% de energia renovável.
A fonte de energia primária utilizada em cada páıs está relacionada ao
seu potencial energético. Neste sentido, a próxima seção irá fornecer um
panorama do potencial e da utilização das fontes primárias para o mundo e
o Brasil.
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Figura 1.3: Energia comercial utilizada em economias emergentes (Fonte:
[2].
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Figura 1.4: Composição percentual das fontes de energia primária usadas em
1998 (Fonte: [44]).
Figura 1.5: Composição percentual das fontes de energia primária usadas em
1998 (Fonte: [44]).
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1.2 Reservas e Produção Energética
Quatro fontes distintas de energia podem ser utilizadas pelo homem:
• A energia radiante emitida pelo Sol.
• A energia das marés, proveniente da energia gravitacional do sistema
Lua-Terra-Sol.
• A energia geotérmica que se origina do interior da Terra.
• A energia nuclear.
A quase totalidade da energia contida nestas fontes é indispońıvel, seja
por se dissipar ou por ser inacesśıvel. A quantidade estimada que de alguma
forma está ao alcance do homem para utilização é denominada de recursos
energéticos. Os recursos identificados e medidos são chamados de reservas
energéticas. As reservas, portanto, aumentam em função do grau de certeza
e de viabilidade de recuperação econômica dos recursos estimados.
As fontes de energia podem ser classificadas de acordo com o tipo de






A Figura 1.6 apresenta as reservas energéticas de combust́ıveis fósseis e
urânio com destaque para os páıses com as maiores reservas 1.
1Os dados das reservas para os combust́ıveis fósseis são de 2005, sendo que a descoberta
de grande reserva de petróleo no Canadá ocorreu em 2003. Os dados dos combust́ıveis
fósseis foram obtidos em [2]. As reservas de urânio consideradas são tais que podem ser
obtidas com um custo máximo de até US$ 130,00/kg. Os dados sobre urânio são de 1999
e foram obtidos em [31].
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Petróleo Gás Natural Carvão Urânio
1.277,702 6.043,677 1.000.912 3.281,5
Tabela 1.3: Total mundial de reservas provadas para as fontes de energia
não-renováveis (Fontes: [31, 2]).
A quantidade total de reservas2 provadas mundiais é expresso na Ta-
bela 1.3. Uma visão global da distribuição das reservas combust́ıveis fósseis,
usando dados de 1998, é fornecido pelas Figuras 1.7, 1.8 e 1.9.
2Quantidade de petróleo em bilhões de barris, quantidade de gás natural em trilhões
de metros cúbicos, quantidade de carvão em milhões de toneladas e quantidade de urânio
em mil toneladas.
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Os recursos como petróleo, gás natural, carvão e urânio podem ser utili-
zados para gerar eletricidade a partir de usinas termelétricas.
O funcionamento das centrais termelétricas é semelhante, independente-
mente do combust́ıvel utilizado. O combust́ıvel é armazenado em parques ou
depósitos adjacentes, de onde é enviado para a usina, onde será queimado
na caldeira. Esta gera vapor a partir da água que circula por uma extensa
rede de tubos que revestem suas paredes. A função do vapor é movimentar
as pás de uma turbina, cujo rotor gira juntamente com o eixo de um gerador
que produz a energia elétrica. O vapor é resfriado em um condensador e
convertido outra vez em água, que volta aos tubos da caldeira, dando ińıcio
a um novo ciclo.
Uma central nuclear também pode ser considerada uma usina termelétrica,
onde o combust́ıvel é um material radioativo que, em sua fissão, gera o calor
que produz o vapor necessário para seu funcionamento. Uma comparação
entre o funcionamento de uma termelétrica que utiliza combust́ıvel fossil e
urânio é fornecida na Figura 1.10.
A Figura 1.11 fornece mais detalhes do esquema de funcionamento de um
reator de uma usina termonuclear.







Das energias renováveis, a que possui papel principal na geração de ener-
gia no sistema elétrico brasileiro é a energia de origem hidrelétrica. Isto
se deve ao fato do Brasil ser um dos páıs com grande potencial hidraúlico
dispońıvel, como pode ser observado na Figura 1.12.
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Figura 1.10: Energia elétrica gerada por meios convencionais (queima de
carvão ou petróleo) e por usina nuclear (Fonte: [44]).
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Figura 1.11: Geração de energia elétrica em um reator nuclear que utiliza
água pressurizada (PWR)(Fonte: [35]).









































































Tabela 1.5: Número de usinas para cada sistema considerado.
Os maiores potenciais hidraúlicos estão localizados nos EUA, Canadá,
Brasil, Rússia, China e Índia. A Tabela 1.4 fornece detalhes acerca da capa-
cidade de geração hidrelétrica aproveitada em cada um dos páıses destacados
anteriormente no ano de 1999.
Alguns exemplos da utilização da energia hidraúlica no Canadá são as
companhias Hydro-Quebec e Manitoba-Hydro cujas usinas estão descritas
nas Figuras 1.13 e 1.14, respectivamente. Nos EUA, destaca-se a companhia
Tennesse Valey Authority (TVA), cujas usinas estão descritas na Figura 1.15.
A Tabela 1.5 fornece o número de usinas hidrelétricas existentes em cada um
dos sistemas das Figuras 1.13, 1.14 e 1.15, respectivamente.
No Brasil, a energia de origem hidraúlica gera cerca de 90% de toda a
eletricidade produzida no páıs. Afinal, o sistema brasileiro tem como carac-
teŕıstica grandes bacias hidrográficas, descritas na Figura 1.16.
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Figura 1.13: Bacias que compõem a Hydro-Quebec, Canadá.
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Figura 1.14: Usinas da Manitoba-Hydro, Canadá.
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Figura 1.15: Usinas da Tennesse Valey Authority, EUA.
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Apesar da tendência de aumento de outras fontes, devido a restrições soci-
oeconômicas e ambientais de projetos hidrelétricos, tudo indica que a energia
hidráulica continuará sendo, por muitos anos, a principal fonte geradora de
energia elétrica do Brasil. Estima-se que nos próximos anos, pelo menos 50%
da necessidade da expansão da capacidade de geração seja atendida pela
hidreletricidade.
Porém, a evolução da construção de usinas hidrelétricas, como descrito na
Figura 1.17, fez com que os maiores potenciais remanescentes estejam loca-
lizados em regiões com fortes restrições ambientais e distantes dos principais
centros consumidores.
De qualquer forma, a predominância da geração hidrelétrica tem profunda
influência no planejamento e programação da operação do sistema elétrico
brasileiro como será discutido no Caṕıtulo 2.
Na verdade, até o ano de 1970, a energia final consumida de origem
elétrica, no Brasil, tinha uma participação no consumo final menor de 5, 5%,
como pode ser visto na Figura 1.18.
Após o primeiro choque do petróleo, o consumo final de energia de origem
elétrica era de 5, 5 × 106 Tonelada Equivalente de Petróleo (tep) em 1970,
atingindo, em 2004, o valor de 16, 2×106 tep, ou seja, 16, 2% de participação
no consumo final de energia.
Vale observar que as hidrelétricas são responsáveis, atualmente, por cerca
de 75, 5% da energia elétrica gerada, considerando que a geração de Itaipu
50 Hz não inclúıda nesta porcentagem, pois é considerada como importação.
Se esta parcela for considerada, então, a participação hidrelétrica sobe para
92%.
Esta predominância da hidroeletricidade fica mais clara quando é anali-
sada a evolução da capacidade instalada do setor elétrico na Figura 1.19.
A partir do detalhamento da capacidade instalada, que consta na Figura
1.20, é posśıvel verificar que em 2004, dos cerca de 90GW de capacidade,
69GW são hidroeletricidade e as térmicas possuem 22 GW.
Este quadro se deve aos investimentos feitos em hidrelétricas de grande
porte, em especial, a construção de Itaipu Binacional, cuja capacidade ins-
talada é de 12,6GW [76]. Se por um lado estes projetos necessitaram de
investimentos de grande vulto [4], por outro lado o custo de geração resul-
tante tem sido compensador em relação às demais alternativas [76].
O sistema brasileiro de geração de energia elétrica conta com carac-
teŕısticas que o tornam único no mundo [76]:
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Figura 1.17: Evolução da concentração das usinas hidrelétricas no Brasil
(1950 e 2000 - Fonte: [32]).
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Figura 1.18: Evolução do consumo final de energia por fonte (Fonte: Balanço
energético nacional - Sumário Executivo, 2005).
1. Predominância hidrelétrica.
2. Grande potencial hidrelétrico inexplorado.
3. Vários potenciais de aproveitamento em um mesmo rio.
4. Diversidade de regimes hidrológicos e pluviométricos.
5. Grandes extensões geográficas e grandes distâncias entre as fontes ge-
radoras e os principais centros consumidores.
6. Grau de interligação elétrica entre os sistemas (região sul/sudeste/centro-
oeste) relativamente alto em comparação com outros páıses.
As caracteŕısticas (1), (2), (3) e (4) são relativas a parte energética e
foram a motivação para se elaborar o modelo matemático do Caṕıtulo 3 e o
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Figura 1.19: Evolução da capacidade instalada de geração em MW (Fonte:
Balanço energético nacional - Sumário Executivo, 2005).
correspondente método de pontos interiores, descrito no Caṕıtulo 4.
O modelo desenvolvido no Caṕıtulo 3 consiste em otimizar a produção
de energia elétrica contemplando os múltiplos usos que os recursos h́ıdricos
possuem, utilizando critérios que tentam atender necessidades como [76]:
• Manutenção de condições de navegabilidade nos rios.
• Proteção dos portos, pontes e outras instalações ribeirinhas.
• Segurança do abastecimento de água de núcleos populacionais.
• Controle de cheias.
• Manutenção de reservas energéticas capazes de suportar peŕıodos de
baixas precipitações pluviométricas, com consequente minimização dos
riscos de déficits de suprimento de energia.
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Figura 1.20: Detalhamento da evolução da capacidade instalada de geração
em MW (Fonte: Balanço energético nacional - Sumário Executivo, 2005).
As caracteŕısticas (5) e (6) são relativas ao problema elétrico e são ilus-
tradas na Figura 1.21.
Uma comparação da dimensão do Sistema Interligado Nacional (SIN)
com a Europa, dada na Figura 1.22, mostra o grande porte deste sistema e
a complexidade de se planejar o mesmo.
Estas caracteŕısticas mostram a importância de que a expansão e uti-
lização do sistema de geração e transmissão sejam planejadas de modo inte-
grado.
Planejar o sistema integrado de modo otimizado é uma tarefa complexa,
pois é necessário coordenar aspectos hidraúlicos do problema, considerando
um horizonte de planejamento de anos, com aspectos elétricos, em base
horária.
A idéia é conseguir operar a rede elétrica ao menor custo de comple-
mentação termelétrica, sem deixar de considerar a sazonalidade anual das
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Figura 1.21: Sistema Interligado Nacional (SIN - Fonte: ONS).
Figura 1.22: Comparação do SIN com a Europa (Fonte: ONS).
afluências e a possibilidade de uma sequência de anos com baixas preci-
pitações pluviométricas.






Como observado no capitulo anterior, o Brasil é um páıs com geração predo-
minantemente hidrelétrica. Isto significa que é necessário um gerenciamento
que compatibilize a gestão do armazenamento dos reservatórios das usinas
hidrelétricas com o despacho de geração e os fluxos de potência no sistema
de transmissão do Sistema Interligado Nacional (SIN). Este gerenciamento
é denominado de problema da coordenação da operação de um sistema hi-
drotérmico de potência.
Devido a complexidade deste problema, sua resolução requer a criação
do que se chama cadeia de coordenação hidrotérmica da operação. A cadeia
consiste em um conjunto de modelos computacionais concatenados que deter-
minam a distribuição da geração entre as usinas hidrelétricas e termelétricas
do sistema em diferentes escalas de tempo.
Diversas cadeias de coordenação hidrotérmica têm sido propostas na lite-
ratura especializada procurando explorar as caracteŕısticas espećıficas dos sis-
temas hidrotérmicos considerados [82]. A cadeia de coordenação hidrotérmica
adotada pelo setor elétrico brasileiro, e que será utilizada nesta tese, para o
sistema interligado nacional (SIN) é composta por duas etapas:
• Planejamento da Operação: Etapa com horizonte de até cinco anos
e discretização mensal, sendo o primeiro mês discretizado em sema-
nas (longo prazo). O objetivo é o gerenciamento otimizado dos reser-
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vatórios de acumulação das usinas hidrelétricas visando a minimização
dos custos esperados de complementação do mercado através de geração
termelétrica, importação e racionamento.
• Programação da Operação: Etapa com horizonte de até uma semana
e discretização horária, sendo o primeiro dia discretizado em meias-
horas (curto prazo). O objetivo principal é o atendimento da carga
respeitando restrições energéticas, hidráulicas e elétricas dos sistemas
de geração e transmissão. Do ponto de vista energético, as restrições são
representadas pelas metas de geração das usinas hidrelétricas estabele-
cidas pelo planejamento da operação para a semana em consideração.
Do ponto de vista hidráulico, as restrições correspondem aos limites
operacionais das usinas, aos usos múltiplos da água, e aos tempos de
viagem da água entre usinas em cascata. Do ponto de vista elétrico, as
restrições correspondem aos limites de transmissão da rede elétrica.
A divisão do problema em etapas tem por finalidade permitir a consi-
deração adequada dos aspectos mais significativos da representação do pro-
blema em cada horizonte de análise. Assim, por exemplo, a aleatoriedade
das vazões deve ser considerada através de modelos estocásticos na etapa
com horizontes anuais, podendo ser considerada de forma determińıstica na
etapa com horizonte de uma semana. Por outro lado, a representação do
sistema de transmissão pode ser considerada de forma simplificada na etapa
com horizontes anuais, através de restrições de intercâmbio entre regiões, mas
precisa ser considerada de forma detalhada na etapa de horizonte semanal.
A cadeia de coordenação da operação de sistemas hidrotérmicos tem por
objetivo assegurar uma operação econômica e confiável para o sistema elétrico
de potência. O resultado deve ser uma seqüência de decisões de geração que
procure minimizar o custo da operação e garantir o atendimento da demanda
com confiabilidade.
Para tanto, é necessário utilizar modelos matemáticos. No caso do plane-
jamento da operação para o SIN, a representação individualizada das usinas
hidrelétricas e a consideração estocástica das afluências, em um único mo-
delo matemático, constituem o maior obstáculo para a solução adequada do
problema.
Uma tentativa de solução para o impasse entre a representação estocástica
das vazões afluentes e a representação individualizada das usinas hidrelétricas
tem sido a agregação do sistema hidrelétrico através de modelagem equiva-
lente [6] para permitir o uso de técnica de solução baseada em programação
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dinâmica estocástica. Essa tem sido a linha adotada no Brasil desde a década
de 70, e que evoluiu para a utilização da técnica de solução baseada em
programação dinâmica estocástica dual [83]. Uma outra alternativa [64] ao
impasse tem sido a consideração da aleatoriedade das vazões através de mo-
delos de previsão e a utilização de técnica de otimização determińıstica com
representação individualizada das usinas hidrelétricas [23, 18, 81, 89]. Essa
segunda alternativa, desenvolvida pelo grupo de pesquisa da Unicamp, será
a adotada nesta tese. Ela baseia-se em três premissas principais:
• A operação individualizada das usinas hidrelétricas e termelétricas.
• A representação detalhada das caracteŕısticas de operação dessas usi-
nas.
• A representação indireta da estocasticidade das vazões através de mo-
delo de previsão.
Essas três caracteŕısticas são as mais importantes para a diferenciação
entre a metodologia proposta nessa tese e aquela em vigor no setor elétrico
brasileiro.
Para a programação da operação é necessário obter um cronograma de
despacho de máquinas e de geração para a próxima semana em base horária,
com o primeiro dia em base de meia-hora, que seja compat́ıvel com as me-
tas de geração das usinas hidrelétricas estabelecidas pelo planejamento da
operação e que sirva como uma referência operativa para a operação em
tempo real do sistema. Neste contexto, é fundamental uma detalhada repre-
sentação de todos os aspectos operativos do sistema, incluindo os aspectos
energéticos, hidráulicos e elétricos. Devem ser consideradas restrições como
tempo de percurso de água entre usinas, rampa de tomada de carga das
máquinas, perdas hidráulicas no sistema de adução, eficiência das turbinas e
geradores, e limites de fluxo de potência no sistema de transmissão.
Uma visão global dos modelos utilizados e as caracteŕısticas de cada etapa
da cadeia de planejamento considerada é apresentada na Figura 2.1.
Mais detalhes sobre os modelos adotados no planejamento e programação
da operação da cadeia de planejamento serão fornecidos nas Seções 2.2 e 2.3,
respectivamente.
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Figura 2.1: Cadeia de coordenação hidrotérmica (Fonte: [28]).
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2.2 Planejamento da Operação
A metodologia proposta para a solução do problema de planejamento da
operação se denomina Controle Preditivo (CP) e se baseia na combinação de
um modelo de otimização determińıstica a usinas individualizadas alimen-
tado por um modelo estocástico de previsão de vazões. A composição desses
dois modelos permite criar uma poĺıtica de operação para o planejamento da
operação do sistema hidrotérmico cujo desempenho é melhor que o da pro-
gramação dinâmica estocástica, mesmo para sistemas com uma única usina
hidrelétrica [64].
O controle preditivo é uma poĺıtica operacional baseada num processo
adaptativo de tomada de decisões onde a cada intervalo de tempo as decisões
(turbinagens e vertimentos) são tomadas pelo modelo de otimização a usinas
individualizadas alimentado pelas previsões de vazões. O procedimento de
previsão/otimização é repetido a cada intervalo do horizonte de planejamento
visando minimizar os desvios na trajetória ótima dos reservatórios das usinas
provocados pelos erros entre os valores previstos e verificados das vazões.
O simulador de longo prazo (LP) tem por objetivo avaliar o desempenho
de uma dada poĺıtica operacional, permitindo avaliar e comparar diferentes
poĺıticas.
Os modelos envolvidos no planejamento da operação, conforme a poĺıtica
operativa proposta, possuem as seguintes caracteŕısticas:
• HydroMax: modelo de otimização determińıstica do planejamento da
operação para sistemas hidrotérmicos. Esse modelo contém uma meto-
dologia baseada em algoritmos de fluxo em rede não linear com arcos
capacitados. As usinas são representadas individualmente [23, 27, 81].
Este modelo será denominado ao longo deste trabalho de modelo de
otimização a usinas individualizadas (MOUI).
• HydroPrev: modelo de previsão de vazões baseado em redes neurais
combinadas com lógica fuzzy. A previsão de vazões pode utilizar um
conjunto de vazões fornecidas, sem que essas estejam em seqüência [11].
• HydroSim LP: modelo de simulação da operação para sistemas hi-
drotérmicos. A metodologia contida no simulador representa de forma
individualizada as usinas a serem simuladas, bem como um grande
conjunto de restrições reais das condições operativas das usinas hi-
drelétricas e termelétricas.
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Figura 2.2: Cadeia de modelos para solução do problema de planejamento
da operação (Fonte: [28]).
A relação entre os modelos pode ser ilustrada através do fluxo de in-
formações e objetivos de cada modelo, conforme apresentado na Figura 2.2.
Como resultado dessa etapa de planejamento, são obtidas metas semanais
de geração por usina que servem como dados de entrada para a programação
da operação. Essas metas constituem o mecanismo de acoplamento entre as
etapas de planejamento e programação da operação, conforme descrito na
Figura 2.1.
2.3 Programação da Operação
As metas de geração por usina, obtidas pela etapa de planejamento da
operação, são fornecidas aos modelos de programação da operação, cujas
caracteŕısticas são descritas a seguir.
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• HydroDesp: modelo de otimização do despacho de máquinas e de
geração em usinas hidrelétricas e termelétricas, tendo como objetivo
a minimização das perdas de geração nas usinas hidrelétricas, do custo
de combust́ıvel nas usinas termelétricas, e do custo de partida/parada
das unidades geradoras [5].
• HydroSim CP: modelo de simulação a usinas individualizadas em base
horária para a programação da operação de sistemas hidrotérmicos.
A modelagem adotada no simulador representa de forma individuali-
zada os conjuntos turbinas/geradores a serem simulados, bem como
um grande conjunto de restrições reais das condições operativas das
usinas hidrelétricas e termelétricas em horizonte de curto prazo (CP),
tais como tempo de viagem, operação de comportas, capacidade de
vertimento e restrições de rampa.
• FPO: modelo de fluxo de potência ótimo CC com função objetivo que
minimiza os desvios em relação ao despacho de geração fornecido pelos
modelos anteriores, visando a obtenção de uma solução eletricamente
fact́ıvel (ou seja, que respeita os limites de geração e transmissão) [79].
O modelo matemático do FPO CC pode ser aplicado aos seguintes pro-
blemas [22, 23]:
• Análise de segurança.
• Despacho econômico.
• Capacidade máxima de suprimento.
• Mı́nimo corte de carga.
• Confiabilidade conjunta de geração-transmissão.
• Expansão dos sistemas de geração e transmissão.
Assim como foi mostrado para o problema de planejamento da operação,
a relação entre os modelos de programação da operação pode ser ilustrada
através do fluxo de informações e objetivos de cada modelo, conforme apre-
sentado na Figura 2.3.
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Figura 2.3: Cadeia de modelos para solução do problema de programação da
operação (Fonte: [28]).
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A cadeia de modelos para a programação da operação considerada neste
trabalho é baseada na utilização de um modelo de otimização para o despa-
cho de máquinas e de geração, sendo os resultados desse modelo validados
por um simulador da operação hidráulica de curto prazo. A composição
desses dois modelos permite obter uma programação da operação que oti-
miza o ponto de operação das máquinas e geradores ao mesmo tempo em
que respeita um grande conjunto de restrições do sistema hidráulico através
de simulação de curto prazo. Restrições hidráulicas não atendidas pela si-
mulação são traduzidas em termos de restrições de potência e introduzidas
no modelo de despacho de máquinas e de geração para que um novo despacho
hidraulicamente viável seja obtido.
Após a iteração entre os modelos HydroDesp e HydroSim CP, o despacho
de geração é submetido a uma fase de validação elétrica através de um mo-
delo de fluxo de potência ótimo CC. Esse modelo tem como função objetivo
minimizar desvios quadráticos em relação ao despacho de geração determi-
nado pelos modelos anteriores, respeitando os limites de transmissão da rede
elétrica. A técnica de solução utilizada nesse modelo combina a representação
por fluxo em redes com restrições adicionais e o método de pontos interiores
[79].
Uma vez apresentada a cadeia de coordenação hidrotérmica da operação
e os modelos que a compõem, a Seção 2.4 apresenta os modelos em que esta
tese fornece contribuições.
2.4 Objetivos e Estrutura da Tese
O objetivo deste trabalho é construir métodos de pontos interiores, pro-
pondo metodologias de solução para dois modelos da cadeia de coordenação
hidrotérmica:
• No planejamento da operação de longo prazo (POLP): Construir uma
metodologia alternativa, baseada em métodos de pontos interiores, que
seja rápida e robusta em relação à metodologia atualmente utilizada
para encontrar uma solução ao problema matemático associado ao
MOUI.
• Na programação da operação de curto prazo (POCP): Estender o tra-
balho de Oliveira, Soares e Nepomuceno em [79], que não considera
transformador defasador e perdas de transmissão, permitindo que o
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método de pontos interiores seja aplicado na resolução do Fluxo de
Potência Ótimo Corrente Cont́ınua para o Sistema Interligado Nacio-
nal.
Este trabalho pode ser dividido em duas grandes partes.
A primeira parte consiste no desenvolvimento de um método de pontos
interiores para resolver o MOUI e é composta pelos Caṕıtulos 3, 4 e 5.
No Caṕıtulo 3 será discutida a modelagem matemática referente ao pro-
blema hidráulico, que consiste em determinar o volume e a defluência de cada
usina em cada mês.
O Caṕıtulo 4 fornecerá o desenvolvimento de um método de pontos in-
teriores que, explorando as caracteŕısticas do problema, é robusto e eficiente
na resolução do modelo descrito no Caṕıtulo 3.
No Caṕıtulo 5 são mostrados os resultados obtidos ao se utilizar o método
de pontos interiores na resolução do MOUI.
A segunda parte tem por objetivo a aplicação do método de pontos inte-
riores para resolver o FPO CC, usando os dados do SIN, e é composta pelos
Caṕıtulos 6, 7 e 8.
O Caṕıtulo 6 introduz e formula o problema elétrico, cuja resolução será
feita pelo método de pontos interiores descrito no Caṕıtulo 7. Os resultados
obtidos estão descritos no Caṕıtulo 8.
Finalmente, o Caṕıtulo 9 fornecerá conclusões e perspectivas de trabalhos
futuros.
Caṕıtulo 3
Modelo de Otimização a Usinas
Individualizadas
3.1 Construindo modelos por fluxo em redes
Para construir um modelo matemático associado ao problema de planeja-
mento da operação de sistemas elétricos com geração predominantemente de
origem hidraúlica, é necessário considerar as caracteŕısticas e recursos de uma
usina hidrelétrica.
As usinas hidrelétricas têm como caracteŕıstica a utilização da água para
geração de energia elétrica. A energia hidrelétrica é gerada quando a água
armazenada no reservatório é conduzida sob pressão, através de condutos
forçados, ao conjunto de turbinas chamado casa de máquinas. Esta água
movimenta as turbinas que estão conectadas aos geradores responsáveis por
converter a energia de movimento em energia elétrica. A água utilizada para
este processo segue para o rio pelo canal de fuga. Uma ilustração deste
processo pode ser vista na Figura 3.1.
As turbinas são máquinas que convertem a energia da corrente de um
flúıdo em energia mecânica ao girar de um sistema de pás. As partes que
constituem uma turbina hidráulica são:
• Distribuidor: Conduz a água ao rotor, segundo a direção adequada a
um melhor rendimento.
• Rotor: A energia cinética da água, que chega pelo distribuidor, é trans-
formada em energia mecânica por meio de um eixo que está ligado ao
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Figura 3.1: Geração de energia em uma usina hidrelétrica
rotor do gerador elétrico.
No sistema elétrico brasileiro são utilizados três tipos de turbinas. O
modelo mais utilizado é o tipo Francis, uma vez que se adapta tanto a locais
com baixa queda quanto a locais de alta queda. Entre outros modelos de
turbinas hidráulicas, destacam-se o tipo Kaplan, adequado a locais de baixa
queda (10 m a 70 m), e o tipo Pelton, mais apropriado a locais de queda
elevada (200 m a 1500 m). A Figura 3.2 ilustra os três modelos.
Uma outra forma da água seguir para o rio, mas sem gerar energia, é
através do vertedor. Uma das funções do vertedor é dar vazão controlada à
àgua quando o reservatório atinge seu volume máximo.
A Figura 3.3 descreve os principais componentes constituintes de usinas
hidraúlicas.
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Figura 3.2: Exemplos de turbinas hidráulicas (Francis, Kaplan e Pelton,
respectivamente).
Figura 3.3: Elementos de uma usina hidrelétrica
Os componentes de uma usina hidrelétrica são associados às variáveis que
serão utilizadas no modelo matemático, como descrito na Figura 3.4.
A partir dessas informações é posśıvel definir as seguintes variáveis de
uma usina hidrelétrica:
• x: Volume do reservatório (hm3).
• u: Vazão descarregada pela usina (defluência) (m3/s).
• q: Vazão turbinada pela casa de máquinas (engolimento) (m3/s).
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Figura 3.4: Variáveis associadas aos elementos de uma usina hidrelétrica.
• v: Vazão descarregada pelo vertedor (vertimento) (m3/s).
• φ(x): Cota de montante do reservatório (função do volume) (m).
• θ(u): Cota de jusante do canal de fuga (função da defluência) (m).
• hb = φ(x)− θ(u): Altura de queda bruta (m).
• y: Vazão incremental afluente à usina (m3/s).
Em relação às variáveis das usinas é importante observar que a defluência
u, a turbinagem q e o vertimento v estão relacionadas pela equação (3.1):
u = q + v . (3.1)
Para a vazão incremental y, cabe esclarecer que esta pode ser obtida a
partir das vazões naturais yn
1. A vazão natural contabiliza as descargas
hidráulicas a montante e inclui as vazões do próprio manancial em questão.
Para ilustrar este conceito, serão considerados os mananciais da Figura 3.5.
1Muito embora as medições de campo não forneçam os dados de vazões naturais, sendo
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Figura 3.5: Vazões naturais de um estações hidrometereológicas.
Pelo ponto 1 é medido uma vazão natural yn,1, a estação hidromete-
reológica Estrada do Iguatemi mede uma vazão natural yn,2, a estação Balsa
de Santa Maria uma vazão natural yn,3 e Guáıra mede yn,4.
A vazão natural de Guáıra contabiliza as vazões naturais de todos os
pontos a montante e a sua própria (vazão incremental). Assim, a relação
entre a vazão natural yn,4 e a vazão incremental y4 para a estação Guáıra
será dada por: yn,4 = yn,1 + yn,2 + yn,3 + y4.
Portanto, a vazão incremental de uma usina i qualquer é dada por (3.2):





• yi: A vazão incremental da usina i (m3/s).
• yn,i: A vazão natural da usina i (m3/s).
• Ωi: O conjunto das usinas imediatamente a montante da usina i.
Existe um histórico de vazões naturais das usinas brasileiras, com dis-
cretização mensal e semanal, desde 1931 até 1998. A partir destes dados é
necessário uma série de cálculos para a sua obtenção, a base de dados utilizada neste
trabalho dispunha apenas dos valores de yn. Mais detalhes do procedimento de campo
adotado para a obtenção das vazões naturais no Brasil em [37].
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posśıvel calcular a média das vazões para cada mês do ano para cada usina.
Esta média é conhecida como Média de Longo Termo (MLT).
É importante verificar que as usinas podem ser classificadas de acordo
com sua capacidade de regulação das afluências 2 a partir da variável volume
xi. Sob o ponto de vista da operação, somente as usinas com reservatório
de acumulação podem variar a quantidade de água armazenada em seus
reservatórios. As usinas a fio d’água mantêm armazenagem constante, com
vazão defluente igual à afluente. Uma seleção das usinas do sistema elétrico
brasileiro ilustra esta classificação na Figura 3.6.
Figura 3.6: Cascata com usinas de Reservatório e a Fio D’água.
Se a afluência das usinas hidrelétricas fosse suficiente para atender toda
a demanda de energia elétrica em todos os peŕıodos, então, tanto os reser-
vatórios, como o planejamento da operação energética não seriam necessários.
Ocorre, porém, que além da afluência não ser suficiente para atender toda
a demanda, ela não é constante para todos os peŕıodos do ano, nem uni-
forme para todas as usinas de uma mesma bacia hidrográfica, muito menos
homogênea para todo o território brasileiro.
Surge assim a necessidade do planejamento da operação energética, em
que a utilização dos recursos implica na tomada de decisões observando um
intervalo de tempo. Ou seja, é necessário descrever as decisões a serem
tomadas para cada usina i em um dado intervalo de tempo t.
2A afluência contabiliza a vazão incremental da usina mais a defluência das usinas
imediatamente a montante
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Racionamento % Custo do Déficit
(US$/MWh)
0 a 5 221,00
5 a 10 477,00
10 a 20 997,00
≥ 20 1133,00
Tabela 3.1: Custos do déficit de acordo com o ńıvel de racionamento(fonte:
Plano Decenal 2001-2010).
Dependendo da decisão que é tomada na geração de energia hidrelétrica
em cada peŕıodo e em cada reservatório, uma maior ou menor comple-
mentação energética das usinas térmicas será necessária para atender a de-
manda.
Como o custo de geração das usinas hidrelétricas é despreźıvel frente ao
custo de geração das usinas termelétricas, o papel dos reservatórios, portanto,
é o de regular as afluências, minimizando a utilização das termelétricas em
todos os peŕıodos, sejam eles peŕıodos de baixa ou alta afluência.
Dessa forma, o gerenciamento ótimo dos recursos h́ıdricos implica em um
compromisso temporal entre o momento presente e o futuro, já que o recurso
usado poderá comprometer a disponibilidade para o restante do horizonte de
planejamento. Este é portanto um problema dinâmico cuja solução ótima é
um equiĺıbrio entre o benef́ıcio presente do uso da água e o benef́ıcio futuro
decorrente do seu armazenamento.
Este equiĺıbrio, porém, é dif́ıcil de ser equacionado devido a incerteza
das vazões afluentes, que tornam o problema estocástico. Ou seja, a decisão
de guardar água pode ocasionar vertimento caso as vazões futuras sejam
elevadas. Já a decisão de usar muita água no presente pode provocar uma
complementação termelétrica elevada, ou até mesmo déficit, caso falte água
no futuro. A Tabela 3.1 ilustra o custo do déficit por patamares adotado no
setor elétrico brasileiro.
Além disso, o sistema brasileiro tem como caracteŕıstica grandes bacias
hidrográficas com destaque para a bacia do rio Paraná na Figura 3.7.
Algumas bacias, por sua vez, possuem um grande número de usinas como
pode ser observado nas Figuras 3.7 e 3.8.
As usinas pertencentes a uma mesma bacia hidrográfica possuem um
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Figura 3.7: Detalhamentos dos rios e usinas da bacia do rio Paraná (Fonte:
ANA).
acoplamento operativo tal que a operação de uma usina interfere na operação
das demais usinas a sua jusante, tornando o problema interconectado.
A idéia de que a decisão da operação de uma usina interfere na operação
das demais usinas que pertencem à mesma bacia hidrográfica e que uma de-
cisão no presente afeta a disponibilidade futura de recursos é fundamental
para construir o modelo de fluxos em redes. Este modelo fornece a inter-
ligação da tomada de decisões para cada usina no tempo. Dois modelos de
representação de variáveis de decisão serão consideradas neste trabalho:
1. Considerar que para cada usina i em um tempo t deve ser decidido o
volume de água a ser armazenada xi,t e a vazão defluente ui,t. Neste
caso, uma usina pode ser representada como o nó da Figura 3.9.
2. Considerar que para cada usina i em um tempo t deve ser decidido o
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Figura 3.8: Usinas hidrelétricas Despachadas pelo Operador Nacional do
Sistema Elétrico (Fonte: ONS).
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Figura 3.9: Representação do balanço de água para uma usina considerando
vazão defluente ui,t, armazenagem xi,t e vazão incremental yi,t.
volume de água a ser armazenada xi,t, bem como a vazão turbinada qi,t
e a vazão a ser vertida vi,t. Agora, uma usina pode ser representada
como o nó da Figura 3.10.
Figura 3.10: Representação do balanço de água para uma usina considerando
vertimento vi,t, turbinagem qi,t, armazenagem xi,t e vazão incremental yi,t.
Em prinćıpio, os dois modelos diferem apenas em como tratar a vazão
defluente. No primeiro modelo, a vazão defluente ui,t engloba o vertimento e
a turbinagem tal que ui,t = qi,t + vi,t. Como neste modelo as variáveis são o
volume xi,t e defluência ui,t, ele será denominado modelo (x, u). No segundo
modelo, a vazão defluente passa a ser representada por meio de duas variáveis:
turbinagem qi,t e vertimento vi,t. Assim, suas variáveis serão o volume xi,t, a
turbinagem qi,t e o vertimento vi,t, sendo denominado modelo (x, q, v).
À primeira vista o modelo (x, u) é mais vantajoso por requerer um número
menor de variáveis para representar o mesmo problema. Porém, esta eli-
minação de variáveis trará dificuldades na obtenção da derivada primeira e
segunda da função objetivo. Esta discussão será retomada quando a função
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objetivo e demais restrições forem discutidas, e assim o modelo matemático
estiver completo.
Para ilustrar a utilização da representação de grafos para um dado con-
junto de usinas e um certo número de peŕıodos de planejamento, serão con-
sideradas as quatro usinas da cascata descrita na Figura 3.6 e três peŕıodos
de tempo.
O processo consiste dos seguintes passos:
• Passo 1: Identificar quais usinas de uma dada bacia hidrográfica serão
consideradas no estudo.
• Passo 2: Construção do grafo que indica como as usinas selecionadas
se conectam através da bacia hidrográfica.
• Passo 3: Replicar para cada peŕıodo do planejamento o grafo constrúıdo
no passo anterior e construir arcos adicionais que conectam as decisões
para todos os peŕıodos de tempo.
Uma representação do processo de consideração dos modelos de grafos
para o modelo (x, u), aplicado na cascata da Figura 3.6, é fornecida na Figura
3.11. O processo de obtenção para o modelo (x, q, v) é análogo.
Os elementos de fluxos em rede assumem os seguintes significados:
• Nós: representam as usinas hidrelétricas para um dado intervalo de
tempo.
• Arcos: representam transferências dos recursos h́ıdricos, podendo ser:
1. Arcos de defluência: Entre a usina k e a usina k + 1 para um
mesmo intervalo de tempo t.
2. Arcos de volume: Entre intervalos de tempo t e t + 1 para uma
mesma usina k.
Vale destacar que apesar das usinas a Fio D’Água não possuirem capa-
cidade de regulação entre dois peŕıodos consecutivos, seus arcos de volume
não serão desconsiderados para facilitar a construção e exploração da repre-
sentação matricial das restrições de conservação de água, como será mostrado
na seção 3.2. Detalhes sobre as simplificações que podem ser realizadas para
usinas a Fio D’água estão descritos em [62].
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Figura 3.11: Etapas da modelagem matemática para quatro usinas hi-
drelétricas em cascata e três peŕıodos de tempo.
3.2 Representação Matricial
Com intuito de ilustrar a estrutura esparsa da matriz associada às restrições
de conservação de fluxo da rede, a rede da Figura 3.11 é utilizada como
exemplo.
A equação de balanço dos recursos h́ıdricos de cada usina é dada por
(3.3):




 ·∆tt, ∀i, t (3.3)
Onde:
• xi,t: volume do reservatório da usina i ao final do intervalo t em hm3.
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• ui,t: vazão defluente da usina i durante o intervalo t em m3/s.
• yi,t: vazão incremental afluente à usina i durante o intervalo t em m3/s.
• ∆tt: Tamanho do intervalo t em segundos e dividido por 106.
• Ωi: conjunto das usinas imediatamente a montante da usina i.
Uma descrição detalhada da rede obtida pelo processo descrito na Figura
3.11 é dada na Figura 3.12.
Figura 3.12: Representação da rede exemplo considerando volume xi,t e vazão
defluente ui,t.




= y1,1 − u1,1
x2,1−x2,0
∆t1
= y2,1 − u2,1
x3,1−x3,0
∆t1
= y3,1 + u1,1 + u2,1 − u3,1
x4,1−x4,0
∆t1
= y4,1 + u3,1 − u4,1




= y1,2 − u1,2
x2,2−x2,1
∆t2
= y2,2 − u2,2
x3,2−x3,1
∆t2
= y3,2 + u1,2 + u2,2 − u3,2
x4,2−x4,1
∆t2




= y1,3 − u1,3
x2,3−x2,2
∆t3
= y2,3 − u2,3
x3,3−x3,2
∆t3
= y3,3 + u1,3 + u2,3 − u3,3
x4,3−x4,2
∆t3
= y4,3 + u3,3 − u4,3
Supondo que os valores de volume inicial xi,0 e afluência yi,t sejam conhe-
















− u1,1 − u2,1 + u3,1 = x3,0∆t1 + y3,1
x4,1
∆t1




+ u1,2 = y1,2
x2,2−x2,1
∆t2
+ u2,2 = y2,2
x3,2−x3,1
∆t2
− u1,2 − u2,2 + u3,2 = y3,2
x4,2−x4,1
∆t2




+ u1,3 = y1,3
x2,3−x2,2
∆t3
+ u2,3 = y2,3
x3,3−x3,2
∆t3
− u1,3 − u2,3 + u3,3 = y3,3
x4,3−x4,2
∆t3
− u3,3 + u4,3 = y4,3
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Estas equações podem ser expressas na forma matricial descrita por (3.4).
























y1,1 y2,1 y3,1 y4,1 y1,2 y2,2 y3,2 y4,2 y1,3 y2,3 y3,3 y4,3
]t;
A =
Arco x1,1 x2,1 x3,1 x4,1 x1,2 x2,2 x3,2 x4,2 x1,3 x2,3 x3,3 x4,3
Nó
1,1 1∆t1
0 0 0 0 0 0 0 0 0 0 0
2,1 0 1∆t1
0 0 0 0 0 0 0 0 0 0
3,1 0 0 1∆t1
0 0 0 0 0 0 0 0 0
4,1 0 0 0 1∆t1
0 0 0 0 0 0 0 0
1,2 − 1∆t2 0 0 0
1
∆t2
0 0 0 0 0 0 0
2,2 0 − 1∆t2 0 0 0
1
∆t2
0 0 0 0 0 0
3,2 0 0 − 1∆t2 0 0 0
1
∆t2
0 0 0 0 0
4,2 0 0 0 − 1∆t2 0 0 0
1
∆t2
0 0 0 0

















Arco u1,1 u2,1 u3,1 u4,1 u1,2 u2,2 u3,2 u4,2 u1,3 u2,3 u3,3 u4,3
Nó
1,1 1 0 0 0 0 0 0 0 0 0 0 0
2,1 0 1 0 0 0 0 0 0 0 0 0 0
3,1 -1 -1 1 0 0 0 0 0 0 0 0 0
4,1 0 0 -1 1 0 0 0 0 0 0 0 0
1,2 0 0 0 0 1 0 0 0 0 0 0 0
2,2 0 0 0 0 0 1 0 0 0 0 0 0
3,2 0 0 0 0 -1 -1 1 0 0 0 0 0
4,2 0 0 0 0 0 0 -1 1 0 0 0 0
1,3 0 0 0 0 0 0 0 0 1 0 0 0
2,3 0 0 0 0 0 0 0 0 0 1 0 0
3,3 0 0 0 0 0 0 0 0 -1 -1 1 0
3,4 0 0 0 0 0 0 0 0 0 0 -1 1
;
É interessante observar que o sistema (3.4) possui uma estrutura esparsa
bastante particular. Na verdade, as matrizes A e S podem ser representadas





















0 0 0 1
∆ti
e M =
1 0 0 0
0 1 0 0
−1 −1 1 0
0 0 −1 1
.
Uma observação importante é que independentemente do número de in-
tervalos considerados a matriz A continuará sendo uma matriz escada por
blocos Bi e a matriz S uma matriz diagonal por blocos M .
A representação matricial do modelo (x, u) é dada por (3.4), ou ainda,
(3.5):
Ax + Su = b (3.5)
Aplicando a equação (3.1) em (3.5) é posśıvel obter a representação ma-
tricial para o modelo (x, q, v):
Ax + Sq + Sv = b (3.6)
Esta representação matricial equivale a considerar o grafo dado pela Fi-
gura 3.13.
A exploração da estrutura esparsa das matrizes A e S, tanto do mo-
delo (x, u) como do modelo (x, q, v), será imprescind́ıvel no desenvolvimento
de métodos de pontos interiores eficientes. Este assunto será abordado no
Caṕıtulo 4.
É importante observar, também, que a estrutura esparsa descrita anteri-
ormente foi obtida ao se numerar as usinas a partir da usina mais a montante
até a última usina a jusante na cascata. Depois foi necessário agrupar os arcos
de acordo com o intervalo de tempo a que pertencem.
Caso os arcos fossem ordenados de acordo com a usina a que pertencem,
então, as matrizes A e S seriam dadas por:
A =
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Figura 3.13: Representação da rede exemplo considerando volume xi,t, vazão
turbinada qi,t e vertida vi,t.
Arco x1,1 x1,2 x1,3 x2,1 x2,2 x2,3 x3,1 x3,2 x3,3 x4,1 x4,2 x4,3
Nó
1,1 1∆t1




0 0 0 0 0 0 0 0 0 0
1,3 0 − 1∆t3
1
∆t3
0 0 0 0 0 0 0 0 0
2,1 0 0 0 1∆t1
0 0 0 0 0 0 0 0
2,2 0 0 0 − 1∆t2
1
∆t2
0 0 0 0 0 0 0
2,3 0 0 0 0 − 1∆t3
1
∆t3
0 0 0 0 0 0
3,1 0 0 0 0 0 0 1∆t1
0 0 0 0 0
3,2 0 0 0 0 0 0 − 1∆t2
1
∆t2
0 0 0 0




4,1 0 0 0 0 0 0 0 0 0 1∆t1
0 0
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Arco u1,1 u1,2 u1,3 u2,1 u2,2 u2,3 u3,1 u3,2 u3,3 u4,1 u4,2 u4,3
Nó
1,1 1 0 0 0 0 0 0 0 0 0 0 0
1,2 0 1 0 0 0 0 0 0 0 0 0 0
1,3 0 0 1 0 0 0 0 0 0 0 0 0
2,1 0 0 0 1 0 0 0 0 0 0 0 0
2,2 0 0 0 0 1 0 0 0 0 0 0 0
2,3 0 0 0 0 0 1 0 0 0 0 0 0
3,1 -1 0 0 -1 0 0 1 0 0 0 0 0
3,2 0 -1 0 0 -1 0 0 1 0 0 0 0
3,3 0 0 -1 0 0 -1 0 0 1 0 0 0
4,1 0 0 0 0 0 0 -1 0 0 1 0 0
4,2 0 0 0 0 0 0 0 -1 0 0 1 0
4,3 0 0 0 0 0 0 0 0 -1 0 0 1
.
Observe que com esta nova ordenação dos elementos das matrizes A e S,
as mesmas passam a possuir a seguinte estrutura esparsa:
A =
R 0 0 0
0 R 0 0
0 0 R 0
0 0 0 R
; S =
I 0 0 0
0 I 0 0
−I −I I 0




















A desvantagem desta ordenação, por usina, é que a estrutura esparsa da
matriz S é tal que a ordenação dos blocos de matrizes identidade I depende
do grafo associado a cascata formada pelas usinas escolhidas. Ou seja, a
estrutura esparsa da matriz S, para esta ordenação, não independe das usinas
escolhidas. Portanto, a primeira ordenação apresentada é a que será utilizada
na dedução de métodos de pontos interiores.
Além das equações de balanço de água, para se obter um modelo mais
completo é necessário considerar:
1. A vazão defluente ui,t é igual a soma do volume qi,t turbinado mais o
volume vi,t vertido.
2. Além da geração de energia elétrica, os reservatórios das usinas têm
compromissos como: manutenção da navegabilidade dos rios, irrigação,
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proteção contra cheias, dentre outros. Portanto, é necessário estabele-
cer:
• O ńıvel mı́nimo xi,t e o ńıvel máximo xi,t do reservatório da usina
i no tempo t.
• O atendimento de parte da demanda de energia elétrica, esta-
belecendo um volume mı́nimo q
i,t
e um volume máximo qi,t de
turbinagem da usina i no tempo t.
• O volume mı́nimo ui,t e o volume máximo ui,t de defluência da
usina i no tempo t, garantindo a utilização dos recursos h́ıdricos
para outras atividades além da geração de eletricidade.
3. Para o vertimento não são estabelecidos limites, pois os vertedouros
dos reservatórios das usinas são projetados para suportar uma vazão
associada a maior cheia que ocorre a cada dez mil anos (a cheia decami-
lenar). Portanto, o limite máximo de vertimento vi,t é um valor muito
grande e que pode ser desprezado sem maiores prejúızos na obtenção
de soluções do modelo considerado.
As considerações anteriores são expressas por meio das equações dadas
de (3.7) até (3.11).
ui,t = qi,t + vi,t, ∀i, t (3.7)
xi,t ≤ xi,t ≤ xi,t, ∀i, t (3.8)
ui,t ≤ ui,t ≤ ui,t, ∀i, t (3.9)
q
i,t
≤ qi,t ≤ qi,t, ∀i, t (3.10)
vi,t ≥ 0, ∀i, t. (3.11)
Onde:
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• ui,t, ui,t, ui,t [m3/s] : vazão defluente e seus limites mı́nimo e máximo
para a usina i no tempo t, respectivamente.
• qi,t, qi,t, qi,t [m3/s]: vazão turbinada e seus limites mı́nimo e máximo
para a usina i no tempo t, respectivamente.
• vi,t [m3/s]: vazão vertida pela usina i no tempo t.
• xi,t, xi,t, xi,t [hm3] : volume do seu reservatório e seus limites mı́nimo e
máximo para a usina i no tempo t, respectivamente.
Para o modelo (x, u), a defluência ui,t é uma variável, tal que tanto a
turbinagem qi,t como o vertimento vi,t se tornam funções de ui,t:
qi,t = Min{ui,t, qi,t}, ∀i, t (3.12)
vi,t = Max{ui,t − qi,t, 0}, ∀i, t (3.13)
Com (3.12) e (3.13) é posśıvel observar que as variáveis qi,t e vi,t são
determinadas a partir dos valores de ui,t. Portanto, com (3.12) e (3.13)
as restrições (3.10) e (3.11) podem ser eliminadas da formulação (x, u) do
problema, cuja forma matricial passa a ser dada por (3.14).

Ax + Su = b
x ≤ x ≤ x
u ≤ u ≤ u
(3.14)
Para construir a modelagem com volume, turbinagem e vertimento, basta
considerar as equações (3.6), (3.8), (3.10) e (3.11):

Ax + Sq + Sv = b
x ≤ x ≤ x
q ≤ q ≤ q
v ≥ 0
(3.15)
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3.3 Função Objetivo
Para completar a modelagem matemática é necessário considerar a função
objetivo que visa minimizar o custo da complementação termelétrica. Para
tanto, é definida a função de produção de energia de uma usina hidrelétrica
i no tempo t:
pi,t = kihl,i,tqi,t. (3.16)
Onde: pi,t é a potência média produzida pela usina i durante o intervalo
de tempo t (MW), ki é constante de produtibilidade espećıfica da usina i
( MW
(m3/s)m
), hli,t é a altura de queda ĺıquida (m) e qi,t é a vazão turbinada
(m3/s). Mais detalhes da obtenção da função (3.16) podem ser vistos em
[27]. A produtibilidade espećıfica da usina ki mede o rendimento médio da
unidade geradora. Já a altura de queda ĺıquida é obtida a partir da queda
bruta hbi,t menos as perdas de carga pci,t:
hli,t = hbi,t − pci,t. (3.17)
As perdas de carga pci,t representam a perda devido ao atrito da água
com o duto do canal de adução que sai do reservatório e vai até a turbina,
como ilustrado na Figura 3.1. A perda de carga pode ser representada de
três formas:
• Como uma percentagem da altura de queda efetiva hef , que é a menor
queda sob a qual se obtém a potência efetiva pef , da usina: pci,t =
chefi,t.
• Como um valor constante: pci,t = c.
• Como uma função da turbinagem: pci,t = cq2i,t.
A altura de queda bruta, ilustrada na Figura 3.4, é definida como: hbi,t =
φi(xi,t)− θi(ui,t).
Onde: φi(xi,t) é um polinômio do quarto grau que representa a relação
entre a cota de montante e o volume do reservatório xi,t da usina i e θi(ui,t)
também é um polinômio do quarto grau que a partir da defluência ui,t fornece
o valor da cota do canal de fuga (ou de jusante) da usina i.
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Uma observação importante é que a função de produção hidráulica é
empregada em intervalos de tempo discretos. Porém, as variáveis de volume
xi,t representam o volume armazenado no reservatório ao final do intervalo.
Nos trabalhos anteriores à [27], como [20, 33, 62], foi adotada a cota
de montante relativa apenas ao volume do final do peŕıodo (ou volume ins-
tantâneo), como ilustrado na Figura 3.14.
Figura 3.14: Contabilizando a cota de montante usando volume do final de
um intervalo.
De acordo com [27], o cálculo da cota de montante do reservatório será
mais reaĺıstico se esta cota for calculada utilizando-se a média entre os vo-
lumes de ińıcio e fim do peŕıodo (ou volume médio). A representação desta
proposta é dada na Figura 3.15.





Deve ser considerado, também, o fenômeno do afogamento. Este fenômeno
ocorre em usinas da mesma bacia e que estão relativamente próximas. O
afogamento é tal que valor da cota do canal de fuga de uma usina passa a de-
pender do volume do reservatório da usina diretamente à jusante. Exemplos
de usinas do sistema elétrico brasileiro em que ocorre o afogamento estão na
Tabela 3.2.
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Figura 3.15: Contabilizando a cota de montante usando volume médio de
um intervalo.
Usina Afogada Usina a jusante
São Simão Ilha Solteira
Foz do Areia Segredo
Segredo Salto Santiago
Tabela 3.2: Algumas usinas afogadas no sistema elétrico brasileiro.
Uma ilustração do afogamento entre as usinas Foz do Areia, Segredo e
Salto Santiago é fornecida na Figura 3.16.
Para determinar a cota de jusante de usinas com afogamento do canal
de fuga, são ajustados polinômios Defluência x Cota do Canal de Fuga para
diferentes cotas do reservatório imediatamente à jusante da usina afogada.
Assim, uma usina afogada possui mais de um polinômio para a cota do
canal de fuga, sendo cada um desses polinômios associados a uma cota do
reservatório a jusante. A cota do canal de fuga destas usinas é obtida por meio
de interpolação de polinômios, de acordo com o ńıvel da água do reservatório
que provoca o afogamento.
Como exemplo, considere que a usina de Foz do Areia esteja afogada pela
usina de Segredo, e que a usina de Segredo tem reservatório com cota z, tal
que zkref < z < z
k+1
ref . Para as duas cotas de referência estão associados dois
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Figura 3.16: Afogamento entre usinas do rio Iguaçu.
polinômios θk1 e θ
k+1
1 , respectivamente. A equação (3.17) fornece o polinômio
do canal de fuga da usina afogada θ1(ui,t) via interpolação dos polinômios de
referência:







(θk+11 − θk1). (3.19)
O último aspecto que falta ser analisado na equação (3.19) é a turbinagem
qi,t. É interessante observar que o valor de qi,t é limitado pela capacidade de
turbinagem ou engolimento máximo da usina, qi,t. Para calcular qi,t, pode-
se utilizar uma representação em que qi,t é uma função da altura de queda
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Onde: qi,t é a turbinagem máxima da usina, Nc,i é o número de conjuntos
de unidades geradoras da usina i, Nj,i é o número de unidades geradoras do
conjunto j da usina i, qefj,i,t é a vazão turbinada de cada conjunto gerador
j que submetida à queda efetiva produz a potência efetiva pefj,i,t, hefj,i,t é
a menor queda ĺıquida sob a qual o conjunto j, em operação, desenvolve a
sua potência efetiva pefj,i,t, pefj,i,t é a máxima potência ativa posśıvel de ser
gerada, em regime permanente, para toda unidade geradora pertencente ao
conjunto j, α é um expoente dado por:
α =

0.5 se hli,t < hefi,t e Turbina=(Francis ou Pelton)
0.2 se hli,t < hefi,t e Turbina=(Kaplan)
−1.0 se hli,t ≥ hefi,t.
(3.21)
A expressão (3.20) tem uma propriedade interessante. Para calcular a
turbinagem máxima qi,t é necessário utilizar o valor da altura ĺıquida hli,t.
Esta, por sua vez, depende, como dado nas equações (3.17) e (3.18), dos
polinômios de montante (e portanto de xi,t) e de jusante (e de ui,t). Porém,
ui,t está relacionada com qi,t por meio da equação (3.7). E por sua vez qi,t é
decidida de acordo com qi,t.
Uma segunda representação considera que a turbinagem máxima é cons-
tante, para qualquer altura de queda ĺıquida hli,t, e igual a turbinagem efetiva,





Assim, a turbinagem máxima qi,t pode ser:
• Turbinagem Máxima Variável: Considera um procedimento iterativo
para o cálculo da turbinagem máxima qi,t. Este procedimento está
descrito e ilustrado em [27].
• Turbinagem Máxima Constante: Considera a turbinagem efetiva qefi,t
como a turbinagem máxima, como adotado por [21, 23, 63, 81].
Para completar o modelo, é necessário estabelecer a relação entre a função
de produção hidraúlica pi,t e a complementação termelétrica:
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Onde: Dt é a demanda de energia elétrica no intervalo t em MW médio
3,
pi,t é a função de produção hidraúlica da usina i no tempo t em MW médio,
Gt é a complementação termelétrica no peŕıodo t em MW médio.
Associada à geração termelétrica Gt existe um custo de operação destas
usinas. O custo de operação de um sistema termelétrico é parametrizado pela
demanda atendida, através de uma curva Ψ(Gt), aproximada por polinômios
do segundo grau, resultante do despacho econômico do parque termelétrico
[13, 27, 33]. A Figura 3.17 ilustra esta curva 4.
Para completar a função objetivo, pode se supor a existência de uma taxa
de juros. Assim, o custo da geração termelétrica em um intervalo t deve ser
associado a um coefiente de valor presente λt.
A expressão (3.25) reune as equações (3.16), (3.17), (3.18) e (3.23), mais
















A partir da função objetivo (3.25) e considerando todas as restrições do
problema, a formulação do modelo matemático do MOUI se apresenta como
segue:
3A unidade para expressar energia neste trabalho será o MW médio. Em um dado
intervalo de tempo ∆t a energia produzida por uma fonte geradora de potência de 1 MW
é 1 MW médio. Como a geração térmica é expressa em MW médio, e os coeficientes da
função de custo térmico consideram a geração dada em MWh, é necessário realizar uma
conversão de unidades. A conversão de uma geração Gt, em MW médio, produzida ao






4A Figura 3.17 foi constrúıda em dois passos. O primeiro foi considerar os dados das
usinas do parque termelétrico brasileiro cujas informações de potência, custo em reais
por MWh e MW médio constam no Apêndice E. Depois, foi encontrada a quadrática
que melhor se ajustava aos dados considerando as usinas com custo de geração de até
R$200/MWh.
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∆tt, ∀i, t (3.27)
ui,t = qi,t + vi,t (3.28)
xi,t ≤ xi,t ≤ xi,t, ∀i, t (3.29)
q
i,t
≤ qi,t ≤ qi,t, ∀i, t (3.30)
74 Caṕıtulo 3. Modelo de Otimização a Usinas Individualizadas
vi,t ≥ 0, ∀i, t (3.31)
Onde:
• T : número de intervalos de tempo.
• I: número de usinas hidrelétricas do sistema.
• λt: coeficiente de valor presente para o intervalo t.
• Dt: mercado a ser atendido durante o peŕıodo t em MW médio.
• Ψ: Função de custo resultante do despacho termelétrico em R$.
• ki: Produtibilidade espećıfica da usina i em MW(m3s)m .
• φi (x): polinômio da cota de montante do reservatório da usina i em
m.
• θi (u): polinômio da cota de jusante do canal de fuga da usina i em m.
• pci,t: perda de carga hidraúlica da usina i durante o intervalo t em m.
• xi,t: volume da usina i no final do intervalo t em hm3.
• ui,t: vazão defluente da usina i durante o intervalo t em m3s .
• qi,t: vazão turbinada pela usina i durante o intervalo t em m3s .
• vi,t: vazão vertida pela usina i durante o intervalo t em m3s .
• yi,t: vazão incremental afluente à usina i durante o intervalo i em m3s .
• Ωi: conjunto das usinas imediatamente a montante da usina i.
• ∆tt: tamanho do intervalo t em s dividido por 106.
De posse do MOUI, o modelo (x, u) pode ser obtido, resultando nas se-
guintes caracteŕısticas:
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• O valor da turbinagem qi,t e do vertimento vi,t são determinados a
partir do valor de ui,t de acordo com as expressões (3.32) e (3.33),
respectivamente:
qi,t = Min{ui,t, qi,t}, ∀i, t. (3.32)
vi,t = Max{ui,t − qi,t, 0}, ∀i, t. (3.33)
• Os limites de qi,t e vi,t, são considerados implicitamente através das
expressões (3.32) e (3.33), respectivamente. Assim, as restrições (3.30)
e (3.31) podem ser desconsideradas no modelo (x, u).
• A função de produção hidraúlica (3.16) depende de qi,t e, portanto é
modificada para:
pi,t = kihl,i,tMin{ui,t, qi,t}. (3.34)
A expressão (3.34) confere as seguintes caracteŕısticas à função de produção
hidráulica do modelo (x, u) [20, 33]:
• A função é crescente em relação a ui,t para ui,t < qi,t.
• A função é constante, ou levemente decrescente em relação a ui,t para
ui,t > qi,t, devido a influência do vertimento no canal de fuga (perda
de altura de queda).
• A produtividade das usinas aumenta com o volume armazenado no
reservatório, pois aumenta a altura de queda (também chamado de
efeito cota).
• A função de produção hidráulica dada por (3.34) é não diferenciável no
ponto ui,t = qi,t quando o limite da turbinagem é atingido. Isto ocorre,
pois a expressão (3.32) possui o comportamento ilustrado na Figura
3.18.
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Figura 3.18: Função qi,t = Min{ui,t, qi,t} e seu ponto de quina.
Uma denominação alternativa, mais simples, para o ponto de não dife-
renciabilidade, é se referir ao mesmo como ponto de quina. No ponto
de quina as derivadas de primeira e segunda ordem da função objetivo
não existem.
O tratamento das quinas do modelo (x, u) é crucial no emprego dos
métodos de pontos interiores, pois estes precisam do valor do gradiente e
da Hessiana da função objetivo. As opções de tratamento deste problema
que consideradas neste trabalho foram:
1. A obtenção do passo da direção de descida do método de solução de-
verá contemplar quinas, utilizando busca unidimensional especialmente
adaptada. Esta abordagem foi utilizada por [23, 27, 63, 81]. Tes-
tes computacionais utilizando métodos de pontos interiores com busca
unidimensional [34] não obtiveram bom desempenho.
2. Para o cálculo das derivadas primeira e segunda da função objetivo,
desconsiderar o ponto de quina, utilizando qi,t = ui,t na função de
produção hidráulica da Equação (3.34). O modelo (x, u) com esta con-
sideração foi denominado de modelo (x, u) modificado ou simplesmente
(x, u)m.
Outras opções para o tratamento das quinas, mas que não foram testa-
das, são: a suavização da expressão (3.32) ou a consideração de variáveis
booleanas.
Apesar da necessidade de tratamento das quinas, a escolha do modelo
(x, u) em trabalhos anteriores foi motivada, principalmente, por um esquema
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de aproveitamento muito eficiente da estrutura de fluxo em rede do problema,
baseada em uma representação particular das bases (árvores), como descrito
em [23, 81].
A Figura 3.19 fornece uma comparação entre os modelos (x, u) e (x, u)m.
Figura 3.19: Comparação entre as abordagens dos modelos (x, u) e (x, u)m.
A formulação matricial dos modelos (x, u) e (x, u)m é obtida a partir das
restrições (3.14) e a função objetivo (3.26), resultando em (3.35):

Min f(x, u)
Ax + Su = b
x ≤ x ≤ x
u ≤ u ≤ u
(3.35)
Uma segunda derivação do MOUI fornece o modelo (x, q, v).
A principal vantagem do modelo (x, q, v) é eliminar o problema de não-
diferenciabilidade oferecido pela expressão (3.32). A desvantagem, porém, é
que isto ocasiona um aumento de 50% no número de variáveis, aumentando o
esforço computacional por iteração do método de resolução a ser empregado.
Uma modificação do modelo (x, q, v), inspirada pelo artigo [66], é que
os valores iniciais de qi,t podem desconsiderar os limites qi,t. Isto pode ser
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realizado, pois o ponto inicial do método de pontos interiores só precisa ser
interior [97].Assim, para garantir a factibilidade da solução final, para cada
iteração do MPI, a variável qi,t não pode exceder seu valor qi,t. Portanto, para
uma dada iteração do método de resolução, é efetuada a atribuição dada por
(3.36):
qi,t > qi,t ⇒
{
vi,t = qi,t − qi,t
qi,t = qi,t
(3.36)
O modelo (x, q, v) com esta consideração é denominado de modelo (x, q, v)m.
A partir das restrições (3.15) e da função objetivo (3.26), a formulação
matricial dos modelos (x, q, v) e (x, q, v)m é dada por (3.37).

Min f(x, q, v)
Ax + Sq + Sv = b
x ≤ x ≤ x
q ≤ q ≤ q
v ≥ 0
(3.37)
Uma observação importante é que a modificação que resulta no modelo
(x, q, v)m visa acelerar a convergência do modelo (x, q, v), ao passo que a
modificação contida no modelo (x, u)m visa garantir a obtenção de uma
solução.
Caṕıtulo 4
Métodos de Pontos Interiores
para o Modelo de Otimização a
Usinas Individualizadas
4.1 Introdução
Historicamente, as primeiras técnicas aplicadas à resolução do MOUI que
considera afluência determińıstica, foram técnicas de programação não-linear
[52, 55]. Devido, porém, as grandes dimensões que o MOUI pode assumir,
surgiram trabalhos que exploram a estrutura de fluxos em redes do problema
[89, 23, 63, 38, 81]. A partir dos anos 90, os métodos de pontos interiores
começam a ser aplicados à resolução do MOUI [84, 74, 75, 36, 67, 96, 60, 25].
Existem diversas formas de se utilizar o MOUI, que é um modelo de oti-
mização determińıstico, com o objetivo de se obter uma poĺıtica operativa
eficiente para o planejamento da operação energética, que é um problema
estocástico devido à incerteza sobre as vazões futuras. Uma alternativa é
a técnica de cenários, onde a decisão tomada é obtida ao se ponderar as
soluções ótimas do MOUI de cada cenário pela probabilidade de ocorrência
[17, 36]. Outra alternativa é a metodologia proposta por Nabona em [74], que
se baseia em um modelo de fluxo multiproduto, onde cada produto é repre-
sentado por uma quantidade de água, à qual está associada uma determinada
probabilidade de ocorrência. Esta abordagem pode ser estendida para consi-
derar fornecimento de diversos tipos de combust́ıvel para as usinas térmicas
ou mesmo representar conjuntamente a rede de fornecimento de combust́ıvel
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das térmicas com a rede hidráulica [25, 75]. Uma outra alternativa, que vem
sendo pesquisada na Unicamp, é aquela que utiliza o MOUI para o cenário
de vazões futuras mais provável, obtido por meio de um modelo de previsão
de vazões [64].
Em aplicações de curto prazo, onde as vazões podem ser consideradas
determińısticas, o MOUI pode ser utilizado em conjunto com as restrições
de transmissão representadas por um modelo linearizado da rede elétrica
[36, 38, 60], ou com um modelo não-linear da rede elétrica [96]. O MOUI tem
sido também aplicado na coordenação hidrotérmica de curto prazo que consi-
dera reserva girante, restrições de rampa e alocação de unidades térmicas, re-
sultando em um problema linear ou quadrático inteiro misto [39, 66, 90, 101].
Em relação aos trabalhos anteriores, cabe observar que os métodos de
pontos interiores nos últimos anos têm sido empregados com sucesso na re-
solução de problemas relacionados ao MOUI [60, 66, 67, 84, 96]. Porém, ne-
nhum destes trabalhos considera uma função objetivo não-linear. Os artigos
[66, 67, 84] consideram uma aproximação linear para a função de produção
hidraúlica. Já [60, 96] consideram que a turbinagem pode ser aproximada
por uma função quadrática da potência gerada. De todos os trabalhos acerca
do MOUI analisados, o único que considera a rede hidraúlica e a rede elétrica
com modelo não-linear na mesma formulação é um método de pontos interi-
ores [96].
Além das observações anteriores para definir o desenvolvimento de um
método de pontos interiores, para a abordagem a ser adotada nesta tese é
necessário considerar três questões:
• A resolução do MOUI utilizando a função de produção hidraúlica não-
linear, tal que a função objetivo seja a mais fiel posśıvel ao comporta-
mento real das usinas.
• Explorar a estrutura esparsa decorrente da representação das restrições
de conservação de água via matriz de incidência nó-arco, dado que o
problema é de grande porte.
• Como o MOUI é um problema não-convexo, o MPI deve ser capaz de
lidar com situações em que a Hessiana da função objetivo não é definida
positiva.
A resolução adequada da primeira questão depende do procedimento ado-
tado para resolver a terceira questão. O método de pontos interiores desen-
volvido nesta tese se baseou na abordagem proposta por [3, 14] para lidar
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com o problema de que a Hessiana da função objetivo do MOUI não é de-
finida positiva em alguns pontos do espaço de busca [33]. Esta abordagem
consiste em somar um termo de regularização para garantir que a Hessiana
seja sempre definida positiva. Detalhes serão dados na seção 4.2.
Para solucionar a segunda questão foi utilizada a metodologia de ex-
ploração de estrutura esparsa descrita em [48] que foi adaptada para a estru-
tura do MOUI, como descrito na Seção 4.3.
4.2 Métodos de Pontos Interiores
Historicamente, o desenvolvimento dos métodos de pontos interiores teve
grande impulso devido a Karmarkar [59], e aos bons resultados obtidos em [1].
Hoje em dia, os métodos de pontos interiores para programação linear estão
bem estabelecidos tanto em termos de fundamentação teórica [49, 97, 92],
quanto prática [45, 68, 77], existindo uma série de códigos de boa qualidade
dispońıveis [97].
Em relação ao desenvolvimento de MPIs para problemas de programação
não-linear, os trabalhos de Vanderbei e Gondzio apresentam resultados de
destaque. Vanderbei resolveu uma grande variedade de problemas com funções
objetivos e restrições não-lineares, e os comparou com outras abordagens
como gradiente reduzido combinado com método quase-newton do MINOS
[73] e uma combinação de lagrangeano aumentado com região de confiança e
gradiente projetado do LANCELOT [30], demonstrando a robustez e eficiência
dos MPIs [94]. Em [15], as mesmas conclusões foram obtidas quando os
MPIs foram comparados com os pacotes SNOPT [42, 43], que utiliza pro-
gramação quadrática sequencial combinada com gradiente reduzido, e KNI-
TRO [19], que utiliza método de pontos interiores mais região de confiança e
programação quadrática sequencial. Detalhes sobre o trabalho desenvolvido
por Vanderbei na página: http://www.princeton.edu/~rvdb/techreps_
pdf.html.
Já Gondzio tem aplicações de MPIs em problemas não lineares e de grande
porte [47, 46]. Em [46], Gondzio consegue resolver problemas não-lineares
com milhões de variáveis usando MPI e computação paralela, obtendo de-
sempenho superior ao CPLEX. No trabalho [46], Gondzio resolve um pro-
blema não-linear expressivamente de grande porte, com mais de um bilhão
de variáveis, demonstrando o potencial dos MPIs. Detalhes sobre o tra-
balho desenvolvido por Gondzio na página: http://www.maths.ed.ac.uk/
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~gondzio/reports/Welcome.html.
A eficiência de um MPI depende da exploração da estrutura esparsa do
problema em questão. Para tanto, existem duas abordagens de dedução de
um MPI.
A primeira abordagem consiste nas seguintes etapas:
1. Construir o lagrangeano associado ao problema.
2. Obter as condições de otimalidade.
3. Aplicar o método de Newton às condições de otimalidade.
4. Resolver o sistema linear resultante.
Os MPIs assim deduzidos serão denominados MPIs Tradicionais. Exem-
plos de utilização desta abordagem são fornecidos por [8, 80, 16, 24].
A segunda abordagem é proposta em [48] e consiste em:
1. Construir um método de pontos interiores, sem considerar estrutura
esparsa particular, utilizando a primeira abordagem.
2. Identificar as operações algébricas relacionadas aos cálculos dos métodos
de pontos interiores.
3. Definir as operações algébricas em função da estrutura esparsa do pro-
blema.
Os MPIs assim deduzidos serão denominados de MPIs por blocos. Esta
abordagem, porém, depende da utilização de conceitos de programação ori-
entada a objetos. Ou seja, a implementação de métodos de pontos interiores
será restrita a linguagens de programação como C++ e Java.
É posśıvel estender a abordagem de [48], permitindo que esta possa ser
utilizada em ambientes de programação procedural, como Matlab. Detalhes
podem ser vistos em [10, 46, 48] e na seção 4.3.
Esta discussão é importante, pois para se deduzir um método de pontos
interiores capaz de resolver o MOUI eficientemente é preciso aproveitar a
estrutura esparsa das restrições.
Para tanto, é importante observar que podem ser utilizadas duas mo-
delagens para o problema (cada uma resultando em uma estrutura esparsa
diferente):
4.2. Métodos de Pontos Interiores 83
1. Modelo (x, u) ou (x, u)m: As variáveis para cada usina i no intervalo
de tempo t são a defluência ui,t e o volume do reservatório da usina xi,t.
2. Modelo (x, q, v) ou (x, q, v)m: As variáveis para cada usina i no inter-
valo de tempo t são a turbinagem qi,t, o vertimento vi,t e o volume do
reservatório da usina xi,t.
Repare que a estrutura esparsa dos modelos (x, u)m e (x, q, v)m é a mesma
dos modelos (x, u) e (x, q, v), respectivamente. Assim, a mesma consideração
de estrutura esparsa pode servir tanto para (x, u) como para (x, u)m, por
exemplo.
A escolha do modelo matemático a ser empregado é importante, pois
além de definir a estrutura esparsa da matriz, a partir desta informação será
posśıvel calcular o valor das derivadas da função e, consequemente, obter o
método de pontos interiores.
Além da escolha do modelo matemático, é necessário definir qual será a
estrutura esparsa a ser escolhida. Considerando o modelo matemático (x, u)
é posśıvel definir três estruturas esparsas:





x′ ≤ x′ ≤ x′
(4.1)


























Ax + Su = b
x ≤ x ≤ x
u ≤ u ≤ u
(4.2)
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3. Estrutura esparsa Ai e Si: Este modelo é idêntico ao anterior, ex-
ceto pelo fato de que considera a estrutura esparsa mais detalhada das



















xt ≤ xt ≤ xt,
ut ≤ ut ≤ ut, ∀t = 1, · · · , 3.
(4.3)
Para considerar a estrutura esparsa do modelo (x, q, v), basta lembrar que




. Isto pode ser
realizado, pois no segundo modelo matemático, a variável de defluência ui,t
é substitúıda pelas variáveis de turbinagem qi,t e vertimento vi,t pela relação
ui,t = qi,t + vi,t.
Os métodos de pontos interiores serão obtidos considerando a aborda-
gem de dedução por blocos sugerida por [48]. Para tanto, será necessária a
dedução do MPI tradicional para a estrutura esparsa dada por (4.1).
4.2.1 MPI Tradicional
Para ilustrar a dedução de um MPI de acordo com a primeira abordagem,




x ≤ x ≤ x,
(4.4)
considerando a transformação de variável x = x̃ + x:




x̃ + s = x− x
x̃− t = 0
s, t ≥ 0.
(4.5)
Sem perda de generalidade, assumindo que x = x − x, b = b − Ax e
eliminando os tils, então, a função Lagrangeana associada ao problema de
otimização, com função objetivo não-linear e restrições lineares é dada por:











As condições de otimalidade de primeira ordem são dadas por:
∇xL = ∇f(x)−Aty − w̃ − z = 0
∇yL = Ax− b = 0
∇wL = x + s− x = 0
∇sL = −w̃ − µS−1e = 0
∇tL = z − µX−1e = 0,
(4.7)
onde: S, X são matrizes diagonais com elementos estritamente positivos
e e é um vetor de 1’s de dimensão apropriada.
A formulação (4.7) pode ser simplificada para a formulação (4.8), obser-
vando que w̃ = −w:
∇f(x)− Aty + w − z = 0
Ax− b = 0




onde: X, W e Z são matrizes diagonais com elementos estritamente po-
sitivos.
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Para simplificar a notação, define-se H(x) = ∇2f(x). Aplicando o método
de Newton às condições de otimalidade:

−H(x) At −I I 0
A 0 0 0 0
I 0 0 0 I
0 0 S 0 W

















rd = ∇f(x)−Aty + w − z
rp = b− Ax
ra = x− x− s
rb = µe− SWe
rc = µe−XZe
Reescrevendo o sistema linear:

Atdy − dw + dz −H(x)dx = rd
Adx = rp
dx + ds = ra
Sdw + Wds = rb
Xdz + Zdx = rc.
(4.10)
Da terceira equação de (4.10):
ds = ra − dx (4.11)
Considerando que Z, X, W e S são matrizes diagonais com elementos
positivos, e portanto inverśıveis, então, com as duas últimas equações de
(4.10):
{
dz = X−1(rc − Zdx)
dw = S−1(rb −Wds). (4.12)
Aplicando (4.11) em (4.12):
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{
dz = X−1(rc − Zdx)
dw = S−1(rb −Wra) + S−1Wdx. (4.13)
Usando (4.13) na primeira equação de (4.10):
Atdy − S−1(rb −Wra)− S−1Wdx + (X−1(rc − Zdx))−H(x)dx = rd ⇒
Atdy − S−1(rb −Wra)− S−1Wdx + X−1rc −X−1Zdx−H(x)dx = rd ⇒
Atdy − (H(x)dx + S−1Wdx + X−1Zdx) = rd + S−1(rb −Wra))−X−1rc ⇒
Atdy −Ddx = rk. (4.14)
Onde: D = (H(x) + S−1W + X−1Z) e rk = rd + S−1(rb−Wra)−X−1rc.




Atdy −Ddx = rk. (4.15)
Se a matriz H(x) for definida positiva e diagonal, então, D pode ser
facilmente invertida, pois ela é a soma de matrizes definidas positivas. A
direção dx pode então ser obtida da seguinte forma:
dx = D−1(Atdy − rk). (4.16)
A primeira equação de (4.15) fornece que:
AD−1Atdy − rp = AD−1rk ⇒
dy = (AD−1At)−1(rp + AD−1rk). (4.17)
Cabe destacar que a inversão de AD−1At para encontrar dy envolve a
maior parte do esforço computacional do método. Mas, dado que A é m× p,
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m < p, tendo m linhas linearmente independentes, e que H é p × p com
termos de regularização adicionados [3], então, AD−1At é simétrica, definida
positiva e, na prática, é usada a decomposição de Cholesky para resolver o
sistema linear [97].
Caso a matriz Hessiana H(x) associada à função objetivo não seja de-
finida positiva, então, é aplicado o procedimento descrito em [3, 14]. Este
procedimento, denominado em [3] de regularização, consiste em utilizar uma
matriz Hessiana perturbada H̃(x) = H(x)+λI, quando H(x) não é definida
positiva. Em [3], é proposto ainda que ao invés de se fixar o valor da per-
turbação λ, seja adotado dinamicamente um valor que se concentre apenas
em pivôs da fatoração de Cholesky que sejam potencialmente instáveis.
As deduções anteriores fornecem o MPI primal dual com variáveis cana-
lizadas e restrições de igualdade que é resumido na Tabela 4.1.
4.2.2 Detalhes de Implementação
Algumas observações adicionais se fazem necessárias para o bom funciona-
mento do método desenvolvido. Para tanto, a seguir, serão abordadas as
seguintes questões:
• MPI Preditor-Corretor: O método de pontos interiores proposto na
Figura 4.1 é um método primal-dual. Uma pequena modificação deste
método pode fornecer o método preditor-corretor desenvolvido por Meh-
rotra [68]. Espera-se que o preditor-corretor tenha pequenos custos
computacionais adicionais por iteração, mas com ganho no número to-
tal de iterações. A idéia deste método é utilizar uma direção que contém
3 componentes:
– Direção Afim Escala (direção preditora ou de Newton).
– Direção de Centragem cujo tamanho é determinado pela per-
turbação µ.
– Direção de Correção que tenta compensar a aproximação linear do
método de Newton dada por (X +Dx)t(Z +Dz)e = −DxDze. O
termo −DxDze corresponde ao reśıduo da próxima iteração caso
fosse tomada a direção afim com passo 1. Este termo realiza uma
correção não-linear, já que é necessário resolver um sistema linear
adicional [97].
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MPI Primal Dual estrutura esparsa A
Dados (x0, s0, w0, z0) > 0, y0 livre e τ ∈ (0, 1);
Para k = 0, 1, ...
µk = σγk/np,
onde: np =dimensão do vetor (x, s), γ
k é o GAP e
γk/np é o GAP médio.
rkd = ∇f(xk)− Atyk + wk − zk
rkp = b− Axk









Dk = (H(xk) + (Sk)−1W k + (Xk)−1Zk)
dyk = (A(Dk)−1At)−1(rkp + A(D
k)−1rkk)
dxk = (Dk)−1(Atdyk − rkk)
dsk = rka − dxk
dwk = (Sk)−1(rkb −W kdsk)





























yk+1 = yk + αkddy
k
xk+1 = xk + αkpdx
k
sk+1 = sk + αkpds
k
wk+1 = wk + αkddw
k
zk+1 = zk + αkddz
k
k ← k + 1
Até Convergir
Figura 4.1: MPI primal dual para estrutura esparsa A.
Ou seja, ao se calcular a direção afim-escala, com µ = 0, o progresso do
método ao longo desta direção é verificado. Se o progresso nesta direção
for grande, a perturbação µ será pequena. Caso contrário, é conveniente
aumentar o peso da direção de centragem, tal que a perturbação µ seja
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grande.
Uma vez que uma segunda direção é calculada, também é acrescentada
a correção não-linear utilizando o mesmo Jacobiano, para que o esforço
computacional por iteração não duplique.
Porém, não é necessário calcular as direções dos dois sistemas, bastando
seguir as seguintes etapas:
– Calcule a direção preditora (dy, dx, dw, dz, ds), com as equações
(4.11), (4.12), (4.16) e (4.17), assumindo que rb = −SWe e rc =
−XZe (ou seja, utilizando µ = 0).
– Usando a mesma matriz AD−1At, calcular a direção de correção
(d̃y, d̃x, d̃w, d̃z, d̃s) a partir do ponto (y, x, w, z, s) = (y + d̃y, x +
d̃x, w + w̃, z + d̃z, s + d̃s). Ou seja, calcular (d̃y, d̃x, d̃w, d̃z, d̃s)
através das equações (4.11), (4.12), (4.16) e (4.17), usando r̃b =
rb + (µe−DsDwe) e r̃c = rc + (µe−DxDze).
Além disso, o cálculo de µ é função da direção afim. Quanto melhor a
direção afim, menor a perturbação e vice-versa. Ou seja:
– γ = xtz + stw
– γ̃ = (x + α̃pdx̃)














, se γ < 1
Onde: γ é o valor do GAP, n é o número de pares complementares,
sendo γ/n o GAP médio e µ é a perturbação. Maiores detalhes
acerca destes parâmetros podem ser vistos em [97].
• Método de Busca Unidimensional: O método de busca unidimensional
proposto em [34] foi utilizado para encontrar o valor do passo ótimo αkpd
único para as direções primal e dual, ou seja, para o conjunto de direções
dy, dx, dt, dw e dz. A busca consiste em aplicar um procedimento
de “backtracking” em uma função de mérito relativa ao quadrado da
norma das condições de otimalidade. Sua aplicação, porém é restrita
aos modelos (x, q, v) e (x, q, v)m, devido a dificuldade de se adaptar a
busca unidimensional para considerar os pontos de quina existentes no
modelo (x, u).
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• Solução inicial:
1. Solução inicial para MPI genérico: Para um problema de oti-
mização com f(x) genérica e restrições lineares Ax = b e cana-





ũ = (u− Atb̃)/2
x̃ = (Atb̃ + ũ)
s̃ = ũ
w̃ = (∇f(x)− Aty)/2
z̃ = w̃
x = x̃ + αp
s = s̃ + αp
w = w̃ + αd
z = z̃ + αd
y = (AAt)−1(Ac).
(4.18)
Onde: αp e αd são calculados por:
• αp = δp + 1/2 ∗ γ+∑(z̃i+δde+w̃i+δde) ,
• αd = δd + 1/2 ∗ γ+∑(x̃i+δpe+s̃i+δpe) .
Onde:
• δp = Max (−1.5 ∗Min(x̃),−1.5 ∗Min(s̃), 0.01),
• δd = Max (−1.5 ∗Min(w̃),−1.5 ∗Min(z̃), 0.01),
• γ+ = (x̃ + δpe)t (z̃ + δde) + (s̃ + δpe)t (w̃ + δde).
2. Solução inicial espećıfica para o MOUI: Observando as carac-
teŕısticas espećıficas do MOUI e do MPI foi projetada a inicia-
lização dada em [66]. Apesar de neste trabalho utilizar-se uma
linearização da função de produção hidraúlica, sua inicialização
contempla aspectos importantes para o MPI como quais valores
utilizar para as variáveis duais. A inicialização é dada por:
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
x̃ = At(AAt)−1b
x0j = max{x̃j , ε1}
s0j = max{ε1, xj − x0j}
y0 = 0
zj = (cj + ε2) e wj = ε2 Se cj ≥ ε2
zj = −cj e wj = −2cj Se cj < −ε2
zj = cj + ε2 e wj = ε2 Se 0 ≤ cj ≤ ε2
zj = ε2 e wj = −cj + ε2 Se −ε2 ≤ cj ≤ 0.
(4.19)
Onde: ε1 = max{ −min1≤j≤n x̃j , ε3, ||b||100}, ε2 = 1 + ε4||c||, ε3 = 100,
ε4 = 10 e c = ∇f(x).
3. Solução inicial espećıfica para o MOUI, utilizando a informação
de turbinagem média: Esta inicialização é idêntica à anterior, ex-
ceto pelo valor calculado para a variável x̃. O valor da média
das vazões afluentes previstas para um dado peŕıodo de tempo é
atribúıdo como o valor de defluência de todas as usinas para todos
os intervalos de tempo. Considerando, para o modelo (x, u) que a
variável x̃ possui uma componente referente ao volume xi,t e outra






x̃x = A−1(b− Sx̃u)
(4.20)
Para o modelo (x, q, v) foi assumido que a componente referente
ao vertimento de x̃ é xvi,t = max{xui,t − qi,t, 0}.
4. Solução inicial espećıfica para o MOUI, utilizando a informação
de turbinagem máxima: Esta inicialização é idêntica à anterior,
exceto pelo valor calculado para a variável x̃. O valor da turbi-
nagem máxima é atribúıdo como o valor de defluência para todas
as usinas em todos os intervalos de tempo. Considerando, para o
modelo (x, u) que a variável x̃ possui uma componente referente
ao volume xi,t e outra referente às defluências ui,t, então:
{
x̃u = q
x̃x = A−1(b− Sx̃u) (4.21)
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Para o modelo (x, q, v) foi assumido que a componente referente
ao vertimento de x̃ é xvi,t = 0.
• Critério de convergência: A verificação da convergência é realizada a
partir de um critério análogo ao utilizado no caso em que f(x) é linear
e o problema não é canalizado.
O primeiro passo é estabelecer um cálculo alternativo para o valor do
GAP para uma função genérica f(x). Ou seja, demonstrar que o GAP
dado por γ = xt∇f − bty + xtw equivale à γ = xtz + stw, para todo
ponto fact́ıvel.
Sejam:
(i) (xtz + stw)
(ii) Se (x, s, z, w) é um ponto fact́ıvel, logo, dual fact́ıvel também:
∇f(x)− Aty + w − z = 0 ⇒ z = ∇f(x)−Aty + w (iii)
Usando (iii) em (i):
xt(∇f(x)− Aty + w) + stw = xt∇f(x)− xtAty + xtw + stw =
xt∇f(x)− (Ax)ty + xtw + stw (iv)
Como o ponto é, também, primal fact́ıvel:
{
Ax = b
x + s = x
}
. Assim,
usando a primal factibilidade em (iv):
xt∇f(x)− bty + (x− s)tw + stw = xt∇f(x)− bty + xtw− stw + stw =
= xt∇f(x)− bty + xtw (v).
E (v) pode ser verificada para:
• Caso Linear : Se f(x) = ctx, então, γ = ctx− bty + xtw.
• Caso Quadrático: Se f(x) = ctx + 1
2
xtQx, então,
γ = ctx + xtQx− bty + xtw.
O segundo passo, é observar que o critério de convergência do problema
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Onde: ε é tolerância estabelecida.











Para f(x) não-linear e restrições lineares, é utilizado ε = 10−8 para a
primeira e a segunda condições de otimalidade (associadas a factibi-
lidade da solução e às restrições lineares) e ε = 10−3 para a terceira
e quarta condições (que são condições associadas à função não-linear
f(x)).
Outros critérios de parada adicionais são o número máximo de iterações
que é fixado em 200 e γ < 10−4, sendo o último extráıdo de [60].
• Valor do Gradiente e da Hessiana: Os procedimentos para o cálculo
do gradiente ∇f(x) e da Hessiana H(x) associados à função f(x) são
fornecidos na próxima seção.
O desenvolvimento de métodos de pontos interiores que explorem a es-
trutura esparsa do MOUI será abordado a seguir.
4.3 Explorando a Estrutura Esparsa
Suponha que matriz A, para a qual foi desenvolvido o MPI dado na Figura
4.1, possua uma estrutura esparsa bloco primal dada por:
A=

A1 0 · · · 0 0
0 A2 · · · 0 0
0 0
. . . 0 0
...
... · · · ... ...
0 0 · · · An 0
S1 S2 · · · Sn An+1

(4.22)
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A dedução tradicional de um MPI que explore a estrutura bloco angular
de A implicaria em refazer os passos descritos na seção 4.2. Detalhes desta
abordagem podem ser vistos em [8, 16, 24].
Neste trabalho, ao invés da abordagem tradicional, será empregada a
dedução por blocos, devido a facilidade de se achar posśıveis erros de pro-
gramação e reaproveitamento de código que ela oferece. A grande vantagem
desta abordagem no desenvolvimento dos MPIs é a facilidade com que se
pode explorar as estruturas esparsas da matriz A. A idéia chave do processo
é identificar quais são as operações matriciais relacionadas aos cálculos dos
MPIs, como descrito na Figura 4.2.
Figura 4.2: Identificação das operações matriciais de um MPI.
A Figura 4.2 mostra que para se definir um MPI de acordo com uma
estrutura esparsa particular, basta se redefinir o significado das seguintes
operações matriciais C1:
• Dados A e D, calcular: Φ = AD−1At.
• Calcular o fator L: Φ = LLt.
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• Resolver o sistemas linear Φx = b: Ly = b e Ltx = y.
• Calcular os produtos de matriz com vetor: Nz, N tz para A, D e Φ.
Ou seja, para se deduzir um MPI por blocos, cuja matriz A possui a
estrutura esparsa dada pela Eq. (4.22), basta utilizar o MPI da Figura 4.1
com operações matriciais C1 redefinidas de acordo com a estrutura (4.22).
A idéia deste processo é observar que a construção de MPIs depende da
implementação das operações algébricas. Isto é ilustrado na Figura 4.3.
Figura 4.3: Descrição dos componentes de um método de pontos interiores.
Portanto, a modificação das operações algébricas do MPI para uma de-
terminada estrutura esparsa equivale a construir um MPI que considere esta
estrutura.
Este processo, em termos de orientação a objeto, é realizado através dos
seguintes passos.
Suponha definida uma classe Vector que descreve os vetores associados
às matrizes. Uma posśıvel declaração de uma classe abstrata Matrix seria:
4.3. Explorando a Estrutura Esparsa 97
class Matrix
{
virtual void ComputeAThetaAt(Matrix theta);
virtual void Factorize();
virtual void SolveAThetaAt(Vector x, Vector y);
virtual void SolveTriang(Vector x, Vector y);
virtual void SolveTransTriang(Vector x, Vector y);
virtual void MatrixVectProd(Vector x, Vector y);
virtual void MatrixTransVectProd(Vector x, Vector y);
}
A classe Matrix pode ser estendida para classes concretas as quais serão
responsáveis por fornecer uma implementação para as funções membro.
Ou seja, utilizando o polimorfismo de um objeto da classe Matrix (é
posśıvel representar diferentes objetos que compartilham os mesmos métodos)
as operações apropriadas são implementadas de acordo com a estrutura es-
parsa da matriz.
A Figura 4.4 ilustra a aplicação deste conceito para matrizes A bloco
primal.
Figura 4.4: Classes para matriz A bloco primal.
A classe Ablock representa a matriz A bloco primal do problema. Como
a matriz A é composta por matrizes sem estrutura esparsa definida, denomi-
nada genéricas (matrizes Ai e Si), então, ela utiliza classes que implementam
estas matrizes e suas operações (classe Generica).
Isto só é posśıvel, pois as classes Ablock e Generica herdam a mesma
interface, da classe Matrix, que define as operações C1.
Com isso uma multiplicação de um objeto matriz A da classe Ablock por
um vetor x pode ser representada em termos das operações definidas na classe
Generica.
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Dessa forma, parte da declaração da classe Ablock, contendo dois vetores
de matrizes da classe Generica, será:







A Figura 4.5 exemplifica a utilização de orientação a objeto para o cálculo
de y = Ax, matriz A como em Eq. (4.22). Existindo a classe Generica, com
todos os métodos C1 implementados, então a operação y = A ∗ x da classe
Ablock utiliza a operação de multiplicação de matriz por vetor da classe
Generica para calcular y = Ai ∗ x e y = Si ∗ x.
Figura 4.5: Operação y = Ax para matriz A constitúıda por blocos de ma-
trizes genéricas.
Como observado na apresentação do MPI da Figura 4.1, a operação de
maior custo computacional é a resolução do sistema (4.23):
(AD−1At)dy = (rp + AD−1rk) ⇒ Φx = b (4.23)
onde: D = H(x) + S−1W + X−1Z.
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Uma observação importante é que esta estrutura esparsa é utilizada para
problemas em que em um modelo de MOUI com consideração da estocas-
ticidade das vazões através de uma formulação multifluxo [25, 54, 74]. A
formulação apresentada no Apêndice C pode ser facilmente adaptada para
resolver o MOUI descrito em [74].
4.3.1 Resolvendo o MOUI com modelo (x, u)
O MOUI foi modelado por fluxo em redes com restrições lineares e função
objetivo não-linear como dado no Caṕıtulo 3.
Sua representação matricial simplificada é dada pelo problema (4.24):
Min f(x̃)
S.a. : Ax̃ = b
l ≤ x̃ ≤ u.
(4.24)
Para explorar a estrutura esparsa do MOUI, é necessário identificar a
estrutura das matrizes A e D a serem empregadas na resolução do sistema
linear dado por (4.17). Para tanto:
• A matriz A é formada por duas submatrizes Ã e S. A matriz Ã está
associada à variável xi,t que representa o volume dos reservatório i
no intervalo t. A matriz S está relacionada com a defluência ui,t do






• A matriz Ã tem dimensão T × T blocos matriciais tal que cada bloco
possui dimensão I × I, onde T é o número de intervalos de tempo e I
é o número de usinas hidrelétricas. Ela possui a seguinte estrutura:
Ã =

B1 0 0 · · · 0 0
−B2 B2 0 · · · 0 0







0 0 0 · · · BT−1 0
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Onde: Bi é a matriz identidade de dimensão I × I com cada elemento
dividido por um fator associado ao número de segundos para cada
intervalo de tempo i.
• A matriz S tem dimensão de T ×T blocos matriciais tal que cada bloco
tem dimensão I × I, e tem por estrutura:
S =

M 0 0 · · · 0 0
0 M 0 · · · 0 0







0 0 0 · · · M 0
0 0 0 · · · 0 M

.
Onde: M é uma matriz de incidência nó-arco associada à variável de
defluência u cujos elementos são valores iguais a +1, −1 e 0.
• A matriz A tem dimensão T × 2T blocos, e será dada por:
A =

B1 0 0 · · · 0 0 M 0 0 · · · 0 0
−B2 B2 0 · · · 0 0 0 M 0 · · · 0 0













0 0 0 · · · BT−1 0 0 0 0 · · · M 0
0 0 0 · · · −BT BT 0 0 0 · · · 0 M

.







Onde: Hi é uma matriz diagonal separada em T blocos de matrizes
diagonais. A obtenção da matriz Hessiana, para o modelo (x, u), está
descrita em detalhes no Apêndice A.
Ou seja, Hi é dada por:
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Hi =

Hi(1) 0 · · · 0 0






0 0 · · · Hi(T−1) 0
0 0 · · · 0 Hi(T )
 .
Onde: Hi(j) é matriz diagonal da componente i associada ao intervalo
de tempo j.
Assim, a Hessiana H tem a seguinte estrutura:
H =








0 · · · H1(T ) 0 · · · H2(T )







0 · · · H2(T ) 0 · · · H3(T )

.
• A matriz D é formada pela soma da matriz H com uma matriz diagonal
















0 · · · Dx(T ) 0 · · · 0







0 · · · 0 0 · · · Du(T )

.
• Portanto, a matriz D será:
D =








0 · · · D1(T ) 0 · · · D2(T )
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Onde: D1(i) = H1(i) + Dx(i), D2(i) = H2(i) e D3(i) = H3(i) + Du(i).
Observando que D e sua inversa possuem a mesma estrutura esparsa 1
e utilizando a mesma notação das componentes de D para representar
as componentes de D−1:
D−1 =








0 · · · D1(T ) 0 · · · D2(T )







0 · · · D2(T ) 0 · · · D3(T )

.





1 0 · · · 0 0 0
C1 Φ2 C
t
2 · · · 0 0 0








0 0 0 · · · ΦT−2 CtT−2 0
0 0 0 · · · CT−2 ΦT−1 CtT−1





Ci = −Bi+1(D1(i)Bi + D2(i)M t), ∀i = 1, · · · , n
Φi = BiD1(i−1)Bi + Bi(D1(i)Bi + D2(i)M t) + M(D2(i)Bi + D3(i)M t),
∀i = 2, · · · , T
Φ1 = B1(D1(1)B1 + D2(1)M
t) + M(D2(1)B1 + D3(1)M
t).
Detalhes da obtenção dos componentes da matriz AD−1At estão descritos
no Apêndice D. A matriz AD−1At pode ser fatorada na forma LLt desde que
AD−1At > 0. A resolução do sistema linear Φx = b por meio da fatoração L
obtida consiste em verificar que:
1A inversa da matriz D além de preservar a mesma estrutura esparsa de D, pode ser
calculada rapidamente utilizando um algoritmo cujos detalhes estão descritos no Apêndice
B.







i = Ci, ∀i = 1, · · · , n
Ln,i−1Ltn,i−1 + LiL
t
i = Φi, ∀i = 2, · · · , n.
(4.25)
A utilização dos fatores Li na resolução do sistema Φx = b está resumida














i (zi − (L−1i Cti )xi+1), i = 1, · · · , (n− 1).
(4.26)
Uma observação importante é que em nenhum momento (4.26) utiliza
as matrizes Ln,i, tal que não é necessário calcular as mesmas. Portanto, as
fatorações Ln,i calculadas em (4.25) são ditas fatorações impĺıcitas.
4.3.2 Matrizes A e D do MOUI (x, q, v)
Na seção 4.3.1 foi exposto como deduzir o método de pontos interiores para
o modelo (x, u) do MOUI. De forma análoga será considerada a estrutura de
blocos das matrizes A e D para o modelo (x, q, v), cujas variáveis de decisão
são o volume x, a turbinagem q e o vertimento v.
Para tanto é importante observar que o MOUI sem considerar estrutura
esparsa é como dado pelo problema (4.24).
• A matriz A é formada por duas submatrizes Ã e S. A matriz Ã está
associada à variável xi,t que representa o volume dos reservatório i no
tempo t. A matriz S está relacionada com a turbinagem qi,t e com
o vertimento vi,t do reservatório i no tempo t. Para maior clareza de
notação, mas sem perda de generalidade, nas deduções a seguir todas
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• A matriz Ã tem dimensão 3×3 blocos matriciais com cada bloco tendo
I × I elementos, onde I é o número de usinas hidrelétricas. Ela possui
a seguinte estrutura:
Ã =
 B1 0 0−B2 B2 0
0 −B3 B3
 .
Onde: sendo considerado três intervalos de tempo, Bi é a matriz iden-
tidade de dimensão I × I com cada elemento dividido por um fator
associado ao número de segundos para cada intervalo de tempo i.
• A matriz S tem dimensão 3 × 3 blocos com I × I elementos. Sua
estrutura é dada por:
S =
 M 0 00 M 0
0 0 M
 .
Onde: M é uma matriz de incidência nó-arco associada à variável de
turbinagem q ou vertimento v com cujos elementos são valores iguais a
+1, −1 e 0.
• A matriz A, com dimensão 3× 9 blocos, será dada por:
A =
 B1 0 0 M 0 0 M 0 0−B2 B2 0 0 M 0 0 M 0
0 −B3 B3 0 0 M 0 0 M
 .
• A matriz Hessiana H da função objetivo é dada por:
H =
 H1 H4 0H4 H2 H5
0 H5 H3
 .
Onde: Hi é matriz diagonal separada em 3 blocos de matrizes diagonais.
Detalhes da obtenção de H no Apêndice A.
Ou seja, Hi é dada por:
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Hi =
 Hi(1) 0 00 Hi(2) 0
0 0 Hi(3)
 .
Onde: Hi(j) é uma matriz diagonal associada ao componente i e ao
intervalo de tempo j.
Assim, a Hessiana H tem a seguinte estrutura:
H =

H1(1) · · · 0 H4(1) 0 0 0 0 0
0 H1(2) 0 0 H4(2) 0 0 0 0
0 · · · H1(3) 0 0 H4(3) 0 0 0
H4(1) 0 0 H2(1) 0 0 H5(1) 0 0
0 H4(2) 0 0 H2(2) 0 0 H5(2) 0
0 0 H4(3) 0 0 H2(3) 0 0 H5(3)
0 0 0 H5(1) 0 0 H3(1) 0 0
0 0 0 0 H5(2) 0 0 H3(2) 0
0 0 0 0 0 H5(3) 0 0 H3(3)

.
• A matriz D é formada pela soma da matriz H com uma matriz diagonal
separada em blocos Dp que é dada por:
Dp =




Dxx(1) 0 0 0 0 0 0 0 0
0 Dxx(2) 0 0 0 0 0 0 0
0 0 Dxx(3) 0 0 0 0 0 0
0 0 0 Dqq(1) 0 0 0 0 0
0 0 0 0 Dqq(2) 0 0 0 0
0 0 0 0 0 Dqq(3) 0 0 0
0 0 0 0 0 0 Dvv(1) 0 0
0 0 0 0 0 0 0 Dvv(2) 0
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• Portanto, a matriz D será:
D =

D1(1) 0 0 D4(1) 0 0 0 0 0
0 D1(2) 0 0 D4(2) 0 0 0 0
0 0 D1(3) 0 0 D4(3) 0 0 0
D4(1) 0 0 D2(1) 0 0 D5(1) 0 0
0 D4(2) 0 0 D2(2) 0 0 D5(2) 0
0 0 D4(3) 0 0 D2(3) 0 0 D5(3)
0 0 0 D5(1) 0 0 D3(1) 0 0
0 0 0 0 D5(2) 0 0 D3(2) 0
0 0 0 0 0 D5(3) 0 0 D3(3)

.
Onde: D1(i) = H1(i)+Dxx(i), D2(i) = H2(i)+Dqq(i), D3(i) = H3(i)+Dvv(i),
D4(i) = H4(i) e D5(i) = H5(i).
Lembrando que a estrutura esparsa da inversa de D é igual a estrutura
esparsa de D e utilizando a mesma notação das componentes de D para
representar as componentes de D−1:
D−1 =

D1(1) 0 0 D4(1) 0 0 D6(1) 0 0
0 D1(2) 0 0 D4(2) 0 0 D6(2) 0
0 0 D1(3) 0 0 D4(3) 0 0 D6(3)
D4(1) 0 0 D2(1) 0 0 D5(1) 0 0
0 D4(2) 0 0 D2(2) 0 0 D5(2) 0
0 0 D4(3) 0 0 D2(3) 0 0 D5(3)
D6(1) 0 0 D5(1) 0 0 D3(1) 0 0
0 D6(2) 0 0 D5(2) 0 0 D3(2) 0
0 0 D6(3) 0 0 D5(3) 0 0 D3(3)

.






1 0 · · · 0 0 0
C1 Φ2 C
t
2 · · · 0 0 0








0 0 0 · · · ΦT−2 CtT−2 0
0 0 0 · · · CT−2 ΦT−1 CtT−1
0 0 0 · · · 0 CT−1 ΦT

= Φ.
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Onde:
Ci = −Bi+1(D1(i)Bi + (D4(i) + D6(i))M t), ∀i = 1, · · · , n
Φi = BiD1(i−1)Bi + Bi(D1(i)Bi + (D4(i) + D6(i))M t)+
M(D4(i)Bi + (D2(i) + D5(i))M
t) + M(D6(i)Bi + (D5(i) + D3(i))M
t),
∀i = 2, · · · , T
Φ1 = B1(D1(1)B1 + (D4(1) + D6(1))M
t) + M(D4(1)B1 + (D2(1) + D5(1))M
t)+
M(D6(1)B1 + (D5(1) + D3(1))M
t)
É importante destacar que as fórmulas obtidas para Ci e Φi foram gene-
ralizadas para um modelo (x, q, v) com T intervalos de tempo. Detalhes da
obtenção das fórmulas de Ci e Φi estão no Apêndice D.
Além disso, Φ possui a mesma estrutura esparsa que foi obtida na re-
solução de Φx = b para o modelo (x, u).
Portanto, todas as deduções de utilização de fatoração por blocos associ-
adas a matriz L, aplicadas para o modelo (x, u), podem ser utilizadas para
o modelo (x, q, v).
Ou seja, após os cálculos de Φi e Ci, espećıficos do modelo (x, q, v), basta
utilizar o sistema (4.26) para resolver Φx = b do modelo (x, q, v).
4.4 Resumo dos MPIs
Segue um resumo das opções de implementação dos métodos de pontos inte-
riores para o MOUI:
1. Modelagem Matemática: Existem 4 modelos posśıveis que podem ser
adotados: (x, u), (x, u)m, (x, q, v) e (x, q, v)m.
• Modelo (x, u): Considera como variáveis de decisão o volume xi,t,
e a defluência ui,t. O método de pontos interiores implementado
para este modelo não oferece nenhum tratamento especial para a
quina, usando a expressão (4.27).
qi,t = Min{ui,t, qi,t} (4.27)
• Modelo (x, u)m: Considera como variáveis de decisão o volume
xi,t, e a defluência ui,t. Para calcular o valor da derivada primeira
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e segunda da função objetivo é utilizada a expressão qi,t = ui,t , no
lugar da expressão (4.27). A motivação para esta substituição é a
de se verificar o quanto a solução obtida será diferente para uma
solução cujo modelo matemático trata adequadamente a expressão
(4.27) (como os modelos (x, q, v) e (x, q, v)m).
• Modelo (x, q, v): As variáveis consideradas são a decisão de vo-
lume xi,t, a turbinagem qi,t e o vertimento vi,t.
• Modelo (x, q, v)m: Este modelo difere do modelo (x, q, v) ao as-
sumir que a variável qi,t não pode exceder seu valor qi,t. Portanto,
para uma dada iteração, é efetuada a atribuição dada por (4.28):
qi,t > qi,t ⇒
{
vi,t = qi,t − qi,t
qi,t = qi,t
(4.28)
2. Estrutura esparsa: Considerando um modelo em que as variáveis de
decisão são o volume xi,t, e a defluência ui,t, podem ser considerados
três estruturas esparsas posśıveis:
• Estrutura Esparsa A: Não considera nenhuma estrutura esparsa
particular, sendo que a formulação MOUI será dada pelo sistema
(4.24).






tal que a estrutura esparsa considera uma matriz para as variáveis
de volume xi,t e outra matriz para a defluência ui,t.
• Estrutura Esparsa Ai e Si: São detalhados os blocos matriciais
que existem nas matrizes Ã e S de acordo com as caracteŕısticas
do MOUI (descritas na seção 4.3).
Para o caso em que as variáveis de decisão são xi,t, qi,t e vi,t, a con-
sideração de estrutura esparsa é análoga. Só deve ser observado que
o sistema (4.24) será modificado através de ui,t = qi,t + vi,t, tal que a
estrutura esparsa A e S para o modelo (x, q, v) será dada por (4.29):
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Min f(x, q, v)
S.a. : Ãx + Sq + Sv = b
x ≤ x ≤ x
q ≤ q ≤ q
0 ≤ v.
(4.29)
Assim, podem ser consideradas 3 tipos de estruturas esparsas ao se
redefinir as operações matriciais para o método de pontos interiores.
3. Matriz Hessiana2: Para o caso em que as variáveis de decisão são xi,t e







Onde: Hxx, Hxu e Huu são matrizes diagonais associadas aos valores
da derivada segunda da função objetivo.
Uma opção, estudada neste trabalho, é considerar apenas as matrizes
Hxx e Huu associadas à diagonal principal de H e verificar o desempe-
nho dos métodos de pontos interiores ao utilizar esta aproximação da
Hessiana. Esta abordagem será denominada matriz Hessiana diagonal,
ao passo que a consideração completa da Hessiana será denominada
matriz Hessiana Tridiagonal (devido à sua estrutura esparsa).
Para as formulações em que as variáveis de decisão são xi,t, qi,t e vi,t, a
matriz H será dada por:
H =
 Hxx Hxq 0Hxq Hqq Hvq
0 Hvq Hvv
 .
Onde: Hxx, Hqq, Hvv, Hxq, Hvq são matrizes diagonais associadas aos
valores da derivada segunda da função objetivo.
2Mais detalhes sobre as deduções das derivadas parciais e a estrutura esparsa da matriz
Hessiana resultante, ilustrada brevemente na seção 4.3, podem ser vistas no Anexo A.
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Para os modelos (x, q, v) e (x, q, v)m, a consideração apenas das sub-
matrizes Hxx, Hqq e Hvv para o cálculo da Hessiana será denominada
Hessiana Diagonal. Se toda matriz Hessiana H for considerada, então
será dito que a Hessiana Tridiagonal é que está sendo utilizada.
Assim, existem duas possibilidades de consideração de matriz Hessiana.
4. Método de pontos interiores: O MPI a ser implementado pode utili-
zar uma direção preditora e outra corretora (preditor-corretor) ou não
(primal-dual). Isto resulta em duas possibilidades de implementação
de MPI. Detalhes na seção 4.2.2.
5. Busca Unidimensional: A busca unidimensional descrita em [34] pode
ser utilizada para fornecer um único passo para as direções primais
e duais, ou ainda, pode ser adotado um tamanho fixo para o passo
primal e outro para o dual (o tamanho do passo está relacionado com
o parâmetro τ).
6. Ponto inicial: Podem ser considerados quatro tipos de ponto inicial
(como descritos na seção 4.2.2).




8. Parâmetro τ que garante que o MPI permaneça interior pode assumir
os valores 0, 995 ou 0, 99995.
O total de MPIs posśıveis é igual à: 4× 3× 2× 2× 2× 4× 3× 2 = 2304.
Todas as combinações foram implementadas e seu funcionamento verificado.
Para testar e verificar qual a melhor combinação é necessário estabelecer
dois critérios: Robustez e Velocidade.
Obviamente não é intenção deste trabalho expor testes exaustivos com
todas as combinações de parâmetros. Isto, além de resultar em uma tarefa
demorada, implicaria em dificuldades para se analisar qual combinação é
melhor que as demais.
Por exemplo, se fossem considerados 10 casos testes, então, armazenando
a análise de desempenho e valor da função objetivo para cada opção de
implementação do MPI resultaria em um tabela 2304× 20 (valor da função
objetivo e tempo computacional para cada um dos 10 casos). A solução
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adotada para este problema é separar a obtenção de resultados em duas
fases.
Na primeira fase serão feitos testes verificando como cada opção de cada
parâmetro se comporta em relação aos demais, observando robustez e velo-
cidade do MPI.
Em uma segunda fase, as melhores opções de cada parâmetro serão tes-
tadas para problemas de grande porte.
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A idéia fundamental deste Caṕıtulo é selecionar uma configuração de método
de pontos interiores, dentre as 2304 opções existentes, que é robusta e eficiente
para a resolução de MOUI’s com grande número de usinas e intervalos de
tempo considerados.
Para tanto, serão realizadas duas fases de testes. Em uma primeira fase
serão selecionadas opções de MPI considerando apenas estudos de caso com
poucas usinas e peŕıodos e comparando as opções de MPI observando dois
critérios: robustez e eficiência.
Na segunda fase, o MPI, com as opções de parâmetros selecionadas na pri-
meira fase, será aplicado em problemas de grande porte, como, por exemplo,
as usinas hidrelétricas do Sistema Interligado Nacional (SIN) despachadas
pelo ONS (vide Figura 3.8).
5.2 Primeira fase de testes
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• Discretização mensal das decisões e das afluências.
• Afluência do histórico de vazões.
• Mês inicial maio e horizontes múltiplos de 12 meses.
• Volume inicial e final dos reservatórios iguais a 100% do volume útil.
• Sistema termelétrico representado por usina equivalente que inclui im-





• Taxa de juros nula (λt = 1).
• Mercado de energia correspondente a 100% da potência instalada do
parque hidrelétrico.
• Turbinagem máxima constante.
O primeiro conjunto de testes a ser realizado com o MPI foi verificar
como a escolha do modelo matemático ((x, u), (x, u)m, (x, q, v) e (x, q, v)m)
afeta a qualidade e a velocidade de obtenção da solução. Neste sentido foi
necessário fixar os seguintes parâmetros P1:
• Matriz Hessiana: Diagonal.
• Desenvolvimento do MPI: Tradicional.
• Estrutura esparsa: A.
• Busca unidimensional: não usa.
• Método de pontos interiores: Preditor-corretor.
• Ponto Inicial: inicialização genérica de MPI.
• Parâmetro de centragem: σ = 1/n.
• Tamanho do passo: τ = 0, 995.
Para o conjunto de condições C1 e os parâmetros P1 foram elaborados
os seguintes estudos de caso considerando apenas a usina de Furnas, cuja
potência instalada é de 1312 MW:
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• Caso 1: Afluências mensais de 1950 até 1960 (inclui uma grande seca).
• Caso 2: Afluências mensais de 1980 até 1990 (inclui uma grande cheia).
• Caso 3: Afluências mensais de 1931 até 1998 (histórico dispońıvel).
Os resultados de tempo computacional e os valores da função objetivo
para as soluções finais obtidas utilizando o MPI e o comando de otimização
não-linear Fmincon [91], do Matlab, estão apresentados na Tabela 5.1. O
computador utilizado tem um processador Pentium, 1,5 GHz, 256 M de Ram
e todos os programas foram elaborados e executados em MATLAB 6.1 no
ambiente Windows 2000. Os dados marcados com ∗ são casos em que o limite
de tempo máximo de 14000 segundos foi ultrapassado. A marca NM indica
que o critério de parada de número máximo de iterações foi atingido.
116





























































































































































































































































































5.2. Primeira fase de testes 117
O comando Fmincon empregado utiliza um método quase-Newton BFGS
[85, 29], mas seu desempenho computacional não é competitivo com os MPIs.
Assim, seu papel nos testes realizados é o de validar as expressões relativas
à derivada segunda da função objetivo que formaram a matriz Hessiana uti-
lizada pelos MPIs.
Ainda de acordo com os resultados da Tabela 5.1, nos Casos 2 e 3 verifica-
se que os modelos (x, u) e (x, u)m ou não convergem ou fornecem uma solução
final com custo maior, respectivamente.
Somente no Caso 1 esses modelos conseguem bom desempenho, pois cor-
responde a um peŕıodo de vazões baixas onde a solução ótima turbina bem
abaixo do engolimento máximo e, portanto a função objetivo não apresenta
quinas.
Gráficos relativos as trajetórias de volume e defluência para o Caso 2,
obtidos com o uso dos modelos (x, u)m e (x, q, v) são fornecidos pelas Fi-
guras 5.1 e 5.2. Apenas as trajetórias relativas ao modelo (x, q, v) serão
mostradas, pois as trajetórias das soluções dos modelos (x, q, v) e (x, q, v)m
se superpõem. Nestas figuras existem legendas cujos significados são:
• y: Afluência do peŕıodo histórico considerado.
• qmax: Turbinagem máxima q.
• umin: Defluência mı́nima u.
• MPI(x, q, v): Trajetória de volume ou de defluência obtida com a re-
solução do modelo (x, q, v).
• MPI(x, u)m: Trajetória de volume ou de defluência obtida com a re-
solução do modelo (x, u)m.
É importante lembrar que a defluência u acima da turbinagem máxima
qmax corresponde a um vertimento v. A Figura 5.2 mostra que a diferença
das trajetórias de defluência dos modelos (x, u)m e (x, q, v) existe em peŕıodos
de grandes afluências onde não é posśıvel evitar o vertimento. Aliás, a solução
do modelo (x, q, v) forneceu um vertimento acumulado no peŕıodo analisado
de 4479m3/s, enquanto o modelo (x, u)m apresentou 6587m3/s de vertimento
acumulado. Assim, a solução do MPI (x, q, v) é melhor que do MPI (x, u)m,
pois depleciona integralmente o reservatório em novembro de 1982 antes da
grande cheia de 1982/1983, minimizando o vertimento acumulado. A par-
tir de 1984, as duas soluções são idênticas, pois não requerem vertimentos.
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As trajetórias de geração hidrelétrica dos modelos (x, u)m e (x, q, v) para o
Caso 2 são mostradas na Figura 5.3. O modelo (x, q, v) tem uma geração
hidrelétrica média ao longo do peŕıodo de 858, 32MW e o modelo (x, u)m
uma geração média de 850, 42MW , sendo essa diferença concentrada nos
anos anteriores à grande cheia de 1982/1983.
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Para esclarecer a diferença entre as trajeórias dos modelos (x, u) e (x, q, v),
foi elaborado o Caso 4 em que foram consideradas as mesmas condições C1,
parâmetros P1 e a operação isolada de Furnas como nos Casos 1, 2 e 3, mas
com as seguintes afluências:
• Caso 4: Afluências mensais de 1982 até 1983.
Os resultados acerca da trajetória de volume e defluência para os mo-
delos (x, u)m e (x, q, v) no Caso 4 podem ser observados na Figuras 5.4 e
5.5, respectivamente. Novamente, como as trajetórias das soluções dos mo-
delos (x, q, v) e (x, q, v)m são coincidentes, somente as trajetórias do modelo
(x, q, v) são mostradas. A solução do modelo (x, q, v) forneceu um vertimento
acumulado no peŕıodo analisado de 1971m3/s, enquanto o modelo (x, u)m
apresentou 2417m3/s de vertimento acumulado. As trajetórias de geração
hidrelétrica dos modelos (x, u)m e (x, q, v) são mostradas na Figura 5.6. O
modelo (x, q, v) tem uma geração hidrelétrica média ao longo do peŕıodo de
1176, 38MW e o modelo (x, u)m uma geração média de 1140, 32MW .
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Com a Figura 5.5 é posśıvel observar que devido ao grande volume de
água afluente neste peŕıodo, as trajetórias de defluência dos três modelos
apresentam vertimento. A trajetória de defluência do modelo (x, u)m, porém,
verte no ińıcio do peŕıodo chuvoso. Já a trajetória dos modelos (x, q, v) e
(x, q, v)m mantêm a turbinagem no máximo e concentra o vertimento no
final do peŕıodo chuvoso.
De acordo com a Figura 5.6, o único momento em que a geração hi-
drelétrica do modelo (x, u)m é maior que a geração do modelo (x, q, v) ocorre
do mês 6 até o mês 8, pois neste peŕıodo ambos os modelos têm a turbina-
gem no máximo(vide Figura 5.5), mas a altura de queda do modelo (x, u)m
é maior (vide Figura 5.4).
Essa diferença de comportamento é que justifica o valor da função objetivo
do modelo (x, u)m ser 73, 29% maior que a solução dos modelos (x, q, v) e
(x, q, v)m para o Caso 2 e 0, 18% no Caso 3. A menor diferença no Caso 3 se
explica pela ocorrência no histórico de vazões de poucas situações hidrológicas
como a do Caso 2, em que a solução final possui vertimento.
Em termos matemáticos o modelo (x, u)m forneceu uma solução pior
que os demais modelos, pois o cálculo das suas derivadas primeiras é tal
que despreza a presença das quinas da função objetivo. Assim, quando a
solução final for tal que existe vertimento, e portanto é necessário calcular as
derivadas primeiras para além do ponto de quina, o modelo (x, u)m fornecerá
uma solução pior que a solução dos modelos (x, q, v) e (x, q, v)m.
Outro teste realizado foi verificar o ganho computacional que pode existir
quando apenas a diagonal principal da Hessiana é considerada nos cálculos
de otimização do MPI. Para verificar se o custo computacional de utilização
da Hessiana Tridiagonal, no caso de uso do MPI, é incrementado conforme a
dimensão do problema é aumentada, foram utilizados os Casos 1, 2 e 3. Os
resultados da Tabela 5.2 são para Hessiana Tridiagonal.
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Comparando a Tabela 5.1 com a Tabela 5.2 é posśıvel verificar que o
MPI, utilizando Hessiana Tridiagonal, obteve uma ligeira melhoria na função
objetivo: no Caso 1 uma melhoria de 0, 001%, no Caso 2 uma melhoria de
0, 1% e no Caso 3 uma melhoria de 0, 01%. Esta melhoria, porém, acarretou
um acréscimo no tempo computacional: até 50% no Caso 1, até 250% no
Caso 2 e até 1772% no Caso 3. Diante destes resultados, conclui-se que a
melhoria no valor da função objetivo não compensa o aumento do tempo
computacional, optando-se pela utilização da Hessiana Diagonal.
Outro conjunto de testes acerca do comportamento dos modelos ma-
temáticos desenvolvidos com o MPI foi realizado para casos com mais de
uma usina, considerando:
• O conjunto de condições C1.
• O conjunto de parâmetros P1.
Para o conjunto de condições C1 e de parâmetros P1 foram consideradas
sete usinas: Emborcação, Itumbiara, São Simão, Furnas, Marimbondo, Água
Vermelha e Ilha Solteira, cuja potência instalada conjunta corresponde à
12824MW, ou seja, 18, 71% da capacidade instalada das usinas hidrelétricas
do SIN no ano de 2005, de acordo com o ONS (vide Figura 3.8). Com elas
foram elaborados os seguintes estudos de caso:
• Caso 5: Afluências mensais de 1950 até 1960 (inclui uma grande seca).
• Caso 6: Afluências mensais de 1980 até 1990 (inclui uma grande cheia).
Os resultados do MPI para estas considerações estão na Tabela 5.3. Os
Casos 5 e 6 confirmam que a melhor escolha para a resolução do MOUI via
MPI, considerando robustez, é o uso dos modelos (x, q, v) e (x, q, v)m. Afinal,
os modelos (x, u) e (x, u)m não convergiram para o Caso 6. Para o Caso 5
o modelo (x, u)m convergiu, mas sua solução apresenta custo maior que dos
modelos (x, q, v) e (x, q, v)m.
As Figuras 5.7 e 5.8 mostram as trajetórias de volume e defluência para
os modelos (x, u)m e (x, q, v), respectivamente. Novamente os resultados do
modelo (x, q, v)m serão omitidos por serem coincidentes com os do modelo
(x, q, v). Observe-se que, ao contrário do Caso 1, a presença de mais usinas
no sistema, algumas a jusante de Furnas, causa dificuldades para o modelo
(x, u)m, mesmo em uma hidrologia baixa como a década de 50.
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Tempo (s) F.o.
Caso 5 Caso 6 Caso 5 Caso 6
MPI (x, u) NM NM NM NM
(x, u)m 4,94 NM 11558276721 NM
(x, q, v) 18,52 13,89 11293032665 5771611281
(x, q, v)m 20,36 15,00 11292294907 5771446805
Tabela 5.3: Tempos computacionais e valores da solução final em segundos
para o MPI.
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A Tabela 5.4 contém as dimensões dos problemas relacionados com cada
um dos 6 casos já formulados e resolvidos.
Caso Número de variáveis Número de restrições
(x, u) e (x, q, v) e (x, u) e (x, q, v) e
(x, u)m (x, q, v)m (x, u)m (x, q, v)m
1 240 360 600 720
2 240 360 600 720
3 1608 2412 4020 4824
4 24 36 60 72
5 1680 2520 4200 5040
6 1680 2520 4200 5040
Tabela 5.4: Caracteŕısticas dos problemas resolvidos para cada caso.
Os testes realizados nos 6 casos sugerem fortemente a adoção dos modelos
(x, q, v) ou (x, q, v)m. Para os próximos testes com os demais parâmetros
serão considerados somente este dois modelos.
Duas outras análises que podem ser combinadas, consistem na verificação
de qual ponto inicial acelera a convergência do MPI e a decisão entre qual
MPI é o mais robusto: preditor-corretor ou primal-dual. Para tanto, foi con-
siderado um MPI com modelo (x, q, v) e os demais parâmetros como descrito
por P1. Assim, foram testados os quatro pontos iniciais já descritos em 4.2.2:
• MPIG: Ponto inicial criado a partir de um MPI genérico.
• MOUI: Ponto inicial utilizado em [66].
• TMED: Adaptação do ponto inicial MOUI para considerar as defluências
iniciais iguais ao valor de se turbinar a média das afluências.
• TMAX: Adaptação do ponto inicial MOUI para considerar as defluências
iniciais iguais ao valor da turbinagem máxima.
A Tabela 5.5 indica o desempenho do MPI preditor-corretor para cada
uma das inicializações existentes, mostrando que a inicialização mais robusta
para o MPI preditor-corretor é a MPIG.
Com a Tabela 5.6 é posśıvel concluir que o melhor desempenho para o
MPI primal-dual é obtido com a inicialização MOUI.
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Tabela 5.5: Número de iterações de MPI preditor-corretor para cada inicia-
lização.






Tabela 5.6: Número de iterações de MPI primal-dual para cada inicialização.
Os resultados preliminares das Tabelas 5.5 e 5.6 indicam que o MPI
primal-dual com inicialização MOUI é a opção mais robusta (converge para
os Casos 5 e 6) e mais rápida (menor número de iterações).
Devido ao bom desempenho dos MPIs sem a utilização de busca uni-
dimensional, apesar desta opção ter sido implementada, sua utilização foi
descartada neste trabalho.
O parâmetro de centragem σ = 1/n e o parâmetro de tamanho do passo
τ = 0, 995 apresentaram resultados satisfatórios ao longo dos testes dos de-
mais parâmetros, sendo adotados sem demais análises.
Por último, o aproveitamento de estrutura esparsa da matriz A permite
a resolução de problemas de grande porte. Assim, a adoção da estrutura
esparsa Ai e Si é uma necessidade e não serão realizados testes com as demais
estruturas esparsas. Na verdade, as estruturas esparsas A e A e S foram
desenvolvidas com o intuito de validar as soluções obtidas para o MPI que
utiliza a estrutura esparsa Ai e Si.
Resumindo, portanto, as conclusões obtidas com os testes da primeira
fase acerca dos valores mais adequados dos parâmetros P2 do MPI são:
134
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1. Modelagem matemática: modelo (x, q, v) ou (x, q, v)m.
2. Estrutura esparsa: Ai e Si
1.
3. Matriz Hessiana: Diagonal.
4. MPI: primal-dual.
5. Busca unidimensional: não usar.
6. Ponto inicial: MOUI.
7. Parâmetro de centragem: σ = 1/n.
8. Parâmetro do tamanho do passo: τ = 0, 995.
5.3 Segunda fase de testes
O estudo de caso considera agora uma configuração do SIN com 82 usinas,
descritas nas Figuras 5.9 e 5.10, que totalizam um potência instalada de
66858, 41 MW. O problema será resolvido para um horizonte de 12 meses,
com a afluência mais provável de ocorrência que é 80% da MLT e as condições
C1. Cabe lembrar que a poĺıtica operativa de controle preditivo (CP) descrita
no Caṕıtulo 2 consiste na aplicação do modelo ao SIN em um horizonte
semelhante a este. A diferença é que no CP se usa uma previsão de vazões
ao invés da porcentagem mais provável da MLT.
A resolução deste problema foi realizada pelo MPI com os parâmetros
P2, sendo que foram considerados os modelos (x, q, v) e (x, q, v)m. Como já
destacado, os resultados do MPI foram obtidos utilizando Matlab 6.1 em um
computador com processador Pentium 1,5 GHz, 256 M de memória Ram,
Windows 2000. Além disso, a ferramenta de solução atualmente utilizada
pelo HydroMax (cuja implementação e descrição foi realizada por [27] e se
baseia em um modelo de fluxo em redes que adota a representação (x, u) com
tratamento das quinas via busca unidimensional) também foi utilizada para
comparação. Esta ferramenta foi desenvolvida em C++ Builder 6 e seus re-
sultados computacionais foram obtidos em um Computador com Processador
1Testes computacionais, indicaram que a partir de 10 usinas hidrelétricas a estrutura
esparsa A, para problemas com 60 intervalos de tempo, gasta no mı́nimo o dobro do tempo
computacional em comparação com a estrutura esparsa Ai e Si.
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Pentium de 3,2GHz, 1024 M de memória Ram, em ambiente Windows XP,
versão 2002.
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A Tabela 5.7 descreve o desempenho de cada método para afluência de
80% da MLT.
Método Iterações Tempo(s) F.o.
MPI (x, q, v) 231 113,50 24325439264
MPI (x, q, v)m 81 39,78 24381942993
HydroMax 3440 13,28 24891445090
Tabela 5.7: Desempenho dos métodos para 82 usinas e 80% da MLT.
A Tabela 5.7 indica que o MPI (x, q, v) e MPI (x, q, v)m conseguiram
soluções cujos valores da função objetivo são 2, 27% e 2, 04% menores que a
solução do HydroMax, respectivamente. Neste caso, o MPI (x, q, v) conseguiu
uma solução de menor custo, porém (x, q, v)m utilizou quase um terço das
iterações de (x, q, v).
A Figura 5.11 fornece a trajetória de geração hidrelétrica e mercado do
sistema de 82 usinas para cada um dos métodos, considerando afluências de
80% da MLT. Dentre as 82 usinas, as Figuras 5.12, 5.13 e 5.14 focalizam no
comportamento da usina de Furnas para as trajetórias de geração hidráulica,
volume do reservatório e defluência com cada um dos métodos, respectiva-
mente. Novamente as trajetórias de geração hidráulica dos métodos MPI
(x, q, v) e (x, q, v)m se superpõem. A trajetória de Figura 5.11 indica dife-
renças entre a geração hidrelétrica das 82 usinas proposta pela ferramenta
de solução do HydroMax e as obtidas pelo MPI. Analisando a Figura 5.14,
observa-se que a trajetória de defluência (turbinagem) de Furnas, com o MPI
(x, q, v), possui uma oscilação oposta à da afluência, indicando que o com-
portamento do reservatório da cabeceira é inverter a sazonalidade das vazões
para regularizar as afluências das usinas à jusante, as quais recebem ainda
vazões incrementais com sazonalidade normal. A solução do HydroMax não
possui tal comportamento.
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Para indicar em termos financeiros o benef́ıcio que as soluções do MPI
fornecem em relação a ferramenta atualmente em uso no HydroMax, foi cons-
trúıda a Tabela 5.8. A Tabela 5.8 fornece os valores de geração hidrelétrica
média de cada método ao longo dos 12 meses de planejamento para afluência
de 80% da MLT. Como pode ser verificado, a solução proposta pelo MPI
(x, q, v)m oferece um aumento da geração hidráulica média, ao longo de 12
meses, de 279, 27 MW médios para afluência de 80% da MLT.
Afluência Método MW Médio
80% MPI (x, q, v) 39259,97
MPI (x, q, v)m 39227,57
HydroMax 38948,30
Tabela 5.8: Desempenho dos métodos em MW médio ao longo de 12 meses
com afluência de 80% da MLT.
Considerando que esta geração adicional tivesse que ser obtida a partir de
uma termelétrica com custo de geração 2 de R$ 6, 4/MWh, então, a solução
proposta pelos modelos corresponderia a uma economia de:
• Modelo (x, q, v)m: Fazendo-se a seguinte conta 279, 27×6, 4×24×365
= 15.641.856, resultando em mais de quinze milhões de reais por ano.
• Modelo (x, q, v): A energia adicional gerada ao longo de 12 meses é de
311, 67 MW médios. Realizando uma conta análoga, a economia será
de R$17.473.466 ao ano.
Para verificar o desempenho e a robustez do MPI com os parâmetros P2
em problemas de grande porte, foram consideradas as usinas numeradas de 1
até 61 conforme as Figuras 5.9 e 5.10. Não foram consideradas as 82 usinas
dispońıveis, pois algumas usinas apresentam incompatibilidade entre os va-
lores de defluência mı́nima e afluência histórica. Além disso, foi considerado
todo o histórico de vazões dispońıveis para as 61 usinas, ou seja, 780 inter-
valos de tempo (que corresponde ao número de meses existentes entre maio
de 1931 e abril de 1996). Com isso, o problema não-linear, para os modelos
(x, q, v) ou (x, q, v)m, resultante possui 61 × 780 × 3 = 142.740 variáveis e
2Este custo corresponde a usina térmica de menor custo marginal do Sistema Interligado
Nacional, como consta no Apêndice E.
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285.480 restrições dentre as quais 47.580 são restrições de igualdade e 237.900
são canalizações. O desempenho computacional do MPI com os parâmetros
P2 e modelo (x, q, v) para este problema está descrito na Tabela 5.9. O re-
sultado mostra que o MPI é capaz de resolver um problema de programação
não-linear que é mais de dez vezes maior do que o problema resolvido pelo
MINOS no trabalho [12], com um tempo computacional razoável.
Iterações Tempo(s) F.o.
61 5869,75 719663202367
Tabela 5.9: Desempenho do MPI com parâmetros P2 em problemas do MOUI
de grande porte.
Os resultados da Tabela 5.9 devem ser analisados sob a luz do histórico
dos trabalhos que resolveram o MOUI sem realizar aproximações da sua
função objetivo não-linear como dado na Tabela 5.10.
Ano Artigo Usinas Peŕıodos Variáveis
(x, q, v)
1987 [23] 20 60 3.600
1988 [63] 31 60 5.580
1990 [21] 51 60 9.180
1995 [33] 27 60 4.860
2003 [12] 75 60 13.500
Tabela 5.10: Artigos e maiores problemas MOUI resolvidos.
Uma análise das dimensões dos problemas resolvidos por cada artigo da
Tabela 5.10 deve considerar, também, os recursos computacionais dispońıveis
da época. Da Tabela 5.10, apesar de em [12] ter sido utilizado um software de
propósito geral, o MINOS [73], foi resolvido o MOUI com maior número de
variáveis. Para tanto, foi utilizado um computador com processador Pentium
3 de 500 MHz e 160 MB de memória RAM, rodou o caso com 75 usinas e 60
peŕıodos em 8340 segundos.
Isto confirma para o MOUI, portanto, a afirmação do trabalho de Van-
derbei que mostra o desempenho superior dos métodos de pontos interiores
por ele desenvolvidos (LOQO - [94]) em relação a outras abordagens, tais
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como uma abordagem baseada em região de confiança (KNITRO - [19]) e
um método quase-newton (SNOPT - [42]). A comparação entre estas abor-
dagens é descrita em detalhes em [94].
Caṕıtulo 6
Modelo do Fluxo de Potência
Ótimo Corrente Cont́ınua
6.1 Modelagem por Fluxos em Redes
O modelo de alocação de despacho de potência ativa a ser utilizado neste
trabalho foi proposto em [22], sendo um modelo de fluxo de potência linea-
rizado CC (Corrente Cont́ınua), representado por um modelo de fluxos em
redes com restrições adicionais.
Para construir o modelo, foi considerada uma simplificação do sistema
elétrico em que todos os elementos do sistema são classificados como:
• Barras: podem representar geradores ou cargas.
• Ramos: podem representar linhas de transmissão ou transformadores.
O processo de construção da representação da rede elétrica é ilustrado na
Figura 6.1.
A partir deste processo será elaborado um modelo de fluxo de potência
ótimo (FPO) que contempla apenas as cargas ativas de uma rede elétrica
(modelo CC ou simplesmente CC).
Visando a melhor compreensão da construção do FPO CC, a partir do
modelo de fluxos em redes, será utilizada uma pequena rede elétrica.
Exemplo 1: Seja uma rede elétrica com duas barras de geração que
podem representar ou usinas hidrelétricas ou termoelétricas, ou qualquer
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Figura 6.1: Representação dos elementos de uma rede elétrica.
outra fonte de geração de energia. Sejam, também, seis barras de carga que
podem representar o consumo de cidades, ou de grandes indústrias. A Figura
6.2 ilustra esta rede.
A chave para transformar a representação do modelo de barras e ramos
em um grafo é observar que deverão fluir pelo sistema elétrico as quantidades
de potência produzidas pelas barras de geração para atender as demandas
das barras de carga.
Portanto, para construir a representação de grafos da Figura 6.2, é preciso
observar que:
• Nós: representam as barras de geração ou as barras de carga (barras).
• Arcos: representam as linhas de transmissão ou transformadores (ra-
mos).
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Figura 6.2: Representação da rede elétrica do Exemplo 1.
Assim, a Figura 6.2 pode ser representada pelo grafo dado na Figura 6.3.
Figura 6.3: Representação em grafo da rede elétrica do Exemplo 1.
Para construir o FPO CC a partir da modelagem por grafos, é preciso
considerar as leis de Kirchhoff. A lei dos nós de Kirchhoff [51, 88], fornece a
equação (6.1).
Af = p− d. (6.1)
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Onde: A representa a matriz de incidência nó-arco, f representa o vetor
de fluxo de potência ativa em cada ramo, p representa o vetor de geração de
potência ativa em cada barra e d representa o vetor de demanda por potência
ativa em cada barra.
A equação (6.1) expressa o balanço de potência nos nós da rede elétrica.
Ou seja, a injeção ĺıquida de potência ativa em cada nó deve ser igual ao
fluxo ĺıquido que escoa pelos arcos que se conectam a ele.
A lei dos nós, descrita com (6.1), aplicado no grafo da Figura 6.3 é dada
matricialmente por:

1 1 0 0 0 0 0 0
-1 0 1 1 0 0 0 0
0 0 -1 0 0 0 0 0
0 0 0 -1 0 0 0 0
0 0 0 0 1 1 0 0
0 -1 0 0 -1 0 1 0
0 0 0 0 0 -1 -1 1


































Além do atendimento de demanda de potência, é necessário considerar
que a soma das tensões em cada um dos percursos fechados existentes na rede
elétrica deve ser igual a zero, ou seja, a lei das malhas de Kirchhoff [51, 88],
conforme a equação (6.2).
Xf = 0 (6.2)
Onde: X representa a matriz de reatâncias de laços cujas linhas represen-
tam os laços elementares 1 e cujas colunas representam os ramos existentes
na rede.
Aplicando a lei das malhas no grafo da Figura 6.3, considerando os laços
elementares 1, 2 e 3 da Figura 6.4, a representação matricial é dada por:
1Laços elementares são qualquer conjunto de M-N+1 (no caso 10-8+1 = 3) laços li-
nearmente independentes da rede, selecionado para impor a lei das malhas de Kirchhoff.
Qualquer laço não-elementar pode ser obtido pela combinação dos laços elementares. O
sinal associado à reatância de um dado arco de um dado laço é positivo (negativo) se a
orientação do arco (não) coincide com a do laço.
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Figura 6.4: Representação da lei das malhas na rede do Exemplo 1.
 0 0 0 0 0 0 x56 −x57 x67 0x12 −x16 x23 0 0 x38 0 0 −x67 −x78


















Além disso, devem ser considerados os limites de geração e transmissão
de energia elétrica que são representados pelas equações (6.3) e (6.4), respec-
tivamente.
pmin ≤ p ≤ pmax. (6.3)
152
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fmin ≤ f ≤ fmax. (6.4)
Onde: pmin e pmax representam os vetores com os valores de mı́nimo e
máximo de p, respectivamente; fmin e fmax representam os vetores com os
valores mı́nimo e máximo de f , respectivamente.
Por último, é considerada uma função objetivo quadrática separável,
como dado pela Equação (6.5).
Min αf1(f) + βf2(p), (6.5)
onde: α e β são escalares que ponderam os valores das funções f1(f) e
f2(p), que por sua vez são:





f ′Rf , (6.6)
onde: R é a matriz diagonal dos valores das resistências dos ramos.




p′Hp + c′p, (6.7)
onde: H é a matriz diagonal dos coeficientes quadráticos, c é o vetor
de coeficientes lineares. Este custo de geração pode representar:
1. O custo da perda de geração em usinas hidrelétricas [5].
2. O custo do combust́ıvel em usinas termelétricas.
Portanto, o modelo matemático do problema de FPO CC a ser conside-
rado é dado por (6.8).
Min αf1(f) + βf2(p)
S.a. : Af = p− d
Xf = 0
pmin ≤ p ≤ pmax
fmin ≤ f ≤ fmax.
(6.8)
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A formulação descrita por (6.8) foi utilizada por [22, 38, 79, 80].
Neste trabalho, que visa aplicação ao Sistema Interligado Nacional, a for-
mulação dada por (6.8) será modificada de forma a se considerar a existência
de transformadores defasadores na rede elétrica. Para tanto, basta verificar
que a lei das malhas pode ser generalizada para transformadores defasadores
com a equação (6.9).
Xf = ϕ, (6.9)
onde: ϕ é um vetor tal que a componente ϕi é obtida somando os valores
das defasagens dos ramos pertencentes ao i-ésimo laço elementar da rede,
observando o sentido em que os ramos do laço são percorridos.
Para ilustrar a aplicação da lei das malhas generalizada para transforma-
dores defasadores, segue o Exemplo 2.
Exemplo 2: Considere a rede elétrica da Figura 6.5. Os dados de injeção
ĺıquida de potência ativa P (ou seja, P = p−d) já estão determinados e dados
na Tabela 6.1. As reatâncias xkm desta rede são fornecidas na Tabela 6.2.
As defasagens são ϕ12 = −0, 1 e ϕ25 = −0, 2 (em radianos).
Figura 6.5: Representação da rede elétrica do Exemplo 2.
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Barra 1 2 3 4 5
P 3,5 -0,5 -1,0 -1,0 -1,0
Tabela 6.1: Injeção ĺıquida de potência ativa para cada barra da rede do
Exemplo 2.
Reatância x12 x15 x23 x25 x34 x45
Valor 1/3 1/2 1/2 1/2 1/2 1/2
Tabela 6.2: Valor da reatância xkm para cada barra da rede do Exemplo 2.
Como a geração já está definida, então, utilizando os dados das Tabelas
6.1 e 6.2 e a Figura 6.5, basta resolver o seguinte sistema para obter o valor











1 1 0 0 0 0
-1 0 1 1 0 0
0 0 -1 0 1 0
0 0 0 0 -1 1
0 -1 0 -1 0 -1
x12 −x15 0 x25 0 0




















Para obter a solução deste sistema é necessário eliminar uma linha redu-
dante da matriz A, e o correspondente elemento do vetor de injeção ĺıquida de
potência P . Este procedimento em sistemas de potência também é denomi-
nado de escolher uma barra de referência. Escolher uma barra de referência
equivale a igualar o ângulo desta ao valor zero. Os ângulos das demais
barras são obtidos considerando o ângulo de referência. Mudando a barra
de referência, mudam os ângulos, mas as diferenças ângulares permanecem
iguais.
Assim, independentemente da escolha da linha a ser eliminada, a solução
deste sistema é como dado na Tabela 6.3:
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Fluxo f12 f15 f23 f25 f34 f45
Valor 1, 70 1, 79 1, 15 0, 05 0, 15 −0, 84
Tabela 6.3: Valor dos fluxos obtidos para a rede da Figura 6.5, usando trans-
formador defasador.
Para efeito de comparação, a solução obtida para a mesma rede, mas sem
considerar os transformadores defasadores (resolvendo o sistema anterior com
ϕ12 = 0 e ϕ25 = 0) é dada na Tabela 6.4.
Fluxo f12 f15 f23 f25 f34 f45
Valor 1, 91 1, 58 1, 10 0, 31 0, 10 −0, 89
Tabela 6.4: Valor dos fluxos obtidos para a rede da Figura 6.5, sem considerar
transformador defasador.
A generalização da lei das malhas para sistemas de potência por mode-
los de fluxos em redes será aproveitada para o caso do Sistema Nacional
Interligado (SIN).
O modelo completo obtido por fluxos em redes é dado pelo sistema (6.10):
Min αf1(f) + βf2(p)
S.a. : Af = p− d
Xf = ϕ
pmin ≤ p ≤ pmax
fmin ≤ f ≤ fmax
(6.10)
Na próxima seção, será mostrada a modelagem matricial do problema de
fluxo de potência CC, bem como uma comparação com a modelagem por
fluxos em redes. Detalhes da obtenção do problema de fluxo de potência CC
no Apêndice F.
6.2 Modelo Matricial do Fluxo de Potência
CC
O vetor ângulo de barra θ, e abertura angular ∆θ, de componentes dadas
pelas aberturas angulares θkm (descritas no Apêndice F), estão relacionadas
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por (6.11):
∆θ = Atθ . (6.11)
Considerando que f é o vetor de fluxos nos ramos, com componentes fkm
(descritas no Apêndice F), então, a partir de (6.11) é obtido (6.12):
f = X−1d A
tθ . (6.12)
A Equação (6.12) relaciona as correntes (fluxos) com tensões (ângulos),
representando a segunda lei de Kirchhoff, ou lei das tensões.
A primeira lei ou lei dos nós é dada por (6.13).
Af = p− d = P . (6.13)
Aplicando (6.12) na lei dos nós (dada por (6.13)):
(A(X−1d )A
t)θ = P . (6.14)
Define-se a matriz de susceptância B como (6.15):
B = A(Xd)
−1At , (6.15)
onde: A é matriz de incidência barra-ramo e Xd é matriz diagonal cujos
elementos são as reatâncias xkm dos ramos.
Utilizando (6.14) e (6.15), a formulação matricial do fluxo de potência
CC é dada por (6.16):
P = Bθ , (6.16)
onde: P é o vetor de injeção ĺıquida de potência para cada barra e θ é o
vetor de ângulo.
O Exemplo 3 ilustra a utilização da equação (6.16).
Exemplo 3: Seja a rede elétrica do Exemplo 2. Supondo que as defasa-
gens são iguais a zero, as matrizes para se obter o fluxo de potência CC nos
ramos são dadas por: {
θ = (A(Xd)
−1At)−1P
f = X−1d A
tθ
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onde: A é matriz de incidência barra-ramo do Exemplo 2, P é o vetor
de injeção ĺıquida de potência como fornecido no Exemplo 2 e Xd é matriz
diagonal de reatâncias dada por:
Xd =

x12 0 0 0 0 0
0 x15 0 0 0 0
0 0 x23 0 0 0
0 0 0 x25 0 0
0 0 0 0 x34 0
0 0 0 0 0 x45

.
Os valores de fluxo encontrados para f são como os fornecidos pela Tabela
(6.4), confirmando a equivalência entre o modelo de fluxos em redes e o
modelo de fluxo de potência CC, sem considerar transformador defasador.
Resta ainda provar a equivalência dos modelos quando é inclúıdo o trans-
formador defasador.
A consideração do transformador defasador consiste em adicionar termos
relativos aos ângulos de defasagem como injeções de potência na equação
(6.16), resultando em (6.17), bem como acrescentar um ângulo de defasagem
ϕ ao se obter a diferença angular da equação (6.12), resultando em (6.18).
θ = (A(Xd)
−1At)−1(P + P c) , (6.17)
f = X−1d (A
tθ + ϕ) . (6.18)
Onde: P c representa o vetor de injeção de potência associado aos termos
relativos aos ângulos de defasagem modelados como reatâncias entre duas
barras. Assim, se existir uma defasagem ϕkm no ramo k −m, a barra k terá
uma injeção de −bkmϕkm e a barra m uma injeção de bkmϕkm.
Para ilustrar a consideração do transformador defasador segue o Exemplo
4.
Exemplo 4: Seja a rede elétrica do Exemplo 2. Supondo que as defa-
sagens são ϕ12 = −0, 1 e ϕ25 = −0, 2, para se obter o vetor θ é necessário
resolver o seguinte sistema:
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(b12 + b15) −b12 0 0 −b15
−b12 (b12 + b23 + b25) −b23 0 −b25
0 −b23 (b23 + b34) −b34 0
0 0 −b34 (b34 + b45) −b45












e xkm é a reatância do ramo que liga a barra k à barra
m.
É importante observar que a matriz B, como dada no sistema anterior,
é singular, pois a soma das componentes bij , i = j para uma linha i em B é
igual ao elemento bii da diagonal principal.
Para se obter o valor de θ é necessário atribuir a uma das barras a função
de referência angular. Como exemplo, adotando θ5 = 0, a equação cor-
respondente à barra 5 do sistema de equações deve ser retirada. Assim, o
número de equações será igual ao número de incógnitas.
O valor de θ encontrado com o sistema anterior será aplicado no sistema










1/x12 0 0 0 0 0
0 1/x15 0 0 0 0
0 0 1/x23 0 0 0
0 0 0 1/x25 0 0
0 0 0 0 1/x34 0





1 -1 0 0 0
1 0 0 0 -1
0 1 -1 0 0
0 1 0 0 -1
0 0 1 -1 0


















A solução deste sistema é dada na Tabela 6.3, comprovando a equivalência
dos modelos CC por fluxos em redes e o fluxo de potência CC, também para
os casos com transformadores defasadores.
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6.3 Consideração das perdas de transmissão
O modelo CC é aproximado e não considera perdas de transmissão. Para
melhorar a sua representação da realidade é usual considerar de forma apro-
ximada as perdas de transmissão através de um processo iterativo.
A idéia é resolver o modelo inicialmente sem considerar as perdas. Ob-
tidos os fluxos de potência nos ramos ou os ângulos nas barras, as perdas
são estimadas e os parâmetros do modelo inicial são alterados de modo a
incorporar as perdas estimadas. Repetir o procedimento até os valores das
perdas não se alterarem.
Usualmente, a alteração de parâmetros para incorporação das perdas con-
siste no aumento do carregamento das barras no valor de metade das perdas
dos ramos aos quais estão interligadas.
Em [7], entretanto, a contabilização das perdas, é feita através da al-
teração de outros parâmetros, no caso os coeficientes da matriz de incidência,
resultando num grafo generalizado.
Neste trabalho a representação das perdas de transmissão foi estendida,
resultando em duas expressões para o cálculo das perdas e duas abordagens
para contabilizar os efeitos das perdas na rede, conforme descrito a seguir:
1. Cálculo das Perdas:
(a) A perda em um ramo k − m pode ser calculada em função da
potência ativa transmitida pelo mesmo [7]:
P perdakm = rkmf
2
km, (6.19)
onde: rkm é o valor da resistência em série, em p.u., do ramo k−m,
fkm é o fluxo de potência ativa, em p.u., no ramo k −m.
(b) Essa perda também pode ser calculada a partir de aproximações,
das funções seno e co-seno, estabelecidas por meio da expansão
em série de Taylor [71]:











onde: gkm é a condutância do ramo k −m, xkm é a reatância do
ramo k −m e θkm é diferença angular entre as barras k e m.
160




Cálculo Equação (6.19) Perda 1 Perda 3
Equação (6.20) Perda 2 Perda 4
Tabela 6.5: Combinações posśıveis de considerações das perdas.
2. Contabilização das Perdas:
(a) Modificação da matriz A: A perda já calculada no ramo k − m
pode ser contabilizada como uma perda do fluxo pkm, o que torna
a potência recebida na barra de destino menor que a potência
enviada pela barra de origem. Essa perda pode ser representada




. Portanto, se a
potência ativa enviada pela barra k é dada por fkm, a potência
que chega na barra m será dada por akmfkm. Esta contabilização
de perdas implica na modificação dos elementos da matriz de in-
cidência nó-ramo A.
(b) Modificação do vetor d: A perda também pode ser contabilizada
como uma carga incremental P perdakm , igualmente distribúıda entre
suas barras terminais, sendo necessário alterar o vetor de demanda
ativa d, da formulação (6.10).
Assim, são posśıveis quatro opções de consideração das perdas, conforme
apresentado na Tabela 6.5.
Ao observar as equações (6.19) e (6.20), é posśıvel verificar que as perdas
são calculadas a partir dos valores dos fluxos nos ramos ou dos ângulos das
barras que dependem, por sua vez, das perdas. Isto requer um procedimento
iterativo independente da forma adotada de consideração das perdas.
• Passo 1: Obtenha os fluxos nos ramos k −m por meio da formulação
(6.10).
• Passo 2: Calcule os valores das perdas associadas aos fluxos utilizando
(6.19) ou (6.20).
• Passo 3: Contabilize as perdas modificando ou a matriz A (usando
grafo generalizado), ou o vetor d (usando injeção de potência).
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• Passo 4: Obtenha novos fluxos que contabilizem as perdas obtidas no
Passo 2.
• Passo 5: Se a diferença entre os novos fluxos obtidos no Passo 3 e os
anteriores for menor que uma tolerância pré-especificada, pare. Senão
volte para o Passo 2.
Para o caso em que as perdas são contabilizadas modificando a matriz A,
o procedimento iterativo PI é como ilustrado na Figura 6.6.
Figura 6.6: Representação esquemática da consideração da Perda 1 ou 2.
O cálculo da Perda 1 pode ser simplificado. Esta perda está associada ao
fluxo de potência fkm que passa pela linha k −m, como descrito por (6.19).
Portanto, a potência que chegará no final da linha de transmissão i será dada
pela equação (6.21).
Pm = (fkm − rkmfkm2), (6.21)
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onde: Pm é a potência que chega no final da linha de transmissão k−m.
A perda em uma linha de transmissão pode ser definida como sendo a
razão entre a potência do final da linha de transmissão sobre a potência
do ińıcio da linha de transmissão. Com esta definição, a perda na linha de







= (1− rkmfkm) (6.22)
Então, o cálculo da Perda 1 dos fluxos nas linhas de transmissão, como
descrito na equação (6.22), só depende dos valores de resistência rkm e fluxo
Pkm. Para ilustrar a utilização da Perda 1, segue o Exemplo 1:
Exemplo 1: Seja uma rede elétrica qualquer tal que sua topologia produz
a matriz A dada por (6.23). Então o procedimento de contabilização para as
Perdas 1 ou 2 será como segue.
1. Considerar um FPO CC sem perdas. A solução deste problema é o
vetor de geração p0 e o vetor de fluxos nos ramos f 0. Neste problema a
matriz A é tal que tem apenas elementos 0,1 e -1, ou seja, é da forma
de (6.23).
A =
 1 1 0 0 0 −1−1 0 1 1 0 0
0 0 0 −1 −1 1
 (6.23)
2. Para cada elemento f 0km do vetor dos fluxos nas linhas de transmissão
f 0, calcule o coeficiente akm relativo à perda, utilizando a equação
(6.24).
a0km = 1− rkmf 0km, (6.24)
onde: a0km fornece os valores das perdas associadas ao fluxo f
0
km na
linha k −m e rkm representa o valor da resistência da linha k −m.
3. De posse dos valores das perdas em cada linha de transmissão, é for-
mulado um novo problema, tal que a nova matriz A do problema com
grafo generalizado tem a forma dada por (6.25).
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A =

1 1 0 0 0 −a31
−a12 0 1 1 0 0
0 0 0 −a23 −a43 1
0 −a14 −a24 0 1 0
 , (6.25)
onde: akm representa as perdas para cada linha de transmissão k −m
calculadas de acordo com a equação (6.25).
4. Com a nova matriz A, é resolvido um novo FPO CC, determinando
novas soluções p1 e f 1.
5. A diferença das soluções (p0, f 0) e (p1, f 1) é calculada. Se esta diferença
estiver abaixo de uma certa tolerância, o procedimento para. Senão, a
partir da solução (p1, f 1), é calculada uma nova matriz A de modo a
gerar um novo problema que contabilize as perdas nas restrições e obter
a solução (p2, f 2) do FPO CC. A diferença entre (p1, f 1) e (p2, f 2) é
calculada e o procedimento pára ou continua de acordo esse valor.
Embora não haja prova matemática de convergência do procedimento
anterior, o trabalho desenvolvido em [7] mostra que não é necessário um
número grande de resoluções de problemas com matrizes A diferentes. Em
geral duas ou três iterações são suficientes.
A mesma afirmação é válida para as Perdas 3 ou 4, cujo esquema repre-
sentativo consta na Figura 6.7.
O esquema ilustrado na Figura 6.7 é o que é usualmente utilizado, ou
seja, contabilizar as perdas de transmissão através da injeção de potência
nas barras.
Este esquema será empregado na obtenção dos resultados descritos no
Caṕıtulo 8.
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Figura 6.7: Representação esquemática da consideração da Perda 3 ou 4.
Caṕıtulo 7
Método de Pontos Interiores
para o Fluxo de Potência
Ótimo CC
7.1 Introdução
As técnicas existentes para se resolver um fluxo de potência ótimo podem ser
classificadas em [69, 70]:
• Programação não-linear,
• Programação quadrática,
• Resolução das condições de otimalidade via algoritmos baseados no
método de Newton,
• Programação linear,
• Versões h́ıbridas de programação linear e programação inteira, e
• Métodos de pontos interiores.
Um histórico dos trabalhos em fluxo de potência ótimo pode ser encon-
trado em artigos de revisão bibliográfica [53, 56, 69, 70, 86].
Estas referências são indicadas, pois o foco deste trabalho não é detalhar
as possibilidades de modelagem ou resolução do FPO CA ou CC, mas sim
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desenvolver um método de pontos interiores para a formulação de FPO CC
obtida no Caṕıtulo 6.
A motivação para tal é que, de modo geral, os métodos de pontos interi-
ores têm sido aplicados com sucesso na área de estudo de análise de fluxo de
carga para problemas de grande porte.
Estas iniciativas abrangem:
• Estudo da flexibilidade de pontos interiores em problemas de geração
e transmissão de energia elétrica [41, 61].
• Discussão sobre os métodos utilizados em fluxo de potência, abordando
inclusive a utilização de MPI [70, 86], e o aproveitamento da estrutura
do problema por MPI [99].
• Uso de pontos interiores em sistemas de potência [87, 93, 95, 98].
• Despacho de potência ótimo ativo e reativo [40, 50, 57, 58, 100].
De modo geral, todos os artigos argumentam que a escolha pela utilização
do MPI em problemas de sistemas de potência se deve a sua eficiência [41,
50, 87, 99] e a sua capacidade de lidar com problemas de grande porte [40,
41, 86, 87].
Motivados pelos resultados com MPI na literatura, utilizamos o mesmo
no problema do FPO CC como descrito em [79]. Portanto, a proposta deste
Caṕıtulo é desenvolver um MPI que seja adequado ao problema do FPO
CC. Ou seja, assim como o Caṕıtulo 4 forneceu deduções para um MPI de
propósito geral, e que depois foi adaptado para aproveitar as especificidades
do problema do MOUI, nesta seção será desenvolvido um MPI eficiente para
o FPO CC.
7.2 Método de Pontos Interiores Primal-Dual
A formulação (6.10) é simplificada com:
• Mudança de variáveis f̃ = f − fmin e p̃ = p− pmin.
• As ponderações α e β terão valor 1
2
.
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Após estas alterações, temos a formulação dada por:
Min (1
2




S.a. : Af̃ − p̃ = l̃i
Xf̃ = l̃v
0 ≤ p̃ ≤ p̃max
0 ≤ f̃ ≤ f̃max
(7.1)
Onde: cf = Rf
min, cp = Hp
min, l̃i = −d−Afmin +pmin e l̃v = ϕ−Xfmin.
Introduzindo as variáveis de folga das restrições de capacidade e elimi-
nando os “∼” para maior clareza do texto, temos (7.2).
Min (1
2




S.a. : Af − p = li
Xf = lv
p + sp = pmax
f + sf = fmax
0 ≤ (f, sf)
0 ≤ (p, sp)
(7.2)
Ao problema primal dado por (7.2), é associado o problema dual formu-
lado em (7.3).
Max l′y − (fmax)′wf − (12)f ′Rf − (pmax)′wp − (12)p′Hp
S.a. : B′y + zf − wf −Rf = cf
−yp + zp − wp −Hp = cp
0 ≤ (zp, wp)












e yp que representa os elementos da
variável dual y correspondentes às barras.




Af − p = li
Xf = lv
p + sp = p
max
f + sf = f
max
(f, sf ) ≥ 0
(p, sp) ≥ 0
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Bty + zf − wf − Rf = cf
−yp + zp − wp −Hp = cp
(zp, wp) ≥ 0







Aplicando o método de Newton nas condições de otimalidade, é obtido o
MPI primal-dual para FPO, como a seguir:
A −I 0 0 0 0 0 0 0 0
X 0 0 0 0 0 0 0 0 0
I 0 I 0 0 0 0 0 0 0
0 I 0 I 0 0 0 0 0 0
−R 0 0 0 Bt 0 I −I 0 0
0 −H 0 0 0 −I 0 0 I −I
Zf 0 0 0 0 0 F 0 0 0
0 Zp 0 0 0 0 0 0 P 0
0 0 Wf 0 0 0 0 Sf 0 0




























ri = li + p−Af
rv = lv −Xf
rf = f
max − f − sf
rp = p
max − p− sp
ry = cf −Bty − zf + wf + Rf
rg = cp + yp − zp + wp + Hp
rzf = µe− FZfe
rzp = µe− PZpe
rwf = µe− SfWfe
rwp = µe− SpWpe
Com isso obtemos as seguintes equações:
Adf − dp = ri (7.4)
Xdf = rv (7.5)
df + dsf = rf (7.6)
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dp + dsp = rp (7.7)
Btdy + dzf − dwf −Rdf = ry (7.8)
−dyp + dzp − dwp −Hdp = rg (7.9)
Zfdf + Fdzf = rzf (7.10)
Zpdp + Pdzp = rzp (7.11)
Wfdsf + Sfdwf = rwf (7.12)
Wpdsp + Spdwp = rwp (7.13)
Utilizando (7.6), (7.7) e (7.10) até (7.13), temos:
dsf = rf − df (7.14)
dsp = rp − dp (7.15)
dzf = F
−1(rzf − Zfdf) (7.16)
dzp = P
−1(rzp − Zpdp) (7.17)
dwf = S
−1
f (rwf −Wfdsf) (7.18)
dwp = S
−1
p (rwp −Wpdsp) (7.19)
Substituindo (7.14), (7.16) e (7.18) em (7.8):
Btdy − F−1Zfdf − S−1f Wfdf −Rdf = ry − F−1rzf + S−1f rwf − S−1f Wfrf
Btdy −Dfdf = ra (7.20)
Onde: Df = (F
−1Zf +S−1f Wf +R) e ra = ry−F−1rzf +S−1f rwf−S−1f Wfrf .
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Caṕıtulo 7. Método de Pontos Interiores para o Fluxo de
Potência Ótimo CC
Substituindo (7.15), (7.17) e (7.19) em (7.9), temos:
−dyp − P−1Zpdp− S−1p Wpdp−Hdp = rg − P−1rzp + S−1p rwp − S−1p Wprp
−dyp −Dpdp = rb (7.21)
Onde: Dp = P
−1Zp +S−1p Wp +H e rb = rg−P−1rzp +S−1p rwp−S−1p Wprp.
Assim, obtemos df e dp por meio de (7.20) e (7.21):
df = −D−1f (ra − Btdy) (7.22)
dp = −D−1p (rb + dyp) (7.23)
Usando (7.22) e (7.23) em (7.4) e (7.5), temos:
AD−1f B
tdy + D−1p dyp = ri + AD
−1
f ra −D−1p rb (7.24)
XD−1f B
tdy = rv + XD
−1
f ra (7.25)













. Então, utilizando conjuntamente as equações (7.24) e (7.25):
(BD−1f B
t + D)dy = r + BD−1f ra −Drb (7.26)
De posse da equação (7.26), constrúımos o método de pontos interiores
primal-dual:
Dados (f 0, p0, s0f , s
0
p, y






p) ≥ 0 e y0p livre e σ ∈ (0, 1)
Para k = 0, 1, ...
µk = σγk/np, onde: np= dimensão do vetor (x
0, s0f).
ri = li + p− Af
rv = lv −Xf
rf = f
max − f − sf
rp = p
max − p− sp
ry = cf − Bty − zf + wf + Rf
rg = cp + yp − zp + wp + Hp
rzf = µe− FZfe
rzp = µe− PZpe
rwf = µe− SfWfe
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rwp = µe− SpWpe
ra = ry − F−1rzf + S−1f rwf − S−1f Wfrf
Df = (F
−1Zf + S−1f Wf + R)
dy = (BD−1f B
t + D)−1(r + BD−1f ra −Drb)







−1Zp + S−1p Wp + H
rb = rg − P−1rzp + S−1p rwp − S−1p Wprp
dp = −D−1p (rb + dyp)
dsf = rf − df



























































αkp = Min(1, τe
k
p)
αkd = Min(1, τe
k
d)
fk+1 = fk + αkpdf
k














































k ← k + 1
Até Convergir
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7.3 Inicialização, Parâmetros e Critério de Con-
vergência
Para a implementação do MPI, utilizamos: τ = 0, 99995 e σ = 1/
√
n. Para
o método preditor-corretor temos que µ é dado por:{
µk = σ(γk)2/np, se γ
k < 1
µk = σγk/np, caso contrário
Para ambos os métodos o ponto inicial adotado foi:
f 0 = s0f =
fmax
2




























Onde: ε é tolerância estabelecida e é igual à 10−8.
Maiores detalhes de implementação são discutidos em [78, 79].
Caṕıtulo 8
Resultados para o Fluxo de
Potência Ótimo CC
8.1 Introdução
A proposta deste Caṕıtulo é ilustrar os resultados que foram obtidos ao se
aplicar o MPI, desenvolvido no Caṕıtulo 7, para resolver o FPO CC, descrito
no Caṕıtulo 6, para o Sistema Interligado Nacional (SIN).
O SIN, que é a rede elétrica a ser considerada neste trabalho, consiste na
rede de transmissão, compreendendo as tensões de 230 kV a 750 kV, seguindo
a definição do ano de 2005 do Operador Nacional do Sistema (ONS).
Ainda de acordo com o ONS, o SIN atingiu em dezembro de 2004 uma
extensão de 80.022 km, englobando 815 circuitos de transmissão e uma capa-
cidade de transformação de 178.447 MVA, em 321 subestações. A dimensão
dos sistemas a serem estudados é de aproximadamente 4.000 ramos e 3.400
barras. Uma representação simplificada do SIN é fornecida na Figura 8.1.
Nos estudos relativos a operação da rede elétrica para o dia seguinte,
o ONS programa a operação do sistema em base de meia hora, cada uma
correspondendo a uma configuração do SIN como, por exemplo, das 00:00 às
00:30. Como ilustrado na Figura 8.2.
Os 48 despachos de geração P ∗ e os correspondentes fluxos de potência
f ∗ programados para o dia 03/02/2005 pelo ONS foram utilizados em expe-
rimentos computacionais para testar o FPO CC desenvolvido.
Optou-se por expor os resultados para três configurações. Cada confi-
guração foi escolhida de modo a representar um patamar de carga, dentre os
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Figura 8.1: Sistema Interligado Nacional - SIN (Fonte ONS).
Figura 8.2: Configurações do SIN para cada meia-hora.
três posśıveis: leve, médio e pesado. A Tabela 8.1 ilustra as caracteŕısticas
das três configurações escolhidas 1.
1Os valores de carga ativa para os patamares de carga Leve e Média estão corretos,
embora a carga ativa do patamar Leve seja maior que a do patamar Média. O patamar
de carga Média, porém, possui mais carga reativa que o patamar Leve
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Caso Meia-hora Barras Ramos Patamar de Carga Carga(MW)
1 0:00-0:30 3397 4077 Leve 42252,15
2 7:30-8:00 3397 4078 Média 41581,12
3 20:00-20:30 3397 4080 Pesada 47058,04
Tabela 8.1: Resumo das caracteŕısticas das três configurações.
Para validar os resultados obtidos ao se resolver o problema de FPO CC
para um sistema elétrico deste porte foi estabelecida a seguinte sequência de
testes:
• Validação dos resultados do FPO CC com os resultados do fluxo de
potência CC do programa Anarede [26] para o SIN em três confi-
gurações, e sem considerar as perdas de transmissão.
• Validação dos resultados do FPO CC com os resultados do FC CC do
Anarede para o SIN em três configurações, e considerando as perdas
de transmissão através da Perda 4.
• Redespacho das três configurações do SIN, utilizando o FPO CC com o
objetivo de minimizar as perdas de transmissão fazendo α = 1 e β = 0
em (6.10) e considerando as perdas de transmissão através da Perda 4.
Para cada um dos itens anteriormente listados será destinada uma seção,
detalhando o trabalho realizado. O conjunto de testes relativos ao primeiro
item será discutido na Seção 8.2. Os testes do segundo item são fornecidos
na Seção 8.3. O terceiro e último item é discutido na Seção 8.4.
8.2 Testes do FPO CC sem perdas
Para validar os resultados do MPI aplicado no FPO CC, sem considerar as
perdas de transmissão, foram utilizados os resultados obtidos com a aplicação
de fluxo de potência CC do programa Anarede.
Como o objetivo é comparar as soluções obtidas pelo Anarede com as
obtidas pelo FPO CC, para um mesmo despacho de geração, o teste consistiu
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A p∗ é fornecida através da leitura dos dados de um arquivo no formato
Anarede. Estes mesmos dados de p∗ são lidos pelo FC CC do Anarede.
Portanto, as soluções a serem obtidas pelo FPO CC ou FC CC tem de ser
iguais, ou seja, f2(p) = 0.
Para comparar os fluxos de potência ativa f e a injeção ĺıquida de potência
ativa P = p − d obtidos para cada um dos programas, foi constrúıdo um
programa em Matlab 6.1 capaz de comparar os fluxos e a injeção de potência
fornecidos pelos dois programas.
Colocar os quase 4000 fluxos e as cerca de 3400 injeções de potência, ob-
tidos pelo FPO CC e pelo FC CC, em uma tabela, e em seguida comparar
os mesmos, não é uma idéia interessante. Ao invés disso, procurou-se esta-
belecer estat́ısticas acerca da comparação entre os valores obtidos para cada
programa.
A Tabela 8.2 mostra as estat́ısticas relativas a comparação da injeção de
potência entre a solução obtida pelo FPO CC e o Anarede para o caso de
carga leve. Com a Tabela 8.2 fica claro que apenas nove barras possuem uma
diferença maior que 1 MW.
Diferença em MW Número de barras Percentual de barras
Maior que 1 9 0,27
Entre 0, 1 e 1 259 7,62
Entre 0, 01 e 0, 1 1320 38,86
Entre 0 e 0, 01 1809 53,25
Tabela 8.2: Resumo das diferenças de injeção ĺıquida de potência ativa entre
o FPO CC e o Anarede para o patamar de Carga leve.
A Tabela 8.3 fornece uma análise detalhada destas nove barras. O campo
p∗− d se utiliza do fato de que a potência ativa especificada p∗ já está dada,
bem como a carga d e fornece o valor que deve ser obtido tanto pelos fluxos
do FC CC (que está no campo Potência Anarede) como pelos fluxos do FPO
CC (no campo Potência FPO CC).
Assim, o valor de injeção ĺıquida de potência ativa destas nove barras
para o Anarede e o FPO CC é analisado na Tabela 8.3. Com a Tabela 8.3
é posśıvel verificar que a solução do FPO CC está de acordo com o valor
p∗ − d, ao passo que o FC CC chega a ter uma diferença de 2.5 MW para
a barra 5802. Uma posśıvel explicação para este fato é que o arquivo de
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Barra p∗ − d Potência Potência
Anarede FPO CC
1137 −25, 87 −24, 80 −25, 87
5131 −42, 33 −40, 70 −42, 33
5152 −45, 30 −43, 80 −45, 30
5673 −33, 00 −31, 80 −33, 00
5751 −87, 52 −88, 70 −87, 52
5753 −171, 20 −172, 80 −171, 20
5802 −256, 20 −258, 70 −256, 20
5822 −158, 60 −160, 00 −158, 60
5824 −172, 50 −174, 20 −172, 50
Tabela 8.3: Comparação entre a solução do Anarede e do FPO CC em nove
barras.
resultados, de onde foi extráıda a solução obtida com o programa Anarede,
são fornecidos em MW e com apenas uma casa decimal de precisão.
Em relação aos fluxos de potência, a Tabela 8.4 mostra as estat́ısticas
relativas a comparação dos fluxos de potência para o Caso 1 (carga leve),
Caso 2 (carga média) e Caso 3 (carga pesada).
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Pela Tabela 8.4, para o caso de carga leve, menos de 1% do ramos possuem
diferença maior que 1 MW. O ramo 5741−5750 é o que possui uma diferença
maior que 5 MW. Neste ramo o fluxo obtido pela solução do FPO CC é de
−1283, 64 MW, e pela solução do FC CC é de −1289, 10. Ou seja, a diferença
de 5.45 MW é menos de 1% do valor total do fluxo.
Para os casos de carga média e pesada, uma análise estat́ıstica semelhante
pode ser realizada, de modo que se pode concluir pela validação do modelo
no caso sem perdas.
8.3 Testes do FPO CC com perdas
Esta seção é semelhante a anterior, pretendendo validar as soluções obtidas
pelo FPO CC, ao comparar com as soluções do Anarede, para as 3 confi-
gurações do SIN. A diferença fica por conta da contabilização das perdas de
transmissão, utilizando a Perda 4, na obtenção das soluções. Ou seja, mos-
trar que o FPO CC elaborado e que considera perdas do tipo 4 é compat́ıvel
com o FC CC estabelecido que considera perdas.
As comparações de injeção ĺıquida de potência ativa e fluxos nos ramos
para os caso de carga leve, média e pesada, considerando perdas de trans-
missão através da Perda 4, estão resumidas na Tabela 8.5. Pela análise dos
resultados pode-se, também, validar o resultados do FPO CC com perdas.
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Um resumo das cargas e das perdas em MW para os casos do SIN anali-
sados segue na Tabela 8.6.
Caso Carga (MW) Perdas (MW) Perdas (%)
1 42252,15 1751,11 4,14
2 41581,12 1661,13 3,99
3 47058,04 1813,02 3,85
Tabela 8.6: Resumo das perdas das 3 configurações do SIN.
Com as informações estat́ısticas anteriores é posśıvel validar os resultados
obtidos para a carga leve, média e pesada do FPO CC que considera perdas
do tipo Perda 4.
8.4 Redespacho minimizando perdas de trans-
missão
O propósito desta seção é obter uma solução com função objetivo que visa a
minimização das perdas de transmissão, respeitando os limites de geração e
transmissão. Isso se consegue, fazendo α = 1 e β = 0 na formulação (6.10).
Os resultados obtidos com o redespacho de geração são resumidos na Ta-
bela 8.7. Nota-se que o redespacho de geração fornecido para carga leve
produz uma redução nas perdas de transmissão de cerca de 63%, o que equi-
vale a cerca de 1000MW.
Despacho Geração (MW) Carga (MW) Perdas (%) Ramos no
Limite
Original 44002,77 42252,15 4,14 15
Redespacho 42993,49 42252,15 1,52 41
Diferença 1009,28 0,00 2,38 26
Redução % 2,29 0,00 63,28 -173,33
Tabela 8.7: Resultado do redespacho para o caso de carga leve.
Como não é posśıvel comparar detalhadamente a geração proposta pelo
redespacho com a fornecida pelo despacho original, pois existem cerca de 300
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barras de geração no SIN, foram selecionadas aquelas barras cuja diferença
entre as injeções ĺıquidas de potência ativa fornecidas pelo despacho original
e pelo redespacho são maiores ou iguais que 1000 MW. Informações sobre
alterações nestas barras estão na Figura 8.3 e detalhadas na Tabela 8.8.














Figura 8.3: Barras cuja diferença entre as injeções ĺıquidas de potência ativa
fornecidas pelo despacho original e pelo redespacho são maiores ou iguais que
1000 MW para carga leve.
Barra Usina Original (MW) Redespacho (MW)
11 Angra 2 -67,90 1470.00
85 Itaipu 50Hz 2966,00 1541.65
303 São Simão 1400,00 196.59
904 Itá 269,80 1289.49
1107 Itaipu 60Hz 5741,00 1612.63
Tabela 8.8: Valores de injeção ĺıquida de potência ativa para as barras da
Figura 8.3 para carga leve.
É interessante notar um aumento da geração para a barra de Angra 2
que está perto dos centros de carga. Aliás, um dos motivos da escolha da
localização de Angra 2 foi a sua proximidade com os centros de carga como
mostrado na Figura 8.4.
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Figura 8.4: Localização das usinas de Itaipu e Angra 2 no SIN.
A Figura 8.4 é particularmente esclarecedora do motivo pelo qual a mi-
nimização de perdas realiza uma modificação tão grande principalmente na
geração de Angra 2 e Itaipu. Grandes modificações também ocorrem em
relação a geração das usinas de São Simão (redução) e Itá (aumento).
Uma avaliação global da modificação entre a geração original e a redes-
pachada para carga leve pode ser obtida com a Figura 8.5. Cada barra e
ramo do SIN possui uma informação relativa à região ou empresa a que per-
cente, denominada área. Com base nesta informação foi constrúıda a Figura
8.5 que fornece os valores de injeção ĺıquida de potência ativa para as áreas
cuja geração do despacho original ou do redespacho é maior ou igual que
800 MW. O destaque é a redução significativa da geração nas áreas 8 e 17
(Cesp e Itaipu) que é compensada por um aumento nas áreas 1 e 41 (Furnas
e Produtores Independentes). Oscilações de menor magnitude na solução
proposta pelo redespacho ocorrem para as áreas 51 e 59 (redução) e 19, 21 e
27 (aumento).
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Figura 8.5: Distribuição da injeção ĺıquida de potência ativa, para áreas
com 800 MW de potência ativa ou mais, para o despacho original ou para o
redespacho no caso de carga leve.
A relação completa entre as áreas e as empresas proprietárias, bem como
os valores detalhados de potência ativa é fornecida na Tabela 8.9.
Uma comparação entre a solução do despacho original e o redespacho
minimizando perdas para carga média segue na Tabela 8.10. A redução
de perdas é próxima do valor obtido para carga leve, ficando em torno de
1000 MW. As barras cujas diferenças de potência ativa, maiores ou iguais
a 1000 MW, entre o original e o redespacho para carga média são dadas na
Tabela 8.11, indicando uma alteração significativa na geração de seis barras
(que representam cinco usinas). A Figura 8.6 é constrúıda com os dados da
Tabela 8.11.
Novamente, como no caso de carga leve, as maiores modificações de
geração ocorrem para Angra 2, Itaipu e São Simão. Outras duas grandes
modificações são espećıficas para carga média, a redução drástica da geração
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Área Empresa Original (MW) Redespacho (MW)
1 Furnas 5384,20 7344,72
2 Cemig 1029,90 633,46
8 Cesp 3684,20 1100,26
14 Aes Tietê 1769,00 1335,22
15 Duke Energy 1175,00 1299,18
17 Itaipu 8704,90 3154,12
19 Tractebel 2856,60 3877,94
Energia - Sul
21 Copel 1609,10 2601.21
27 Emae 33,00 1077.53
41 Produtores 214,60 3251.13
Independentes
51 Complexo PAF + 3948,10 2553,15
UAS + ULG + UX
59 Área Tucurúı- 2852,70 1545,04
Belém
Tabela 8.9: Valores de injeção ĺıquida de potência ativa para as barras da
Figura 8.5 para carga leve.
Despacho Geração (MW) Carga (MW) Perdas (%) Ramos no
Limite
Original 43242,25 41581,12 3,99 11
Redespacho 42310,78 41581,12 1,75 35
Diferença 931,47 0,00 2,24 24
Redução % 2,15 0,00 62,66 -218,18
Tabela 8.10: Resultado do redespacho para o caso de carga média.
das usinas de Ilha Solteira e Porto Primavera.
A Figura 8.7 fornece os valores de injeção ĺıquida de potência ativa para
cada área no caso da carga média, ilustrando a redução significativa de
geração das áreas 8 e 17 (Cesp e Itaipu) e o grande aumento das áreas 1, 19
e 41 (Furnas, Tractebel Energia-Sul e Produtores Independetes).
A relação entre as áreas e as empresas proprietárias ou regiões é fornecida
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Figura 8.6: Barras cuja diferença entre as injeções ĺıquidas de potência ativa
fornecidas despacho original e pelo redespacho que são maiores ou iguais que
1000 MW para carga média.
Barra Usina Original (MW) Redespacho (MW)
11 Angra 2 -67,90 1470,00
85 Itaipu 50Hz 1854,33 2966,00
303 São Simão 187,89 1710,00
501 Ilha Solteira 968,46 2149,80
510 Porto Primavera 0,47 1300,00
1107 Itaipu 60Hz 1908,13 5041,00
Tabela 8.11: Valores de injeção ĺıquida de potência ativa para as barras da
Figura 8.6 para carga média.
na Tabela 8.12.
Uma comparação entre a solução do despacho original e do redespacho
minimizando perdas para carga pesada segue na Tabela 8.13. Neste caso,
ocorre a maior redução de perdas em valores absolutos, 1114, 69MW, porém
com menor aumento do número de ramos no limite (apenas 4).
Novamente, como no caso de carga leve e média, as maiores modificações
de geração ocorrem para Angra 2 e Itaipu. Assim como na carga média, a
usina de Porto Primavera sofreu uma redução grande de geração no redes-
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Figura 8.7: Distribuição da injeção ĺıquida de potência ativa maior ou igual
a 800 MW, por área, para despacho original e para o redespacho no caso de
carga média.
pacho como pode ser visto na Figura 8.8. Uma modificação de geração para
carga pesada, que também ocorre nos demais casos, é a redução da geração
da usina de São Simão.
Detalhes das informações fornecidas na Figura 8.8 podem ser observados
na Tabela 8.14.
A Figura 8.9 fornece uma melhor avaliação global da modificação da
geração, mostrando um aumento significativo de geração nas áreas 1, 19,
21, 27 e 41, de forma a compensar a redução que ocorre nas áreas 1, 8, 17,
51 e 59.
A relação entre as áreas e as empresas proprietárias é fornecida na Tabela
8.15.
Um resumo da redução das perdas de transmissão e o respectivo aumento
do número de ramos no limite para cada patamar de carga é dado na Tabela
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Área Empresa Original (MW) Redespacho (MW)
1 Furnas 5431,50 7594,02
2 Cemig 1363,70 653,69
8 Cesp 5005,90 1433,39
14 Aes Tietê 2124,00 1638,59
15 Duke Energy 1413,00 1537,32
17 Itaipu 8005,40 3762,23
19 Tractebel 2249,40 3755,85
Energia-Sul
21 Copel 1611,70 2679,99
27 Emae 32,80 1077,56
41 Produtores 186,80 3035,51
Independentes
51 Complexo PAF + 3188,80 1896,67
UAS + ULG + UX
59 Área Tucurúı- 2258,60 1409,67
Belém
Tabela 8.12: Valores de injeção ĺıquida de potência ativa para as barras da
Figura 8.7 para carga média.
Despacho Geração (MW) Carga (MW) Perdas (%) Ramos no
Limite
Anarede 48848,42 47058,04 3,85 15
FPO CC 47733,73 47058,04 1,43 19
Diferença 1114,69 0,00 2,42 4
Redução % 2,28 0,00 62,85 -26,67
Tabela 8.13: Resultado do redespacho para o caso de carga pesada.
8.16.
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Figura 8.8: Barras cuja diferença entre as injeções ĺıquidas de potência ativa
fornecidas despacho original e pelo redespacho são maiores ou iguais que 1000
MW para carga pesada.
Barra Usina Original (MW) Redespacho (MW)
11 Angra 2 -67,90 1470,00
85 Itaipu 50Hz 4618,40 2161,21
303 São Simão 1710,00 227,36
510 Porto Primavera 1100,00 1,28
1107 Itaipu 60Hz 5091,00 2289,72
Tabela 8.14: Valores de injeção ĺıquida de potência ativa para as barras da
Figura 8.8 para carga pesada.
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Figura 8.9: Distribuição da injeção ĺıquida de potência ativa maiores ou
iguais que 800 MW, por área, para o despacho original e para o redespacho
no caso de carga pesada.
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Área Empresa Original (MW) Redespacho (MW)
1 Furnas 5488,50 8550,59
2 Cemig 1241,70 765,62
8 Cesp 4740,40 1902,70
14 Aes Tietê 1774,00 1774,33
15 Duke Energy 1888,00 1676,91
17 Itaipu 10699,30 4450,61
19 Tractebel 2402,40 3776,91
Energia-Sul
21 Copel 2402,40 2812,11
27 Emae 32,10 1076,73
41 Produtores 188,40 3475,63
Independentes
51 Complexo PAF + 4165,90 2525,85
UAS + ULG + UX
59 Área Tucurúı- 2516,30 1652,20
Belém
63 Interligação 831,30 262,40
Norte-Sul
Tabela 8.15: Valores de injeção ĺıquida de potência ativa para as barras da
Figura 8.9 para carga pesada.
Carga Redução Aumento de





Tabela 8.16: Resumo dos resultados obtidos com o redespacho de potência
que minimiza as perdas de transmissão realizado pelo FPO CC.
Caṕıtulo 9
Conclusões e Trabalhos Futuros
9.1 Conclusões e Trabalhos Futuros
O Brasil é um páıs com geração predominantemente hidrelétrica, sendo ne-
cessário um gerenciamento que compatibilize a gestão do armazenamento dos
reservatórios das usinas hidrelétricas com o despacho de geração e os fluxos
de potência no Sistema Interligado Nacional (SIN).
Devido a complexidade deste problema, sua resolução requer a criação
de uma cadeia de coordenação hidrotérmica da operação, composta de um
conjunto de modelos computacionais concatenados que determinam a distri-
buição da geração entre as usinas hidrelétricas e termelétricas do sistema em
diferentes escalas de tempo.
A cadeia de coordenação hidrotérmica para o SIN considerada nesta tese
é composta de duas etapas: Planejamento da Operação e Programação da
Operação.
No âmbito do Planejamento da Operação, o Modelo de Otimização a Usi-
nas Individualizadas (MOUI) foi resolvido por métodos de pontos interiores,
obtendo-se uma configuração adequada para a resolução de problemas de
grande porte, como é o caso do SIN, destacando-se:
• Dois grupos de modelos foram analisados neste trabalho. Um grupo
considera como variáveis de decisão o volume e a defluência, acar-
retando pontos de não-diferenciabilidade na função objetivo. Outro
grupo considera que a defluência é composta de turbinagem e verti-
mento, evitando os pontos de não-diferenciabilidade da função obje-
tivo. Para o caso de apenas uma usina e afluências tais que a solução
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ótima não apresenta turbinagens no máximo, as soluções entre os dois
grupos são iguais. Quando para uma usina são consideradas afluências
tais que a solução ótima apresenta turbinagens no máximo, ou ainda,
mais de uma usina é considerada, então, o tratamento inadequado des-
ses pontos para os modelos do grupo que considera volume e defluência
acarretou problemas de convergência para os métodos de pontos in-
teriores. Portanto, os resultados obtidos indicaram que modelos que
realizam a decomposição da variável de defluência em turbinagem e
vertimento apresentaram maior robustez para problemas do MOUI de
grande porte.
• Aproveitamento da estrutura esparsa do problema através da metodo-
logia proposta por Gondzio em [48], possibilitando a implementação
e teste de 2304 métodos de pontos interiores para o Modelo de Oti-
mização a Usinas Individualizadas (MOUI). Dentre estes 2304 MPI’s
foi escolhido um MPI capaz de resolver o MOUI com 82 usinas hi-
drelétricas do SIN e 12 intervalos de tempo, ou ainda, um MOUI com
61 usinas e 780 intervalos de tempo. Este último MOUI resulta em
um problema com cerca de 140.000 variáveis e 280.000 restrições. Vale
destacar que o MOUI é um problema de programação não-linear.
• Avaliação dos métodos de pontos interiores primal-dual e preditor-
corretor. O preditor-corretor mostrou melhor desempenho para casos
com menor número de usinas, porém o primal-dual é mais robusto, pois
converge para problemas com pequeno ou grande número de usina.
As perspectivas de trabalhos futuros para os métodos de pontos interiores
aplicados no MOUI são:
• Devido ao bom desempenho computacional obtido com o MPI em Ma-
tlab, é importante integrar a metodologia de métodos de pontos inte-
riores desenvolvida nesta tese no ambiente computacional HydroLab,
utilizando linguagem C ou C++, com o intuito de reduzir seu tempo
computacional.
• Desenvolvimento de um método de pontos interiores preditor-corretor
que mantenha a velocidade computacional, mas que seja robusto para
casos com muito usinas hidrelétricas.
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• A abordagem proposta por Gondzio em [48], além de possibilitar a
implementação futura do programa de método de pontos interiores em
paradigma de programação orientada a objeto, permite a rápida imple-
mentação de novos métodos de pontos interiores para problemas com
estruturas esparsas que englobem a estrutura esparsa do MOUI. As-
sim, a estrutura esparsa de um problema de multifluxo (descrita no
Apêndice C)pode ser combinada com a estrutura esparsa do MOUI,
permitindo que os fluxos de água sejam associados a uma probabili-
dade de ocorrência, como proposto por Nabona em [74]. Como esta
consideração implica em um aumento das dimensões do problema, é
interessante utilizar inicializações espećıficas para a estrutura esparsa
do problema de multifluxo que podem reduzir em até 60% o tempo
computacional do MPI [9].
No âmbito da Programação da Operação, o Fluxo de Potência Ótimo
Corrente Cont́ınua (FPO CC) modelado por fluxo em redes foi resolvido por
métodos de pontos interiores, destacando-se:
• A modelagem do FPO CC via fluxo em redes proposta em [79] não
contemplava transformadores defasadores. Esta tese contribui com uma
modificação visando adicionar esta consideração ao FPO CC via fluxo
em redes.
• A inclusão de transformadores defasadores no modelo de fluxos em
redes do FPO CC, permitiu uma melhor representação e comparação
dos resultados com programas de fluxo de carga já estabelecidos.
• Com o aux́ılio de uma função objetivo flex́ıvel, foi posśıvel tanto va-
lidar os resultados obtidos pelo método de pontos interiores com um
programa de fluxo de carga já estabelecido, como redespachar a geração
minimizando as perdas de transmissão.
• A aplicação do FPO CC desenvolvido no SIN, uma rede elétrica de
grande porte com cerca de 3400 barras e de 4000 ramos, convergindo
rapidamente para todos os casos testados.
• Finalmente, foram propostas e implementadas quatro formas de repre-
sentação das perdas de transmissão do FPO CC.
As perspectivas de trabalhos futuros para o FPO CC são:
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• Avaliar as diferenças existentes entre as quatro formas de representação
das perdas do FPO CC, utilizando, para tanto, a solução de um FPO
CA ou um FP CA.
• Inserir restrições de segurança na modelagem do FPO CC, representa-
dos por inequações, que relacionam gerações e fluxos de potência.
• Estender a metodologia de Gondzio, descrita em [48], para o FPO CC,
facilitando a incorporação de restrições de segurança, rampa, reserva
girante, dentre outras. Um benef́ıcio adicional é a possibilidade de se
integrar o FPO CC ao HydroLab.
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REFERÊNCIAS BIBLIOGRÁFICAS 201
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Apêndice A
Derivadas da Função Objetivo
A.1 Derivadas primeiras para o modelo (x, u)
Supondo que o modelo matemático utilizado possui apenas volume x e de-
fluência u como variáveis, então a função objetivo será dada pela Eq. (A.1):
Min f(x, u) =
T∑
t=1
[λt ·Ψ (Gt)] , (A.1)
tal que:










− θ(ui,t)− pci,t; ∀i, t; (A.5)
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, ∀i, t; (A.6)











ui,t = qi,t + vi,t. (A.10)
Onde:
• T : número de intervalos de tempo.
• I: número de usinas hidrelétricas do sistema.
• λt: coeficiente de valor presente para o intervalo t.
• pi,t: geração de energia hidrelétrica i durante o intervalo t.
• Gt: geração de energia termelétrica total durante o intervalo t.
• Pt: geração de energia hidrelétrica total durante o intervalo t.
• Dt: mercado a ser atendido durante o peŕıodo t.
• xmedi,t : volume médio do reservatório da usina i durante o intervalo t.
• hli,t : altura de queda ĺıquida da usina i durante o intervalo t.
• pci,t: perda de carga hidraúlica da usina i durante o intervalo t.
• ui,t: vazão defluente da usina i durante o intervalo t.
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• qi,t: vazão turbinada pela usina i durante o intervalo t.
• vi,t: vazão vertida pela usina i durante o intervalo t.
• yi,t: vazão incremental afluente à usina i durante o intervalo i.
• φi (x): polinômio da cota de montante do reservatório da usina i.
• θi (u): polinômio da cota de jusante do canal de fuga da usina i.
• ∆tt: tamanho do intervalo t em segundos.
• Nc: Número de conjuntos de unidades geradoras da usina.
• Nj,i,t: Número de unidades geradoras do conjunto j na usina i no
peŕıodo t.
• qef,j: Turbinagem efetiva para cada unidade geradora do conjunto j. É
definida como a vazão turbinada que submetida à queda efetiva hef,j
produz a potência efetiva pef,j.
• hef,j: Altura de queda efetiva de cada unidade do conjunto j. É defi-
nida como a menor queda ĺıquida sob a qual a unidade, em operação,
desenvolve a sua potência efetiva.
• pef,j: Potência efetiva de cada unidade geradora do conjunto j. A
potência efetiva é definida como a máxima potência ativa posśıvel de
ser gerada, em regime permanente, na unidade geradora.
• α =

0.5 se hli,t < hef,j,i,t e Tipo = (Francis ou Pelton)
0.2 se hli,t < hef,j,i,t e Tipo = (Kaplan)
−1.0 se hli,t ≥ hef,j,i,t
As derivadas de f(x, u) em relação à defluência e ao volume, para uma
dada usina i em um intervalo de tempo t são dadas por:
• Defluência: Para calcular as derivadas primeiras será desconsiderado
o efeito do afogamento. Este fenômeno, descrito no Caṕıtulo 3, é tal
que o polinômio de jusante θ(u) da usina afogada passa a depender
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• Volume: Também desconsiderando o efeito de afogamento, mais obser-

















Após as deduções detalhadas para cada termo das derivadas parciais, as
expressões completas das derivadas parciais serão apresentadas resumida-
mente sob a forma de árvore, detalhando os termos mais complexos.







































































1 , se ui,t < qi,t
0 , se ui,t > qi,t
(A.16)
• A expressão completa de ∂f
∂ui,t
é obtida usando as equações de (A.12)
até (A.16) em (A.11):
∂f
∂ui,t
= −λtΨ′ (Gt) ki [−θ′(ui,t)qi,t + q′(ui,t)hli,t] (A.17)





















são dados por (A.12) e (A.13), respectivamente.
O valor de ∂Pt
∂xi,t
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• A expressão completa relativa ao termo ∂xi,t é obtida usando as equações





















′(Gt+1) e −1, respectivamente. O valor de ∂Pt∂xi,t é encontrado,








































• A expressão completa relativa ao termo ∂xi,t+1 é obtida usando as















• Compondo as informações de (A.22) e (A.26):
∂f
∂xt
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É importante observar que a ordem dos elementos do gradiente é a mesma
que é utilizada na restrição de balanço de água Ax = b. Ou seja, primeiro
vem os elementos relativos à variável de volume x e depois os elementos de
defluência u. Entre os elementos de volume ou de defluência, existe uma
ordenação crescente de acordo com o intervalo de tempo e depois por nu-
meração da usina.
Maiores detalhes na seção 3.2. Como exemplo, o gradiente para a rede




∇f(x, u)tx ∇f(x, u)tu
]
, tal que
∇f(x, u)tx = [ ∂f∂x1,1 · · · ∂f∂x4,1 ∂f∂x1,2 · · · ∂f∂x4,2 ∂f∂x1,3 · · · ∂f∂x4,3 ]
∇f(x, u)tu = [ ∂f∂u1,1 · · · ∂f∂u4,1 ∂f∂u1,2 · · · ∂f∂u4,2 ∂f∂u1,3 · · · ∂f∂u4,3 ]
A.2 Derivadas segundas para o modelo (x, u)
Para construir a matriz Hessiana a ser utilizada pelo método de pontos in-
teriores, um método de segunda ordem, é necessário obter a expressão das































, tal que ω1 = Ψ
′(Dt − Pt) e
ω2 =
(
−qi,tθ′i(ui,t) + hli,t ∂qi,t∂ui,t
)
.




estão na Figura A.1.










−qi,tθ′(ui,t) + hli,t ∂qi,t∂ui,t
) (























pode ser obtida a partir de (A.27):
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que ω1 = Ψ























Os cálculos de derivada de ω1, ω2, ω3 e ω4 tais que possibilitam encontrar
∂2f
∂x2i,t
, estão nas Figuras A.2 e A.3.
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, tal que ω1 = Ψ
′(Dt − Pt) e
ω2 =
(
−qi,tθ′i(ui,t) + hli,t ∂qi,t∂ui,t
)
.




estão na Figura A.4.
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Figura A.3: Cálculo das derivadas de ω3 e ω4.
































Exemplo 1: Para mostrar a estrutura da Hessiana, considere o plane-
jamento de uma rede com duas usinas hidrelétricas para dois peŕıodos de
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Figura A.4: Cálculo das derivadas de ω1 e ω2.
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Por meio das submatrizes, obtidas anteriormente, é posśıvel construir a



































































































































Isto mostra que a matriz Hessiana H(x, u) pode ser obtida por meio do
cálculo das submatrizes H11, H12, H21 e H22.
Isto é particularmente, interessante, pois os elementos das submatrizes
podem ser determinados por meio de cálculos que consideram os ı́ndices da
linha e da coluna. Estes ı́ndices são aplicados nas fórmulas (A.28), (A.29) e
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(A.30).







































































0 0 0 ∂
2f
∂x22,2























0 0 0 ∂
2f
∂u2,2∂x2,2




Pelo Exemplo 1 é posśıvel verificar que H11, H12, H21 e H22 são sub-
matrizes esparsas cujos elementos pertencentes à diagonal principal são dife-
rentes de zero.
Desse modo é posśıvel estabelecer o algoritmo descrito na Tabela A.1.
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Algoritmo para cálculo da Hessiana da função objetivo
do MOUI com variáveis de Volume xi,t e Defluência ui,t
Dados λt, Ψ









Onde: θ(xmedi,t ) é a cota de montante,
φ(umedi,t ) é a cota de jusante,
qi,t é a turbinagem da usina i no peŕıodo t,
ki é a produtividade espećıfica da usina i,
Ψ(Gt) é função de custo de complementação termelétrica e
λt é o coeficiente de valor presente para o peŕıodo t.
Calcular
• Para i = t:
◦ H11(i, t) = ∂2f
∂xi,t2
=
= −λtΨ′ (Gt) ki [Ψ′(Gt)qi,tφ′′(xi,t)−Ψ′′(Gt)ki(qi,tφ′i(xi,t))2]
−λt+1Ψ′ (Gt+1) ki [Ψ′(Gt+1)qi,t+1φ′′(xi,t+1)
−Ψ′′(Gt+1)ki(qi,t+1φ′i(xi,t+1))2]














◦ H21(i, t) = H12(i, t)












−qi,tθ′′i (ui,t)− 2θ′i(ui,t) ∂qi,t∂ui,t
)
• Para i = t: H11(i, t) = H12(i, t) = H21(i, t) = H22(i, t) = 0.
Construir:





Tabela A.1: Algoritmo para cálculo da Hessiana da função objetivo do MOUI
para o modelo (x, u).
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A.3 Derivadas primeiras para o modelo (x, q, v)
A partir das informações e deduções do modelo (x, u) pode-se determinar as
expressões das derivadas da função objetivo.
É importante observar que este modelo matemático tem como variáveis
xi,t, qi,t e vi,t.















são dados por (A.12) e (A.13), respectivamente.
O valor de ∂Pt
∂qi,t



























= −θ′(qi,t + vi,t) (A.33)
• A expressão completa de ∂f
∂qi,t




= −λtΨ′ (Gt) ki [−θ′(qi,t + vi,t)qi,t + hli,t] (A.34)
Um resumo das deduções para calcular ∂f
∂qi,t
está descrito na Figura A.5.
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Figura A.5: Resumo do cálculo de ∂f
∂qi,t
.




são dados por (A.12) e (A.13), respectivamente.
O valor de ∂Pt
∂vi,t





























= −θ′(qi,t + vi,t) (A.37)
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• Para encontrar o valor de ∂qi,t
∂vi,t
, é necessário lembrar que x, q e v são





• A expressão completa de ∂f
∂vi,t




= −λtΨ′ (Gt) ki [−qi,tθ′(ui,t)] (A.39)
Um resumo das deduções para calcular ∂f
∂vi,t
está descrito na Figura A.6.





















são dados por (A.12) e (A.13), respectivamente.
O valor de ∂Pt
∂xi,t






































pode ser obtido de maneira análoga.
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Figura A.6: Resumo do cálculo de ∂f
∂vi,t
.
• A expressão completa de ∂f
∂xi,t
















Um resumo das deduções para calcular ∂f
∂vi,t
está descrito nas Figuras A.7
e A.8.
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A.4 Derivadas segundas para o modelo (x, q, v)
Para construir a matriz Hessiana a ser utilizada pelo método de pontos in-
teriores, um método de segunda ordem, é necessário obter a expressão das





































, tal que ω1 = Ψ
′(Dt − Pt) e
ω2 =
(
−qi,tθ′i(ui,t) + hli,t ∂qi,t∂qi,t
)
.




estão na Figura A.9.
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−qi,tθ′i(ui,t) + hli,t ∂qi,t∂qi,t
) (










′′(Gt) (ki (−qi,tθ′i(ui,t) + hli,t))2





pode ser obtida a partir de (A.39):
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, tal que ω1 = Ψ
′(Dt − Pt) e
ω2 = (−qi,tθ′i(ui,t)).




estão na Figura A.10.






= −λtki [−Ψ′′(Gt)ki (−qi,tθ′i(ui,t)) (−qi,tθ′i(ui,t))
+Ψ′(Gt) (−qi,tθ′′(ui,t)) ]
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A obtenção da expressão ∂
2f
∂x2i,t
é análoga a utilizada para o modelo (x, q, v),

































, tal que ω1 = Ψ
′(Dt − Pt) e
ω2 = (−qi,tθ′i(ui,t) + hli,t).




estão na Figura A.11.










= −λtki [−Ψ′′(Gt) (kiqi,tφ′i(xi,t)) (−qi,tθ′i(ui,t) + hli,t)
+Ψ′(Gt) (φ′(xi,t)) ]




























, tal que ω1 = Ψ
′(Dt − Pt) e
ω2 = (−qi,tθ′i(ui,t)).




estão na Figura A.12.
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∂2f
∂xi,t∂vi,t









Exemplo 2: Para mostrar a estrutura da Hessiana, considere o plane-
jamento de uma rede com duas usinas hidrelétricas para dois peŕıodos de
tempo e cujas variáveis são xi,t, qi,t e vi,t. A matriz Hessiana será dada por:
H(x, q, v) =










































































































234 Caṕıtulo A. Derivadas da Função Objetivo












































































































































































































A.4. Derivadas segundas para o modelo (x, q, v) 235
A matriz Hessiana H(x, q, v) pode ser constrúıda com a utilização das
submatrizes obtidas anteriormente. Além disso, com as simplificações an-
teriores, somente os elementos diagonais das submatrizes são diferentes de
zero, de maneira que H(x, q, v) pode ser simplificada para:
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O Exemplo 3.2 ilustra a estrutura esparsa da matriz Hessiana H(x, q, v).
A estrutura esparsa obtida é particularmente interessante devido ao baixo
custo de obtenção da própria matriz como de sua inversa.
Apêndice B
Dedução da Inversa Rápida de
Matriz Tridiagonal
B.1 Introdução
Para resolver o sistema Φx = b, é necessário, em primeiro lugar, calcular Φ =
AD−1At. É posśıvel encontrar o valor de Φ utilizando apenas as seguintes
operações:
1. Multiplicação entre uma matriz e um vetor Ax.
2. Resolução de um sistema linear Ax = b.
No cálculo da matriz AD−1At, utilizando apenas as operações descritas
anteriormente, é necessário definir que B = D−1At.
Assim, o cálculo de AD−1At pode ser definido como a multiplicação de
duas matrizes A e B, ou seja, AD−1At = AB. O algoritmo para multiplicar
duas matrizes é descrito na Tabela B.1.
É importante observar o cálculo de C(i, j) só pode ser efetuado se for
conhecido o valor da j-ésima coluna de B. O cálculo da matriz B, em parti-
cular, também é resultado de uma multiplicação de matrizes, como descrito
em (B.1).
Bj−coluna = D−1 · Atj−coluna = D−1 · Aj−linha (B.1)
Este procedimento está descrito na Figura B.1.
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240Caṕıtulo B. Dedução da Inversa Rápida de Matriz Tridiagonal
Algoritmo para multicação entre duas matrizes
Dados A, B e C
Onde: A é matrix mxn, B é matriz nxp e C é matriz mxp.
Para i = 1 até m
Para j = 1 até p
soma = 0, 0
Para k = 1 até n
soma = soma + A(i, k) · B(k, j)
C(i, j) = soma




A(i, k) · B(k, j)
Tabela B.1: Algoritmo para multiplicação entre duas matrizes.
Figura B.1: Representação do cálculo de AD−1At.
A obtenção da j-ésima coluna de B pode ser feita sem se inverter a matriz
D, bastando resolver o sistema linear descrito em (B.2).
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D · x = Aj−linha (B.2)
Onde: x é a j-ésima coluna de B.
Incluindo esta modificação no cálculo de AB, o algoritmo será como dado
na Tabela B.2.
Algoritmo para obtenção de AD−1At.
Dados A, D, B e C
Onde: A é matrix mxn, D é matriz nxn, B é matriz nxp e C é matriz mxp.
Para i = 1 até m
Para j = 1 até p
Cálculo da j-ésima coluna de B por meio de D · x = Aj−linha
soma = 0, 0
Para k = 1 até n
soma = soma + A(i, k) · x(k)
C(i, j) = soma








Tabela B.2: Algoritmo para obtenção de AD−1At.
As deduções anteriores são válidas para o caso em que a estrutura da
matriz D não está associada a uma estrutura particular. Caso a matriz D
tenha a mesma estrutura da matriz Hessiana do MOUI, então, é posśıvel
calcular de maneira eficiente sua inversa (que será utilizada em (B.2)).
B.2 Inversa de matrizes particulares
Suponha que uma matriz A possa ser descrita por meio de quatro submatrizes
A11, A12, A21 e A22. Uma maneira de encontrar a sua inversa é dada por
(B.3).














Com (B.3), é obtido o sistema (B.4).

A11B11 + A12B21 = I
A11B12 + A12B22 = 0
A21B11 + A22B21 = 0
A21B12 + A22B22 = I
(B.4)
Com a segunda e terceira equações de (B.4) é obtida (B.5).{
B12 = −A−111 (A12B22)
B21 = −A−122 (A21B11) (B.5)
Desse modo, substituindo a segunda equação de (B.5) na primeira equação
de (B.4):
A11B11 −A12A−122 A21B11 = I ⇒
(A11 −A12A−122 A21)B11 = I (B.6)
De maneira análoga, B22 pode ser obtido ao se substituir a primeira
equação de (B.5) na quarta equação de (B.4).
−A21A−111 A12B22 + A22B22 = I ⇒
(A22 −A21A−111 A12)B22 = I (B.7)
Para ilustrar a obtenção eficiente de B11 e B22, e, consequentemente, a




D11 0 0 M1
0 D12 0 0
0 0 D21 0
M2 0 0 D22





D11 0 0 0
0 D12 M1 0
0 M2 D21 0





D11 0 M1 0
0 D12 0 M2
M3 0 D21 0
0 M4 0 D22

• Primeiro Caso:




































Onde: M1, M2, K21 e K22 são matrizes diagonais.
Então, é posśıvel obter que A11 − A12A−122 A21 é dado por (B.9).






















Se D11 −M1K22M2 = 0, então, A11 − A12A−122 A21 é uma matriz diagonal
e portanto, inverśıvel. Ou seja, B11 pode ser calculada por (B.10).
B11 = (A11 −A12A−122 A21)−1 (B.10)



















































Onde: M1, M2, K11 e K12 são matrizes diagonais.
Então, é posśıvel obter que A22 −A21A−111 A12 é dado por (B.12).






















Se D22 −M2K11M1 = 0, então, A22 − A21A−111 A12 é uma matriz diagonal
e portanto, inverśıvel. Ou seja, B22 pode ser calculada por (B.13).














De posse de B11 e B22 é posśıvel calcular B12 e B21 por meio de (B.5).
A matriz B12 é obtida aplicando B22 na primeira equação de (B.5).





































Onde: K11 e K12 são matrizes inversas de D11 e D12, respectivamente,
que podem ser facilmente calculadas, pois D11 e D12 são matrizes diagonais.





































Onde: K21 e K22 são matrizes inversas de D21 e D22, respectivamente,
que podem ser facilmente calculadas, pois D21 e D22 são matrizes diagonais.
Exemplo 1:
Seja uma matriz A dada por:
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A =

d1 0 0 0 b1 0
0 d2 0 0 0 b2
0 0 d3 0 0 0
0 0 0 d4 0 0
b3 0 0 0 d5 0
0 b4 0 0 0 d6



























Para verificar esta afirmação, sejam:
A11 =
 d1 0 00 d2 0
0 0 d3




 0 b1 00 0 b2
0 0 0





 0 0 0b3 0 0
0 b4 0




 d4 0 00 d5 0
0 0 d6




























































B.2. Inversa de matrizes particulares 247














(d1d5 − b1b3)/d5 0
0 (d2d6 − b2b4)/d6
]
Aplicando esta informação em (B.16):
B11 =


























(d1d5 − b1b3)/d1 0
0 (d2d6 − b2b4)/d2
]
Aplicando esta informação em (B.18):
B22 =
 d4 00 (d1d5 − b1b3)/d1 0











O valor de K11M1(D22 −M2K11M1)−1 é:








d1/(d1d5 − b1b3) 0





b1/(d1d5 − b1b3) 0
0 b2/(d2d6 − b2b4)
]
Aplicando esta informação em (B.20):
B12 =
 0 −b1/(d1d5 − b1b3) 00 0 −b2/(d2d6 − b2b4)
0 0 0
 (B.21)















d5/(d1d5 − b1b3) 0





b3/(d1d5 − b1b3) 0
0 b4/(d2d6 − b2b4)
]
Aplicando esta informação em (B.22):
B21 =
 0 −b3/(d1d5 − b1b3) 00 0 −b4/(d2d6 − b2b4)
0 0 0
 (B.23)
Com esse último cálculo, é posśıvel observar que a inversa da matriz A
pode ser obtida rapidamente por meio das fórmulas deduzidas anteriormente.
• Segundo Caso:
Se A11 e A22 são matrizes diagonais e se A12 e A21 são tais que:




































Onde: M1, M2, K21 e K22 são matrizes diagonais.
Então, é posśıvel obter que A11 − A12A−122 A21 é dado por (B.25).






















Se D12 −M1K21M2 = 0, então, A11 − A12A−122 A21 é uma matriz diagonal
e portanto, inverśıvel. Ou seja, B11 pode ser calculada por (B.26).



















































Onde: M1, M2, K11 e K12 são matrizes diagonais.
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Então, é posśıvel obter que A22 −A21A−111 A12 é dado por (B.28).






















Se D22 −M2K12M1 = 0, então, A22 − A21A−111 A12 é uma matriz diagonal
e portanto, inverśıvel. Ou seja, B22 pode ser calculada por (B.29).














De posse de B11 e B22 é posśıvel calcular B12 e B21 por meio de (B.5).





































Onde: K12 é matriz inversa de D12, que pode ser facilmente calculada,
pois D12 é matriz diagonal.
A matriz B21 é obtida aplicando B11 na segunda equação de (B.5).





































Onde: K21 é matriz inversa de D21 e que pode ser facilmente calculada,
pois D21 é matriz diagonal.
Exemplo 2:
Seja uma matriz A dada por:
A =

d1 0 0 0 0 0
0 d2 0 b1 0 0
0 0 d3 0 b2 0
0 b3 0 d4 0 0
0 0 b4 0 d5 0
0 0 0 0 0 d6

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A11 =
 d1 0 00 d2 0
0 0 d3




 0 0 0b1 0 0
0 b2 0





 0 b3 00 0 b4
0 0 0




 d4 0 00 d5 0
0 0 d6










































































(d2d4 − b1b3)/d4 0
0 (d3d5 − b2b4)/d5
]
Aplicando esta informação em (B.32):
B11 =
 d1 0 00 (d2d4 − b1b3)/d4 0
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(d2d4 − b1b3)/d2 0
0 (d3d5 − b2b4)/d3
]
Aplicando esta informação em (B.34):
B22 =




















d2/(d2d4 − b1b3) 0





b1/(d2d4 − b1b3) 0
0 b2/(d3d5 − b2b4)
]
Aplicando esta informação em (B.36):
B12 =
 0 −b1/(d2d4 − b1b3) 00 0 −b2/(d3d5 − b2b4)
0 0 0
 (B.37)







O valor de K21M2(D12 −M1K21M2)−1 é:








d4/(d2d4 − b1b3) 0





b3/(d2d4 − b1b3) 0
0 b4/(d3d5 − b2b4)
]
Aplicando esta informação em (B.38):
B21 =
 0 −b3/(d2d4 − b1b3) 00 0 −b4/(d3d5 − b2b4)
0 0 0
 (B.39)
Com esse último cálculo, é posśıvel observar que a inversa da matriz A
pode ser obtida rapidamente por meio das fórmulas deduzidas anteriormente.
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• Terceiro Caso:
Sejam A11, A12, A21 e A22 são matrizes diagonais.
Então, A−122 , também é matriz diagonal. Como a multiplicação de matri-
zes diagonais fornece uma matriz diagonal, logo, A12A
−1
22 A21 fornecerá uma
matriz diagonal.
Assim, se A11 = A12A−122 A21, A11 − A12A−122 A21 é uma matriz diagonal e
portanto, pode ser facilmente invertida. Ou seja, a inversa de B11 pode ser
calculada rapidamente por (B.40).
B11 = (A11 −A12A−122 A21)−1 (B.40)
Se A11 e A22 são matrizes diagonais e se A12 e A21 são tais como descrito
anteriormente, então, também A21A
−1
11 A12 é matriz diagonal.
Portanto, se A22 = A21A−111 A12, a inversa de B22, dada por (B.10), pode
ser calculada facilmente com (B.41), pois A22−A21A−111 A12 é matriz diagonal.
B22 = (A22 −A21A−111 A12)−1 (B.41)
De posse de B11 e B22 é posśıvel calcular B12 e B21 por meio da primeira
e segunda equações de (B.5). Este cálculo pode ser efetuado rapidamente,
pois só estão envolvidas matrizes diagonais.
Exemplo 3:
Seja uma matriz A dada por:
A =

d1 0 0 b1 0 0
0 d2 0 0 b2 0
0 0 d3 0 0 b3
b4 0 0 d4 0 0
0 b5 0 0 d5 0
0 0 b6 0 0 d6

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Para calcular B11:
A11 − A12A−122 A21 = d1 0 00 d2 0
0 0 d3
−
 b1 0 00 b2 0
0 0 b3

 1/d4 0 00 1/d5 0
0 0 1/d6





 (d1d4 − b1b4)/d4 0 00 (d2d5 − b2b5)/d5 0
0 0 (d3d6 − b3b6)/d6

Aplicando esta informação em (B.40):
B11 =
 d4/(d1d4 − b1b4) 0 00 d5/(d2d5 − b2b5) 0
0 0 d6/(d3d6 − b3b6)
 (B.42)
Para encontrar B22:
A22 − A21A−111 A12 = d4 0 00 d5 0
0 0 d6
−
 b4 0 00 b5 0
0 0 b6

 1/d1 0 00 1/d2 0
0 0 1/d3





 (d1d4 − b1b4)/d1 0 00 (d2d5 − b2b5)/d2 0
0 0 (d3d6 − b3b6)/d3

Aplicando esta informação em (B.41):
B22 =
 d1/(d1d4 − b1b4) 0 00 d2/(d2d5 − b2b5) 0
0 0 d3/(d3d6 − b3b6)
 (B.43)
O valor de B12 é obtido com (B.44):
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=
 b1/(d1d4 − b1b4) 0 00 b2/(d2d5 − b2b5) 0
0 0 b3/(d3d6 − b3b6)

Com (B.45), B21 é obtido:


























 b4/(d1d4 − b1b4) 0 00 b5/(d2d5 − b2b5) 0
0 0 b6/(d3d6 − b3b6)

Se a matriz D tiver a estrutura descrita no terceiro caso, como é o caso
do modelo matemático do MOUI (x, u), então é posśıvel calcular D−1 com
um menor custo computacional do que calcular sua fatoração.
O algoritmo para o cálculo rápido de D−1 é descrito na Tabela B.3.
Algoritmo para cálculo rápido da inversa de D
Dados: A matrix mxm, B matriz inversa de A e c escalar auxiliar.





c = A(i, i) ·A(k, k)− A(i, k) · A(k, i)
B(i, i) = A(k, k)/c
B(i, k) = −A(i, k)/c
B(k, i) = −A(k, i)/c
B(k, k) = A(i, i)/c
Tabela B.3: Algoritmo para obtenção rápida de D−1.
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Exemplo 4:
Seja uma matriz A dada por:
A =

d7 0 0 c1 0 0 0 0 0
0 d8 0 0 c2 0 0 0 0
0 0 d9 0 0 c3 0 0 0
c4 0 0 d1 0 0 b1 0 0
0 c5 0 0 d2 0 0 b2 0
0 0 c6 0 0 d3 0 0 b3
0 0 0 b4 0 0 d4 0 0
0 0 0 0 b5 0 0 d5 0
0 0 0 0 0 b6 0 0 d6

Considerando a matriz A por blocos de matrizes, temos:
A =
 D3 C1 0C2 D1 B1
0 B2 D2
















Com esta nova representação, a inversa da matriz A pode ser calculada
como segue:
Para calcular B11:
D3 − C̃1D̃−12 C̃2 = d7 0 00 d8 0
0 0 d9
−
 c1 0 0 0 0 00 c2 0 0 0 0
0 0 c3 0 0 0
 =

k1 0 0 p1 0 0
0 k2 0 0 p2 0
0 0 k3 0 0 p3
p4 0 0 k4 0 0
0 p5 0 0 k5 0
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=
 d7 0 00 d8 0
0 0 d9
−


























D̃2 − C̃2D−11 C̃1 =
d1 0 0 b1 0 0
0 d2 0 0 b2 0
0 0 d3 0 0 b3
b4 0 0 d4 0 0
0 b5 0 0 d5 0











 1/d7 0 00 1/d8 0
0 0 1/d9

 c1 0 0 0 0 00 c2 0 0 0 0




d1 0 0 b1 0 0
0 d2 0 0 b2 0
0 0 d3 0 0 b3
b4 0 0 d4 0 0
0 b5 0 0 d5 0




(c1c4)/d7 0 0 0 0 0
0 (c2c5)/d8 0 0 0 0
0 0 (c3c6)/d9 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

=
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
(d1d7 − c1c4)/d7 0 0 b1 0 0
0 (d2d8 − c2c5)/d8 0 0 b2 0
0 0 (d3d9 − c3c6)/d9 0 0 b3
b4 0 0 d4 0 0
0 b5 0 0 d5 0





s1 0 0 b1 0 0
0 s2 0 0 b2 0
0 0 s3 0 0 b3
b4 0 0 d4 0 0
0 b5 0 0 d5 0
0 0 b6 0 0 d6

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=














































































































































           =
=

























































































































































































































































































































      
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O valor de B12 é obtido com (B.44), ou seja:












 c1 0 0 0 0 00 c2 0 0 0 0
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Com (B.45), B21 é obtido:
B21 = −D̃−12 (C̃2B11) =
= −

k1 0 0 p1 0 0
0 k2 0 0 p2 0
0 0 k3 0 0 p3
p4 0 0 k4 0 0
0 p5 0 0 k5 0




































(d1d4−b1b4) , k2 =
d5
(d2d5−b2b5) , k3 =
d6
























Com esse último cálculo é obtida a inversa da matriz A.
Se a matriz D tiver a estrutura descrita no quarto caso, como é o caso
do modelo matemático do MOUI (x, q, v), então é posśıvel calcular D−1 com
um menor custo computacional do que calcular sua fatoração.
O algoritmo para o cálculo rápido de D−1 é descrito na Tabela B.4.
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Algoritmo para cálculo rápido da inversa de D
Dados: A matrix mxm, B matriz inversa de A e c escalar auxiliar.








c = A(i, i) · (A(j, k) · A(k, j)− A(j, j) · A(k, k))
+A(k, k) · A(i, j) · A(j, i)
B(i, i) = (A(j, k) · A(k, j)−A(j, j) · A(k, k))/c
B(i, j) = (A(i, j) · A(k, k))/c
B(j, i) = (A(j, i) · A(k, k))/c
B(j, j) = (−A(i, i) · A(k, k))/c
B(j, k) = (A(i, i) · A(j, k))/c
B(k, j) = (A(i, i) · A(k, j))/c
B(i, k) = (−A(i, j) · A(j, k))/c
B(k, i) = (−A(j, i) · A(k, j))/c
B(k, k) = (A(i, j) · A(j, i)−A(i, i) ·A(j, j))/c
Tabela B.4: Algoritmo para obtenção rápida de D−1.
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B.3 Cálculo da inversa de outra matriz tridi-
agonal
Com os resultados da seção anterior, pode ser obtida a inversa de uma matriz
tridiagonal de maneira bastante interessante.
Para tanto, é necessário estabelecer a resolução de dois casos básicos:
• Primeiro Caso: A matriz tridiagonal A é de dimensão mxm, onde





d1 f1 0 0 0 0 · · · 0 0 0 0 0
e2 d2 f2 0 0 0 · · · 0 0 0 0 0
0 e3 d3 f3 0 0 · · · 0 0 0 0 0
0 0 e4 d4 f4 0 · · · 0 0 0 0 0













0 0 0 0 0 0 · · · em−3 dm−3 fm−3 0 0
0 0 0 0 0 0 · · · 0 em−2 dm−2 fm−2 0
0 0 0 0 0 0 · · · 0 0 em−1 dm−1 fm−1
0 0 0 0 0 0 · · · 0 0 0 em dm

A matriz A pode ser particionada em quatro sub-matrizes A11, A12, A21








d1 f1 0 · · · 0 0 0 0 0 0 · · · 0 0 0







... 0 0 0 · · · 0 0 0
0 0 0 · · · en−1 dn−1 fn−1 0 0 0 · · · 0 0 0
0 0 0 · · · 0 en dn fn 0 0 · · · 0 0 0
0 0 0 · · · 0 0 en+1 dn+1 fn+1 0 · · · 0 0 0















0 0 0 · · · 0 0 0 0 0 0 · · · em−1 dm−1 fm−1
0 0 0 · · · 0 0 0 0 0 0 · · · 0 dm fm

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Da mesma maneira como A foi separado em quatro submatrizes, A11 e
A22 também podem ser particionadas. Esse procedimento deve prosseguir até








d1 f1 0 0
e2 d2 f2 0
0 e3 d3 f3
0 0 e4 d4

A inversa B dessa matriz pode ser obtida com (B.47):
B11 = (A11 − A12A−122 A21)−1
B22 = (A22 − A21A−111 A12)−1
B12 = −A−111 (A12B22)
B21 = −A−122 (A21B11)
(B.47)
Para obter B11:





























































Onde: k1 = d2 − f2k11e3 e k11 = d4d3d4−f3e4 .
Para obter B22:































































Onde: q2 = d3 − f2q22e3 e q22 = d2d1d2−f1e2 .









B22(1, 1) B22(1, 2)














k12f2B22(1, 1) k12f2B22(1, 2)










B11(1, 1) B11(1, 2)














q11e3B11(2, 1) q11e3B11(2, 2)
q21e3B11(2, 1) q21e3B11(2, 2)
]
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submatriz de dimensão 4x4.













d1 f1 0 0 0 0 0 0
e2 d2 f2 0 0 0 0 0
0 e3 d3 f3 0 0 0 0
0 0 e4 d4 f4 0 0 0
0 0 0 e5 d5 f5 0 0
0 0 0 0 e6 d6 f6 0
0 0 0 0 0 e7 d7 f7
0 0 0 0 0 0 e8 d8

−1
Para obter a inversa de Bn0, basta utilizar (An011 )
−1, calcular (An022 )
−1 de
maneira análoga ao cálculo de (An011 )
−1, e a partir de (An011 )











A11 − A12A−122 A21 =

d1 f1 0 0
e2 d2 f2 0
0 e3 d3 f3
0 0 e4 d4
−

0 0 0 0
0 0 0 0
0 0 0 0
f4 0 0 0


An022 (1, 1) A
n0
22 (1, 2) A
n0
22 (1, 3) A
n0
22 (1, 4)
An022 (2, 1) A
n0
22 (2, 2) A
n0
22 (2, 3) A
n0
22 (2, 4)
An022 (3, 1) A
n0
22 (3, 2) A
n0
22 (3, 3) A
n0
22 (3, 4)
An022 (4, 1) A
n0
22 (4, 2) A
n0





0 0 0 e5
0 0 0 0
0 0 0 0




d1 f1 0 0
e2 d2 f2 0
0 e3 d3 f3
0 0 e4 d4
−

0 0 0 0
0 0 0 0
0 0 0 0
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=

d1 f1 0 0
e2 d2 f2 0
0 e3 d3 f3
0 0 e4 d4 − f4(An022 (1, 1))−1e5
 =

d1 f1 0 0
e2 d2 f2 0
0 e3 d3 f3
0 0 e4 k1

A inversa da matriz resultante fornece Bn011 . Esta inversa pode ser obtida
como no cálculo de matrizes tridiagonais de dimensão 4x4. Além disso, Bn022
pode ser obtida de maneira análoga.





An011 (1, 1) A
n0
11 (1, 2) A
n0
11 (1, 3) A
n0
11 (1, 4)
An011 (2, 1) A
n0
11 (2, 2) A
n0
11 (2, 3) A
n0
11 (2, 4)
An011 (3, 1) A
n0
11 (3, 2) A
n0
11 (3, 3) A
n0
11 (3, 4)
An011 (4, 1) A
n0
11 (4, 2) A
n0






0 0 0 0
0 0 0 0
0 0 0 0
f4 0 0 0


B22(1, 1) B22(1, 2) B22(1, 3) B22(1, 4)
B22(2, 1) B22(2, 2) B22(2, 3) B22(2, 4)
B22(3, 1) B22(3, 2) B22(3, 3) B22(3, 4)




An011 (1, 1) A
n0
11 (1, 2) A
n0
11 (1, 3) A
n0
11 (1, 4)
An011 (2, 1) A
n0
11 (2, 2) A
n0
11 (2, 3) A
n0
11 (2, 4)
An011 (3, 1) A
n0
11 (3, 2) A
n0
11 (3, 3) A
n0
11 (3, 4)
An011 (4, 1) A
n0
11 (4, 2) A
n0






0 0 0 0
0 0 0 0
0 0 0 0




−1f4B22(1, 1) An011 (1, 4)
−1f4B22(1, 2) An011 (1, 4)
−1f4B22(1, 3) An011 (1, 4)
−1f4B22(1, 4)
An011 (2, 4)
−1f4B22(1, 1) An011 (2, 4)
−1f4B22(1, 2) An011 (2, 4)
−1f4B22(1, 3) An011 (2, 4)
−1f4B22(1, 4)
An011 (3, 4)
−1f4B22(1, 1) An011 (3, 4)
−1f4B22(1, 2) An011 (3, 4)
−1f4B22(1, 3) An011 (3, 4)
−1f4B22(1, 4)
An011 (4, 4)
−1f4B22(1, 1) An011 (4, 4)
−1f4B22(1, 2) An011 (4, 4)
−1f4B22(1, 3) An011 (4, 4)
−1f4B22(1, 4)
]
A submatriz Bn021 pode ser calculada de maneira análoga.






22 , a inversa de B
n0 terá
sido encontrada.
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Procedendo da mesma maneira para submatrizes de dimensões maiores,
a inversa B da matriz original A será obtida.
• Exemplo 1: A matriz tridiagonal A é de dimensão 4x4:
A =

d1 f1 0 0
e2 d2 f2 0
0 e3 d3 f3






Esta matriz é muito semelhante à matriz C do segundo caso de matrizes
rápidas de serem invertidas:
C =

D1 0 0 0
0 D2 M1 0
0 M2 D3 0






A diferença entre A e C é o facilidade do cálculo das inversas de suas
sub-matrizes A11, A22 e C11, C22.
Enquanto B11 e B22 são matrizes diagonais, A11 e A22 são matrizes cheias.
Porém, a inversa de uma matriz qualquer cheia A11 de dimensão 2x2,






















De posse de A−111 e A
−1
22 , a matriz B, inversa da matriz A, será calculada
por meio de: 
B11 = (A11 − A12A−122 A21)−1
B22 = (A22 − A21A−111 A12)−1
B12 = −A−111 (A12B22)
B21 = −A−122 (A21B11)
(B.48)
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Os resultados anteriores permitem calcular B12 e B21:














B22(1, 1) B22(1, 2)




































B11(1, 1) B11(1, 2)























• Segundo Caso: A matriz tridiagonal A é de dimensão mxm, onde





d1 f1 0 0 0 0 · · · 0 0 0 0 0
e2 d2 f2 0 0 0 · · · 0 0 0 0 0
0 e3 d3 f3 0 0 · · · 0 0 0 0 0
0 0 e4 d4 f4 0 · · · 0 0 0 0 0













0 0 0 0 0 0 · · · em−3 dm−3 fm−3 0 0
0 0 0 0 0 0 · · · 0 em−2 dm−2 fm−2 0
0 0 0 0 0 0 · · · 0 0 em−1 dm−1 fm−1
0 0 0 0 0 0 · · · 0 0 0 em dm

A matriz A pode ser particionada em quatro sub-matrizes A11, A12, A21
e A22 dadas por:








d1 f1 0 · · · 0 0 0 0 0 0 · · · 0 0 0







... 0 0 0 · · · 0 0 0
0 0 0 · · · en−1 dn−1 fn−1 0 0 0 · · · 0 0 0
0 0 0 · · · 0 en dn fn 0 0 · · · 0 0 0
0 0 0 · · · 0 0 en+1 dn+1 fn+1 0 · · · 0 0 0















0 0 0 · · · 0 0 0 0 0 0 · · · em−1 dm−1 fm−1
0 0 0 · · · 0 0 0 0 0 0 · · · 0 dm fm

A submatriz A11 possui um número de linhas e colunas par. Dessa ma-
neira, o particionamento descrito no primeiro caso pode ser aplicado à mesma.
Já a submatriz A22 possui um número de linhas e colunas ı́mpar. Ao se
aplicar o sucessivo particionamento de A22, será posśıvel estabelecer sempre
uma nova partição Ap11 com um número par de linhas e colunas e A
p
22 com
um número de linhas e colunas ı́mpar.
O processo de particionamento em A22 terminará quando se obtiver uma
matriz de dimensão 4x4 (cuja inversão é tratada no primeiro caso) e uma







 d1 f1 0e2 d2 f2
0 e3 d3

Por meio de (B.47), a inversa de C pode ser obtida, bastando utilizar a
definição de produto exterior.
Para B11:

















































Onde: k1 = d2 − f2e3d3 .
Para B22:







































Onde: k2 = d3 − d1f2e3d1d2−f1e2 .

























] [ B11(1, 1) B(1, 2)





k2e3B11(2, 1) k2e3B11(2, 2)
]
De posse de B, a inversa de C, é posśıvel estabelecer as inversas de
submatrizes de dimensões maiores até obter a inversa da matriz original por
meio de procedimento semelhante ao descrito no primeiro caso.
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B.4 Cálculo da inversa de uma matriz penta-
diagonal
Seja uma matriz A cuja estrutura é dada por:
A =

D11 0 M1 0 N1 0
0 D12 0 M2 0 N2
M3 0 D21 0 P1 0
0 M4 0 D22 0 P2
N3 0 P3 0 M31 0







Onde: Dij , Ni e Pi são matrizes diagonais.
A matriz inversa de A pode ser obtida, utilizando:
(A11 −A12A−122 A21)B11 = I
(A22 −A21A−111 A12)B22 = I
B12 = −A−111 (A12B22)
B21 = −A−122 (A21B11)
(B.49)




















N3 0 P3 0













K21N3 0 K21P3 0





N1K21N3 0 N1K21P3 0
0 N2K22N4 0 N2K22P4
P1K21N3 0 P1K21P3 0
0 P2K22N4 0 P2K22P4

(B.50)
Onde: Ni, Pi e Kij são matrizes diagonais.
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Então é posśıvel obter que A11 − A12A−122 A21 é dado por:
A11 − A12A−122 A21 = D11 0 M1 00 D12 0 M2
M3 0 D21 0





 N1K21N3 0 N1K21P3 00 N2K22N4 0 N2K22P4
P1K21N3 0 P1K21P3 0








 D11 − N1K21N3 0 M1 − N1K21P3 00 D12 − N2K22N4 0 M2 − N2K22P4
M3 − P1K21N3 0 D21 − P1K21P3 0
0 M4 − P2K22N4 0 D22 − P2K22P4

(B.51)
A inversa desta matriz pode ser encontrada utilizando o algoritmo descrito
anteriormente.






N3 0 P3 0




 D11 0 M1 00 D12 0 M2
M3 0 D21 0













N3 0 P3 0
0 N4 0 P4
] D11N1 + M1P1 00 D12N2 + M2P2
M3N1 + D21P1 0
0 M4N2 + D22P2
 =[
N3(D11N1 + M1P1) + P3(M3N1 + D21P1) 0
0 N4(D12N2 + M2P2) + P4(M4N2 + D22P2)
]
(B.52)
Onde: Dij, Mi e Ni são matrizes diagonais.
Então, é posśıvel obter que A22 − A21A−111 A12 é dado por:









N3(D11N1 + M1P1) + P3(M3N1 + D21P1) 0









M31 − N3(D11N1 + M1P1) + P3(M3N1 + D21P1) 0
0 M32 − N4(D12N2 + M2P2) + P4(M4N2 + D22P2)
]
(B.53)
Se as submatrizes resultantes da subtração não tiverem nenhum elemento
igual a zero, então, A22 − A21A−111 A12 é uma matriz diagonal e portanto,
inverśıvel.
Apêndice C
Métodos de Pontos Interiores
para Estrutura Bloco Angular
C.1 Aproveitamento da Estrutura Esparsa do
Problema
Para os casos em que a função f(x) é linear ou quadrática, tal que D é matriz
diagonal separada por blocos, e a matriz A é bloco primal:
A =

A1 0 · · · 0 0






0 0 · · · An 0
S1 S2 · · · Sn An+1
 D =

D1 0 · · · 0 0






0 0 · · · Dn 0
0 0 · · · 0 Dn+1
 (C.1)
Então, a matriz AD−1At será dada por:

A1 0 · · · 0 0






0 0 · · · An 0





D−11 0 · · · 0 0






0 0 · · · D−1n 0





At1 0 · · · 0 St1






0 0 · · · Atn Stn
















































Φ1 0 · · · 0 Bt1






0 0 · · · Φn Btn
B1 B2 · · · Bn Φn+1
 = Φ




















A fatoração da matriz Φ é dada por:
Φ = LLt =

L1 0 · · · 0 0






0 0 · · · Ln 0
Ln,1 Ln,2 · · · Ln,n Ln+1


Lt1 0 · · · 0 Ltn,1






0 0 · · · Ltn Ltn,n






1 0 · · · 0 L1Ltn,1






















Φ1 0 · · · 0 Bt1






0 0 · · · Φn Btn
B1 B2 · · · Bn Φn+1


















Porém, não é necessário obter as fatorações Ln,i, i = 1, · · · , n. Utilizando
a segunda equação de (C.2):
Ln,iL
t




Utilizando (C.3) na terceira equação de (C.2):
Ln+1L
t











































É importante observar que o somatório descrito em (C.4) é melhor calcu-









Portanto, o elemento Rk(i, j) pode ser obtido com:
Rk(i, j) = A
t
k(i−linha)Ak(j−coluna) = Ak(i−coluna)Ak(j−coluna) (C.5)
Para calcular o valor da t-ésima coluna de Ak:
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Substituindo (C.6) em (C.5):





Todas estas operações estão resumidas no esquema proposto na Figura
C.1.






Resolver o sistema linear Φx = b por meio da fatoração L consiste em:
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Para a primeira equação de (C.8):
L1 0 · · · 0 0






0 0 · · · Ln 0



































Para a segunda equação de (C.8):
Lt1 0 · · · 0 Ltn,1






0 0 · · · Ltn Ltn,n


























2 (z2 − Ltn,2xn+1)
x1 = L
−t







i (zi − Ltn,ixn+1), i = 1, · · · , n (C.10)
Aplicando (C.3) em (C.9) e (C.10):
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i (zi − L−1i Btixn+1), i = 1, · · · , n
(C.11)
O sistema (C.11) é utilizado para resolver Φx = b através da fatoração
Φ = LLt.
Uma importante observação é que em nenhum momento são utilizadas
as matrizes Ln,i, não sendo necessário calcular as mesmas. Portanto, as
fatorações calculadas em (C.9) ou (C.10) são ditas fatorações impĺıcitas.
Apêndice D
Solução Detalhada do Sistema
AD−1At
D.1 Resolução de AD−1At para o modelo (x, u)
Para o modelo (x, u) do POLP, a matriz AD−1At tem a seguinte estrutura
esparsa:

B1 0 0 · · · 0 0 0 M 0 0 · · · 0 0 0
−B2 B2 0 · · · 0 0 0 0 M 0 · · · 0 0 0















0 0 0 · · · Bn−2 0 0 0 0 0 · · · M 0 0
0 0 0 · · · −Bn−1 Bn−1 0 0 0 0 · · · 0 M 0
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
D1(1) 0 · · · 0 0 D2(1) 0 · · · 0 0











0 0 · · · D1(n−1) 0 0 0 · · · D2(n−1) 0
0 0 · · · 0 D1(n) 0 0 · · · 0 D2(n)
D2(1) 0 · · · 0 0 D3(1) 0 · · · 0 0











0 0 · · · D2(n−1) 0 0 0 · · · D3(n−1) 0




B1 −B2 0 · · · 0 0 0
0 B2 −B3 · · · 0 0 0








0 0 0 · · · Bn−2 −Bn−1 0
0 0 0 · · · 0 Bn−1 −Bn
0 0 0 · · · 0 0 Bn
M t 0 0 · · · 0 0 0
0 M t 0 · · · 0 0 0







0 0 0 · · · M t 0 0
0 0 0 · · · 0 M t 0






B1 0 0 · · · 0 0 0 M 0 0 · · · 0 0 0
−B2 B2 0 · · · 0 0 0 0 M 0 · · · 0 0 0















0 0 0 · · · Bn−2 0 0 0 0 0 · · · M 0 0
0 0 0 · · · −Bn−1 Bn−1 0 0 0 0 · · · 0 M 0
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
D1(1)B1+ −D1(1)B2 0 · · · 0 0
D2(1)M
t
0 D1(2)B2+ −D1(2)B3 · · · 0 0
D2(2)M
t






. . . . . .
...
0 0 0 · · · D1(n−1)Bn−1+ −D1(n−1)Bn
D2(n−1)M t
0 0 0 · · · 0 D1(n)Bn+
D2(n)M
t
D2(1)B1+ −D2(1)B2 0 · · · 0 0
D3(1)M
t
0 D2(2)B2+ −D2(2)B3 · · · 0 0
D3(2)M
t






. . . . . .
...
0 0 0 · · · D2(n−1)Bn−1+ −D2(n−1)Bn
D3(n−1)M t
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=





















































































































































































































































































































































































































































































                                              =





1 0 · · · 0 0 0
C1 Φ2 C
t
2 · · · 0 0 0








0 0 0 · · · Φn−2 Ctn−2 0
0 0 0 · · · Cn−2 Φn−1 Ctn−1





Ci = −Bi+1(D1(i)Bi + D2(i)M t), ∀i = 1, · · · , n
Φi = BiD1(i−1)Bi + Bi(D1(i)Bi + D2(i)M t) + M(D2(i)Bi + D3(i)M t),
∀i = 2, · · · , n
Φ1 = B1(D1(1)B1 + D2(1)M
t) + M(D2(1)B1 + D3(1)M
t).




L1 0 0 · · · 0 0 0
Ln,1 L2 0 · · · 0 0 0








0 0 0 · · · Ln−2 0 0
0 0 0 · · · Ln,n−2 Ln−1 0
0 0 0 · · · 0 Ln,n−1 Ln

.
Os valores de Li, i = 1, · · · , n são obtidos com:
Φ = LLt =

L1 0 · · · 0 0






0 0 · · · Ln−1 0





n,1 · · · 0 0






0 0 · · · Ltn−1 Ltn,n−1
0 0 · · · 0 Ltn
 =





















0 0 · · · Ln,n−2Ltn,n−2+ LnLtn,n−1
· · · Ln−1Ltn−1









1 · · · 0 0






0 0 · · · Φn−1 Ctn−1









i = Ci, ∀i = 1, · · · , n
Ln,i−1Ltn,i−1 + LiL
t
i = Φi, ∀i = 2, · · · , n.
(D.1)
Porém, não é necessário obter as fatorações Ln,i, ∀i = 1, · · · , n. Utilizando
a segunda equação de (D.1):
Ln,iL
t










i = Φi ⇒
LiL
t
i = Φi − (Ci−1L−ti−1)(Ci−1L−ti−1)t = Φi − (L−1i−1Cti−1)t(L−1i−1Cti−1)⇒
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LiL
t
i = Φi − (L−1i−1Cti−1)t(L−1i−1Cti−1) (D.3)
Dessa maneira, um esquema semelhante ao descrito na Figura (C.1) pode
ser aplicado para o cálculo dos fatores Lk, ∀k = 2, · · · , n, tal que:





Resolver o sistema linear Φx = b por meio da fatoração L obtida consiste
em resolver os dois sistemas triangulares dados por (C.8):
Para a primeira equação de (C.8):
L1 0 · · · 0 0






0 0 · · · Ln−1 0


















L2z2 = b2 − Ln,1z1
...








i (bi − Ln,i−1zi−1), i = 2, · · · , n. (D.5)
Para a segunda equação de (C.8):
Lt1 L
t
n,1 · · · 0 0






0 0 · · · Ltn−1 Ltn,n−1



















1 (z1 − Ltn,1x2)
x2 = L
−t
2 (z2 − Ltn,2x3)
...












i (zi − Ltn,ixi+1), i = 1, · · · , (n− 1). (D.6)













i (zi − (L−1i Cti )xi+1), i = 1, · · · , (n− 1).
(D.7)
Uma observação importante é que em nenhum momento são utilizadas
as matrizes Ln,i, tal que não é necessário calcular as mesmas. Portanto, as
fatorações calculadas em (D.5) ou (D.6) são ditas fatorações impĺıcitas.
D.2 Resolução de AD−1At para o modelo (x, q, v)
Para o modelo (x, q, v) do POLP, a matriz AD−1At tem a seguinte estrutura
esparsa:
AD−1At =
 B1 0 0 M 0 0 M 0 0−B2 B2 0 0 M 0 0 M 0





D1(1) 0 0 D4(1) 0 0 D6(1) 0 0
0 D1(2) 0 0 D4(2) 0 0 D6(2) 0
0 0 D1(3) 0 0 D4(3) 0 0 D6(3)
D4(1) 0 0 D2(1) 0 0 D5(1) 0 0
0 D4(2) 0 0 D2(2) 0 0 D5(2) 0
0 0 D4(3) 0 0 D2(3) 0 0 D5(3)
D6(1) 0 0 D5(1) 0 0 D3(1) 0 0
0 D6(2) 0 0 D5(2) 0 0 D3(2) 0












M t 0 0
0 M t 0
0 0 M t
M t 0 0
0 M t 0





 B1 0 0 M 0 0 M 0 0−B2 B2 0 0 M 0 0 M 0
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                 =





1 0 · · · 0 0 0
C1 Φ2 C
t
2 · · · 0 0 0








0 0 0 · · · Φn−2 Ctn−2 0
0 0 0 · · · Cn−2 Φn−1 Ctn−1




Ci = −Bi+1(D1(i)Bi + (D4(i) + D6(i))M t), ∀i = 1, · · · , n
Φi = BiD1(i−1)Bi + Bi(D1(i)Bi + (D4(i) + D6(i))M t)+
M(D4(i)Bi + (D2(i) + D5(i))M
t) + M(D6(i)Bi + (D5(i) + D3(i))M
t),
∀i = 2, · · · , n
Φ1 = B1(D1(1)B1 + (D4(1) + D6(1))M
t) + M(D4(1)B1 + (D2(1) + D5(1))M
t)+
M(D6(1)B1 + (D5(1) + D3(1))M
t)
É importante destacar que as fórmulas obtidas para Ci e Φi foram gene-
ralizadas para um modelo (x, q, v) com n intervalos de tempo.
Além disso, Φ possui a mesma estrutura esparsa que foi obtida na re-
solução de Φx = b para o modelo (x, u).
Portanto, todas as deduções de utilização de fatoração por blocos associ-
adas a matriz L, aplicadas para o modelo (x, u), podem ser utilizadas para
o modelo (x, q, v).
Ou seja, após os cálculos de Φi e Ci, espećıficos do modelo (x, q, v), basta
utilizar o sistema (D.7) para resolver Φx = b do modelo (x, q, v).
Apêndice E
Dados do Parque Termelétrico
Brasileiro
E.1 Dados das usinas termelétricas brasilei-
ras
A construção da função de complementação termelétrica Ψ(Gt) ilustrada na
Figura 3.17 utilizou os dados as usinas termelétricas brasileiras que constam
na Tabela E.1.
Usina Potência Custo Custo
Instalada (R$/MWh) (R$/MWm)
CUIABA GCC 480 6,4 4608
ANGRA 2 1350 9,2 6646
ANGRA 1 657 10,5 7560
TERMOPE 638 40,0 28800
ARGENTINA 1 1018 42,5 30578
ARGENTINA 2B 200 46,1 33185
ARGENTINA 2A 400 46,1 33185
FORTALEZA 347 58,2 41933
FAFEN 151 71,3 51307
URUGUAIANAG 638 76,0 54713
IBIRITERMO 235 77,5 55771
TERMOCEARA 220 82,7 59558
P.MEDICI A 126 86,1 61978
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298 Caṕıtulo E. Dados do Parque Termelétrico Brasileiro
Usina Potência Custo Custo
Instalada (R$/MWh) (R$/MWm)
P.MEDICI B 320 86,1 61978
TERMOBAHIA 186 87,1 62726
MACAE MERCHA 923 97,2 69948
ELETROBOLT 386 100,4 72288
NORTEFLU 860 108,0 77760
CANOAS 161 110,5 79546
TRES LAGOAS 240 110,5 79546
J.LACERDA C 363 110,7 79718
TERMORIO 670 124,8 89834
JUIZ DE FORA 87 131,6 94781
CAMACARI G 216 139,1 100145
J.LACERDA B 262 147,4 106092
J.LACERDA A2 132 153,4 110426
ARGENTINA 2C 400 157,3 113220
CHARQUEADAS 72 173,5 124891
NOVA PIRAT 400 180,0 129600
W.ARJONA G 190 185,6 133661
FIGUEIRA 20 186,6 134345
J.LACERDA A1 100 188,1 135432
ARGENTINA 2D 100 191,5 137851
ARGENTINA 1B 60 191,6 137938
R.SILVEIRA G 32 211,5 152302
S.JERONIMO 20 215,0 154829
COCAL 21 220,5 158760
BAHIA I 31 237,3 170878
PETROLINA 128 244,0 175702
ITAENGA 20 244,5 176011
ST.CRUZ 12 168 245,4 176688
ST.CRUZ 34 440 245,4 176688
TERMOCABO 48 256,3 184565
BREITENER 154 273,8 197165
IGARAPE 131 291,2 209686
PIRAT.12 G 200 299,0 215258
ST.CRUZ N.DI 166 408,4 294034
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Usina Potência Custo Custo
Instalada (R$/MWh) (R$/MWm)
CABO 5 427,9 308059
RIO FORMOSO 5 427,9 308059
PORTO 5 427,9 308059
IPOJUCA 5 427,9 308059
PRAZERES 5 427,9 308059
SUAPE 5 427,9 308059
POTIGUAR 48 486,1 349963
R LARGO BRA 168 536,6 386366
TUBARAO 40 537,9 387259
PONTA DO UBU 40 538,0 387367
JARDIM BRA 60 547,5 394229
CIVIT BRA 20 550,7 396526
VCARAPINA BRA 40 550,7 396526
XAVANTES 48 563,3 405583
DAIA 44 586,9 422597
CARIOBA 36 591,5 425866
ALEGRETE 66 779,0 560858
UTE BRASILIA 10 956,9 688975
NUTEPA 24 1215,4 875088
Tabela E.1: Capacidade e Custo de geração para usinas
termelétricas brasileiras no ano de 2005.
Apêndice F
Modelagem do Fluxo de
Potência CC
F.1 Obtendo o Fluxo de Potência CC
A função de um sistema de transmissão é garantir o fluxo de potência ativa
e reativa, seguindo um conjunto de equações e inequações não-lineares, co-
nhecidas como equações de Fluxo de Carga ou de Fluxo de Potência [72].
As injeções de potência ativa e reativa, para cada barra da rede, podem








Vm(Gkmsen(θkm + ϕkm)−Bkmcos(θkm + ϕkm)) , (F.2)
onde:
• Pk: Injeção ĺıquida de potência ativa na barra k.
• Qk: Injeção ĺıquida de potência reativa na barra k.
• Vk: Tensão na barra k.
• θk: Ângulo de tensão na barra k.
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• θkm: Diferença angular θk − θm entre as barras k e m.
• ϕkm: Ângulo de defasagem entre as barras k e m.
• Ωk: Conjunto de todas as barras m adjacentes à barra k, incluindo a
própria barra k.
• Gkm e Bkm: Correspondem aos elementos das matrizes de condutância
e de susceptância de barra associados as barras k e m, respectivamente.
Para a linha de transmissão conectada às barras k e m, os fluxos de




−(akmVkVm)[gkmcos(θkm + ϕkm) + bkmsen(θkm + ϕkm)] , (F.3)
Qkm = −(akmVk)2(bkm + bshkm)−
(akmVkVm)[gkmsen(θkm + ϕkm)− bkmcos(θkm + ϕkm)] , (F.4)
onde:
• Pkm: Fluxo de potência ativa do ramo que conecta as barras k e m.
• Qkm: Fluxo de potência reativa do ramo que conecta as barras k e m.
• akm: Valor do tap do ramo que conecta as barras k e m.
• gkm: Condutância série do ramo que conecta as barras k e m.
• bkm: Susceptância série do ramo que conecta as barras k e m.
• bshkm: Susceptância do shunt que conecta as barras k e m.
As equações (F.1), (F.2), (F.3) e (F.4) constituem um conjunto de equações
não lineares, também denominado de fluxo de potência CA (Corrente Alter-
nada). Para sua resolução são desenvolvidos métodos numéricos que utilizam
processos iterativos para encontrar uma solução. Os métodos mais utilizados
são Newton-Raphson, Newton Desacoplado e Newton Desacoplado Rápido
[71].
Para redes de transmissão de Extra-alta tensão (EHV) e Ultra-alta Tensão
(UHV), as reatâncias dos ramos são muito maiores que as resistências (relações
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X/R > 5 são tipicamente encontradas). Assim, a relação entre fluxo de
potência ativa e as aberturas angulares é do mesmo tipo da existente en-
tre os fluxos de corrente e as quedas de tensão em um circuito de corrente
cont́ınua, para a qual é válida a lei de Ohm. Esta propriedade permite o
desenvolvimento de um modelo aproximado, chamado de fluxo de potência
CC (Corrente Cont́ınua), também chamado de modelo linearizado.
É importante observar que o fluxo de potência CC não considera as mag-
nitudes das tensões nodais, as potências reativas e os taps dos transforma-
dores. Porém, como este é baseado no acoplamento entre as variáveis P e
θ (potência ativa e ângulo), apresentará resultados tanto melhores quanto
mais elevado o ńıvel de tensão [71].
A expressão para o fluxo de potência ativa no ramo k − m, no modelo
CC, é obtida desprezando-se as perdas da expressão (F.3) [71]:
Pkm = −VkVmbkmsen(θkm + ϕkm) . (F.5)
E realizando algumas considerações tais como:
• Vk ∼= Vm ∼= 1pu.
• sen(θkm + ϕkm) ∼= (θkm + ϕkm).
• bkm ∼= −1xkm .
• ϕkm = 0.
Para simplificar as deduções foi adotado que transformadores defasadores
não são considerados (ϕkm = 0). Mais à frente será mostrado como incluir
estes transformadores.






Ou seja, o fluxo de potência ativa é diretamente proporcional à abertura
angular θkm sobre o ramo k−m e inversamente proporcional à sua reatância
xkm, sendo ainda que o sentido positivo do fluxo será da barra de maior
ângulo para a de menor.
