A new motion-based tracking algorithm for user interaction with hand-held mobile devices is presented. The idea is to allow mobile phone users to control the device simply by moving a finger in front of a camera. A novel combination of the Kalman filtering and the Expectation Maximization (EM) algorithm is utilized for estimation of two distinct motion components corresponding to the camera motion and the finger motion. The estimation is based on motion features, which are effectively extracted from the scene for each image frame. The performance of the technique is evaluated in experiments which show the usefulness of the approach. The method can be applied also when some conventional finger tracking techniques such as color segmentation and background subtraction can not be used.
Introduction
Interaction with hand-held mobile devices has become a part of our everyday life. Although the performance and capabilities of devices such as mobile phones have increased significantly, user interfaces are still largely based on small displays and keypads. Using unergonomic keys for other applications than calling can sometimes be cumbersome because the number of buttons is limited and several key presses may be required for desired outcome. Various new and more sophisticated technologies have been introduced for consumers in order to improve controlling, for example, touch screens, voice recognition and motion sensors [7] . However, with expensive touch screens, both hands are needed for operation, and the voice recognition often lacks of reliability. For motion sensors, extra hardware need to be installed. Therefore, it is interesting to consider also other approaches for interaction.
Increasing availability of mobile phones with a built-in highresolution camera and decent computational power has enabled to utilize computer vision as an alternative solution. Recently, the motion estimated from successive images has been used to browse and navigate images on the display [4, 6] . These methods allow users to control the device by tilting and moving the device in the hand. Furthermore, the motion input combined with proper pattern recognition techniques can be applied for more advanced interaction such as recognizing handwriting, gestures and signs [5, 12] . However, instead of moving the device, we can achieve another intuitive way to interact by moving a finger in the front of the camera.
Vision based finger tracking is well studied problem with numerous applications. Crowley et al. [1] introduced FingerPaint system in order to track pointing devices for a digital desk. A finger was tracked using cross-correlation with a reference template. Quek et al. [10] presented FingerMouse that utilizes color segmentation to detect the finger and track the fingertip. Jin et al. [8] proposed a finger writing character recognition system. They used background subtraction to segment the finger from a cluttered background and detected fingertip based on feature matching. Dominguez et al. [3] presented system using color information to segment skin-like regions, shape analysis to detect fingertip, and fingertip tracking based on Kalman filtering.
Several techniques already exist for finger tracking, but these are usually developed for static cameras, assume controlled lighting conditions, use special markers and need too much computing power to be utilized in mobile phones. For example, skin color segmentation is unreliable in mobile environment where lighting conditions change continually. Also, methods based on background subtraction are not applicable when the camera is moving and the background is complex. Therefore, we propose a new method that utilizes effective motion feature extraction for each frame in the image sequence. These features are used to distinguish finger motion from the background motion. The finger can be also replaced with some other object such as a pen since we do not use any shape or color analysis.
In addition, we present a novel method to estimate and track two distinct motions. The method combines the Kalman filtering algorithm [9] and the expectation maximization (EM) algorithm [2] to estimate the parameters of two motion components using motion features as measurements. To the best of authors' knowledge, this has not been done before. Although, the Kalman filter and the EM-algorithm have been combined to solve similar problems earlier, for example in [13] , the EMalgorithm has not been embedded into Kalman filter stages as in our case. The benefit of this approach is that no iterations are needed, which makes the algorithm computationally more efficient.
The remainder of the paper is organized as follows. Section 2 describes the tracking algorithm in detail, and experimental results with real image sequences are shown in Section 3. Finally, Section 4 concludes the paper and discusses some future work.
Tracking algorithm
The problem with finger tracking in mobile devices is that the camera is usually moving, and the background in images is not static. Therefore, background subtraction cannot be easily applied to extract the finger region. This leads us to consider a motion based solution, where two distinct motions corresponding to the background (camera) motion and foreground (camera + finger/hand) motion are estimated in a tracking framework. Then, the background motion is subtracted from the finger motion in order to obtain the movement of interest. Integration of motion provides us position and trajectory information required for the application.
The models of the background and foreground motions are based on assumption that the motions are constant but subject to random perturbations. Translational models are considered as sufficient approximations, and the dynamical model of the background (j = 1) and foreground (j = 2) motions is formulated as
where
T denotes the motion between the frames k − 1 and k, and ε j (k) is the process noise term, which is assumed to be zero-mean white Gaussian with covariance matrix Q j = σ 2 j I. As foreground motion contains both camera and finger motion, it is reasonable to assume that σ The observation i of the displacement d i is assumed to follow the measurement model
where η i (k) is the observation noise term, which is assumed to obey zero-mean Gaussian distribution with covariance R i , and λ i is a hidden binary-valued assignment variable with the value 1 for the background and 0 for the foreground motion.
Motion observations (between frames k − 1 and k) are based on a set of block displacement estimates, which are obtained through evaluation of the zero-mean sum of squared difference (ZSSD) criterion. First, N image blocks are selected from the anchor frame k −1 based on the gradient information. For each block i (i = 1, . . . , N ), ZSSD is evaluated for some range of block displacements. Analysis of ZSSD values [11] provides displacement estimates
T and related uncertainty information, which is represented as a 2 × 2 covariance matrix C i . As a result, we get a set of motion features Figure 1 . Assuming that the assignments λ i are known, Kalman filtering [9] could be used to obtain optimal estimates of x j (k). The algorithm estimates the state using two stages, prediction and correction. In the first stage, the state of the system at the next time instant is predicted based on the previous filtered state estimate and the dynamical model of the system. In the correction, the predicted state is corrected by using measurement information.
In our case, the assignments are not known and we need to estimate them. To do this, the idea is to embed the EM-algorithm [2] into the Kalman filter stages. The basic assumption is that the motion measurements d i are drawn from either of two distributions corresponding to the background or foreground. Having some estimate of distribution parameters, we can evaluate measurements against those distributions to obtain weights w i,j that are soft assignment variables in the range [0,1]. The prediction step of the Kalman filter is used to provide the estimates needed. Figure 2 shows an example how the motion features presented in Figure 1 are assigned to different components.
To describe the algorithm in more detail, let us denote the filtered estimate of the state x j (k) with x + j (k) and associated estimation error covariance matrix with P + j (k). The steps used to obtain the filtered estimate of the state at time instant k + 1 are:
1. Applying dynamics (1), the predicted estimateˆ x − j (k + 1) and prediction error covariance matrix, P
and
2. For each motion feature F i , the weights w i,j are computed using a Bayesian formulation. Let π j (k) > 0 be the a priori probability of associating a feature with the motion j ( j π j (k) = 1). The weight w i,j is the a posteriori probability given by ( j w i,j = 1) 3. The weights w i,j are then used to set the observation noise covariance matrices in (2) according to
where is a small positive constant to avoid division by zero. These matrices are then used in the computation of the Kalman gain
where R j is a block diagonal matrix composed of R i,j , and H is the corresponding 2N × 2 observation matrix. Note that if w i,j has a small value, corresponding measurement is effectively discarded by this formulation.
4. Filtered estimates of the state and the associated error covariance matrix are computed using
5. A priori probabilities for assignments are updated with a recursive filter as a last step:
where α < 1 is a constant.
To summarize the algorithm, a graphical representation of it is given in Figure 3 .
Experiments
In the experiments, we evaluated the usefulness of the method for finger tracking with a camera equipped mobile phone. This was carried out by comparing the motion estimation and tracking results of the method to ground truth. To evaluate how well the method is suited for finger writing and user interface control, the integrated trajectories are illustrated. In our experiments, 100 motion features were used (N = 100), the block size was 5 by 5 pixels and the maximum displacement was 12 pixels. The initial probabilities (See (5)) for the background and the finger motion was set to 0.7 and 0.3, respectively. The constant α in (10) was set to 0.95 that guarantees a decent change in the proportion of mixture components.
Three real image sequences with a frame size of 320 by 240 pixels were captured. The background was complex and contains different kinds of texture for each test case. Also, the sequences were taken in outdoor and indoor scenes. The length of the image sequences varies between 100 and 120 frames. The sequences were taken with a Nokia N95 mobile phone, which has a five megapixel camera and high-quality optics.
Each of the sequences represents a situation where a user is holding the phone in his hand and drawing a simple symbol with his finger in front of the camera. The first symbol is 'Z', the second is a simplified version of letter 'A', and the last one is 'U'. In order to obtain ground truth motion of the finger, the sequences were annotated manually. As a performance measure, the squared error of the motion estimates was evaluated. The squared error is a sum of errors in x-and y-directions:
y . Also, we computed the root mean square error (RMSE) for each sequence. Figure 4 shows some frames of the sequence 1 with motion features observed during tracking. The weightings for each feature is illustrated using colors. The red and blue color depicts the background motion and the finger motion, respectively. It can be seen that most of the features are correctly associated. In Figure 4 (b) all features are associated to the background because the finger motion is neglible. It should be also noticed, that only uncertain motion features are extracted from regions Figure 3 : Overview of the algorithm. For each motion feature F i , the weights w i,j are computed using the Bayesian formulation. The prediction step of the Kalman filter is used to provide the estimates needed in this soft assignment. Finally, the predicted state is corrected by using measurement information, and the filtered estimate of the state is the output of the algorithm. such as the hand but the method still works properly.
In Figure 5 , the squared error is illustrated for test sequences. Errors are sorted from minimum error to maximum error so that the curve illustrates better how much big errors occur. It can be seen that our method has a good performance in terms of accuracy of the estimates. The maximum squared error is about 10 pixels for each sequence. With the method, RMSE computed is 0.99, 1.11 and 1.38 pixels for test sequences 1,2 and 3, respectively. Figure 6 shows the corresponding trajectories: 1. background motion, 2. finger + background motion, and 3. finger motion that is the 1. motion subtracted from the 2. motion. As we can see, very good motion estimation results were achieved. Considering our application, the accuracy is reasonable to control the user interface. For example, the obtained motion trajectories could be recognized automatically and used as controlling commands for interaction with mobile devices. Furthermore, the computational complexity of the method is so moderate that it can easily run as a real-time application on current mobile phones.
Conclusions
We have presented a new approach to track fingers for user interaction with hand-held mobile devices. Our idea is to allow mobile phone users to control the device simply by moving a finger in the front of a camera. A novel combination of the Kalman filtering stages and the Expectation Maximization (EM) algorithm is utilized for estimation of two distinct motion components corresponding to the camera motion and the finger motion. The estimation is based on the motion features, which are effectively computed from the scene for each image frame. Experiments with real image sequences show that the method can track motion also when only uncertain observations are available. In general, the proposed technique is useful when tracking two or more independent objects. The use of other motion models such as Euclidean similarity model is considered in the future work. 
