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ABSTRACT
A 3-dimensional model that calculates windSelds over irregular terrain based on 
meteorological tower data has been developed. The governing equations of atmospheric 
motion, the finite element method and atmoqiheric boundary layer concept have been 
introduced. A sur&ce model of the Nevada Test Site (NTS) has been generated firom 
DEM files which contain elevation data, and a 3-D mesh has been generated. Initial 
estimates of the velocity field are developed by interpolating surfiice and upper level wind 
measurements. A diagnostic objective analysis technique is used to generate 3-D winds 
above the surface layer. This algorithm incorporates NTS tower field measurements to 
initialize and generate the upper level windfield. A sur&ce boundary layer technique is 
used to calculate the upper level windfield. Vertical velocities are developed from 
successive solutions of the continuity equation, fi)Howed by an iterative procedure which 
reduces divergence over the complete field.
The finite element method is used to solve a Poisson equation \^ c h  is used to 
adjust the velocity components. The iq>per and lateral boundaries above the topography 
are assumed to be open, allowing mass flow through the boundaries. The bottom 
boundary is set by the topographic elevations of NTS region, and is assumed to be soUd. 
Major advantages o f the procedure are that it is computationally efficient and allows 
boundary values to adjust in réponse to changes in the interior flow. The method has
lU
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
been successful^ tested using a 3-D cavity problem and using NTS field measurements. 
The correctness o f this method was verified by testing 3-D cavity model Results firom 
NTS model were compared with the Mathew diagnostic model used by Lawrence 
Livermore National Laboratory (LLNL). The influence of windfield by tower data was 
also discussed. The NTS model formulation can read% be extended to include other 
relevant physical and dynamic solution constraints such as momentum and energy 
conservation.
IV
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
TABLE OF CONTENTS
ABSTRACT....................................................................................................................... üi
LIST OF FIGURES...........................................................................................................vn
LIST OF TABLES.............................................................................................................vin
ACKNOWLEDCMENTS.................................................................................................. ix
CHAPTER I INTRODUCTION........................................................................................I
CHAPTER 2 NUMERICAL WINDFLOW PREDICTION..............................................5
Governing Equations o f Fhiid Dynamics..................................................................5
The Finite Element Method..................................................................................... 8
Formulation of 3-D Shape Functions..........................................................10
Numerical hitegratiorL................................................................................14
Applications In The Poisson Equation........................................................15
Atmoq)heric Boundary Layer Concept.................................................................. 17
CHAPTER 3 AN OBJECTIVE ANALYSIS FOR 3-D WINDFIELDS......................... 20
Sur&ce Mesh GeneratiorL...................................................................................... 21
Three Dimensional Mesh Generation.....................................................................26
Tnirial SurAce Windfield Generation......................................................................28
The Formulation o f Tower Data.................................................................28
Tower Layer (Layer-2) Velocity Generation..............................................32
Divergence Reduction of Tower Layer...................................................... 32
Upper Layer Windfield GeneratiorL.......................................................................35
Upper Layer Velocity Generation...............................................................35
Divergence Reduction of Upper Layer...................................................... 36
Vertical Velocity Generation.................................................................................. 38
The Adjustment ofW ndfield................................................................................. 39
Model Desorption..................................................................................... 39
Boundary Conditions of Tire Model......................................................... 41
Application o f The Finite Element Method................................................42
Check of Divergence.................................................................................. 43
Computing Methods............................................................................................... 45
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
CHAPTER 4 RESULT....................................................................................................46
3-D Cavity Problem................................................................................................46
3-D Wind Flow Over NTS Region......................................................................... 53
CHAPTER 5 CONCLUSION...........................................................................................59
APPENDIX A OPTIMIZATION AND EULER-LAGRANGE EQUATIONS.............. 61
Euler-Lagrange Equation....................................................................................... 61
Optimization............................................................................................................63
APPENDIX B SOLUTION OF NTS MODEL BY LLNL...............................................65
BIBLIOGRAPHY...............................................................................................................78
VI
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
LISTOFnOURES
Figure 1.1 Picture o f Nevada with Location o f Nevada Test Site................................... 3
Figure 1.2 2-D Topographic Contours of NTS with Tower Locations............................4
Figure 2.1 Eight-Nodded TrOinear Hexahedron Element................................................10
Figure 2.2 Natural Coordinate System for The Hexahedron Element.............................11
Figure 2.3 Gauss Point Locations in 3-D Natural Coordinate System............................ 15
Figure 2.4 Three-Dimensional Domain for Poisson Equation......................................... 16
Figure 2.5 Neutrally Stratified Boundary Layerover Uniform Terrain.............................17
Figure 2.6 Di^lacement Thickness in Aboundary Layer.............................................18
Figure 3.1 Nevada Test Site Location............................................................................. 21
Figure 3.2a A 3-D Terrain o f NTS Region........................................................................ 24
Figure 3.2b A Top \^ew  of NTS Region Orthogonal Mesh............................................. 24
Figure 3.3 Non-orthogonal Mesh with 15 Towers as Grid Points in NTS RegioiL 25
Figure 3.4a Three Dimensional Mesh o f NTS Region...................................................... 26
Figure 3.4b 2-D Cross Section View of The NTS Mesh for Perfective.........................27
Figure 3.5 The Tower Locations in NTS Region............................................................29
Figure 3.6 A Top View of Tower Wind Vectors in NTS Region................................... 31
Figure 3.7 Five Point Stencil.......................................................................................... 33
Figure 3.8 Interpolated Tower Layer Windfield of NTS Region.....................................34
Figure 3.9 Formulation o f Linear Equation..................................................................... 35
Figure 3.10 The Initial Fortran Program Flow Chart.........................................................37
Figure 3.11 Boundary Conditions of The Model..............................................................42
Figure 3.12 The Program Flow Chart for The 3-D Windfield Ajustment.........................44
Figure 4. la Boundary Conditions of Cavity Model..........................................................47
Figure 4. lb 3-D Air Flow over a Cavity........................................................................... 47
Figure 4.2a 2-D Velocity Result o f Navier-Stokes Solution............................................. 48
Figure 4.2b 2-D Stream Line o f Navier-Stokes Solution.................................................. 48
Figure 4.3 3-D Cavity Problem Adjusted onfy with B.C.(without Initialized)............... 50
Figure 4.4 Streamlines for Test-2....................................................................................51
Figure 4.5 Streamlines for Test-3....................................................................................51
Figure 4.6 Streamlines for Test-4....................................................................................52
Figure 4.7 Streamlines for Test-5....................................................................................52
Figure 4.8 The Result of 3-D Windfield with Contours...................................................53
Figure 4.9 Top View of Result of Tower Layer (10 M) Windfield................................ 54
Figure 4.10 Top View o f Layer-3 (50M) Windfield..........................................................54
Figure 4.11 Top ^ e w  of Result o f Layer-4 (300M) Windfield........................................55
Figure 4.12 hiteipolated WindfietZ of Tower Layer after One Tower Removed............. 57
Figure 4.13 Interpolated Windfield of Tower Layer after Two Towers Removed...........58
vu
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
LIST OF TABLES
Table 3.1 Current Permanent Meda Stations o f Nevada Test Site.................................. 22
Table 3.2 The Wind Speed Records of NTS Towers on Jan. 1, 1993.............................30
Table 4.1 The C onf arison Between All Towers and One Tower Removed.................. 57
Table 4.2 The C onf arison Between All Towers and Two Towers Removed................58
vui
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
ACKNOWLEDGEMENTS
I would like to e fre ss  fec ia l thanks to Dr. Darrell W. Pepper, who served as my 
advisor for this research. I would also like to thank Nfr. David B. Carrington for his hep 
throughout the course of this project.
Support from CIASTA is gratefully acknowledged. I would also like to thank Dr. 
Darryl Randerson, Dr. Marc Mtchford and Mr. Doug Soule from National Oceanic and 
A tm of heric Administration (NCAA) for their hep.
IX
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
CHAPTER 1
INTRODUCTION
Prediction of atm of heric flows and accompanying precpitation has been a 
consuming interest for the geophysical community for many years. Accurate prediction of 
windfields is vitalfy important in order to forecast both normal conditions as weU as 
consequences associated with severe weather. A tm of heric modeling is difficult, not onfy 
from the mathematical and numerical a f  ects, but also because model validation is limited. 
Measurements o f atmospheric flow are sparse and generalp insufficient to resolve 
important flow phenomena on both microscale and mesoscale levels. This problem is 
particularly apparent in regions vdiere complex terrain exists.
Many observational and theoretical studies have been made of airflow over 
conflex terrain (Klenq) and Li%, 1977; Warner et aL, 1977; Pepper and Baker, 1980; 
Chan et aL, 1982; PieOce et aL, 1983). Most atm of heric models are finite difference / 
finite volume based numerical approaches. Application of the finite  element method for 
a tm of heric flow simulation has seen onfy limited use. Early mesoscale flow predictions 
with finite elements are discussed in Chang et aL (1982), Paegle and McLawdon(1983), 
Lee et al(1983), and Pepper and Brueckner(1992).
Numerous studies have been conducted to model and e?qperimentaHy verify airflow
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and diflüaon in co n f lex terrain. Experimental data are largefy inadequate due to 
locations in Wucli the data are obtained, the f  arsity o f data, the data collection methods, 
and the costs (Dickerson and Gudiksen,1980).
In this study, a diagnostic windfield model is developed for the Nevada Test Site, 
Wiich is located in Nevada (see Fig. 1.1). Experimental data is achieved and accessed 
through Digital Elevation Map (DEM) files wiiich include elevation data of Nevada Test 
Site. Velocity data are obtained firom meteorological towers located in the Test Site (see 
Fig. 1.2). The numerical algorithm builds on a proven concept for calculating fluid flow 
over complex sur&ces utilizing sparse data obtained from measurements. An adjustment 
windfield model is developed based on a preliminary terrain following model developed by 
Pepper (1990).
The goal in this study is to verify and test a diagnostic numerical model for 
calculating 3-D wind flow over the Nevada Test Site Region using a 3-D finite element 
procedure.
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Figure 1.2 2-D Topographic Contours of NTS with Tower Locations
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CHAPTER 2 
NUMERICAL WINDFLOW PREDICTION
Governing Equations of Fluid Dynamics
The mathematical relations vsMch describe atmo^heric motion are the 
conservation o f mass, momentum, energy, and q»ecies transport. The governing equations 
for three-dimensional atmospheric flow are based on (Pielke, 1984);
Conservation of Mass:
âp âpu âprv âpw
Conservation of Momentum:
x-direction:
âpu ^  dpm  ̂ ^  ôpuv ^ dpuw d (  d
dl dx. dz d i\  * dx) ^
<3/̂  - . - dp
— 1X, —  + 2vû> sm -  2wû) CCS ̂  —
oz\. dzJ ax
(2.1)
(2.2)
y-direction:
dpv âpuv âpv^ âpvw 
dt ^  dx ^  dy ^  ôz
d d f\ d
dsf dp
(2.3)
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z-direction:
dt <3c â  â c \  * âcJ â y \  *  ^ J
Conservation of Energy:
âz
Specific Humidity:
ôô dud dfO d^O 
dt de ^ dy ^ dz
d ( . d é \  ( æ \
~ . ^ - T r C â )
æf
rod
âq diq  dvq dvq
dt d t dy dz
Species Transport:
dc„ _ a rC . _ d (^  âc^
a â t dy a  <3c' âc
d
dy
5 "
d y .
d
dz
(2.4)
(2.5)
(2.6)
(2.7)
w^ere u, v, w are the east-west (x), north-south (y), and vertical (z) conq)onents of 
velocity, respectively; o  is the angular velocity of the earth; vy is the latitude; 6 is the 
potential tenq>erature; q is the qiecific humidity; Cm is the qiecies concentration; g is the 
acceleration of gravity; {dQldt\ad is the radiative cooling / heating of the atmo^here; Scm is 
the source / sink term which includes changes of state, chemical transformations, 
precipitation, and sedimentation; kh is the horizontal difiusion coefficient; and k% is vertical
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difiRisivity.
The potential temperature is defined as;
d = T y (m o i  (2.8)
where the pressure p is in mb, is virtual teoqierature, Cp is the specific heat at constant 
pressure, and is the universal gas constant. The ideal gas law can be written as;
p=pRd Tv (2.9)
where the density p  is defined as the inverse of qiecific volume. Virtual temperature is 
defined as:
Tv =T{l+Q.6\q) (2.10)
The pressure can either be obtained firom solution of the “discrete” momentum 
equations and a simple Poisson equation, or from the hydrostatic assumption (normally 
used in many atmoqiheric models). A potential fimction, wtich is solved firom the Poisson
equation, is used to adjust the velocity components (Pepper and Bmeckner, 1992).
The modeling o f turbulence and resulting forms of closure are quite varied; the 
gradient difiusion approach is typicalfy used (Pepper and Bmeckner, 1992). Horizontal 
mixing is approximated using the relation proposed by Smagorinsky et aL ( 1965) and later 
used by Anthes and Warner ( 1978), e.g., the intensity o f horizontal mixing is related to the 
strength of the horizontal wind shear, Le.,
K
V -, -, Adi df 2 dl
.dc
(2. 11)
Wiere K  is the average element length and kg is von Karman's constant.
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The vertical exchange coefficients o f momentum, heat, and moisture are given in 
the surfoce layer by the relations:
k ^ u z
and
\\here u is the fiiction velocity; ^  is the nondimensional wind proffie; ^  is the mean 
vertical temperature profile of the surûce layer; and ^  =z/L, where L is Monin-Obukhov 
length. According to Businger et a/.(1971), the expressions for the nondimensional wind 
and potential tençerature profiles are
(1-15^)-''^  Ç < 0
(2.14)
[(1 -4 .7 0  <->0
0 .7 4 (1 -9 0 '* "
</>H=\ ^  (2.15)
[(0.74 + 4.7^) C > 0
Above the surfiice layer, the exchange coefficients are defined according to McNider and 
Pielke (1981). The coefficients depend on the thermodynamical stability of the surûce 
layer. When this layer is stable, local exchange coefficients suggested by Blackadar ( 1979) 
are used. When the surfiice layer is unstable, the profile fimction of O’Brien ( 1970) is 
used.
The Finite Element M ethod
While the derivations of the governing equations for most fiuid flow problems are
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not unduly difficult, their solutions by exact methods of analysis are a formidable task. In 
such cases, approximate methods of analysis provide alternate means o f finding solutions. 
Among these, the finite difference method, the variational method, and the finite element 
method are most firequently used.
As in simple finite difference schemes, the finite element method requires a 
problem defined in geometrical qpace (or domain) to be subdivided into a finite number of 
smaller regions (a mesh), hi finite differences, the mesh consists o f rows and columns of 
orthogonal lines; in finite elements, each subdivision is unique and need not be orthogonal 
For exançle, triangles or quadrilaterals can be used in two dimensions, and tetrahedrons 
or hexahedrons in three dimensions. Over each finite element, the unknown variables 
(e.g., tençerature, velocity, etc.) are approximated using known fimctions. These 
functions can be linear or higher-order polynomial eiqiansions that depend on the 
geometrical locations (nodes) used to define the finite element shape, hi contrast to finite 
difference procedures (conventional finite difference discretizations, as opposed to the 
finite volume method, which is integrated), the governing equations in the finite element 
method are integrated over each finite element and the solution summed (“assembled”) 
over the entire problem domain As a consequence of these operations, a set o f finite 
linear equations is obtained in terms of a set of unknown parameters over each element. 
Solution of these equations is achieved using linear algebra techniques (Pepper and 
Heinrich, 1992).
The finite element method has its formal basis in the Galerkin procedure of 
weighted residuals. The Galerkin method is sinqile to use and is guaranteed to yield a
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
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compatible approximatioii to the goveining differential equation. In the Galerkin method, 
the dependent variable is expressed by means of a finite series approximation in v̂ diich the 
“shape” of the solution is assumed known, and depends on a finite number o f parameters 
to be determined. Replaced in the governing differential equation, the approximation 
generates a residual fimction, which is multiplied by weighting fimctions and is required to 
be orthogonal to the weighting fimctions in the integrated sense. Le.,
jw (x )R ($ ,x )d (x ) = 0 (2.16)
where O is the unknown variable, R(d>,x) is the residual error fimction (the fimction 
obtained when the approximation to the exact solution of d>* is replaced in the differential 
equation), x is the length coordinate, and W(x) is the weight. A set o f linear algebraic 
equations can be generated from these expressions that allows to determine the unknown 
parameter, $ , and hence an approximation to the solution (Pepper and Heinrich, 1992).
Formulation of 3-D Shape Functions 
Eight nodes are used to define the trihnear, three-dimensional hexahedron. The 
hexahedron is shown in Figure 2.1.
Z
Figure 2.1 Eight-Noded TrOinear Hexahedron Element
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The inteipolatioa fimction can be written as:
^ = OTi + ctjX + a^y  + a^z  + a^xy + a^xz + a^yz + a^xyz 
Equation (2.17) can be expressed in matrix fi)nn using ^  = C a , as
> l ' 1 Xi yi XjZi >̂ 1̂ 1 l̂yiZx
. ^g- .1 ^g^g ^g^g JXgZg ^%yt2t.
or,
a .
(2.17)
(2.18)
Since a  = , we can find the values for ^ from expression
X y  z zy xz yz acyrJcV (2.19)
and the shape fimctions are obtained :
N = [ l x ^ z % y % z y r  (2.20)
The element in physical coordinate qiace (x,y,z) is transformed to natural coordinate 
space by the use of isoparametric transformation, as shown in Figure 2.2:
6
2 C2
)
Figure 2.2 Natural Coordinate System For The Hexahedron Element 
X , y and z are eTgressed as fimctions o f qand (  :
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y  = y i4 ,n ,C ) (2.21)
W iere-1 < Ç< 1, -1 < ti < 1, and-1 < (  < 1 with^ = —, ^ = ~  and C = ~  (forbrick).
a b c
The shape functions are also expressed in terms of r^and (  :
AT, = AT,( ^ ,7 ,0  (2.22)
The shape fimctions for an isoparametric trdinear hexahedron element are defined as
(Pepper and Heinrich, 1992):
(1 -^X 1 -7 7 X 1 -()
( 1 + W - 7 X 1 - 0  
( l + a i + T ^ X l - C )
( i - f X i + T / X i - O
( I - ^ X I - T / X I + O   ̂ ^
( i + ^ X i - 7 7 X i + 0  
(l+#Xl+77Xl+<')
, ( 1 - ^ X 1 + 7 X 1 + C ) .
Equation (2.23) can be written in more concise form as:
Âs
1
N, ~ 8
Ne
N ,
N ,.
wdiere i =1,2,...,8; t ;̂, and Q = ±1, depending on the node location.
The derivatives o f shape fimctions are written as:
(2.24)
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^  d y  d t  
â c  d ^ ^  d y  d ^ ^  d z  d ^
dN I dc 3 f, dy dN. dz
—     + —  :  + '
d r ]  d c  d r ]  d t]  â  d t]
d N  I d t f  I d c  c fy  d z
wèich can be rewritten as:
'd N , '
d t]
■ d Ç .
d k . d y
d c  d y  
dC dÇ
where J  is the Jacobian. The inverse Jacobian T  becomes:
d y  d (^  d z
d z ' 'd N , '
d c d c
d z d N ^ V d t f ,
d t]
— J
d z
Ë L
d N ,
w - . d  -
J ‘ = 1/J
'  d c d y d z '
d c È -
d r ] d n d t]
d c d>y d z
7 ~ ^ 'd Ç d Ç  -
(2.25)
(2.26)
(2.27)
The Cartesian derivatives of N: can be found as:
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'c t f , '
ÔC
a /,
drj
- â  .
(2.28)
Continuity between elements exists over an elemental 6ce (area) of a three- 
dimensional element. The node values describe the variation of the unknown variable {<j>) 
identically on the element 6ce common to adjacent elements.
Numerical Integration
The advantage of using 3-D natural coordinates lies in the ability to evaluate the 
integral equations from integration formulae. The in^lementation of Gauss quadrature for 
the numerical integration can be applied directly to the integral equations without a change 
of limits. The general form of the integral solution utilizing Gauss quadrature can be 
written as:
f .  f  /  7 , Ç ) \ i \d ^ d i ]  d C = ^ i ,^ w ,W jW ^  M i  , T ] j X k ) \ M i . ‘n j X d \  (2.29)
/-I y-i *-i
where w;, wj, Wk are the weigfrt Actors associated with the respective Gauss points 
(Pepper and Heinrich, 1992).
For a trOinear element, the number o f integration points is two per direction.
Hence, eight weighting points (2x2x2) are required to evaluate the matrix. Higher 
integration accuracy can be achieved with more points o f integration. Figure 2.3 shows
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
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the Gauss point locations for the integration scheme, where the weight Actors are 1.0 and 
Gauss point locations are ±  l/V s in each direction.
Figure 2.3 Gauss Point Locations in 3-D Natural Coordinate System
Applications to The Poisson Equation 
The finite element method has been successfully applied to practically every area in 
science and engineering. We discuss here the finite element formulation o f the Poisson 
equation in three dimensions.
The general Poisson equation is;
(2.30a)
(ff = <!> onFi. = 9  onF 2 (2.30b)
v\6ere hi = k,{x,y,z) and /  = f(x,y,z) are given functions o f position in a three-dimensional
A  A
domain H, and u and q are q*ecified functions of position on the portions F i and Fz, 
re^ectively, of the surAce F of the domain (see Fig. 2.4).
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Curve between the two 
boundary surfaces
Figure 2.4 Three-dimensional domain for Poisson equation 
Applying the Galerkin procedure to Eq.(2.30), one obtains:
(2.31)
Utilizing Green’s theorem, Eq.(2.31) becomes
I k  —  ----------------- — ------- -  + k ~\^d^<l>\=\^N,fdxdyck-¥i^Ntq„ds (2.32a)
where
M  , àift d(ff
(2.32b)
Clearfy, the primary variable is <p and the secondary variable is q„ . Equation (2.32a) can 
be written in matrix equivalent form as:
= m  (2.33)
where =  I 3 N , » i , ̂ âc ck  ̂ dy dy  ̂ dz âz 
and f = ^  NJdxdydz + ̂  Nfq^ds
( J. N. Reddy, 1993).
■jiafydk (2.34a)
(2.34b)
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Atmospheric Boundary Layer Concept
Ih the case o f fluid motions for which the measured pressure distribution nearly 
agrees with the perfect-fluid theory, the influence of viscosity at high Reynolds numbers is 
confined to a very thin layer in the immediate neighborhood of the solid sur&ce. In that 
thin layer the velocity o f the fluid increases from zero at the sutfrice (no slip) to its full 
value which corresponds to external frictionless flow. The layer under consideration is 
called the boundary It^er. For atmospheric motion, an atmoq*heric boundary layer can 
exist, similar to boundary layers commonly found in engineering problems.
Figure 2.5 represents diagrammatica% the velocity distribution in such a boundary 
layer along a sur&ce, with the dimensions across it considerabfy exaggerated. In front of 
the leading edge of the sur&ce the velocity distribution is uniform. With increasing 
distance from the leading edge in the downstream direction the thickness, 5, o f the 
retarded layer increases continuous^, as increasing quantities o f fluid becomes affected.
Q a
Figure 2.5 Neutra% Stratified Boundary Layer Over Uniform Terrain
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For laminar flow in the boundary layer, the thickness o f a boundary layer which has 
not separated can be estimated in the following way for small scale flows (H. Schlichting, 
1979).
The dimensionless boundary-layer thickness, referred to the length of the surâce, /, 
becomes;
(2.35)
4 ^
i^ere  Ri denotes the R ^ o ld s  number related to the length o f the sur&ce, / ,  v is 
kinematic viscosity, and U is the velocity outside the boundary layer.
Instead o f the boundary-layer thickness, another quantity, the displacement 
thickness ôi, is sometimes used. Fig. 2.6. It is defined by the equation
(2.36)
^ ^ i= \ lu - u ) d y (2.37)
Figure 2.6 Diqilacement Thickness 6% in A Boundary Layer
The displacement thickness indicates the distance by wMch the external streamlines 
are shifted owing to the formation of the boundary layer, hi the case of a plate in parallel
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flow and at zero incidence such as atmo^heric flow, the di^lacement thickness is about 
1/3 of the boundary-layer thickness 6 given in eq. (2.35).
hi the case o f steady flow, the boundary layer equations for three-dimensional flow 
are written as:
ài
ÔU du du I dp ( d^u d^u
(2.38b)
with the boundary conditions:
z = 0: u = 0, V = 0, w = 0; at z = oo : u = U«, v = V«, (2.39)
It is necessary to prescribe, in addition, a velocity profile at the initial section, x = xo, say, 
by indicating the function u(xo, yo, z). The problem is thus seen to reduce itself to the 
calculation of the further change of a given velocity profile with a given potential motion.
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AN OBJECTIVE ANALYSIS FOR 3-D WINDFŒLDS
Numerical solution of the foil Navier-Stokes equations is not feasible in a 
production code for predicting 3-D windfields. The sinqilest approach for generating a 
gridded wind field is to use interpolation of qiarse measurements as the first step, followed 
by use of objective analysis to adjust wind vectors at each grid point within the 
computational domain.
Earfy methods o f divergence reduction involved point-iterative methods and/or 
variational calculus with Lagrangian muk^liers to adjust velocities ( Pepper and Kem, 
1976; Sherman, 1978; and Pielke, 1984). Such techniques are relatively simple to employ, 
and allow quick estimates o f the flow field to be generated. However, the flow field is 
critically dependent on empirically chosen constants, and velocities at region boundaries 
can force the nature o f the interior flow solution (Pepper and Brueckner, 1992). Most of 
these earfy works did not account for sur&ce topography accurate^, and did not employ 
terrain-following coordinate systems.
In this thesis, the region boundaries of the Nevada Test Site, vertical extent, and 
basic grid cell size are first selected. Such cell sizes are dictated by the terrain irregularity, 
horizontal sur&ce area, and vertical height (generally of the mixing layer). Once the grid
20
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has been generated, sur&ce level velocity measurements and upper level wind data are 
interpolated to produce initial values at each computational node point. The final step is 
to adjust the interpolated velocity field using the finite element method to minimise 
divergence of the flow field.
Surface Mesh Generation
The sur&ce topography is constructed flom measured elevation data. The 
topographical elevation data of any region within the U. S. can be found fî om DEM files.
The Nevada Test Site (NTS) is located in southern Nevada just north o f Las 
Vegas (see Fig. 1.1). The locations of Nevada Test She tower stations are shown in Fig. 
1.2, and listed in Table 3.1. The NTS is located within the area defined by west longitude 
115.5° to 116.5°, and north latitude 36.5° to 37.5°. This region is located in the center of 
DAM files 11636, 11736, 11637 and 11737, as shown in Fig. 3.1.
38
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Figure 3.1 The Nevada Test She Location
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Table 3.1 Current Permanent Meda Stations of The Nevada Test Site
M
E
D
A
.........LOCATION. . .
NAME SYMBOL
R
E
A
LATITUDE 
DEC MIN
LONGITUDE 
DEG MIN
SEC
ELEV
FEET
1 Area 1 AOl 1 37 1.65 116 5.50 4150
2 Area 2 A02 2 37 8.35 116 6.35 4400
3 Area 3 South A3S 3 37 0.25 116 1.90 3960
5 Well 5B W5B 5 36 48.10 115 58.00 3090
6 Yucca Flat UCC 6 36 57.50 116 2.80 3920
7 Area 20 South 20S 20 37 10.25 116 25.90 5600
8 Area 12 East 12E 12 37 11.20 116 7.90 4910
9 Area 9 AO 9 9 37 8.15 116 2.40 4230
10 The Monastery MON 6 36 56.40 116 4.75 5150
11 Area 11 All 11 36 57.20 115 57.55 4120
12 Area 12 Mesa A12 12 37 11.50 116 12.90 7500
13 Area 5 North A5N 5 36 51.10 115 57.65 3170
14 Area 14 A14 14 36 58.05 116 10.45 4710
15 Gate 700 700 10 37 11.40 116 1.15 4470
16 BJY Tower BJU 1 37 3.75 116 3.15 4080
17 Buster Jangle Y BJY 1 37 3.75 116 3.15 4080
18 Area 18 A18 18 37 6.15 116 18.55 5040
19 Area 19 A19 19 37 16.20 116 19.25 7030
20 Pahute Mesa 1 PMl 20 37 15.35 116 26.10 6570
22 CP Heliport CPH 6 36 56.10 116 2.85 4030
23 Mercury MER 23 36 39.50 115 59.75 3740
24 Yucca Mountain YMT OS 36 49.60 116 27.95 4865
25 Area 25 South 25S 25 36 40.50 116 24.60 2750
26 Area 25 East 25E 25 36 48.65 116 15.00 3740
27 Area 27 A27 27 36 46.20 116 6.25 4530
28 Device Assembly DAF 6 36 53.55 116 2.25 3630
29 Area 25 North 25N 25 36 54.00 116 16.70 4720
30 Area 30 A30 30 37 0.45 116 22.54 5240
31 Rachel RAC OS 37 39.75 115 46.85 4775
32 Ella Mountain EMT OS 37 27.50 114 27.50 7480
33 Kawich Valley KVY OS 37 4-2.85 116 9.30 5780
34 Tonopah FFA FAA OS 38 6.35 117 10.85 7130
35 Tonopah Test Range TTR OS 37 48.00 116 45.50 5480
36 Nellis Range 63 R63 OS 36 32.50 115 32.00 3100
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For each DAM file, there are 1201x1201 nodal elevation values. The elevation data of the 
NTS region can not be obtained fî om one DEM file directfy. A FORTRAN code was 
developed to open each of the DEM files, and then assemble them to yield 2401x2401 
elevation data. The central region o f 1201x1201 elevation data points(NTS region) was 
selected, and the coordinates changed to x-y coordinates where the x-direction is East- 
West and y-direction is North-South. Node ( 116.5°, 36.5°) is node(0, 0) in the x-y 
coordinate system. Because of memory limitation with UNIX, 1201x1201 elevation data 
points can not be fully utilized in the calculation. Instead, a region o f25x25 elevation data 
is selected for the preliminary surface topography o f the NTS region. A three-dimensional 
terrain plot of the NTS region is shown in Figure 3.2a. A two-dimensional (top) view of 
the mesh o f the NTS region is shown in Figure 3.2b. The horizontal sur&ce grid consists 
o f25x25 nodes with approximately 3800 m spacing between nodes in the x-direction and 
4700 m pacing between nodes in the y-direction.
Figure 1.2 shows two-dimensional topographic contours o f the NTS with tower 
locations as indicated from the Air Resources Laboratory, National Oceanic and 
Atmoq)heric Administration - Nevada Operations Office (NOAA-NVOO). Based on 
Table 3.1 and Figure 1.2, 27 towers are located in the NTS region. Only 15 tower 
stations were available for use with the weather record in 1993, which was used for the 
test case in this study. These 15 towers are not located at the orthogonal mesh grid points 
within the NTS region. Hence, the sur&ce mesh o f the NTS region was ahered so that the 
15 towers wiH be located at nodal points. Figure 3.3 shows the top view o f the two- 
dimensional mesh with the 15 towers at the nodal points.
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Figure 3.2a A 3-D Terrain o f NTS Region
Figure 3.2b A Top \^ew  of NTS Region Orthogonal Mesh
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Figure 3.3 Non-orthogonal Mesh with IS Towers As Grid Points in NTS Region
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Three Dimensional Mesh Generation
Four separate horizontal layers are generated above the ground, hichiding the 
sur&ce layer, a five layer, 3-D hexahedral mesh is required. Layer-1 is the sur&ce. Layer- 
2 is the tower layer. Since the heights of the towers in the NTS region are 10 meters 
above the ground, Layer-2 is set 10 m above the sur&ce layer. Layer-3 is set SO m above 
the sur&ce layer. Layer-4 is 300 m above the sur&ce layer, and Layer-S is 1000 m above 
the sur&ce layer. A 3-D mesh generation FORTRAN code was developed to generate the 
nodal points and element connectivity. The sur&ce mesh data file is used to initialize the 
mesh generation scheme. A total of 312S nodes and 2304 elements is created for the 3-D 
mesh o f the NTS region (see Fig. 3.4a). Rg. 3.4b shows a 2-D cross sectional view o f the 
NTS mesh for perfective.
z
Rgure 3.4a Three Dimensional Mesh o f The NTS Region
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Figure 3.4b 2-D Cross Sectional View ofThe NTS Mesh 6*r Perfective
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Initiai Surface Windfîeld Generation
The sur&ce wind field is constructed fiom the measured data ( converted to u and 
V conf onents) by interpolation over the inirial mesh using inverse distance-squared 
weighting ( Pepper and Kem, 1976 ). A fixed radius o f influence R is f  ecified Wdch 
indicates the distance beyond ^ ^ch  the influence of a station’s value is no longer fek 
(Pepper and Brueckner, 1992). The influence of gross terrain features (mountain ranges, 
etc. ) is easily accounted for utilizing s in f le differences to initially f  ecify velocity 
conf onents within the confutational domain.
The Formulation of Tower Data 
As a test of the sur&ce wind field calculation procedure, the windfield record of 
tower station data for 1993 was selected as the reference data set for the interpolation 
over the mesh, as shown in Fig. 3.5. The meteorological data were obtained every fifteen 
minutes. The average of the measured data for each tower during the time interval from 
1:00 am to 1:45 am on Jan. 1, 1993 was chosen. A FORTRAN code was developed to 
read these data records from magnetic tape and calcu&te the average. Table 3.2 lists the 
wind fe e d s  and directions of the fifteen towers. A top view of the tower locations of the 
wind vectors within the NTS region is shown in Rg. 3.6.
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Table 3.2 The Wind Speed Records of NTS Towers on Jan. 1, 1993
Time 1:00 1:15 1:30 1:45 Average
Tower
No.
Speed Direction Speed Direction Speed Direction Speed Direction U V
2 6 313 7 311 6 319 6 13 -3.07378 4.75530
5 1 336 1 273 3 156 1 134 0.13399 -0.61762
6 1 359 1 193 1 348 3 348 -0.27190 0.98376
9 3 31 4 9 4 15 3 102 1.53490 2.44137
11 1 103 2 151 1 96 2 23 0.93056 -0.05863
14 6 295 7 296 6 295 5 296 -5.42204 2.56880
15 3 43 7 95 7 98 9 103 6.18073 -0.34854
17 4 356 3 17 5 18 3 355 0.46464 3.65042
18 5 12 4 18 4 24 4 14 1.21697 4.05778
20 1 161 1 152 1 147 1 158 0.42980 -0.89800
23 4 65 6 37 5 49 4 28 3.22068 3.32493
24 10 107 10 108 9 115 9 111 8.91134 -3.25202
25 7 33 8 38 8 50 7 44 4.93017 5.58996
26 8 92 10 97 9 85 10 98 9.19773 -0.51872
27 9 38 9 37 8 56 8 65 6.20779 5.53635
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Figure 3.6 A Top View of Tower Wind Vectors In NTS Region
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Tower Layer (Layer-2) Velocity Generation 
Once the tower data was read, an inverse weighting was performed around each 
tower for the tower layer (Goodin, et al, 1979). Velocities o f the grid points near towers 
are calculated based on the value of the tower, uhich decays as 1/r̂  with distance from the 
tower. Thus,
r< R
The velocity at a grid point becomes:
u(x,y) = fr ( r )u ,^ (x „ y j  (3.2a)
v{x,y} = fF (r)v,^{x„y,}  (3.2b)
wâiere r = -J(x -  x ,y  , r is the radial distance between the node(x, y) and the
tower(xt, yt); if  r > R , u(x,y) =0, v(x,y) =0 ( R is the radius o f influence, R = 24 km in this 
model) ; (xt, y j is the tower location which is the closest tower to the node(x, y); Ut and Vt 
are the tower velocity in the x-direction and y-directiorL
Divergence Reduction of the Tower Layer 
The tower layer flow field is established by using actual tower values. The 
interpolated layer velocities must be checked to minimize divergence, le ., try to ensure
that V -F = 0.
A sHghtfy modified version of a simple five-point filter is used to smooth the tower 
layer values. The new value at a given point is the average o f the value at the point and
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
33
the values at the four nearest points. The equation for smoothing is;
~ (3-3)
~ (3-4)
where aic is a parameter which allows the user to keep the measured velocity at station k 
fixed (ctk = 1) or keep only some o f its original influence (a t < 1); this parameter is zero at 
all non-measuring station points; u;j and v;j are horizontal velocities o f the tower layer.
Note that uy and Vÿ can not be used in the finite element method in a structured mesh 
mode; u(i) and v(i) are used instead, where i is node number, as defined by its nodal 
connectivity within an element. Equations 3.3 and 3.4 can be written:
m(/)'̂ ‘ = 02{u{iy + u{i +1)" + u{i -1 )" + u(i +ncolum)" + u{i -  n c o lim y ){ \-a* ) + a^u{i)"
(3.5)
v(/)"*‘ = 02(v(/)" +v(/ + l)" +v(/-l)" +v(/+nco/ttffi)" +v(/-/ico/ttm)")(l-at) + ajV(/)"
(3.6)
where ncoltan is the column number within the tower layer (see Fig. 3.7 ).
u(i + ncohim)
u(i) u (i-l)
(1) (2)
u(i)
(3) (4)
u (i+ l)
u(i - ncohun)
Figure 3.7 S Point Stench (numbers in paraithesis denote element)
This first step is designed to reduce as much o f the anomalous divergence as 
possible. The number of passes through the smoothing step is related to the relative
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atm of heric stability at that layer and is determined empirical^. A check o f the 
divergence is determined by the relative error, s;
s  = -  «(/)" and e  = -  v(/)" (3.7)
where n+1 is the unknown value, and n is previous value.
If  max. e < 10^, the procedure is converged and smooth velocities for this layer are 
formed; else let u(i)“ = u(i)^\ v(i)“ ==v(i)"̂  ̂and return to eqs.(3.5-3.6) until e < 10"*. Figure 
3.8 shows the interpolated tower layer windfield for the NTS region.
Figure 3.8 Interpolated Tower Layer (10 m) Windfield for NTS Region
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Upper Layer Windfield Generation
There has not been a very reliable method to calculate upper layer winds based on 
tower layer wind data. In the past, most have used r ' weighting to produce a smooth 
upper layer wind field (see Sherman, 1978; Pepper and Brueckner, 1992). In this project, a 
boundary layer technique is introduced to calculate the i^per layer wind field. The top 
layer ( 1000 m) is assumed as the height of the atmoq>heric boundary layer. The velocity 
in the top layer is assumed constant, e.g. Utop =10 m/s, Vtop = 6 m/s (based on tower 
velocities in Table 3.2). For an irregular terrain, the following approach is used to obtain 
upper layer wind flow based on tower layer values and top layer values.
Upper Layer Velocity Generation 
The velocity at a grid point within the iq>per layer (Layer-3 and Layer-4) is 
calculated using the velocity of the grid point which has the same horizontal location on 
the tower layer and top layer velocity through a single linear equation (see Fig. 3.9):
or
U to p  ( V to p )
Figure 3.9 Formulation of linear Equation
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
36
The upper layer velocity can be calculated as:
u(x,y,z) = (3.8)
t̂ap t̂ow
v(x,y,z) = (v„p(x,y ,z„^)-vX x,y,z,^)]y  +Kop(x,y,z,^) (3.9)
t̂op t̂ow
where (u,v) is the i^per layer velocity, and (ut, Vt) is the tower layer velocity.
Divergence Reduction Of Upper Layer 
For this particular model, a slightly modified version of a simple three-point filter 
is used in the vertical direction to smooth the i ^ e r  layer values. The new value at a given 
point is the average of the value at the point and the values at two adjacent points in the 
vertical direction. The equation for smoothing is:
“(0"^^ = ^(«(0" + “(/ +ngT + « (i-n g y )  (3.10)
v(0""‘ = j(v (/)" + v(i+ ngr + v(.i-ngr)  (3.11)
where ng is the number o f the node on the ground (there are 625 ground nodes). 
Divergence is likewise determined by
5 = tt(i)"^‘ -« (/)"  and ff = v(0"^‘ -v (/)" (3.12)
where e ^ 10"̂ .
A FORTRAN code wras developed to calculate the sur&ce wind field and upper 
layer wind field. Figure 3.10 shows the initial FORTRAN program flow chart.
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INTITALFOR
[ read initial data ]
calculate u,v
calculate u,v
ifs  < 10-̂  
caUpiintf
ifs  < 10"* 
can iqiperlayer
check the convergence 
o f iq>per layer
calculate initial velocities 
o f i^per layer
calculate initial velocities 
on tower layer
check the convergence 
o f tower layer velocities
Figure 3 .10 The Initial Fortran Program Flow Chart
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
38
Vertical Velocity Generation
The vertical wind velocity is not a connnonty observed variable in meteorology, 
and its estimation appears as one o f the most difficult problems for modeling studies. The 
vertical velocity is an integral conq>onent of the three dimensional structure o f the 
atmoq)heric motion and encountered in many diagnostic and prognostic problems. The 
shiniest method for the computation o f the vertical motion is the integration o f the mass 
continuity equation usrug the large scale horizontal wind observations and accounting for 
the divergence correction.
The continuity equation is: ^ + ^ + ^  = 0 (3.13)
ac oy ai
In this thesis, a single difference version o f Eq.(3.13) is used to calculate vertical 
velocities. Le.,
u{i +1) -  «(/ - 1) v(/+ ncoltim) -  v(/ -  ncoltan) h'(/) -  w{i -  ng)
x (/+1) -  x (/-1 ) y{i-^ ncoltan)-y{i-ncolim ) z { i ) - z i i -n g )  
Thus, the vertical velocities are obtained as:
= 0 (3.14)
^ z ( i ) - z ( i - n g ) )
«(/ + 1)- « ( / - ! )  v(/ ncoltan) -  v(/ -  ncoltan)
w i w i ng +1) -  x(/ -1 )  ^  y ( i+ ncoltan) -  y{i -  ncoltan)^
(3.15)
where ng is the number o f the node on the ground and ncoltan is the number o f the 
column in the tower layer.
A short FORTRAN subroutine is used to calculate vertical velocities at all the 
nodal points based on Eq.(3.15) and horizontal velocity values, u and v. At this point, the
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initial 3-D wind field in NTS region is now generated.
The Adjustment Of The Windfield 
Model Descrÿtion
A mass-adjusted, three-dimensional wind field model was first developed and put 
into production use to provide wind fields for the ADPIC pollutant tran^ort model 
(Lange, 1978). The theoretical basis for this model was originally developed by Sasaki 
( 1958, 1970a,b). The general variational anafysis formalism d ^n es an integral fimction 
whose extremal solution mininii7.es the variance o f the difference between the observed 
and anafyzed variable values, subject to physical constraints i\hich are satisfied exactly or 
approximately by the analyzed values. Subsidiary conditions that are to be satisfied 
exactfy are known as strong constraints; conditions that are inçosed approximately are 
weak constraints. A minimal solution exists when the number o f strong constraints is less 
than the number o f variables. For this model a function is needed to minimize the variance 
of the difference between the adjusted values and the original values, subject to the strong 
constraint that the three-dimensional anafyzed wind field is nondivergent. Euler-Lagrange 
Methods and minimization are discussed in Appendix A.
The qiecific fimction used in this study is:
£(«,v,w,>l) = (  a^iu-u^Ÿ +a*(v-Vo)^
(3.16)
where u, v, w are the adjusted velocity components in the x, y, z directions, respectively;
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«ft Vft Wo are the corre^onding observed variables; X(x, y, z) is the Lagrange nnihiplier, 
and values o f a, are Gauss precision moduli taken to be: f  (where the values of
2(Jt
<ji are observation tower errors and / or deviations o f the observed field firom the desired 
adjusted field ).
Identical Gauss precision moduli are assumed fi>r the horizontal directions, x and 
y. While distinctions can be large between horizontal and vertical directions, distinctions 
between the x and y coordinates are minimal The associated Euler-Lagrange equations 
whose solutions minimize Eq. (3.16) are:
1 âX
' 2 a l âx
1 dX
1 âX
^  2 a l dz
(3.17)
(3.18)
^  = (3.19)
with the continuity equation given as:
$ 4 4 -
The equation for X is derived by differentiating equations (3.17)-(3.19) and substituting 
the results into the continuity equation, giving:
^  = (3.21)âr \âc dy â:
i^ c h  is a Poisson equation for the mnltçlier, X.
While this technique is a stable deterministic procedure for producing a three-
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dimensional nondivergent wind field over complex terrain, the appropriateness o f the final 
wind field is dependent on the qiecifications o f a i and az. Using an interpolated wind 
field given by random errors added to a nondivergent wind field, a series of numerical 
experiments were conducted for various ratios and values o f a i and az (Sherman, 1978). 
These experiments showed that the assumption o f zero initial vertical velocities is 
reasonable if the atmo^heric conditions are near neutral The assunqition is not valid 
when strong convective activity exists. The value of (a i/a z f should be proportional to 
the magnitude of the expected (w/uf. If  this ratio is large, the adjustment is 
predominant^ in the vertical component. If it is smaller, the horizontal adjustment 
dominates (Sherman, 1978). In this study, the values of a i and az were taken to be 0.01 
and 0.1, re^ectivefy.
Boundary Conditions of The Model 
Either the nmttçUer, X, or the normal velocity component variation, must be zero 
on a boundary. Specifying both over-^edfies the problem and violates the conditions for 
solution uniqueness. When X is zero on a boundary, the normal derivative of A. is, in 
general, not zero. Thus, an adjustment o f the observed velocities results from Eqs. (3.17)-
(3.19). A non-zero adjustment o f the velocity conqionent normal to the boundary implies a 
change in the amount o f mass entering or leaving the volume. Therefore, the boundary 
condition X, = 0 is appropriate for open or “flow-through” boundaries. A constant value 
for X. on an open boundary also inqilies no adjustment is made in the non-normal velocity 
components, since the non-normal derivatives of X. are zero.
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If  the variation of the normal velocity component is zero on the boundary, the 
adjusted value o f the normal velocity must be the observed value. From Eqs. (3.17)-
(3.19), it is apparent that setting the normal derivative of A, equal to zero on the boundary 
^ecifies no variation of the normal velocity conq>onent at that boundary. If  the observed 
normal velocity is zero, this boundary condition inq>lies no transport o f mass across the 
boundary. Therefore, the condition àXIdn = Ois used for closed or ‘'ho-flow-through” 
boundaries. Figure 3.11 shows boundary conditions o f this model
A = 0, u = Utop, V = Vtop
A = 0 A = 0
A = 0 --------
ôXydn = 0, u  = 0, V = 0, w  = 0
Rgure 3.11 Boundary Conditions of The Model
Application of The Finite Element Method 
Equation (3.21) is a Poisson equation solved for the multq>fier A,. Appfyingthe 
Galerkin weighted residuals technique, Eq.(3.21) becomes:
l~  âc^
Equation (3.22) can be written in matrix equivalent form as [K]{A.}={f},
(3.22)
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where
and
K =  I dtf, 3 1  j cN, 3 f jâc âc U î J (3.23)
dxcfydz
âc ^  â  )
with {X}={^} in Eq.(2.30). Note that the relation has been “weakened” to a first order 
equation. The boundary condition flux for A, is automatically assumed to be zero in the 
finite element procedure, which is ideal for this problem.
A Cholesky decomposition method is used for the matrix solver. Hexahedral 
elements are generated requiring the use o f 2x2x2 Gauss point quadrature integration.
(3.24)
Check o f Divergence 
Once A. is calculated, the velocity components are adjusted (except for the tower 
values and ground values) through Eq.(3.17)-(3.19). A check of divergence is again 
determined by;
6u(i) = u(i)-Uo(i) (3.25)
e,(i) = v(i)-Vo(i) (3.26)
ew(i) = Mi)-^o(i) (3.27)
ex(0=UO-UO  (3.28)
If any one of these Gm« > lO"*, then Uo(i)=u(i), vo(i)=v(i), wo(i)=w(i), Xo(i)=X(i) and the 
solution returns to  Eq. ( 3.22) until Gm« ^  10"*. A FORTRAN based, 3-D finite element 
code was written to solve for the Xs, and the adjustment of wind field. Fig. 3.12 shows 
the program flow chart for the 3-D windfield adjustment.
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3-DWIND.FOR
MAIN
start conmutatioii
INITIALIZE 
quadrature setiq) 
calculate element vohim 
^ calculate bandwidth ^
calculate Gauss points
I
calculate stifBiess matrix
boundary conditions
( time steps
T
calculate potential (A.) function 
and backsubstisute
calculate velocity correction
T
check for residual in 
overall flow field
ifs„«>10-^,AK, = A.
Uo=U, Vo = V, Wo = W
ifGm«^ 10"*, 
call print, call printf:— I.
print- 
x,y,2 ,u,v,w,A.
; z = = r z = z :
printf>write 
x,y,z,u,v,w,A. 
to data set
Figure 3.12 The Program Flow Chart for The 3-D Wndfield Adjustment
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Computing Methods
All the images and calculations of the 3-D velocity field were performed on the 
CRAY YMP/2-216 Superconqmter located in the National Supercomputer Center for 
Energy and Environment (NSCEE) at UNLV. Memory required on the Cray YMP was 
about 100 megabytes. Tecplot and Reldview software were used to graphical^ diqilay 
results. This method was first used to solve 3-D air flow over a cavity, and then 
subsequent^ used to solve 3-D wind flow over the NTS region (Pepper and Brueckner, 
1992).
For solving 3-D cavity problems, the IN1T1AL.FOR code converged within one 
minute before 45 time steps. The 3-DWIND.FOR code converged within 5 minutes 
before 500 time steps.
For solving 3-D wind flow over the NTS region, the INH iAL FOR code 
converged within 4 minutes before 350 time steps. The 3-DWIND.FOR code converged 
about 20 minutes after 3600 time steps.
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CHAPTER 4
RESULT
3-D Cavity Problem 
In this study, a 3-D cavity model was first performed to verify and test the 3-D 
finite element model 3-D air flow over a cavity was simulated as shown in Fig. 4.1 (a,b). 
The 3-D diagnostic wind flow model was used and results conçared with a fiifl, viscous, 
incompressible Navier-Stokes solution, as shown in Fig. 4.2 (a,b). The Rtynolds number 
was Re = 100. Utihang the full viscous results, some node values were selected as “tower 
values” and used for the 3-D cavity problem A total of five tests of the 3-D cavity 
problem were performed.
Fig. 4. la shows the boundary conditions for the cavity model Fig. 4. lb shows 3-D 
air flow over the cavity. Fig. 4.2a shows 2-D velocity result o f Navier-Stokes solution, 
and Fig. 4.2b shows streamlines o f the Navier-Stokes solution.
46
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u = I , v = 0
A = 0
L,
u = 0, v = 0
Figure 4. la  Boundary Conditions of Cavity Model
F i^ e 4 .1 b  3 -D Air Flow Over a Cavity
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Figure 4.2a 2-D Velocity Result of Navier-Stokes Solution
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m
m p  i#  I
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1 : 1  1
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0 5 10
Fig. 4.2b 2-D Streamlines ofNavier-Stokes Solution.
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Test-1 was conducted for the 3-D cavity problem just using the 3-D windfield 
adjustment code, and the boundary conditions. Initialization was not run to obtain initial 
velocities. In this test, the adjustment code was used to solve the equation for potential 
flow instead o f solving the diagnostic Poisson equation. Figure 4.3 shows the resuks of 
the potential flow solution.
In Test-2, the flow within the 3-D cavity was first calculated by hiitial FORTRAN 
code (see Fig. 3.10) with boundary conditions, and initial velocities generated within the 
cavity. The adjustment code was used to solve the diagnostic Poisson equation. Fig. 4.4 
shows results o f Test-2. Conq>aring the plots o f Test-1 and Test-2 shows the distributions 
o f the velocity streamlines were quite dififerent. In Test-1, streamlines flowed along the 
wall o f the cavity, there is no air circulation within the cavity (see Fig. 4.3). In Test-2, 
circular streamlines are fi)rmed within the cavity (see Fig. 4.4).
Based on Test-2, one tower vector was interpolated in the cavity for Test-3. Two 
tower vectors were interpolated in the cavity for Test-4, and three tower vectors were 
interpolated in the cavity for Test-5. These fixed nodal values were selected flom the full 
viscous solution. Fig. 4.5 shows 3-D cavity results with one interpolated tower. Fig. 4.6 
shows 3-D cavity results with two interpolated towers, and Fig. 4.7 shows 3-D cavity 
results with three interpolated towers. Comparing the plot of Test-2, Test-3, Test-4 and 
Test-5, the results o f these tests show that the shapes o f streamline distributions were 
changed. Wkh increases in the number o f interpolated towers, the shapes of streamlines 
are close to the plot of 2-D Navier-Stokes Solution (Fig. 4.2b).
From results o f these tests for 3-D cavity problem, we can see that initialization is
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very m çortant in the process o f solving the problem. The accuracy o f the resuks 
calculated by the 3-D diagnostic method was affected by the number of towers. The 
resuks became more accurate wken more towers were selected.
g
IL
3-D cavity problem 
adjusted only with 
boundary condition, 
(without initialization)
Figure 4.3 3-D Cavity Problem Adjusted Only With Boimdary Condition 
(Vflthout initialization)
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
51
3-D cavity problem 
adjusted with boundary 
condition and initialized 
data with no tower.
Rguie4.4 Streamlmes for Test-2
3-D cavity problem acgusted 
with boundary condition and 
initialized data with one tower. 
Xa = 8.8889, Zü = 7.7778 
Uu =  -0.0309, w,i = -0.246
Rgure4.5 Streamlmes for Test-3
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Tiwwr 2
To««r2
To*mr3
3-D cavity problem adjusted 
with boundary condition and 
initialized data with two towers. 
Xti = 8.8889, Zti ~  7.7778 
Uu = -0.0309, w,i = -0.246 
Xg— 2.2222, Zû ~  6.6667 
Uq = 0.00536, Wû = 0.0878
Tmwr I
Figure 4.6 Streamlines for Test-4
~L
3-D cavity problem atQusted 
with boundary condition and 
inirialiyjid data with three tO^TS 
Xu = 8.8889,41 = 7.7778 
Uu = -0.0309, Wu = -0.246 
Xfl= 2.2222, Ze = 6.6667 
Ua = 0.00536, Wb = 0.0878 
Xu= 5.5556, Zu = 4.4444 
Uu = -0.0997, Wo = 0.00646
Tower 1
Figured.? Streamlines for Test-S
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3-D Wind Flow Over NTS Region 
The wind field adjustment program converged after 3600 time steps for the NTS 
region. Fig. 4.8 shows the 3-D wind field vectors with topographic contours. Fig. 4.9 
shows the top view o f the tower layer (Layer-2) wind field. Fig. 4.10 shows the top view 
o f the 50m layer (Layer-3) wind field, and Fig. 4.11 shows the top view of the 300m layer 
(Layer-4) wind field. This problem also was calculated by Gayle Si^jyama and Stevens 
Chan at Lawrence Livermore National Laboratory (LLNL) using the LLNL finite element 
model (based on a structured mesh and interpolated tower location), and a terrain 
following finite difference method.
Appendix B shows resuhs of the LLNL work. Conqiaring plots of the results, 
flow simulations are similar even though they basically use two different schemes.
Figure 4.8 The Result of 3-D Windfield with Topographic Contours
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o _ <
FTgure 4.9 Top )^ew of Result o f Tower Layer (10 M) Windfield
y y
✓ ^  /  r  /  /  f  y  ^  ^  ^  ^
^  ^  ^ ^  ^  ^ /  
y y y ^ ^ ^ ^ ^ ^ y y r   -------------   ^  ^  ^
t L _ ,
Rgure 4.10 Top ^ e w  of Result o f Layer-3 (50 M) Windfield
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Figure 4.11 Top View o f Result o f Layer-4 (300 M) Windfield 
From the plots o f different layers, it is clear that the windfields are different on 
different layers. The higher the layer, the smoother the windfield. Conçaring these plots 
with the results o f LLNL (see ̂ p en d ix  B), interpolated windfields o f tower layer are 
similar (see Rg. 3.8 and B-1). Adjusted windfield o f tower layer are similar (see Fig. 4.9 
and B-4). Fig. 4.10 is close to B-5.
Two tests were performed to dieck the influence o f the windfield with available 
data. Test-A removed one tower and then checked the difference o f tower locations in the 
calculated windfield with and without the tower. In this test. Tower No. 14 was removed 
(see Fig. 3.3 and Fig. 3.6). The differatces in the results are shown in Table 4.1. Fig. 4.12 
shows the interpolated windfield of the tower layer afler the tower was removed. From 
Table 4.1 and Fig. 4.12, the value and direction o f the flow at this tower location were
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altered significantly. Comparing Fig. 4.12 with Fig. 3.10, the directions of the windfields 
around the Tower No. 14 are changed, and the values are quite different. Data firom 
Tower No. 14 is very important for calculating windfields in the NTS region.
Test-B removed two towers, and the difference examined. In this test. Tower 
No. 14 and No.23 were removed (see Fig. 3.3 and Fig. 3.6). The difference in the resuhs 
for these two tower points is shown in Table 4.2. Fig.4.13 shows the interpolated 
windfield o f the tower layer after the two towers were removed. Conqiaring Table 4.1 and 
Table 4.2, we find that node Tower No. 14 is almost the same, but node Tower No.23 has 
changed significant^. Fig 4.13 looks Hke the same with Fig. 4.12. The windfields were 
not affected a lot by removing Tower No.23. This means that the calculated windfields 
around Tower No.23 are usually more smooth than around Tower No. 14. The accuracy of 
the interpolated windfields using the 3-d diagnostic method is affected more by some 
towers than others. The results generally become more accurate when more towers are 
selected.
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Table 4.1 The Conçarison Between All Towers and One Tower Removed
Velocity o f Tower No. AH Towers 
( m /s)
One tower Removed 
( m /s)
Ul4 -5.42 -0.17
Vu 2.57 1.85
U23 3.22 3.22
V23 3.32 3.32
/ V
^  ^  •  -  •  '  »  "
^  ^ /  X /  y  y # é •  ̂ ^
y  /  y y  * *■ •  »
/  y  y  y  /  /  x  <  ^  *» »
x y ^ x x x / ^ / y ^ / y y  y y  ̂  ̂  ̂  ̂ ^
x x x x x - y - y - y y ' x - y - y y y  /   ̂  ̂ ^ -» -»
Figure 4.12 Interpolated Windfield o f Tower Layer( 10 M) After One Tower Removed
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Table 4.2 Hie Compariam Between All towers and Two Towers Removed
Velocity o f Tower No. All Towers 
( m /s )
Two towers Removed 
( m / s)
Ul4 -5.42 -0.71
Vl4 2.57 1.82
Ua 3.22 0.18
va 3.32 4.06
\  I .
y y y y y
y y y y y
Figure 4.13 fiiteipolated Windfield o f Tower Layet(10 M) After Two Towers Removed
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CHAPTERS
CONCLUSIONS
The finite element method is a unique method which permits a physical domain to 
be modeled directly using unstructured grids in physical coordinates. Using simple 
modifications, the finite element method is conçetitive with finite difference schemes in 
terms of conq>utational ̂ eed  and memory.
An objective analysis tedmique is used to first initialize a 3-D wind field, based on 
available meteorological data and interpolation. A sur&ce botmdary layer technique is 
used to perform the upper level windfields. Vertical velocities are developed firom 
successive solutions o f the continuity equation. An adjustment of the mass consistent 
wind field is then obtained. The goodness o f the prediction of windfield using this method 
is verified by solving 3-D cavity problem. The influence of accuracy of the interpolated 
windfields by tower values is discussed. Compared to the LLNL method, the 
conq)utational time o f this method is foster than LLNL method. The use of unstructured 
grids to model 3-D flows appears to be very attractive.
It appears that viscous, incompressible flow can quickly be simulated utilizing a 
minimum but sufficient number o f actual data points. This method not only is good for 
atmoq)heric flow but also can be used in solving ground water problems, heat conduction, 
stress- strain anafysis, etc. The method is eq»ecia% attractive for situation where minimal
59
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data have been experimentally obtained, and there is interest in modeling flow within the 
entire problem domain.
hi the future, adaptive techniques will be used in this model Adaptive grids will 
allow the mesh to adjust for regions where steep gradients in velocity or concentration 
occur and to unadapt where the flow is uniform
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APPENDIX A
OPTIMIZATION AND EULER-LAGRANGE EQUATIONS
In ordinary calculus, minimum problems are concerned with those values o f the 
independent variables for which a given fonction attains its minimum I f  a differentiable 
fonction has a minimum at a point, then its derivative v anishes at that point. It turns out 
that this property can be generalized to the case of a minimum o f a fonctional on a normed 
space.
Euler-Lagrange equation
The most remarkable classical Euler-lagrange variational problem is to determine a 
fonction u(x) on the interval [a, b] satisfying the boundary conditions u(a) = a  and u(b) = 
and extremizing the fonctional
I(u) = ^F {x,u,u')dx  (A-1)
where u is a twice continuously differentiable fonction on [a, b] (u e ^ ([a , b])), F is 
continuous in x, u and u ', and has continuous partial derivatives with re je c t to u and u'. 
We assume that I(u) has an extremum at some u e ^ ([a , b]). Then we consider the set o f 
all variations u + tv, for an arbitrary fixed v e ^ ([a , b]), such that v(a) = v(b) = 0. Then
61
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/( tt+ ty) -  /(a ) = [F{x,u + tv,u’ + tv') -  F (x ,u, w')]ok (A-2)
Using the Taylor series expansion
F(x, M+ /V, n' +  /V') =  F(x, M, a ') + /(̂ v— + V' — J + -  
it follows from (A-2) that
F
/(a+ /v ) = /(a)+ m [r(a,v )+ — rfV(a,v) + --*, (A-3)
where the first and the second Fréchet differentials are given by
^(«»v) = j^ ^ v ^ + v '^ jta 5 c , (A-4)
tF /(a ,v ) = j ^ ( v ^ + v '^ j  (A-5)
The necessary condition for the fimctional I to have an extremum at u is that dl(u, 
v) = 0 for all v Ç ^ ([a , b]) such that v(a) = v(b) = 0, that is,
0 = fff(a,v) = J J ^ v ^ + v '^ jf l5 c . (A-6)
Integrating the second term in the integrand in (A-6) by parts, we obtain
Since v(a) = v(b) = 0, the boundary terms v anish and the necessary condition becomes
‘•V a i dcKâu').
vdx = 0 (A-8)
for all fimctions v e ^ ([a , b]) v anishing  at a and b. This is possible only if
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æ  d ( æ \  ^
-1 — -j = 0 (A-9)
d t â c \â i 
This is called the Euler-Lagrange equation.
Optimization
We consider optimization problems with a given auxiliary condition. It is often 
required to determine the fimction y = y(x) which minimizes the fimctional
= F {x,y,y')dx  = 0 (A-10)*i
subject to auxiliary condition
J iy )  = i ’̂ G ix,y,y')dx = C (A-11)
It can easily be shown that this problem is equivalent to the problem already discussed 
earlier, namely, that o f determining the fimction y = y(x) which minimizes the fimctional
h iy )  = /W  + A/Cy) = !^^[F (x,y,y) + ÀG (x,y,y)]dx. (A-12)
The constant X involved in (A-12) must be determined ftom the auxiliary condition (A-11). 
The resulting Euler-Lagrange equation is
^ ( F  + >ÎG)- —  ax |7 ( f+ A G ) = 0. (A-13)
Eq. (3.16) is formulated based on Euler-Lagrange method and minimization which 
were introduced above, hi Eq.(3.16)
F = a '^{u -u ^Ÿ  + a l ( y - v ^ f  + a l  (w -  f  (A-14)
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Eq. (3.17X3 19) were formed by using (A-13) in Eq. (3.16).
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APPENDIX B 
SOLUTION OF NTS MODEL BY LLNL
The Nevada Test Site simulation was performed by Gayle Sugjyama and Stevens 
Chan of Lawrence Livermore National Laboratory (LLNL) on August 1996. A 15-level 
model was generated using a combined finite element-finite difference method. Figure B-1 
to Rgure B-8 show the results of the NTS region calculated by Gayle Sugiyama and 
Stevens Chan.
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I t e r I S 1 r l I / I I b l 1 - 2 . 7 0 1 6 2 - 0 2 d x i /  1 X I  1 1 . 4 2 4 4 2 - 0 2
I t e r 1 6 1 r l I / I I b l 1 - 2 . 2 0 3 1 2 - 0 2 d x i ■■ 1 X I  1 1 . 0 5 0 1 2 - 0 2
I t e r 1 7 1 r l I / I I b l 1 - 1 . 7 1 2 3 2 - 0 2 i d x l ■ 1 x l  1 3 . 5 5 7 7 2 - 0 3
I t e r 1 8 1 r i I / I  b l 1 - 1 . 1 1 8 4 2 - 0 2 i d x i • '  ! X I  1 6 . 2 1 0 8 2 - 0 3
I t e r 1 9 1 r l I / I  b l 1 - 3 . 5 6 2 1 2 - 0 3 i d x l X  1 1 4 . 5 3 3 0 2 - 0 3
I t e r 2 0 1 r i I / I  b l 1 - 5 . 5 8 7 5 2 - 0 3 I d x l ; \ X  1 1 3 . 2 3 8 5 2 - 0 3
I t e r 2 1 1 r i I / I I b l 1 - 4 . 3 6 7 5 2 - 0 3 I d x l :  1 x l  1 2 . 3 5 5 9 2 - 0 3
I t e r 2 2 1 r  1 I / I  b l 1 - 3 . 8 9 4 2 2 - 0 3 d x i ■ 1 X  1 1 1 . 3 3 7 0 2 - 0 3
I t e r 2 3 1 r i I / I ; b l 1 - 2 . 6 5 1 4 2 - 0 3 '  d x  1 ;  I X I  1 1 . 4 2 8 0 2 - 0 3
I t e r 2 4 1 r l I / I I b l 1 - 1 . 8 5 4 5 2 - 0 3 I d x l / I X I  1 1 . 3 3 3 2 2 - 0 3
I t e r 2 5 1 r l I / I I b l 1 - 1 . 4 4 4 7 2 - 0 3 I d x l / I X I  1 7 . 3 0 0 9 2 - 0 4
I t e r 2 6 1 r i I / I I b l 1 - 1 . 1 2 1 7 2 - 0 3 I d x l / I X I  1 5 . 9 6 3 6 2 - 0 4
I t e r 2 7 1 r l I / I I b l 1 - 7 . 1 5 7 7 2 - 0 4 I d x l / I X I  1 4 . 3 2 0 2 2 - 0 4
I t e r 2 8 1 r l I / I I b l 1 - 5 . 8 4 7 7 2 - 0 4 I d x l / I X I  1 3 . 0 7 3 8 2 - 0 4
I t e r 2 9 1 r l I / I I b l 1 - 4 . 4 5 5 4 2 - 0 4 I d x l / I X I  1 2 . 2 2 4 2 2 - 0 4
I t e r 3 0 1 r i I / I I b l 1 - 3 . 0 0 4 8 2 - 0 4 I d x l / I X I  1 1 . 5 5 0 8 2 - 0 4
I t e r 3 1  1 i n  I / I I b l 1 -  2 . 3 8 3 4 E - C 4  
I t e r a t i o n s  t a k e n  3 2  
l l r l l / l l b l i  e r r o r  : 1 . 7 2 4 3 2 E -  
l l d x l l / l l x i l  e r r o r  : 9 . 5 9 4 1 7 2 -
I d x l
C4
3 5
/ I x l  1 1 . 2 7 8 2 2 - 0 4
F i n a l  R M S  n o r m  o f  D i v ( U )  -  2 . 2 2 9 9 3 1 2 - 0 4
M i a  D i v  ( u )  -  - 1 . 8 1 S 9 9 2 E - 0 3  i n  e l e m e n t  5 6 3
M a x  D i v  ( u )  -  1 . 5 2 8 5 0 1 E - 0 3  i n  e l e m e n t  2 9 3
M i n  D i v  ( u )  -  - 1 . 0 6 7 7 4 8 E - 0 6  i n  m a c r o  e l e m e n t  
M a x  D i v  ( u )  -  1 . 1 8 4 6 0 8 E - 0 6  i n  m a c r o  e l e m e n t
F i n a l  t o t a l  k i n e t i c  e n e r g y  • 3 3 6 0 9 4 2 + 1
M i n u . - 5 . 1 7 6 1 0 9 2 + 0 0 a t n o d e 9 0 9
M a x u - 9 . 6 1 6 9 5 8 2 + 0 0 a t n o d e  I - 0 2
M i n V - - 3 . 0 6 9 0 0 9 2 + 0 0 a t n o d e 3 2 7
M a x V - 8 . 7 3 5 1 7 4 2 + 0 0 a t n o d e 1 4
M m w - - 2 . 0 8 0 8 1 1 2 + 0 0 a t n o d e 3 2 6
M a x w 1 . 3 9 5 6 6 1 2 + 0 0 a t n o d e 3 5 0
T  1  m  1 n ? I n f o r m a  t i  c  n
4 4
5 7
M e s h ,  i n i t i a l  w i n d  f i e l d  
D i v e r g e n c e  &  m a s s  m a t r i c e s  
N o r m a l s ,  N e w  2 t ,  B C s ,  i  R H S  
F o r m  i  c e c o m c o s e  F 2 M  m a t r i x
s e c .
s e c .
s e c .
s e c .
4 . 1 8 " 2 E - 0 1
2 . 3 0 3 4 2 - 0 1
5 . 3 0 9 4 2 - 0 1
5 . 1 9 2 5 2 - 0 1
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lamda solution [sec.I ............ 9.9109E-01
jpdace wind field & oucpuc [sec.i ............  T.2907E-01
Total syscem-call time [sec. I ............  1.2893E+00
Total CPU time [sec. I ............. 3.3194E+00
Element cycle time [sec./element] ...........  5.7151E-04
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