Abstract. In this note we present our most recent advances in the automatic design of artificial neural networks (ANNs) and associative memories (AMs) for pattern classification and pattern recall. Particle Swarm Optimization (PSO), Differential Evolution (DE), and Artificial Bee Colony (ABC) algorithms are used for ANNs; Genetic Programming is adopted for AMs. The derived ANNs and AMs are tested with several examples of well-known databases. As we will show, results are very promising.
Introduction
Pattern recognition (PR) is a main topic in machine vision. If we want a machine to efficiently interact with its environment, it is necessary that the above mentioned problem is correctly solved. Many approaches to face this problem have been reported in literature. One of the most popular is the artificial neural network based approach. It consists on combining many small processors (programs) in such a way that a set of patterns under study is correctly classified or restored. An artificial neural network (ANN) can be seen as a set of highly interconnected processors. The processors can be electronic devices or computer programs. From now on, these processors will be called nodes or units. These units can be the nodes of a graph. The edges of this graph determine the interconnections among the nodes. These represent the synaptic connections between the nodes, and are supposed to be similar to the synaptic connections between biological neurons of a brain.
Associative memories, in the other hand, are special cases of ANNs. They have several interesting properties that make them preferable than ANNs, for some problems.
In this paper, we make a brief review of the main bio-inspired and evolutionary based techniques, developed by our group in the last seven years, for the automatic design of ANNs and AMs.
The rest of the paper is organized as follows. Section 2 is focused to explain the generalities of ANNs and AMs. Section 3 is oriented to explain the gegeralities about how three bio-inspired techniques: Particle Swarm Intelligence (PSO), Differential Evolution (DE) and Artificial Bee Colony (ABC) have been used with success in the design of ANNs to classify patterns. Section 4, in the other hand, is dedicated to provide the details of how Genetic Programming can be used to synthesize AMs for pattern classification as well as pattern restoration. Section 5 is devoted to present some of the obtained results. A discussion of the results is also given in this section. Finally, section 6 is oriented for the conclusions and directions for further research.
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Generalities on Artificial Neural Networks and Associative Memories
This section is devoted to present the most relevant concepts and definitions concerning artificial neural networks, from now on ANNs, and associative memories, from now on AMs. These concepts are necessary to follow the paper's reading.
ANNs
An ANN is a interconnected set of simple processing elements, units or nodes, whose functionality is vaguely based on the animal neuron. The processing ability of the net is stoked in the connections (weights) among the units. These values are obtained by means of an adapting or learning process from a learning set [1] . An ANN performs a mapping between the input vector and an output vector , by the consecutive application of two operations. The first operation computes at each node the alignment between the input vector and the auxiliary weighting vector . The second operation takes the result of the first operation and computes the mapping.
The two equations that govern the functionality of an individual processing unit net without bias are the following:
.
where the are the inputs to the neuron and the are its synaptic weights. In matrix form:
where now , , … , and , , … , .
As we can see the neuron performs the dot product between the weight vector and the input vector . The output function of the neuron is usually non-linear. In the case of the threshold logic unit proposed by McCulloch and Pitts [3] is the hard limit function or in the case of the Perceptron [3] is the sigmoid function [1, 4] .
The way the set of neurons are interconnected determines the ANN architecture. The neurons in an ANN can be connected feed-forward, sometimes they can admit side connections, even feedback.
Three elements characterize the functionality of an ANN: its architecture (the way its nodes are interconnected), the values of its weights, and the transfer functions that determine the kind of output of the net.
In section 3 we will see how for a given ANN to automatically select each of these components, and this by means of bio-inspired techniques.
AMs
An AM is a mapping used to associate patterns from two different spaces. 
If for all , , the memory operates in auto-associative way, otherwise it works as a hetero-associative operator. For each , , is called an association. The whole set of associations is called the fundamental set of associations.
Examples of AMs are the Linear Associator (LA) [5] [6] , the Lernmatrix (LM) [7] , and the morphological associative memory (MAM) [8] . Both the LA and the LM operate in the hetero-associative way, while the MAM can operate in auto and heteroassociative fashions. The LA and the LM operate with binary-valued vectors. MAMs can operate both with binary or real-valued vectors.
To operate an AM two phases are required, one of construction or designing and one of testing.
Generally, in the design of an AM two operators are required: an internal operator and an external operator. Internal operator is used to derive a partial codification of the set of patterns. It acts on each association:
, . It gives, as a result a part of the AM.
External operator , in the other hand, combines the partial results obtained by , and gives, as a result, the total mapping . As an illustrative example, let us take the case of the LA. In a first step, the LA takes each association , and produces the partial codification:
It then takes the partial matrices and produces the final mapping:
As you see from this example, the following two operations are needed to get the LA: a product between each two vectors: and , to get matrix , and a sum between matrices to the final . Recalling of a given pattern , through a designed is given as follows:
· .
In this case, recalling demands only one operation, a multiplication between the LA and the input vector. Necessary conditions for correct recall of each is that the all the are orthonormal. This is a very restrictive condition but it allows to visualize the necessary operations to operate the memory.
Automatic Synthesis of ANNs by Means of Bio-inspired Techniques
The designing of an ANN normally involves the automatic adjustment of the synaptic weights between the different neurons of the ANN. It involves also the selections of the corresponding architecture of the ANN. The selection also of the transfer function of the neurons is also, sometimes, a matter. Several methods to adjust the weights of the ANN, once its architecture has been selected, can be found in the literature. Probably, the most known in the case of arrangement of Perceptrons is the back-propagation rule (BP) [4] . It is based on gradient decent principle and, if no convenient actions are taken into account BP, generally falls into a local minimum providing an non optimal solution. Since the point of view of pattern classification this could be interpreted as a deficient learning of the ANN, and/or a bad generalization capacity.
Since several years many scientists have used evolutionary and bio-inspired techniques to evolve: 1) the synaptic weights of the ANN, 2) its architecture, or 3) both the synaptic weights and its architecture. For a good review on the subject refer, for example, to [9] [10] .
In 2009 we begun to test how bio-inspired techniques such as PSO, DE and ABC can be used to automatically select the architecture of and ANN, tune its weights and even to chose the transfer function for each neuron. In this section we give the generalities of the proposal developed by B. A. Garro. The details can be found in [11] [12] [13] [14] [15] .
PSO, DE and ABC
PSO, DE and ABC are examples of searching techniques to solve optimization problems with many optima where most standard methods will fail. Generally speaking, a bio-inspired technique is a method inspired in a metaphor of nature that takes into account the partial but powerful abilities of each of the individuals to produce a global solution for a difficult problem. A typical problem to solve is searching for food. For example, the individuals of the colony of ants experiment hanger but they do not know where the food is. A subset of the ants go in all directions inside their territory searching for the precious product. Ants communicate among themselves by so-called pheromones. Once an ant our a group of ants find the desired food, they communicate to the other. The information goes back as a chain to the nest, the collector ants then go for the food. Details about the functioning of PSO, DE and ABC can be found in [16] , [17] , and [18] , respectively.
Garro's Proposal
The problem to be solved is stated as follows: Given a set of input patterns , , … , , and a set of desired patterns , , … , ,
, find an ANN represented by a matrix , such that a function defined as , , is minimized. In this case is the maximum number of neurons MNN; it is defined as 2 . Each individual ANN is codified as a matrix as follows:
It is composed by three parts the topology (T), the synaptic weights (SW), and the transfer functions (F).
The aptitude of an individual is computed by means of the MSE function:
This way, all the values of matrix are codified so as to obtain the desired ANN. Moreover, each solution must be tested in order to evaluate its performance. For this, it is necessary to know the classification error (CER), this is to know how many patterns have been correctly classified and how many were incorrectly classified. Based on the winner-take-all technique the CER function can be computed as follows:
In this case, is the number of well classified patterns and is the total number of patterns to be classified.
Additionally, if we want to minimize the number of connections of the ANN, we would also make use of the following function:
In this case is the number of connections of the ANN, while ∑ , is the maximum number of connections generated with neurons. When functions 1, 2 and 3 are combined, we get the two functions to be optimized:
The six transfers functions used by Garro are the logsig (LS), tansig (TS), sin (S), radbas (RD), pureline (PL), and hardlim (HL). These functions were selected for they are the most popular and useful transfer functions in several kinds of problems. In section 5 we will see how these two functions can be used to automatically synthesize an ANN for a given classification problem.
Automatic Synthesis of AMs by Means of Genetic Programming
Until 2005 all the AMs models found in literature (more or less 30) have been produced by a human user. In 2009, J. Villegas arrives to an original solution where, for the first time, he proposes a methodology for the automatic synthesis of AMs for pattern restoration. In this section we provide the generalities of this proposal. In [19] [20] , the reader can find the details.
Genetic Programming
Genetic programming (GP) as conceived and developed by J. R. Koza is an evolutionary algorithm-based methodology inspired by biological evolution to find computer programs that perform a user-defined task [22] [23] [24] [25] . It is a specialization of genetic algorithms (GA) where each individual is a computer program. Therefore, GP is a machine learning technique used to optimize a population of computer programs according to a fitness function determined by a program's ability to perform a given computational task. The idea behind GP is to evolve computer programs represented in memory as tree structures. The way to modify the threes is by crossing or by mutation. This way we can evaluate the performance of the trees. At the end of the process we will have the winner tree or winner trees. To generate a solution, GP operates onto two sets (a terminal set, TS, and a function set, FS) and a fitness function FF. At the end of the evolving process GP delivers one or more solutions as programs that solve the problem.
Villegas' Proposal
We have seen that to operate an AM two operators are required, one for designing the memory and for testing the memory. Let us design these operators as follows: , for designing operator or codifying operator and , for testing operator. The general idea of the technique proposed by Villegas to automatically synthesize an AM by means of genetic programming is as follows, given a set of associations , :
1. Propose a set of initial solutions, this a set of couples of operators: , , 1,2, … , , each one expressed as a tree in terms of the chosen function and terminal sets, and .
Test the different couples
, with the associations , , and retain the best solutions according the chosen fitness function . 3. Evolve the couples. 4. Repeat steps 2 and 3 until obtaining the set of the best solutions.
The result is a set of several evolved couples , that best satisfy fitness function . In the next section we will show examples of obtained couples for several pattern restoration examples.
Results
In this section we present several examples of the ANNs and AMs automatically obtained by the proposals explained in sections 3 and 4. We provide also a discussion to complete explanation.
Examples of ANNs Synthetically Derived
The methodology described in section 3 was applied to several well-known pattern recognition problems. The following pattern classification problems taken from the machine learning benchmark repository UCI were taken: iris plant database, wine database and breast cancer database. Due to space limitations, we only show results concerning the application of ABC technique to the iris plant database. The iris plant database consists of 150 samples, described by four features: length of the sepal, width of the sepal, length of the petal, and width of the petal, all in cm. Ten experiments were performed for each of the three databases. Figure 1 shows the evolution of the error for functions 1 and 2 for the iris database. Figure 2(a) shows one of the ANNs obtained by the proposed methodology. Figure 2(b) shows one of the ANNs obtained by the proposed methodology taking into account 3. Note the reduction of the connections. Figure 3 shows the percentages of recognition for the ten experiments. Note the in all ten experiments, the percentage of recognition maintains high. Note also how reducing the number of connections does not dramatically affects the performance of the synthesized ANN. From this experiment we can conclude that the proposed methodology provides very promising results.
Examples of AMs Synthetically Derived
The methodology described in section 4 was applied to several well-known pattern recognition problems. According to [19] [20] :
For Association • is the evolved operator for pattern association.
• is the partial association matrix by applying operator to each association , .
• is the associative memory that comes up from the addition of all the . • , is the set of terminals for association.
is the set of functions for association.
For Recalling
• is the evolved operator for pattern recalling or classification.
is the set of terminals for pattern recalling or classification. is the input vector is the th row of matrix .
• , , , , is the set of functions for pattern recalling or classification.
• operation produces a vector and is defined as: , , , … , .
• is the recalled by applying operator to input vector . is a distorted version of .
The fitness function used to test the efficiency of the evolved operators is: Fig. 4 . Images of first ten digits used to test the proposed GP based methodology. Taken from [20] .
The proposed methodology was tested with several pattern classification examples. Due to space limitations, only one example is presented. In this case we try to autoassociate the ten binary images expressed as vectors of dimension 1 35 shown in figure 4 . To minimize the effect of multiplying by 0, the ten vectors were converted to bi-polar form. After applying the described co-evolution based methodology, we got several couples of operators. One of the winner couples is given in figure 5 . Taken from [20] .
Fig. 6.
Original images of the first ten digits and noisy versions of them, used to test the proposal. Taken from [20] .
We tested the performance of the recalling operator given in figure 5 , and observed that in all cases the desired image was correctly recalled. We then tested the recalling operator by distorting the input images by adding mixed noise as shown in figure 6 . Surprisingly, in all cases the patterns were correctly recalled.
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Conclusions and Directions for Further Research
We have seen that is possible to automatically synthesize ANNs and AMs for pattern classification and pattern restoration porpoises. In the case of ANNs we have made used of bio-inspired techniques such as PSO, DE and ABC; while for AMs we have used GP. In both cases we very nice and promising results have been obtained. We have tested the proposed techniques with several reported benchmarks with satisfactory results. Venues for further research are the following: 1) Automatic design of radial base networks, 2) Automatic design of morphological neural networks, 3) Automatic design of spiking neural networks, 4) Automatic design of bidirectional associative memories, 5) Simplification of associative memory operator, and so on.
