A method is described for calculating the dynamics of the distribution of ¢tness in an in¢nite asexual population which is subject to unconditionally deleterious mutations with independent e¡ects. This method is applied to the problem of calculating the frequency of a mutator subpopulation, at equilibrium between mutation and indirect selection due to association with deleterious mutations. Many mutator alleles are produced by loss-of-function mutations in polymerase or mismatch repair genes. Previous calculations have ignored the fact that this creates a £ux of higher ¢tness individuals into the mutator subpopulation. This £ux raises the mean ¢tness of the mutator subpopulation, and when this factor is taken into account, the frequency of the mutator may be more than an order of magnitude greater than recent theoretical work has suggested.
INTRODUCTION
The balance between selection and deleterious mutation is a classic and well-studied problem in theoretical population genetics. The same model can apply to both an asexual population (for example, Kimura & Maruyama 1966; Haigh 1978; Dawson 1999) , and to a single polyallelic locus (for example, Kimura 1965; Turelli 1984 ; Keightley & Hill 1988; Bu« rger 1998) . If mutations are unconditionally deleterious, then it is well known that the equilibrium mean ¢tness of an in¢nite population, relative to the most ¢t genotype, is equal to the fraction of individuals who do not mutate each generation. For example, if mutations arise as a Poisson process at rate U per generation, then the population mean ¢tness is e ÀU , regardless of the distribution or magnitude of mutational e¡ects, or the degree of epistasis (Kimura & Maruyama 1966) .
In this paper, I describe a method for calculating exactly the dynamics of the distribution of ¢tness in an in¢nite asexual population, subject to selection and unconditionally deleterious mutation, for the case of no epistasis. The method is complementary to previous analyses, because (i) it applies for an arbitrary, either discrete or continuous, distribution of mutational e¡ects, provided the mutations act multiplicatively on ¢tness, and (ii) it allows calculation of the dynamics of the mean and variance (and higher moments) of ¢tness, without the need to explicitly consider the whole distribution, but (iii) it does not extend easily to models which include recombination, drift or epistasis.
I use this method to show that a population approaches the equilibrium distribution of ¢tness over a time-scale proportional to 1/ s, where s is the mean reduction in log ¢tness caused by each mutation. The pace of the dynamics also slows as the variance of the distribution of mutational e¡ects increases. If, as has been suggested (Ohta 1973; Davies et al. 1999) , there is a large class of mutations with small e¡ects on ¢tness, then the dynamics would be very slow and it would not always be appropriate to assume that a population is close to equilibrium. For example, in an asexual population, a newly arisen variant which swept to ¢xation would cause clonal replacement of the entire population (Atwood et al. 1951) .
The resulting homogenous population would have a mean ¢tness of unity relative to its ¢ttest genotype, and would then begin to approach an equilibrium mean ¢tness e ÀU relative to that genotype. If the interval between selective sweeps were short compared to the time-scale of approach to equilibrium, then the population might always be far from equilibrium. A population passing through a series of small bottlenecks would experience a similar e¡ect.
The evolution of mutation rates is also a classic problem in theoretical population genetics. Indirect selection, due to association with deleterious and lethal mutations, will favour lower mutation rates. This may be opposed by indirect selection due to bene¢cial mutations, and by a physiological cost of high ¢delity replication. Many authors have calculated a single value to which the mutation rate would evolve, under some combination of these forces (for reviews, see Dawson 1998 Dawson , 1999 Johnson 1999) . More recently, computer simulations have been used to explore the phenomenon of strong mutator alleles hitchhiking to high frequency on bene¢cial mutations (Taddei et al. 1997a; Tenaillon et al. 1999) .
There are both evolutionary and structural reasons for believing that a random mutation a¡ecting the DNA polymerase or the mismatch repair system is more likely to reduce the ¢delity than to increase it (Drake 1993 , references cited therein). Therefore, there will be a mutational bias from wild-type towards mutator (mutationrate-increasing) alleles. In this paper, I calculate the frequency of a mutator allele at equilibrium between this mutational bias and indirect selection due to deleterious mutations. This frequency is important in determining the probability of a hitchhiking event (Chao & Cox 1983) , and in determining how variation at mutator loci is maintained in nature. It has been calculated previously by Ninio (1991) , who considered lethal mutations only, ignoring slightly deleterious mutations, and by Tenaillon et al. (1999) , who made an assumption equivalent to assuming that all deleterious mutations are lethal (see below). Therefore a more thorough examination of the role of slightly deleterious mutations in opposing mutational bias is warranted.
Consider a mutator allele of strength m (one which elevates the mutation rate to mU) segregating in an asexual population. The classic equilibrium result of Kimura & Maruyama (1966) has often been used to determine the indirect selection acting on a mutator, in the following way (Leigh 1970; Kondrashov 1995; Drake et al. 1998; Dawson 1999) . Assume that the population consists of two subpopulations, wild-type and mutator, between which there is no recombination. The equilibrium mean ¢tnesses of these two subpopulations are e ÀU and e
ÀmU respectively, and hence the marginal ¢tness of the mutator allele is e À(mÀ1)U relative to the wild-type allele. For small mU, the indirect selection against the mutator is approximately (m À1)U, the amount by which it increases the mutation rate. For one-way mutation from wild-type to mutator at rate , the frequency of the mutator allele at mutation-indirect selection (MIS) balance has been assumed in recent theoretical work (Tenaillon et al. 1999) to be given by
which, for small (m À 1)U, is approximately /(m À 1)U. (This is analogous to the frequency of a deleterious allele at mutation^selection balance, approximately /s, where s is the direct selection against the allele.) When all mutations are lethal, the subpopulations instantly attain their equilibrium mean ¢tnesses, and equation (1) is correct. Tenaillon et al. (1999) , echoing a sentiment of Fisher (1930, p.136) , assumed that all deleterious mutations are ultimately lethal,`because they are evolutionary dead ends'. However, in general it is misleading to consider such a population as two separate subpopulations, with no gene £ow between the two. There is a constant £ux of individuals from the wild-type subpopulation to the mutator subpopulation, produced by mutation at the mutator locus. If deleterious mutations are ultimately, but not instantly, lethal, then these recruits approach the mutator ¢tness distribution slowly. This will raise the ¢tness of the mutator subpopulation substantially, and mutators will be found at higher frequency than predicted by equation (1). For a strong mutator (m 1000 and with s % 0:05), Tenaillon et al. (1999) observed MIS balance frequencies in simulations to be twice the value predicted by equation (1). The method developed in this paper is well suited to quantifying this e¡ect, because the distribution of ¢tness in the mutator subpopulation is a mixture of distributions derived from the wild-type subpopulation, which will have approached some way towards the mutator equilibrium distribution, according to how recently they became mutators.
MODEL (a) De¢nitions
The model used here is described in a quite general way, because it gives rise to simple recursions which have other potential applications. I assume that there is an e¡ectively in¢nite, strictly asexual population. The negative log ¢tness of an individual is denoted x, which may be a discrete or continuous variate. (More simply, ¢tness w e Àx .) I assume that no new bene¢cial mutations arise, and therefore there must be at least one ¢ttest genotype, which has ¢tness w 1 (and hence x is never negative). The population is described by the distribution of x. The population may be partitioned with respect to some discrete character (such as the presence of a mutator allele). In this case, the contributions to the distribution of x made by each subpopulation are f 0 (x), f 1 (x), . . . and the distribution of x in the whole population has density f (x) P i f i (x). The fraction of type i in the population is therefore the integral of f i (x).
Generations are assumed to be discrete and nonoverlapping. There are only two events in the life cycle, selection and mutation, so the ordering does not matter. It is more convenient to choose the census point to be after mutation but before selection. The number of mutations arising per individual, per generation, is a Poisson variate with some mean (U in the wild-type subpopulation). The mutation rate is assumed to be independent of the ¢tness of an individual. I assume that mutations have multiplicative e¡ects on ¢tness, and so they have additive e¡ects on x. Each mutation increases x by some amount s, drawn independently from a distribution of e¡ects with density d(s). Mutations are unconditionally deleterious, so that s is always positive.
It should be noted that the use of s in this paper is di¡erent to the classical use of the symbol for the selection coe¤cient in discrete time models (e.g. Kimura & Maruyama 1966; Haigh 1978; Dawson 1998 Dawson , 1999 , because here a given mutation does not reduce ¢tness by a factor exactly (1 À s), but by a factor e Às . When s is small, the two are roughly equal, but here s I corresponds to a lethal mutation.
The quantity x may also be thought of as the number of deleterious mutations carried by each individual, scaled by their e¡ects on ¢tness. The genetic assumptions underlying this model are that the number of loci is e¡ectively in¢nite, so that the frequencies of deleterious alleles are vanishingly small, and therefore there is no back-mutation or recurrent mutation. This model has been studied extensively when deleterious mutations have equal e¡ect (e.g. Kimura & Maruyama 1966; Haigh 1978; Dawson 1999) . It is also a special case of the random walk mutation model, in the sense of Bu« rger (1998).
The Laplace transform (LT) of a distribution is denoted here by an overtilde, and is de¢ned as
[The related moment generating function for x is given by M x (z) f ( À z).] The fraction of the population of type i is
. The moments of ¢tness also have simple expressions in terms of the LT. Let hÁi denote the expectation, when an individual is chosen at random from the population. If the ¢tness of a randomly chosen individual of type i is w i , then the nth moment of ¢tness, taken about w 0, is given by
and hence for a randomly chosen individual from the whole population
Each individual contributes to the next generation in proportion to its ¢tness. Let f H i (x) be the contribution to distribution of x by individuals of type i after selection. Then
The recursion for selection in terms of the LT is given bỹ
(c) Recursion for mutation Let f HH i (x) be the contribution to the distribution of x by individuals of type i after mutation. Then (for mutation rate U), take the sum over 0, 1, 2, . . . mutations as follows:
where an asterisk ( * ) denotes the convolution of distributions. Then the recursion for mutation in terms of the LT is given bỹ
This simple expression is obtained by making use of the convolution theorem for Laplace transforms, i.e. the LTof the distribution of the sum of independent random variables is the product of their individual LTs.
ANALYSIS (a) Rate of approach to equilibrium
First, consider a single population with no mutators. For this simple model, write f (z) f 0 (z). For one generation of selection followed by mutation, the complete recursion is found by combining equations (5) and (7), giving
(i) Equilibrium I denote quantities at equilibrium by a superscript asterisk. Equilibrium ¢tness distributions exist for any chosen maximum ¢tness present in the population, so without loss of generality suppose that the ¢ttest genotype, with ¢tness w 1, is present in the population. Then hwi f Ã (1) e ÀU (Kimura & Maruyama 1966 ; see also equation (16) below), and a set of higher momentsf
. ., at equilibrium can be found for any d(s) by rearranging equation (8) as follows, and applying it recursively.
For example, consider a distribution of e¡ects composed of n discrete classes, with a fraction i being in the ith class and having e¡ect s i on log-¢tness. Then
, where (Á) is Dirac's delta function. In this case, the expression for the zth moment at equilibrium may be shown to equal
Using the convolution theorem for LTs, it can be seen that the numbers of mutations in di¡erent classes are independently Poisson distributed, with the mean for the ith class being i U/(1 À e Às i ). For a single class of mutation, this is identical to Haigh's (1978) result, because (1 À e Às i ) is the selection coe¤cient in the classical sense.
(ii) Dynamics Consider a population which is initially genetically homogenous. This could be shortly after a selective sweep has caused clonal replacement in an asexual population, after a severe population bottleneck, or at the beginning of a laboratory experiment founded from a single clone. By de¢ning ¢tnesses relative to this initial state, we have x 0 for all individuals at time zero. Thusf (0) (z) 1, where the superscript (0) denotes time zero. To show the method of solution more clearly, de¢ne (z) such that f (z) takes the form e U(z) . [The related cumulant generating function for x is given by x (z) U( À z).] The recursion for (z) is simply
with initial conditions (0) (z) 0: It can then be proved by induction that after t generations (with t 5 1, and noting thatd(0) 1 for any d(s)), we have
When t is large and z is a small integer, many of the terms in the summation in equation (12) cancel. To ¢nd the lower moments, we need evaluate only for small z. A useful simpler form of equation (12) is then (for integer z 5 1 and t 5 z 1), (t) 
Note that to ¢nd the population mean ¢tness at time t, we must evaluate the LT of the distribution of mutational e¡ects,d(z), at z t. Important special cases of equation (13) show that the mean and variance of ¢tness at time t 5 3 are
and
. (15) For any distribution with ¢nite mean, d ¬ (t) is a function only of the product st. This is because d ¬ (z) can always be obtained from the LT of the equivalent distribution with mean unity (which does not depend on s) by substituting sz for z (see ½ 4(a) for examples). Therefore, the dynamics of the lower moments of ¢tness always proceed over a time-scale proportional to 1/ s. In real populations, some mutations are lethal, and so s I. Although lethal mutations a¡ect the distribution of ¢tness after mutation (which is when hwi is calculated), they are always eliminated by selection, and hence a component of the dynamics corresponding to these lethal mutations is instantaneous, but the pace of the dynamics as a whole is governed by s, calculated ignoring the lethal mutations. As t tends to in¢nity, d ¬ (t i) tends to zero for any proper distribution. Equation (13) then tells us that (for all integer z 5 1),
( 1 6 ) This satis¢es the recursion equation (9), which veri¢es that ¢nding the limiting state of the dynamics as t 3 I gives the same result as ¢nding the equilibrium directly.
(b) Frequency of a mutator allele
In this section I consider a model where there is one way mutation at rate from wild-type ( f 0 ) to mutator ( f 1 ) of strength m. The main quantity of interest is the frequency of the mutator allele, f ¬ 1 (0). At equilibrium, this will give us the MIS balance frequency. Combining recursions (5) and (7) with
gives rise to the following complete recursions (for one generation of selection followed by deleterious mutation followed by mutator mutation):
I have been unable to solve equations (19) and (20) directly to ¢nd the equilibrium, or even to determine directly whether a unique equilibrium exists. Instead, I take the same approach as for the single population in ½ 3(a), and determine the limit to the dynamics as t 3I.
(i) Dynamics
Consider the initial conditions of a wild-type population at equilibrium (not a homogenous population, as considered above), with mutators initially absent. This has su¤ciently simple dynamics to describe analytically. For these initial conditionsf (0) 0 (z) f Ã (z) (the equilibrium distribution) andf (0) 1 (z) 0, it may be shown that the following are always true:
Equation (21) tells us that the distribution of ¢tnesses within the wild-type subpopulation stays the same shape, which is an obvious property of the model, because mutation is one-way. Equation (22) tells us how the size of the wild-type subpopulation changes over time.
The change of variables, (z) f i (z)/f 0 (0), decouples the recursions (19) and (20), and the entire system is now described exactly by the single recursion
with initial condition (0) (z) 0. A proof by induction shows that the state of the population at time t is described exactly by the equation
In this equation, the sum in the exponent may have no terms (when i 0) and is then considered to equal zero. The special case of equation (24), when z 0, can be used to determine the mutator frequency at time t by noting that the mutator allele frequency is given bỹ f 1 (0) (0)/(1 (0)). I have been unable to ¢nd an exact expression for the limit of equation (24) as t 3I. By noting that both summands are monotonic series, strict upper and lower bounds on parts of the sum can be found in terms of integrals. For many distributions of mutational e¡ects (including equal e¡ects, exponential and gamma distributions, and any mixture of such distributions), the inner integral can then be solved analytically. The mutator allele frequency can be bounded numerically, to any desired accuracy, by adding exact terms in the sum for small i (typically up to 100) to the lower and upper bounds on the rest of the sum. These calculations have been automated in a Mathematica (Wolfram 1996) notebook, available on request from the author.
It may appear that, because of the complexity of this analytical`solution' for the mutator frequency at time t and at equilibrium, that nothing has been gained over simply numerically iterating the recursions (19) and (20). However, this is not as straightforward an approach as it might seem, because these are recursions for functions, so one must iterate either algebraic expressions or histogramtype descriptions of the distributions of ¢tness. Although ¢nding the mutator frequency as t 3I involves evaluating a sum with an in¢nite number of terms, because the term for time t does not depend on , upper and lower bounds on individual terms can be summed without errors compounding as the number of terms increases.
(ii) Approximation for the mutator allele frequency Examination of equation (24) gives little understanding of how the frequency of a mutator allele depends on the model parameters. The following approximate result, valid when s and are small, is therefore illustrative. The LT of any distribution of mutational e¡ects with ¢nite expectation isd(z) 1 À sz O(( sz) 2 ), so approximating to leading order in s ignores all information about the shape of the distribution. Clearly, s5 51 alone does not justify making the approximationd(z j) % 1 À s(z j), because when t is large or in¢nite, j will be large in some terms of equation (24). However, these problematic terms, for which s(z j)5 5 = 1, are small relative to the complete sum, and can be ignored to a good approximation. Then, assuming also that ( U(m À 1) s, the inner sum of equation (24) reduces to an arithmetic series. When the outer sum is replaced by an integral, it can then be solved by completing the square, giving the approximate result mutator frequency%
where erf [Á] is the error function. Numerical results (not shown) show that this approximation is reasonable when s 4 10 À2 and m 5 100.
RESULTS

(a) Rate of approach to equilibrium
Although the analysis above is valid for any distribution of mutational e¡ects, in this section I concentrate on only a few simple distributions. If all mutations have an equal e¡ect of increasing x by some amount s, thend(z) e À sz . Kimura (1979) modelled mutational e¡ects with a gamma distribution, for which d(z) 1 ( sz/) À , because for an appropriate choice of shape parameter there is a large class of mutations of nearly neutral e¡ect. When 0:2 the distribution is L-shaped. Alternatively, when 1 the distribution is exponential, and when 5 the distribution is unimodal centred near the mean, resembling a Gaussian curve. Figure 1 shows how the mean ¢tness of a single population approaches its equilibrium hwi e ÀU , from an initially homogenous population with w 1, as predicted by equation (14) . Curves are plotted for four di¡erent shaped distributions of mutational e¡ects, but all with the same mean e¡ect s. The dynamics scale in a simple manner with the mutation rate U and the mean e¡ect of deleterious mutations s, but are very dependent on the shape of the distribution of mutational e¡ects. All the populations shown in ¢gure 1 are ultimately approaching the same equilibrium value for mean ¢tness, but at very di¡erent rates. The smaller the shape parameter , the slower the approach to equilibrium.
(b) Frequency of a mutator allele
Figures 2^4 were constructed by plotting both upper and lower bounds on the frequency of a mutator allele at t I, evaluating enough terms in the sum of equation (24) exactly to make the bounds indistinguishable and appear as a single curve. All of these results were calculated using 5 Â 10
À7
. This is a reasonable estimate for Escherichia coli (Taddei et al. 1997b) . The results remain general because, when is small, the mutator frequency is linear in , for both this calculation and when all deleterious mutations are assumed lethal (equation (1)). All of the results also use U 2 Â 10 À4 , which is a lower bound for E. coli estimated from mutation accumulation data (Kibota & Lynch 1996) . This also does not a¡ect the generality of the results, because the exact mutator frequency depends on the parameter U(m À 1), and so the e¡ects of varying U are e¡ectively explored by varying m (as in ¢gure 2). Figure 2 shows the frequency of a mutator allele at MIS balance, as a function of its strength m. All curves are drawn for an exponential distribution of e¡ects. For weak mutators (m 10) and deleterious mutations of large e¡ect ( s 10 À1 ), the mutator frequency given by equation (1) is not too inaccurate. However, for either strong mutators (m 1000), or deleterious mutations of small e¡ect ( s 10 À3 ), equation (1) is very inaccurate. For m 1000, 1 and s 10 À3 the error is a factor of 17. Figure 3 shows the frequency of a mutator allele (with m 100) at MIS balance, as a function of the mean selection coe¤cient of a deleterious mutation, for three di¡erent shaped distributions of mutational e¡ects. The curve for a gamma distribution with 5 was omitted because it would lie between the curves for 1 and I, which are close together anyway. When mutations have large e¡ects ( s 10 À1 ), the shape of the distribution of e¡ects has a signi¢cant e¡ect on the mutator frequency. However, when mutations have small e¡ects, the shape of the distribution has little e¡ect on the mutator allele frequency. This is because the LT of any distribution of mutational e¡ects isd(z)1À szO (( sz) 2 ), so they are the same to leading order in s. The results described above have shown that the mutator allele frequency predicted by equation (1) is very misleading when the mean e¡ect of deleterious mutations, s, is small. However, because a lethal mutation has s I, if any fraction of mutations is lethal then s I also. One might suppose that equation (1) would then be correct. In order to investigate this, consider a distribution of mutational e¡ects where some fraction l of mutations is lethal, and the remaining fraction (1 À l) is drawn from some distribution with mean s nl . The LT of mutational e¡ectsd(z) is then discontinuous at z 0, but equation (24) and the bounds deduced on it are still correct. Figure 4 shows the MIS balance frequency of a mutator allele as l is varied from zero to unity. As expected, when all mutations are lethal, the mutator is at the frequency predicted by equation (1). However, the frequency of the mutator allele decreases roughly linearly over l, so if the fraction of lethal mutations is small, then the di¡erence between the actual mutator frequency and the frequency estimated using equation (1) would remain substantial. Although a discontinuous distribution of mutational e¡ects may not be biologically realistic, this calculation can be regarded as a conservative one by assigning all deleterious mutations of large e¡ect into the lethal class. s nl 10 À3 (dash^dot line), 10 À2 (solid line) and 10 À1 (long dashes). Distributions of mutational e¡ects are all exponential. As the fraction of lethal mutations approaches unity, these all approach the value predicted by equation (1) (short dashes). Other parameters are 5 Â 10 À7 , U 2 Â 10 À4 and m 100.
DISCUSSION
(a) Rate of approach to equilibrium I have shown here that, if an asexual population is initially genetically homogenous, then it will approach its equilibrium mean ¢tness over a time-scale proportional to 1/ s, and that the constant of proportionality depends on the shape of the distribution. The verbal explanation for this is as follows. The population is above its equilibrium mean ¢tness. In each generation, mutation causes a reduction in population mean ¢tness by U s, regardless of the shape of the distribution. However, the variance in ¢tness increases in proportion to the variance of mutational e¡ects. The greater the variance, the more selection will increase mean ¢tness each generation (Fisher 1930, p. 37) . Hence, the greater the variance in mutational e¡ects, the more e¡ectively selection can oppose the decline in ¢tness caused by mutation, and the slower the approach towards equilibrium will be. One would therefore expect the opposite to be true for populations initially below their equilibrium mean ¢tness: a more rapid approach towards equilibrium for a greater variance in mutational e¡ects.
The use of an in¢nite population model for selective sweeps which start from a single novel mutant is justi¢ed if the selective sweep happens over a more rapid timescale than the dynamics under deleterious mutation and selection. If the selection coe¤cient favouring the genotype sweeping to ¢xation s b 4 4 s then it will reach substantial population size while it is still (reasonably) genetically homogenous. This may be biologically plausible, because s b is the selection coe¤cient of a bene¢cial mutation conditional on it surviving drift and outcompeting any other bene¢cial mutations which are segregating at the same time (see Gerrish & Lenski 1998) .
(b) Frequency of a mutator allele
In the introduction, I argued that estimating the frequency of a mutator allele by assuming that all deleterious mutations are ultimately lethal, as equation (1) does, would be misleading when newly arisen mutator alleles approach the mutator distribution of ¢tness slowly. The results con¢rm that this is the case if the mean e¡ect of deleterious mutations is small, especially if the distribution of mutational e¡ects has a high variance, and if lethal mutations are rare. Therefore, a summary of what is known and may be inferred about these parameters is appropriate. In this section, I use s to denote the classical selection coe¤cient, which is approximately equal to s in this model when it is small.
In a mutation accumulation experiment, Kibota & Lynch (1996) estimated U 5 2 Â 10 À4 and s 4 0:012 for E. coli. However, the inequality s 4 0:012 is an equality only when mutations have equal e¡ects. If all mutations a¡ect ¢tness (E. coli has little repeated DNA, and has biased codon usage) then U % 3 Â 10 À3 , the total genomic mutation rate (Drake et al. 1998, references cited therein) . Because the mutation accumulation data provides a robust estimate of the product U s, then s % 8 Â 10 À4 in the laboratory environment in which Kibota & Lynch (1996) assayed ¢tness. Elena et al. (1998) have estimated the distribution of selective e¡ects of random transposable element insertions in E. coli. They found most support for a model where 97% of mutations have selective e¡ects from a gamma distribution with 3:03 and s 0:016, and the remainder have selection coe¤cients (in the classical sense) distributed uniformly between zero and unity. However, the distribution of spontaneous mutational e¡ects has not been estimated for any asexual microbe, and data from mutation accumulation experiments with other organisms are equivocal. For example, when a gamma distribution of e¡ects was ¢tted to data for Caenorhabditis elegans, Keightley & Caballero (1997) found most support for very high values of , i.e. a distribution with mostly equal e¡ects, and rejected distributions with 51. In contrast, with data for Drosophila melanogaster, Fry et al. (1999) found most support for 4 1 and rejected distributions with very large values of . These and other data are reviewed by Lynch et al. (1999) . Davies et al. (1999) examined C. elegans lines exposed to ethylmethane sulphonate (EMS), and found highest support for a bimodal distribution of e¡ects. Both this and the work of Elena et al. (1998) suggest that a single gamma distribution cannot adequately describe the distribution of mutational e¡ects. Mukai (1964) estimated that U 5 0:1411 for the second chromosome of D. melanogaster, and that the rate of lethal mutations was approximately 0.0063: hence the fraction of lethal mutations l 4 0:043. Ashburner et al. (1999) estimate that loss of function in 53/218 24% of protein coding genes in D. melanogaster results in lethality. This sets an absolute upper limit on l, because not all mutations will cause loss of function, and mutations in regulatory sequences are not allowed for. There has been no direct measurement of the rate of lethal mutations in microbes; Painter (1975) considered l % 0:01 a reasonable estimate for E. coli growing on minimal media.
In this model, back mutation from mutator to wildtype has been ignored. It is not clear whether such back mutations do occur in nature (Sniegowski et al. 1997; Taddei et al. 1997a ), but if they did, and if the mutator accelerated its own rate of back mutation so that the rate was substantial (more than the base pair reversion rate of about 10 À9 ), then the £ux of lower ¢tness individuals into the wild-type subpopulation would further reduce the ¢tness di¡erence between the two subpopulations. This e¡ect remains to be quanti¢ed. In ¢nite populations, the average number of generations until extinction of a given copy of a deleterious allele is small (Kimura & Ohta 1969) . By analogy, one might expect most (indirectly deleterious) mutator alleles to be relatively young, and therefore the mutator subpopulation would be even closer to the wild-type distribution of ¢tness than predicted by the in¢nite population model studied here. However, greater ¢xation probabilities of slightly deleterious mutations in the small mutator subpopulation (see Ohta 1992) would lower the ¢tness of the mutator subpopulation. Further work is required to determine the signi¢cance of these ¢nite population e¡ects.
This work suggests a qualitatively new conclusion about the evolution of mutation rates in asexual organisms. Previous work (see references in Drake et al. (1998) and Dawson (1998) ) has all concluded that the evolution of mutation rates in asexual populations is independent of the selection coe¤cients of deleterious mutations. Here I have shown that this is not true, and that the frequencies Frequency of a mutator allele T. Johnson 2395 of mutator alleles (and hence the population mean mutation rate) will vary inversely with the strength of selection against deleterious mutations.
The quantitative di¡erence between this and previous results is also important. The higher frequency of mutator alleles means that they are more likely to hitchhike to ¢xation (Chao & Cox 1983) . Furthermore, the distribution of ¢tness in a mutator subpopulation at MIS balance will be far from its independent equilibrium, and so ¢xation probabilities of bene¢cial mutations arising in the mutator background will be higher than might be supposed from the mutator mutation rate alone (see Peck 1994; Barton 1995) . Once a mutator allele is ¢xed by hitchhiking, it may take a long time to reach its equilibrium distribution of ¢tness (¢gure 1), and hence to su¡er the disadvantage of its higher mutation rate. Indeed, Sniegowski et al. (1997) found no signi¢cant di¡erences between mean ¢tnesses of lines of E. coli with wild-type mutation rates and lines which had been ¢xed for strong mutator alleles for about 1000, about 6000 and about 7000 generations. All of these considerations add theoretical support for the idea that strong mutator alleles can play a role in the evolution of pathogenicity and antibiotic resistance in bacteria (LeClerc et al. 1996) .
If the mean e¡ect of deleterious mutations in nature is small, and the variance in e¡ects large, then weak mutator frequencies of up to 0.2% might be maintained by mutational bias alone ( 5 Â 10 À7 , U 2 Â 10 À4 , m 10, s 10 À4 , 0:2). This is compatible with Gross and Siegel's (1981) observation of only one mutator in 408 isolates of E. coli. However, other workers have found mutators at higher frequencies. Jyssum (1960) estimated a frequency of 4% (4/110), LeClerc et al. (1996) estimated 2% (4/212), and Matic et al. (1997) observed weak mutators at a frequency of 14% (69/504). The increased time and energy costs of high ¢delity DNA replication (Kirkwood et al. 1986; Kondrashov 1995; Dawson 1998) , or hitchhiking of mutators on bene¢cial mutations (Mao et al. 1997; Sniegowski et al. 1997; Taddei et al. 1997a; Tenaillon et al. 1999) , may be responsible for maintaining these high mutator frequencies. However, previous analytical work examining these hypotheses has assumed that asexual populations are at equilibrium under selection and mutation, and simulations have assumed deleterious mutations of equal and large e¡ect ( s % 0:05), and must therefore be critically re-examined.
