The global Internet has enabled a massive access of internauts to content. At the same time it allowed individuals to use the Internet in order to distribute content. This introduced new types of competition between content over popularity, visibility, influence, reputation and user attention. The rules of these competitions are new with respect to those of traditional media, and they are determined by the way resources are allocated through network protocols (such as page rank in search engines and recommendation systems that are widely spread in social networks). In this paper we first present in the introduction an overview of some central competition issues both in the Internet as well as in other types of networks. We then describe the model of when to send content in order to maximize the exposure of the content. In the two last sections we finally describe research on two bio-inspired tools that have bben used to study various competition aspects.
Introduction
Many games that arise in the Internet are not specific to this network. For example the competition for visibility due to limited display space (the computer screen) already appeared under the term shelf-space allocation, see e.g. [27] ). Competitive routing in large networks have been studied by road traffic engineers see e.g. [30] which summarizes around one thousand reference. Yet in both examples there are some features that are particular to the Internet. Indeed, (i) advertisement in the internet brings many new features such as targeted advertisement: the social network owner has a huge amount of data on the preferences of his customers and he can thus send the advertisement to those who are more likely to be interested by it. (ii) competitive routing in the Internet is different than rout selection in road traffic since in the former, routing decisions are taken by Internet Service Providers (ISPs) whereas in the latter, each driver takes his own routing decision. Moreover, while ISPs can split their traffic among various paths, a driver takes non-splitable discrete (path selection) decisions. In this survey we focus on those applications of dynamic games in which features of the internet and of social networks play an important role.
The Internet has introduced new types of competition between content over popularity, visibility, influence, reputation and user attention. Cardon writes in [12] "Whereas journalists filter the information based on human judgement before publishing it, research engines (as well as google news) filter a-posteriori information already published based on human judgement of all the internauts who publish in the WEB. In the numerical world, this is called collective intelligence or crowd wisdom". This is done through algorithms such as page rank which assign authority to a given information in a recursive way, according to the authority assigned to those who reference it. This way of classifying authority of information (of sites, blogs, news, videos, scientific publications) has triggered a whole business of Search Engine Optimization in which companies offer clients to increase their page rank by creating many new hyperlinks to reference their sites. One can view the page rank as a measure of popularity. When searching for information through keywords, google proposes a list of items displayed according to the decreasing order of their page rank. Thus information published on the WEB competes over visibility through a competition over popularity and more popular information is more accessible.
Cardon distinguishes between search engine classification of authority and that of social networks. In twitter, facebook and youtube the source of authority is not in who cites a content but rather in the number of "views" it has, number of "likes", of comments and of "shares" ("retweets" in twitter). Recommendation systems play a crucial role in (i) the visibility of posts in social networks (ii) creating communities by proposing to establish direct links to other members of the network (friendship link in facebook, subscriber link in youtube and follower link in twitter), (iii) building communities by suggesting users to subscribes to groups or to like fan pages. In youtube the recommendations are given in the form of a list of videos that are recommended for watching. The recommendation algorithms could thus have an impact on the composition of the Internet communities and on their evolution. In particular it could determine whether the communities are close or whether there is diversity and dialogue between various tendencies. In [11, p. 92 ] the author says that Internet algorithms that structure political communities over the WEB have a tendency to create closed groups among people with similar ideas which does not promote diversity.
Internet algorithms can also influence on whether there emerge many small communities or a smaller number of larger ones. In [11, p. 92] , the author mentions that many observers are worried about the possibility of having political discussions taking place in many small communities; he calls it a "balkanization" phenomenon. This is just one of the many network formation games that can be observed in the Internet.
Timing game in social networks: when to post content
We present below an overview of a game of timing between a random number of content creators, who compete for position and exposure time over the timeline of a social network. The full detailed analysis and related work can be found in [32] .
Model Description. Users (or players) can post their items during a given time interval [0, T ]. The timeline consists of K ≥ 1 positions, where position 1 is the most effective, and last position K the least effective. The position of the posted items on the timeline is dynamically determined according to their order of arrival: a newly arrived item is placed at the top position, while existing items are pushed one position lower (from 1 to 2, 2 to 3 etc.). The item at position K (if any) is ejected and dropped the timeline.
For t ∈ [0, T ] and k = 1, . . . , K, let u k (t) denote the expected utility rate (per unit time) for a displayed item at time t in position k. The total expected utility over the entire life cycle of an item is therefore
where T k is the time interval on which the Item was displayed at position k. We assume that the functions u k (t) are decomposed as
where • The exposure function u(t), which is common to all positions, captures the temporal dependence of the utility, due to variation in the exposure of the entire timeline. • The constants (r k , k = 1, . . . , K) are the relative utility parameters, which capture the relative effectiveness of the different positions in the timeline. That is, the relative utilities are positive, and are decreasing in the timeline position k. It will be convenient for our analysis to define r k = 0 for k ≥ K + 1.
The following assumptions are imposed throughout the paper. 
The game formulation involves several players, who compete for a place in the timeline and wish to to maximize their individual utilities. Each player i chooses the submission time t i of his own item. As mentioned, upon submission, the item is placed in the top position, but goes down in rank as further items are posted. Clearly, the utility of each player depends on his or her own choice of submission time (t i ), as well as the submission times of the other player. We therefore consider the problem as a non-cooperative game, and analyze the Nash equilibrium of this game.
To complete the game description, we specify some additional properties.
1. The number of players who participate in a given instance of the game is a random variable, denoted D 0 . We refer to D 0 as the objective demand. 2. The belief of each participating player regarding the number of other players in the game is another random variable, denoted D. We refer to D as the subjective demand. Clearly, if D 0 is deterministic then D = D 0 − 1. The general relation between D and D 0 is discussed in [32] . Let p D = (p D (n), n ≥ 0) denote the distribution of D. We assume that E(D) < ∞, and further, to avoid triviality, that r D+1 < r 1 with positive probability 1 . 3. A player cannot observe the submission times of others before choosing his own submission time; in particular, the players do not observe the timeline status before their arrival. (As we shall see, the latter assumption can be relaxed when D follows a Poisson distribution.) 4. The submission time t i of player i can be chosen randomly, according to a probability distribution on
The corresponding density function, when it exists, will be denoted by f i (t). We refer to F i as the (mixed) strategy of player i.
We shall be interested in the Nash equilibrium point (NEP) of this game. Specifically, we consider the symmetric NEP in which the strategies of all players are identical, namely F i ≡ F all players. The restriction to symmetric strategies, besides its analytical tractability, seems natural in the present scenario where players are essentially anonymous. We proceed to calculate the players' utilities for the symmetric case.
Expected Utility. Consider a certain player i who posts his item at time t. Suppose that each of the other D players uses an identical strategy F. We proceed to calculate the expected utility U(t; F) of the player in that case.
Suppose first that F has no point mass at t, so that with probability 1 there are no simultaneous arrivals at t. Let N (t,s] denote the number of arrivals (by other players) during the time interval (t, s], for t < s ≤ T . Since i arrives at t, his position in the timeline at time s will be k + 1 if N (t,s] = k, for 0 ≤ k ≤ K − 1, and he would have left the timeline if N (t,s] ≥ K. It follows that
To compute the probability IP F (N (t,s] = k), recall that the number of participating players other than i is a random variable D. The probability that each of these players submits his item on (s,t] is F(s) − F(t). Therefore, conditioned on D = n, N (t,s] follows a Binomial distribution Bin(n, p) with success probability p = F(s) − F(t). Denoting
(and setting B k,n ≡ 0 for k > n), we obtain
Substituting (3) in (1) gives
We mention some special cases of this expression. Single Position timeline: When B = 1, noting that B 0,n (p) = (1 − p) n we obtain
Deterministic Demand: Suppose D is a deterministic positive integer (which corresponds to a game with D 0 = D + 1 players). In that case Poisson Demand: Suppose D ∼ Pois(Λ ), a Poisson random variable (RV) with parameter Λ > 0, namely p D (n) = Λ n e −Λ /n! for n ≥ 0. Since a Bernoulli dilution of a Poisson RV remains Poisson, it follows that N (t,s] is a Poisson RV with parameter Λ (F(s) − F(t)), and
.
This expression can be directly substituted in Equation (1).
Simultaneous arrivals: If F has a point mass at t, then there is a positive probability of simultaneous arrivals of several players at that time. In that case we assume that their order of arrival (and subsequent positioning on the timeline) is determined uniformly at random. The utility U(t; F) needs to be modified accordingly. We need not bother here with writing the straightforward but cumbersome expression, as we argue below that in equilibrium F does not possess point masses.
Nash Equilibrium. A symmetric Nash equilibrium point (NEP) is represented by a strategy F, which is a probability distribution on [0, T ], such that F is a best response for each player when all others use the same strategy F. More formally, for any pair of strategies G and F, let
denote the expected utility of a player for using strategy G when all others follow F. Then F represents a symmetric NEP if
where the maximum is taken over all probability distributions on [0, T ]. We shall refer to a symmetric equilibrium strategy F as an equilibrium profile.
An equivalent definition of the symmetric NEP, that is more useful for the analysis, requires U(t; F) to be minimized on a set of times t of F-probability 1. That is: There exists a constant u * and a set A ⊂ [0, T ], such that A dF(t) = 1, and
The equivalence of the two definitions is readily verified. We refer to the constant u * = u * F as the equilibrium utility corresponding to an equilibrium profile F. Let F (t) denote the time derivative of F at t. Recall that the support of a probability measure η is the smallest closed set of η-probability 1. For brevity, we denote by supp(F) the support of the probability measure η F induced by a distribution function F. Finally, recall that U(t; F) is the expected utility which is specified in (4).
Theorem 1 (Existence and Characterization
). An equilibrium profile F = (F(t), t ∈ [0, T ]) exists. Any equilibrium profile satisfies the following properties. 
where g(t, F) is defined in (7) . (iv)For an equilibrium profile F with support [0, L], the equilibrium utility u * F is given by u * F = r 1 T L u(s)ds. Assumption 2.2 The relative utility parameters satisfy the following convexity condition: r k ≤ 1 2 (r k−1 + r k+1 ) , k = 2, . . . , K (recall that r K+1 = 0 by definition). Theorem 2 (Uniqueness). Suppose Assumption 2.2 holds, then the equilibrium profile F is unique.
Stochastic evolutionary games
We describe in this section and in the next one some novel bio-inspired tools in dynamic games that have been developed and used recently in networking applications and in which we expect there to be further research both in the fundamentals as well as in the applications.
Evolutionary games are considered as dynamic since they describe through differential equations the evolution of the strategies in some repeated games when the system is away from equilibrium. In many applications that we encountered in networking there is a need, however, for a fully dynamic system in the sense of not only the action evolution but also of a state evolution, a state that may be attached to each agent. An example is power control in cellular networks in which the chosen power may depend on the channel state (which is a function of the weather, the distance to the base station and other factors). In some cases this state may have controlled transitions, so that the choice of action (when interacting with other players) impacts not only the immediate fitness of the agents but also the agents' state. For example, the choice of transmission power of a cellular network may be depend on the state of its battery, and when the battery is depleted, a saving mode code be activated in which power is used much more carefully. We next describe two frameworks that model evolution in presence of controlled states of the agents.
In [3, 4] one such game model called Markov Decision Evolutionary Game (MDEG) is introduced where indeed each player has an internal state. The fitness received in a local interaction with another player depends then not only on the actions chosen but also on the internal states of the players. Moreover, the internal states of individuals that interact change with probabilities that depend on both the actions and the internal states of the individuals. Finally, an individual's objective is not to maximize its fitness (as is the case with standard EVGs) but rather to maximize its sum of expected fitness during its lifetime, or its time-average fitness. We have been able so far to use this model in several problems in wireless communications and computed the equilibrium.
A second approach for adding states and randomness in their controlled evolution is known as Sequential Anonymous Games (SAG). This class of games introduced in [19] has a structure similar to MDEG. The difference is that in MDEGs, strategies interact through pairwise interactions between players, whereas in SAGs, the interactions involve a cumulative effect of an infinite class of players. As in MDEGs, each player has its own Markov chain whose transition probabilities depend on the state and action of that player as well as the global state and the policy used by other players. The discounted cost has been studied already in [19] for characterizing the equilibrium, whereas the expected time average fitness has only been studied recently [36] . This reference as well as [5] include some networking applications.
Epidemic games for cyber-security and content diffusion
Computer viruses have been reported to cause damage of 17 billion US$ on 2000. Already in 1998, the relation between computer viruses and epidemiology are suggested [28] . Since then, viruses and tools to fight them have become more sophisticated. Today cyber security is not only defensive and are used as warfare, see [20] .
In the biology literature, there has been almost no research using game models in epidemics. We found no references to games in epidemics before 2000. Some isolated research on the topic has appeared in recent years [6, 7, 9, 8] . These papers use simple game theoretical tools to model some decisions related to fighting against viruses (namely vaccination decisions and decisions concerning observations of epidemics). [31] is a recent paper using a differential population game for solving an epidemic game arising in the biological context.
Optimal control theory has been used within the classical epidemic models so as to (i) identify the worst possible computer-viruses attacks in a given network (ii) to fight viruses whose behavior is described by classical epidemic models. In [21] , the authors combine (i) and (ii) within a single differential game formulation and obtain the structure of the saddle-point policies in the meanfield regime. These results are also novel with respect to epidemiology (and not only computer viruses).
For game theory applied to other aspects of security issues in networks we refer to the survey [26] .
A big boost to games in epidemics was given thanks to work by the group of P. Van Mieghem [24, 25] which provides both bounds on the dynamics of SIS epidemic models as well as meanfield approximations on their metastable regime. It was mainly followed in the physics community who are interested in phase transitions and in meanfield dynamics. The complexity of the solution is significantly reduced in the meanfield regime (in which the number of agents grows to infinity) due to the property that the infection probability of any two nodes becomes independent in that regime. The accuracy of the mean field approach is studied in [25] . While in the physics community, this type of approach in studying epidemics is relatively recent, the use of the meanfield approximation is well known in other communities. Indeed, already [22, 33, 23] establish conditions for convergence to a meanfield regime, and Mandelbaum and Pats apply it to epidemics in [23, Sec. 10] .
Game models (static ones) based on the above SIS epidemic theory appear already in 2009 [29] and later at [17] . In these game each node is a player. Recently, Nash and Stackelberg epidemic adversarial games have been introduced in [37] where one player controls the epidemic rate and the other controls the curing rate. Both in static as well as in dynamic games based on meanfield limits, one has to be aware that the fact that a meanfield approach is a good approximation for a noncontrolled system or for a fixed control does not imply that the equilibrium of a meanfield game is a good approximation for a game with a large finite population of players. Conditions for the latter to hold can be found in [18, 15, 16] . A Counter example is presented in [14] .
The majority of recent works on epidemic games is based on formulating static games based on steady state (or metastable) performance measures of fixed stationary policies used in Markov dynamic setting, see e.g. [2] that considers games in online dating platforms, or [35] that considers network formation games in which the utilities includes a term representing the metastable infection probability. Some examples of fully dynamic cybersecurity epidemic games are [21] (already mentioned) as well as [10] .
Epidemics and their control have also been used to model diffusion of content in social networks. Already the evolutionary biologist Richard Dawkins shows that the evolution of phenomena such as fashion, musical melodies and other cultural phenomena (for which he coined the term "meme") follows similar rules as the Darwinian evolution of species in nature, see [13] p 192. Dawkins later adapted this characterization to Internet Memes as well [34] , which includes hits and videos that compete for popularity and visibility over the Internet. Epidemic models can thus be introduced to games in which a virus represents some content.
