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Zusammenfassung
Typsysteme auf Basis des von R. Milner entwickelten Konzepts des parametrischen
Polymorhpismus zeichnen sich dadurch aus, daß jedes wohltypisierte Programm ei-
ne eindeutige denotationale Semantik besitzt, die Typfehler zur Laufzeit verhindert.
Daru¨ber hinaus kann jedem typisierbaren Programm ein allgemeinster Typ zugeord-
net werden, der alle mo¨glichen Instanztypen durch einen einzigen Typausdruck u¨ber
unsortierten Typvariablen darstellt, und dieser Typausdruck kann auf Basis eines
Unifikationsalgorithmus fu¨r Typausdru¨cke berechnet werden. Dabei sind Typanga-
ben fu¨r vom Programmierer eingefu¨hrte Bezeichner optional.
U¨berladene Operatoren bzw. Konstanten werden in traditionellen und auch in mo-
derneren objekt-orientierten Sprachen als rein syntaktische Erleichterungen behan-
delt: ein Operator darf eine endliche Menge verschiedener Typen annehmen und
zur U¨bersetzungszeit muß fu¨r sa¨mtliche Vorkommen eines u¨berladenen Operators
bestimmt werden, welche U¨berladungsinstanz vom Programmierer an der entspre-
chenden Programmstelle intendiert war. Diesen Prozeß bezeichnet man u¨blicherweise
als U¨berladungsauflo¨sung.
Fu¨gt man einem parametrisch polymorphen Typsystem U¨berladungen auf der Grund-
lage dieses Ansatzes hinzu, dann erha¨lt man einen NP-vollsta¨ndigen Typinferenzalgo-
rithmus. Daru¨ber hinaus kann ein solches Typsystem zwar die Verwendung u¨berlade-
ner Operatoren ermo¨glichen, aber es erlaubt nicht deren Abstraktion in der Definition
neuer Funktionen, da ein Ausdruck mehr als einen Typ besitzen kann.
In der vorliegenden Arbeit wird das Konzept der parametrischen U¨berladungen vorge-
stellt, das diese Nachteile vermeidet und dabei sa¨mtliche Vorteile des parametrischen
Polymorphismus beibeha¨lt: jeder typisierbare Ausdruck besitzt einen allgemeinsten
Typ, typisierbare Programme fu¨hren nie zu Laufzeitfehlern, die Komplexita¨t des In-
ferenzalgorithmus ist polynomial zeitbeschra¨nkt und u¨berladene Operatoren ko¨nnen
in Funktionsdefinitionen abstrahiert werden.
Darauf aufbauend untersuchen wir Typinferenzsysteme fu¨r Sprachen, die zusa¨tzlich
zu U¨berladungen auch noch implizite Konversionen unterstu¨tzen. Dazu definieren
wir ein generisches Typinferenzsystem fu¨r eingeschra¨nkte Typen und zeigen, daß
auch in einem solchen System allgemeinste Typen existieren und Typisierbarkeit
fu¨r bestimmte Restriktionsklassen entscheidbar bleibt. Abschließend zeigen wir, daß
parametrische U¨berladungen mit regula¨ren Typen kombiniert werden ko¨nnen.
Abstract
Type systems based on R. Milner’s concept of parametric polymorphism are rec-
ognized by the following facts: every well typed program has a uniquely defined
denotational semantics, which ensures that the evaluation of a program will never
produce a runtime type error. Additionally, every well typed program has a principal
type such that every other type is an instance of the principal type. The principal
type is a type expression over unsorted variables and can be computed by a type
inference algorithm based on Robinson’s unification algorithm.
In traditional programming languages, overloaded operators and constants are treated
as pure syntactic sugar: an overloaded operator can have a finite number of unre-
lated types and the type analysis component must determine for each occurrence
of an overloaded operator, which of its overloaded instances was intended by the
programmer. This process is usually called overloading resolution.
Adding overloaded operators based on this concept to a parametrically polymorphic
language has two drawbacks: since each programmer declared identifier is reqired
to have a simple type, the type inference algorithm becomes NP-complete and over-
loaded operators cannot be abstracted over in user defined functions.
In this thesis we define the concept of parametric overloading, which avoids these
problems and keeps all nice properties of parametric polymorphism: principality of
types, absence of runtime errors for well typed programs, polynomially time bounded
type inference algorithm and full abstraction over overloaded operators.
Building on these results, we investigate a type system for a language which addi-
tionally supports implicit coercions. We define a generic inference system based on
the concept of constrained types, show that principal types exist for this system and
typability remains decidable for a special class of constraints. Finally we show that
parametric overloading can be combined with regular types.
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1Kapitel 1
Einfu¨hrung
Zwischen 1977 und 1987 wurde eine große Zahl funktionaler Programmiersprachen
entwickelt, deren Typsystem auf dem von Robin Milner entworfenen Konzept des
parametrischen Polymorphismus [Mil78] basiert. Die bekannteren dieser Sprachen
sind ML, bzw. Standard ML [Mil84], HOPE [BMS80] und Miranda [Tur85]. Dieser
Erfolg des Konzepts beruht nach Ansicht des Autors auf der Kombination einer Reihe
von Tatsachen:
Sicherheit: Die Typkorrektheit von Programmen wird vollsta¨ndig zur U¨bersetzungs-
zeit u¨berpru¨ft und ermo¨glicht damit die Entdeckung einer großen Anzahl von Pro-
grammierfehlern zu Beginn des Programmentwicklungsprozesses. Typisierbare Pro-
gramme haben die Eigenschaft, daß zur Laufzeit keine Typfehler auftreten ko¨nnen.
Flexibilita¨t: Parametrischer Polymorphismus erlaubt dem Programmierer die Verwen-
dung von Funktionen fu¨r Argumente verschiedenen Typs, unter der Voraussetzung,
daß die Bedeutung der Funktion unabha¨ngig von den Typen der Argumente ist.
Damit wird gleichzeitig die Entwicklung wiederverwendbarer Software unterstu¨tzt.
Bequemlichkeit: Aufgrund der Inferierbarkeit der Typen aller deklarierten Bezeich-
ner, wird der Programmierer bzw. Spezifizierer nicht mit unno¨tigen, oft trivialen
Typangaben belastet.1
Effizienz: Da alle Typu¨berpru¨fungen zur U¨bersetzungszeit durchgefu¨hrt werden, ko¨n-
nen teure Typu¨berpru¨fungen zur Ausfu¨hrungszeit vermieden werden, was als Neben-
effekt zu einer betra¨chtlichen Effizienzsteigerung funktionaler Sprachimplementierun-
gen gefu¨hrt hat.
Unterzieht man das Konzept des parametrischen Polymorphismus einer genauen Pru¨-
1Dies soll natu¨rlich nicht heißen, daß der Autor dafu¨r pla¨diert, daß Typangaben prinzipiell
weggelassen werden sollten. Zu Dokumentationszwecken ist es oft sinnvoll, zumindest fu¨r global
definierte Bezeichner die Typen explizit anzugeben.
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fung, so erkennt man jedoch, daß sowohl die Flexibilita¨t als auch die Sicherheit zur
Beschreibung u¨blicher Programmiersprachen im Allgemeinen nicht ausreichen. Wir
betrachten dazu als Beispiel einige der u¨blichen, vordefinierten, relationalen bzw.
arithmetischen Operatoren in einer Sprache, die sowohl ganze als auch reelle Zahlen
sowie homogene Listen und Funktionen als Datentypen entha¨lt.
Typisches Beispiel fu¨r eine parametrisch polymorphe Funktion ist die Funktion len
zur Berechnung der La¨nge einer Liste von Werten beliebigen, aber gleichen Typs:
len l = if null l then 0 else 1 + len(tl l)
In einem parametrisch polymorphen Typsystem wird len der Typ ∀t.list(t) → int
zugeordnet, wobei t fu¨r einen beliebigen Typ steht. Den polymorphen Typausdruck
∀t.list(t) → int kann man als Beschreibung einer Menge von Typen deuten, welche
die Funktion len je nach Verwendung annehmen kann:
types(len) = { list(t)→ int | t ∈ T }
Im Hinblick auf die Flexibilita¨t und Bequemlichkeit der Notation wa¨re es wu¨nschens-
wert, fu¨r arithmetische Operationen, die sowohl auf ganzen als auch reellen Zahlen
definiert sind, identische Symbole zu verwenden; also beispielsweise + fu¨r die Ad-
dition von Zahlen. Dieses Vorgehen nennt man u¨blicherweise U¨berladung von Ope-
rationssymbolen. Leider la¨ßt sich dem Symbol + nun kein eindeutiger parametrisch
polymorpher Typ mehr zuordnen: Die Menge der mo¨glichen, d.h. zula¨ssigen Typen
der Additionsoperation ist na¨mlich
types(+) = {int → int → int , real → real → real}
Wie man sich leicht u¨berzeugt, beschreibt der Ausdruck
∀t.t→ t→ t
eine Obermenge von types(+); andererseits fu¨hrt jede Ersetzung von t durch einen
der beiden zula¨ssigen Typen int bzw. real zum Ausschluß einer zula¨ssigen Alternati-
ve.
Hier bieten sich drei mo¨gliche Vorgehensweisen an: Einerseits kann man auf vollsta¨n-
dige Sicherheit des Typsystems verzichten und den Typ der Additionsoperation durch
3den Typausdruck ∀t.t→ t→ t beschreiben. Dann ist z.B. der Ausdruck 1+λx.x typi-
sierbar. Oder man faßt die Datentypen int und real zu einem einzigen Zahldatentyp
num zusammen, wie beispielsweise in Miranda. Damit bleibt zwar das Typsystem
sicher und flexibel, man verliert jedoch einiges an Aussagekraft: die Unterscheidung
von ganzen Zahlen und Fließkommazahlen erscheint uns essentiell und sollte daher
im Typsystem jeder
”
streng“ typisierten Programmiersprache reflektiert werden.
Als dritte Mo¨glichkeit ko¨nnte der Typisierungsalgorithmus so erweitert werden, daß
er eine Menge zula¨ssiger Typen errechnet. Falls die Menge leer ist, liegt ein Typfehler
vor, ist sie mehrelementig, dann spricht man von einer nicht auflo¨sbaren U¨berladung.
Dieser Ansatz wurde z.B. in HOPE und Standard ML verfolgt; er bildet auch die
Grundlage der Typinferenzkomponente des PSG-Systems [BS86, Sne91, SB89]. Er
hat jedoch den entscheidenden Nachteil, daß u¨berladene Operatoren nicht polymorph
verwendet werden ko¨nnen: So hat beispielsweise der Ausdruck λx.x+3 den Typ int ,
der Ausdruck λx.x+x dagegen ist nicht typisierbar, da er sowohl den Typ int → int
als auch real → real besitzt. Als Konsequenz daraus, kann man z.B. auch keine
polymorphe Funktion definieren, die eine Liste von Zahlen addiert.
Man beachte jedoch, daß es auch einen semantischen Unterschied zwischen U¨berla-
dungen und parametrischem Polymorphismus gibt: Im Fall des u¨berladenen Opera-
tors + wa¨re zu erwarten, daß ein Auswertungssystem eine Ganzzahladdition anders
interpretiert als eine Fließkommaaddition; dagegen erwartet man die Existenz einer
uniformen Vorschrift zur Berechnung der La¨nge einer Liste. Mit anderen Worten: die
Semantik einer Additionsoperation ha¨ngt vom Typ der Argumente ab, das Gegen-
teil gilt fu¨r die Funktion len. Aufgrund dieser Unterscheidung werden U¨berladungen
auch gern als
”
ad hoc Polymorphismus“ bezeichnet [Str67]. Natu¨rlich ist diese Un-
terscheidung etwas willku¨rlich, denn man kann sich leicht Maschinen mit einer Ad-
ditionsinstruktion vorstellen, die den Typ der Argumente testet und dann entweder
eine Ganzzahl- oder eine Fließpunktaddition ausfu¨hrt.
Ein markantes, und u¨berraschendes Beispiel fu¨r die Schwa¨chen eines rein parame-
trisch polymorphen Typsystems ist die Vergleichsoperation: der Operator = soll auf
Werte beliebigen Typs angewendet werden ko¨nnen, vorrausgesetzt es handelt sich
bei den verglichenen Werten nicht um Funktionen, bzw. um Datenstrukturen, die als
Subkomponenten Funktionen beinhalten.
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Der Grund fu¨r diese Einschra¨nkung ist offensichtlich: da die Gleichheit von Funktio-
nen nicht entscheidbar ist, sollte das Typsystem jeden Vergleich funktionaler Werte
verbieten. Mit einfach parametrisierten Typausdru¨cken kann man der Gleichheitsope-
ration nur den Typ ∀t.t→ t→ bool zuordnen. Der Typausdruck wird dabei wie folgt
interpretiert: fu¨r irgendeinen Typ t bildet = zwei Argumente dieses Typs auf einen
booleschen Wert ab. Da fu¨r t jeder beliebige Typ zula¨ssig ist, erlaubt das Typsystem
somit beispielsweise den Vergleich von Funktionen vom Typ int → int .
An diesem Beispiel wird deutlich, daß der Versuch einer Repra¨sentation der mo¨gli-
chen Typen u¨berladener Operatoren durch eine Menge von Typausdru¨cken scheitern
muß: im Fall der Gleichheitsoperation wa¨re eine unendliche Menge von Typaus-
dru¨cken notwendig:
int → int → bool , . . .
list(int)→ list(int)→ bool , . . .
list(list(int))→ list(list(int))→ bool , . . .
Da in diesem Fall die Entwicklung eines Inferenzalgorithmus zumindest sehr schwierig
erscheint, folgern wir daraus, daß es notwendig ist, endliche Repra¨sentanten fu¨r solche
unendlichen Mengen zu entwickeln.
Im ersten Teil der vorliegenden Arbeit (Kapitel 3) entwickeln wir dazu die Theorie
der parametrischen U¨berladungen. Parametrische U¨berladungen sind dadurch gekenn-
zeichnet, daß die Menge der U¨berladungsinstanzen eines u¨berladenen Operators (1.)
durch ein U¨berladungstypschema u¨ber einer ausgezeichneten Typvariablen beschrie-
ben wird und (2.) die Menge der Instanzen fu¨r diese Typvariable induktiv u¨ber die
Struktur von Typausdru¨cken beschrieben werden kann. Auf der Basis dieser Ein-
schra¨nkungen werden dann Typvariablen mit Mengen von Operatornamen gekenn-
zeichnet, um die Menge der Instanztypen einer solcherart markierten Variable αX
auf die Menge der Typen einzuschra¨nken, die als Argumente aller in X genannten
Operatoren zula¨ssig sind. Beispielsweise erha¨lt dann der Gleichheitsoperator den Typ
∀α{=}.α{=} → α{=} → bool . Wir entwickeln einen Unifikationsalgorithmus fu¨r solche
Typausdru¨cke und zeigen, daß sich alle wichtigen Eigenschaften des parametrischen
Polymorphismus auf das System der parametrischen U¨berladungen u¨bertragen las-
sen.
5In einem polymorphen Typsystem, das auch Konversionen unterstu¨tzt, muß der all-
gemeinste Typ von Programmausdru¨cken relativ zu einer Menge von Subtyprestrik-
tionen angegeben werden. So hat beispielsweise die Funktion twice ≡ λf.λx.f(f(x))
den allgemeinsten Typ ∀α, β.(α→ β)→ α→ β | β /α, d.h. die Funktion twice bildet
Funktionen vom Typ α → β ab auf Funktionen vom Typ α → β, unter der Voraus-
setzung, daß β ein Untertyp von α ist. Also ist beispielsweise twice f ein zula¨ssiger
Ausdruck, falls f vom Typ real → int ist, da int / real eine gu¨ltige Konversion ist.
Damit ist klar, daß eine Erweiterung des Unifikationsalgorithmus fu¨r parametrische
U¨berladungen nicht ausreicht, um zu einem Typinferenzalgorithmus zu gelangen, der
U¨berladungen und Konversionen integriert behandelt.
Das Symbol / kann man als bina¨res Pra¨dikat p/ auf der Menge der monomorphen
Typausdru¨cke interpretieren, das die Menge der mo¨glichen Instanzen von α und β
auf Paare (s, t) einschra¨nkt, fu¨r die p/(s, t) wahr ist. Allgemeine u¨berladene Ope-
ratoren ko¨nnen a¨hnlich behandelt werden: fu¨r jedes u¨berladene Funktionssymbol o
fu¨hrt man ein n-stelliges Pra¨dikatsymbol po ein, das die zula¨ssigen Instanztypen
der U¨berladungspositionen beschreibt. Der Funktion o wird dann das eingeschra¨nkte
Typschema ∀α1, . . . , αn.τ |po(α1, . . . , αn) zugeordnet. Der Typ des Gleichheitsopera-
tors lautet in dieser Notation ∀α.α→ α→ bool |p=(α).
U¨berladungs- und Konversionsbedingungen ko¨nnen beliebig kombiniert werden, wie
das folgende, einfache Beispiel der Funktion inc = λx.x+1 zeigt: der allgemeinste Typ
der Funktion inc lautet ∀α, β.α → β|int / β, α / β, p+(β) und wird folgendermassen
interpretiert: die Funktion inc kann auf Werte vom Typ s angewendet werden und
liefert dann einen Wert vom Typ t, vorausgesetzt int und s sind Untertypen von t
und der Additionsoperator ist fu¨r Werte vom Typ t definiert.
Die Tatsache, daß Typaussagen nun relativ zu einer Menge von Bedingungen gemacht
werden, fu¨hrt sofort zur Frage der Erfu¨llbarkeit von Restriktionsmengen: unter einer
nicht erfu¨llbaren Menge von Bedingungen kann man natu¨rlich fu¨r einen gegebenen
Ausdruck jeden beliebigen Typ herleiten. Somit kann man nur von einer gu¨ltigen
Typisierung sprechen, wenn es eine Belegung der involvierten Typvariablen gibt, die
alle Bedingungen erfu¨llt.
In Kapitel 4 entwickeln wir daher eine Theorie der eingeschra¨nkten Typen2. Dazu
2engl.
”
constrained types“.
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definieren wir ein generisches Typdeduktionssystem, das einen einfachen Algorithmus
zur Berechnung allgemeinster Typen ermo¨glicht. Der Algorithmus berechnet fu¨r einen
gegebenen Ausdruck M einen Typausdruck τ und eine Menge von Bedingungen C,
sodaß M typisierbar ist, falls eine Substitution S existiert, die alle Bedingungen in
C erfu¨llt. Wir fu¨hren weiter das Konzept der vereinfachenden Substitutionen ein und
zeigen, daß man eine kanonische Repra¨sentation des allgemeinsten Typs auf Basis
genauester Vereinfachungen erha¨lt. Auf der Basis dieses Konzepts modifizieren wir
den Inferenzalgorithmus fu¨r eingeschra¨nkte Typen und erhalten den Milner’schen
Algorithmus W fu¨r parametrischen Polymorphismus als Spezialfall.
In Kapitel 5 untersuchen wir die Frage, fu¨r welche Klassen von Pra¨dikaten die Lo¨-
sung von Restriktionsproblemen entscheidbar ist und zeigen, daß fu¨r das System
struktureller Konversionen und parametrischer U¨berladungen, kombiniert mit nicht
rekursiven U¨berladungen, die Restriktionsauflo¨sung sowie eine genaueste Vereinfa-
chung berechenbar ist.
Kapitel 6 untersucht, unter welchen Bedingung die Berechnung von Lo¨sungen und ge-
nauesten Vereinfachungen fu¨r atomare Restriktionsmengen fu¨r parametrische U¨ber-
ladungen und strukturelle Konversionen effizient durchgefu¨hrt werden kann und pra¨-
sentiert die entsprechenden Algorithmen. Schließlich untersuchen wir in Kapitel 7 die
Erweiterung unserer Resultate auf regula¨re Typen und zeigen, daß unsere Algorith-
men nur fu¨r U¨berladungen, aber nicht fu¨r strukturelle Konversionen vollsta¨ndig sind.
Im abschließenden Kapitel 8 werden die wichtigsten Resultate resu¨miert und einige
noch offene Fragestellungen ero¨rtert.
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Parametrischer Polymorphismus
In diesem Kapitel rekapitulieren wir die wichtigsten Eigenschaften des parametri-
schen Polymorphismus. Dabei werden u¨berwiegend bekannte Resultate dargestellt
und bewiesen, einerseits um dem nicht mit der Materie vertrauten Leser einen um-
fassenden U¨berblick zu geben, andererseits, weil sich die Resultate und Beweise im
zweiten Kapitel direkt auf die parametrischen U¨berladungen u¨bertragen lassen. Dar-
u¨ber hinaus werden wir eine Modifikation des Damas-Milner-Typsystems verwenden,
die zwar schon in [CDDK86] benutzt wurde, fu¨r die die Beweise der entsprechen-
den Resultate nach Kenntnis des Autors aber noch nicht vero¨ffentlicht wurden. Ty-
pinferenzspezialisten ko¨nnen diesen Abschnitt getrost u¨berspringen und direkt zum
dritten Kapitel voranschreiten, da bei Bedarf auf die entsprechenden Resultate bzw.
Beweise zuru¨ckverwiesen wird.
Das Kapitel ist wie folgt aufgebaut: zuna¨chst (Abschnitt 2.1) fu¨hren wir die wichtig-
sten Grundbegriffe ein: Ausdru¨cke, Typausdru¨cke, Substitutionen und Typdeduk-
tionssysteme, Unifikation und Typinferenz (Unterabschnitte 2.1.1 bis 2.1.3). Wir
besprechen kurz den polymorphen Lambda-Kalku¨l (Unterabschnitt 2.1.4), fu¨r den
bedauerlicherweise bis heute unklar ist1, ob die Frage der Typisierbarkeit entscheid-
bar ist. Im zweiten Teil (2.2) stellen wir die von Milner getroffenen Einschra¨nkungen
vor, die zu einem entscheidbaren Typdeduktionssystem fu¨hren (2.2.1) und pra¨sen-
tieren einige syntaktische Eigenschaften des Typdeduktionssystems (2.2.2) in Bezug
auf die Reduktions- bzw. Konversionsregeln des typfreien Lambda-Kalku¨ls. Anschlie-
ßend stellen wir den Milner’schen Typinferenzalgorithmus W vor, beweisen dessen
syntaktische Korrektheit und Vollsta¨ndigkeit (Abschnitt 2.2.3) und erwa¨hnen die be-
kannten Komplexita¨tsresultate (Abschnitt 2.2.4). Abschließend pra¨sentieren wir eine
Semantik fu¨r die betrachtete Beispielsprache und Typausdru¨cke und beweisen, daß
wohltypisierte Programme typfehlerfrei sind (Abschnitt 2.2.5).
1Zitat Milner: “an embarassing open problem”.
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2.1 Typsystemgrundlagen
Gegenstand unserer Untersuchung bildet eine Ausdrucksprache, die als Teilmenge
jeder funktionalen Sprache vorhanden ist. Sie ist eine syntaktische Obermenge des
elementaren untypisierten Lambda-Kalku¨ls, die neben der Abstraktion und Appli-
kation noch die Let-Abstraktion umfaßt. Daher nennen wir diese Sprache Λlet, oder
auch Mini-ML, wg. der u¨berragenden Bedeutung von ML fu¨r die Entwicklung des
parametrischen Polymorphismus. Obwohl Λlet natu¨rlich keine realistische Program-
miersprache ist, ist sie doch ma¨chtig genug, sowohl die syntaktischen als auch die
semantischen Aspekte parametrisch polymorpher Programmiersprachen zu beschrei-
ben.
2.1.1 Ausdru¨cke, Typen, Substitutionen
Definition 2.1 (Ausdru¨cke). Sei V = {x, y, . . .} eine abza¨hlbare Menge von syn-
taktischen Variablen. Die Sprache der Ausdru¨cke M ∈ Λlet wird durch die folgende
abstrakte Syntax festgelegt:
M ::= x | λx.M1 | M1M2 | let x =M1 in M2
Fu¨r M ∈ Λlet ist die Menge der in M frei vorkommenden Variablen durch die Funk-
tion FV : Λlet → 2V definiert:
FV (x) = {x}
FV (λx.M1) = FV (M1)− {x}
FV (M1M2) = FV (M1) ∪ FV (M2)
FV (let x =M1 in M2) = FV (M1) ∪ (FV (M2)− {x})
Aufgabe der Typanalyse ist es die Typisierbarkeit von Ausdru¨cken zu u¨berpru¨fen
und den Programmierer auf eventuelle Fehler aufmerksam zu machen. Grundlage der
Typisierung ist daher zuna¨chst ein gemeinsames Versta¨ndnis des Typbegriffs.
Definition 2.2 (Typausdru¨cke). Sei F eine Menge von Typkonstruktoren mit
Stelligkeit ρ : F → N. Fu¨r eine abza¨hlbare Menge von Variablen V = {α, β, . . .}
ist die Menge der Typausdru¨cke u¨ber V (τ ∈ TF (V)) gegeben durch die abstrakte
Syntax:
τ ::= α | f(τ1, . . . , τρ(f))
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Anders ausgedru¨ckt: Typausdru¨cke sind Elemente der von den Variablen und Funk-
tionssymbolen frei erzeugten Termalgebra TF (V). Typausdru¨cke, die keine Variablen
enthalten, also Elemente von TF (∅), bezeichnen wir als monomorph, solche die Va-
riablen enthalten, werden polymorph genannt. Polymorphe Typausdru¨cke ko¨nnen als
eine Repra¨sentation von Typmengen aufgefaßt werden. Die Menge der Typvariablen
eines Typausdrucks τ bezeichnen wir mit V(τ).
Wir gehen im Folgenden davon aus, daß F die u¨blichen Typkonstruktoren umfaßt
und auf jeden Fall den Funktionstypkonstruktor → entha¨lt. Ein typische Auswahl ist
F = {int , real , bool , char , list , set ,×,→}.
Definition 2.3 (Substitutionen). Eine Substitution S ∈ V → TF (V) ist eine Ab-
bildung von Variablen auf Typen, die sich nur an endlich vielen Stellen von der Identi-
ta¨t unterscheidet. Substitutionen werden als Menge von Paaren {α1 7→ τ1, . . . , αn 7→
τn} geschrieben oder bei einer bekannten Indexmenge {αi 7→ τi}. Die Menge der
Variablen α mit S(α) 6= α heißt dom(S), die Menge ⋃α∈dom(S) V(S(α)) heißt cod(S).
Eine Substitution S involviert die Variable α, falls α ∈ (dom(S) ∪ cod(S)). Die
Menge der von S involvierten Variablen bezeichnen wir mit inv(S). Sind R, S Sub-
stitutionen, dann ist ihre Komposition R ◦ S gegeben durch (R ◦ S)x = R(Sx). Eine
Substitution S heißt idempotent, falls S ◦ S = S.2
Substitutionen werden in der u¨blichen Weise auf Typausdru¨cke homomorph fortge-
setzt:
S∗(α) = S(α)
S∗(f(τ1, . . . , τn) = f(S
∗(τ1), . . . , S
∗(τn))
Im Folgenden werden wir zwischen einer Substitution S und ihrer homomorphen
Fortsetzung S∗ notationell keinen Unterschied machen.
Definition 2.4. Eine Menge A mit einer zweistelligen Relation R ⊆ A × A heißt
Quasiordnung, falls R reflexiv und transitiv ist, d.h.: (x, x) ∈ R und (x, y) ∈ R ∧
(y, z) ∈ R⇒ (x, z) ∈ R fu¨r alle x, y, z ∈ A.
Eine partielle Ordnung R ⊆ A×A ist eine antisymmetrische Quasiordnung: (x, y) ∈
R ∧ (y, x) ∈ R⇒ x = y.
2Dies ist a¨quivalent zu dom(S) ∩ cod(S) = ∅.
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Definition 2.5 (Instanzen). Sei τ ein Typausdruck. Ein Typausdruck τ ′ ist eine
Instanz von τ (notiert als τ ′ ≤ τ), falls eine Substitution S existiert mit τ ′ = S(τ). In
diesem Fall nennen wir τ allgemeiner als τ ′. Analog definiert man fu¨r Substitutionen:
R ≤ S ⇐⇒ ∀α : R(α) ≤ S(α).
Die Menge der Substitutionen bildet mit der so definierten Relation ≤ eine Quasi-
ordnung.
Definition 2.6. Eine A¨quivalenzrelation ≡ ⊆ A × A ist eine symmetrische Quasi-
ordnung: x ≡ y ⇒ y ≡ x.
Fu¨r x ∈ A wird die A¨quivalenzklasse von x bzgl. ≡ ist definiert durch
[x]≡
def
= { y ∈ A | x ≡ y }
Die Faktorisierung einer Menge A bzgl. einer A¨quivalenzrelation ≡ ist gegeben durch
A/≡
def
= { [x]≡ | x ∈ A }
Beim U¨bergang von einer quasi geordneten Menge (A,≤) zu ihrer Faktorisierung
(A/∼=,≤), wobei x ∼= y ⇐⇒ x ≤ y ∧ y ≤ x und x ≤ y in A/∼= mit ∃a ∈ [x]∼=, b ∈
[y]∼= : a ≤ b interpretiert wird, gewinnt man im allgemeinen eine partielle Ordnung.
Fu¨r TF (V) gilt jedoch
Lemma 2.7. Die Menge der Terme bildet bzgl. der Instanzrelation modulo ∼= einen
oberen Halbverband (TF (V)/∼=,≤).
2.1.2 Typdeduktionssysteme
Zur Beschreibung der Menge der typisierbaren Ausdru¨cke bieten sich nun zwei Mo¨g-
lichkeiten an: Einerseits ko¨nnte man einen Algorithmus A angeben, der einen gegebe-
nen Ausdruck auf Typisierbarkeit u¨berpru¨ft und dabei einen, mehrere oder alle mo¨gli-
chen Typen eines Ausdrucks berechnet. Die Menge der typisierbaren Ausdru¨cke wa¨re
dann durch {M | M ∈ Λlet : t ∈ A(M)} gegeben. Dieses Vorgehen hat jedoch den
entscheidenden Nachteil, daß Argumente u¨ber die Typisierbarkeit von Ausdru¨cken
nur unter Bezugnahme auf einen konkreten Algorithmus gefu¨hrt werden ko¨nnen und
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somit stark von der gewa¨hlten Programmiernotation und den verwendeten Daten-
strukturen beeinflußt werden. Die zweite Mo¨glichkeit liegt in der Verwendung eines
Deduktionsystems zur Ableitung von Aussagen der Form: unter einer Menge von
Voraussetzungen A hat M den Typ t. Dies ist die Standard-Vorgehensweise, man
findet sie in der umfangreichen Literatur zum Thema Typinferenz zum ersten Mal in
[DM82].
Definition 2.8 (Typdeduktionssysteme). Ein Typdeduktionssystem R besteht
aus einer Menge von Axiomen bzw. Deduktionsregeln der Form
F1, . . . , Fn
F
. Die Fi
heißen Pra¨missen der Deduktionsregel und F ist die Konsequenz der Deduktions-
regel. Axiome, d.h. Regeln der Form F , werden u¨blicherweise kurz durch F no-
tiert. Eine Aussage A heißt ableitbar in R, (`R A), falls eine Sequenz von Aussagen
A1, . . . , An = A existiert, sodaß fu¨r alle i = 1..n die Aussage Ai durch Anwendung
einer Deduktionsregel in R aus einer Teilmenge von Aussagen {Aij | ij < i } folgt.
Aussagen u¨ber den Typ eines Ausdrucks ha¨ngen im allgemeinen von den Typen der
in ihm frei vorkommenden Variablen ab. Zur Formalisierung des Begriffs Typaussage
beno¨tigt man daher die folgende
Definition 2.9 (Typannahmen). Eine Typannahme Γ ist eine endliche Abbildung
von Variablen auf Typausdru¨cke bzw. Typschemata3. Zur Notation von Typannah-
men und den auf ihnen definierten Operationen verwenden wir eine VDM-a¨hnliche
Schreibweise4:
[x1:τ1, . . . , xn:τn] eine Typannahme, die der Variablen xi den Typausdruck τi zuord-
net.
Γ(x) der Typausdruck τ , der x in Γ zugeordnet ist.
Γx die Typannahme Γ ohne die Zuordnung fu¨r x.
Γ1 ∪ Γ2 Vereinigung der Typannahmen Γ1, Γ2, wobei dom(Γ1)∩dom(Γ2) =
∅ gelten muß.
3Siehe unten.
4Siehe [BJ78] oder [BJ82].
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Γ1 + Γ2 Addition von Abbildungen:
(Γ1 + Γ2)(x) =
Γ2(x) falls x ∈ dom(Γ2),Γ1(x) sonst.
mithin gilt: Γ + [x : τ ] = Γx ∪ [x : τ ].
Γ|M Restriktion von Γ auf die Menge M :
Γ|M (x) =
Γ(x) falls x ∈M,undefiniert sonst.
FV (Γ) die Menge der in Γ frei vorkommenden Typvariablen:
FV (Γ) =
⋃
x∈dom(Γ)
FV (Γ(x))
S(Γ) Anwendung von Substitutionen auf Typannahmen:
S(Γ) = [x 7→ Sx | x ∈ dom(Γ) ].
Definition 2.10 (Typaussage). Eine Typaussage ist eine Aussage der Form Γ `
M : τ , wobei Γ eine Typannahme u¨ber die freien Variablen von M ist: FV (M) ⊆
dom(Γ). Eine Typaussage Γ ` M : τ heißt ableitbar, falls sie durch Anwendung der
Axiome und Deduktionsregeln bewiesen werden kann. In diesem Fall sprechen wir
auch von einer gu¨ltigen Typaussage.
Beschra¨nkt man sich zuna¨chst auf let-freie Ausdru¨cke, dann genu¨gt das in Abbil-
dung 2.1 angegebene Deduktionssystem zur Beschreibung der typisierbaren Aus-
dru¨cke. Dieses Deduktionssystem besitzt die bemerkenswerte Eigenschaft, daß jeder
Ableitungsbaum fu¨r einen bestimmten Ausdruck die Struktur des Ausdrucks besitzt;
die Anwendung der Deduktionsregeln ist somit vollsta¨ndig syntaxgesteuert.
2.1.3 Unifikation, Typinferenz
Aufgabe der Typinferenz ist die Konstruktion einer ableitbaren Typaussage. Grund-
lage der Beweiskonstruktion ist dabei in der Regel ein Unifikationsalgorithmus5, mit
5oder ein Constraint-Solver, siehe Abschnitt 5.
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[VAR]
Γ(x) = τ
Γ ` x : τ
[ABS]
Γ + [x : τ1] `M : τ2
Γ ` λx.M : τ1 → τ2
[APP]
Γ `M1 : τ1 → τ2 , Γ `M2 : τ1
Γ `M1M2 : τ2
Abbildung 2.1: Deduktionssystem fu¨r let-freie Ausdru¨cke
dessen Hilfe die durch das Deduktionssystem implizierten Gleichungen gelo¨st werden.
Zur Definition des Typinferenzalgorithmus fu¨r die obige Beispielsprache beno¨tigen
wir das bekannte Unifikationstheorem von Robinson.
Definition 2.11 (Unifikatoren). Seien x, y Elemente einer freien Termalgebra. Ein
Unifikator von x und y ist eine Substitution U mit U(x) = U(y). Ein allgemeinster
Unifikator von x, y ist ein Unifikator U sodaß fu¨r jeden anderen Unifikator U ′ eine
Substitution S existiert mit U ′ = S ◦ U .
Satz 2.12 (Robinson-Unifikation). [Rob65] Eine Menge von Termen hat entweder
keinen Unifikator, oder einen allgemeinsten. Es existiert ein Algorithmus (U), der
den allgemeinsten Unifikator einer Menge von Termen berechnet, oder mit einer
Fehlermeldung anha¨lt, falls kein Unifikator existiert. Der allgemeinste Unifikator ist
idempotent und involviert nur Variablen, die in der zu unifizierenden Termmenge
vorkommen.
Die Erweiterung des Begriffs
”
allgemeinster Unifikator“ auf Mengen von Termen,
Termpaare und Mengen von Termpaaren ist offensichtlich. Fu¨r endliche Abbildungen
m1, m2, z.B. Typannahmen, ist U ein Unifikator, falls U(m1(x)) = U(m2(x)) fu¨r alle
x ∈ dom(m1) ∩ dom(m2).
Der hier in der Originalversion angegebene Unifikationsalgorithmus hat die unange-
nehme Eigenschaft zur Berechnung des allgemeinsten Unifikators u.U. exponentielle
Rechenzeit zu beno¨tigen und als Ergebnis Terme mit exponentiellem Platzbedarf zu
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Algorithmus 2.1. (U) Robinson Unifikation in freien Termalgebren
U(τ, τ) = {}
U(τ, α) = U(α, τ) falls τ /∈ V
U(α, τ) = {α 7→ τ} falls α /∈ V(τ)
U(c(τ1, . . . , τn), c(τ ′1, . . . , τ ′n)) = Sn falls ∃S0, . . . , Sn.
S0 = {} ∧ ∀i = 1..n :
Si = U(Si−1(τi), Si−1(τ ′i)) ◦ Si−1
In allen anderen Fa¨llen schla¨gt der Algorithmus fehl
erzeugen. Als Beispiel betrachte man das Unifikationsproblem6
U( g( a1, a2, . . . , an, b1, . . . , bn, an ),
g( f(a0, a0), f(a1, a1), . . . , f(an−1, an−1), f(b0, b0), . . . , f(bn−1, bn−1), bn ))
Da die Ergebnisterme exponentiell viele Teilterme enthalten, muß man von der Term-
darstellung zu einer Darstellung der Terme durch gerichtete (azyklische) Graphen
u¨bergehen. In der einfachsten Implementierung erha¨lt man quadratischen Aufwand
[CB83]. Verwendet man jedoch zusa¨tzlich eine Variante des UNION-FIND-Algorith-
mus7 [MM82], dann erha¨lt man quasi-linearen Aufwand. Ein vollsta¨ndig linearer
Algorithmus wurde von Paterson und Wegman in [PW78] angegeben. Wir werden
spa¨ter in Abschnitt 3.4.3 noch auf die konkrete Implementierung im SAMPλE-System
zuru¨ckkommen.
Das Typdeduktionssystem fu¨r let-freie Ausdru¨cke ermo¨glicht eine einfache
”
bottom-
up“ Implementierung der Typinferenz: die Regeln [VAR] und [ABS] erzwingen, daß
jeder Verwendung eines Bezeichners der gleiche Typausdruck zugeordnet wird.
Satz 2.13. Jeder typisierbare Ausdruck besitzt eine allgemeinste Typisierung Γ `
M : τ , sodaß fu¨r jede andere Typisierung Γ′ ` M : τ ′ eine Substitution existiert, mit
Γ′ = S und τ ′ = Sτ .
Wir geben den Algorithmus ohne Beweis an, fu¨r den der Leser an [Let86] verwiesen
wird.
6Entnommen aus [Nip].
7Siehe [AHU74, Kapitel 4.7].
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Algorithmus 2.2. (Z) Typinferenz fu¨r einfachen Polymorphismus
Z[[x]] = (β, [x : β])
wobei β eine
”
neue“, bisher noch nicht verwendete Typvariable ist.
Z[[M1M2]] = (U2β, U2U1Γ1 + U2U1Γ2)
Falls Typannahmen Γ1,Γ2 und Typen τ1, τ2 existieren, sodaß
(τ1,Γ1) = Z[[M1]]
(τ2,Γ2) = Z[[M2]]
U1 = U(Γ1,Γ2)
U2 = U(U1τ1, U1τ2 → β)
und β eine
”
neue“ Typvariable ist.
Z[[λx.M ]] = (Γ(x)→ τ,Γx)
Falls x ∈ FV (M),
(τ,Γ) = Z[[M ]]
und β eine
”
neue“ Typvariable ist.
Z[[λx.M ]] = (β → τ,Γ)
Falls x /∈ FV (M),
(τ,Γ) = Z[[M ]]
und β eine
”
neue“ Typvariable ist.
In allen anderen Fa¨llen schla¨gt der Algorithmus fehl.
2.1.4 Der polymorphe Lambda-Kalku¨l
Das Typdeduktionssystem fu¨r let-freie Ausdru¨cke gestattet zwar die Berechnung all-
gemeinster Typen, jedoch besteht fu¨r den Programmierer keine Mo¨glichkeit solcher-
art typisierte Ausdru¨cke auch polymorph zu verwenden. So hat zwar der Ausdruck
λx.x den allgemeinsten Typ α → α, doch der Ausdruck (λy.yy)(λx.x) ist mit dem
obigen System nicht typisierbar8: Der Parameter y darf im Ko¨rper der Abstraktion
λy.yy nicht polymorph verwendet werden. Mit anderen Worten: der Polymorphismus
ist auf die Meta-Ebene beschra¨nkt.
8Jedenfalls nicht, wenn nur endliche Typen erlaubt sind (siehe Kapitel 7).
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[VAR]
Γ(x) = σ
Γ ` x : σ
[ABS]
Γ + [x : σ1] `M : σ2
Γ ` λx.M : σ1 → σ2
[APP]
Γ `M1 : σ1 → σ2 , Γ `M2 : σ1
Γ `M1M2 : σ2
[GEN]
Γ `M : σ , α /∈ FV (Γ)
Γ `M : ∀α.σ
[SPEC]
Γ `M : ∀α.σ
Γ `M : σ[σ′/α]
Abbildung 2.2: Typdeduktion im polymorphen Lambda-Kalku¨l
Um diese Einschra¨nkung aufzuheben, und den Polymorphismus auf Objekt-Ebene
zu bringen, wird die Menge der Typen um die Mo¨glichkeit erweitert, Variablen als
unabha¨ngig vom Kontext substituierbar zu kennzeichnen. Die solcherart erweiterten
Typausdru¨cke werden von der folgenden abstrakten Syntax generiert.
σ ::= α | f(σ1, . . . , σρ(f)) | ∀α.σ
Damit steht ∀α.α → α fu¨r einen Typ, in dem α unabha¨ngig vom Kontext durch
beliebige Typen ersetzt werden kann, und α→ α bezeichnet einen Funktionstyp, der
zwar unbekannt ist, i.d.R. aber durch den Kontext festgelegt wird. Man beachte, daß
mit dieser Typsyntax auch Typausdru¨cke mo¨glich sind, bei denen der Abstraktions-
operator ∀ nicht auf der obersten Ebene verwendet wird. So beschreibt beispielsweise
der Typausdruck ∀α.(∀β.β → β)→ α→ α eine Funktion, die eine polymorphe Funk-
tion vom Typ ∀β.β → β als erstes Argument akzeptiert, und auf eine Funktion vom
Typ α→ α abbildet.
Unter Verwendung der erweiterten Typausdru¨cke kann man ein Deduktionssystem
definieren, das die polymorphe Verwendung von beliebigen Teilausdru¨cken in der
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o.a. Beispielsprache erlaubt (siehe Abbildung 2.2). Es entha¨lt 2 neue Regeln, die
die Verallgemeinerung bzw. die Spezialisierung von Typausdru¨cken festlegen.9 Dieses
Deduktionssystem ist im Gegensatz zu dem in Abbildung 2.1 angegebenen Deduk-
tionssystem nicht syntaxorientiert: die Deduktionsregeln [GEN] bzw. [SPEC] sind
nicht an bestimmte syntaktische Konstrukte gebunden, sondern ko¨nnen an jeder be-
liebigen Stelle in der Sequenz der Ableitungschritte eingesetzt werden. Dies hat den
Vorteil, die Leistungsfa¨higkeit des Beweiskalku¨ls zu erho¨hen, erschwert jedoch die
Konstruktion effektiver Typinferenzalgorithmen.
Dieses Typsystem ist unter mehreren Namen bekannt: System F, Lambda-Kalku¨l
zweiter Ordnung oder auch polymorpher Lambda-Kalku¨l. Fu¨r eine eingehende Dis-
kussion verweisen wir auf [Bar92].
Der polymorphe Lambda-Kalku¨l hat vom Standpunkt der Typinferenz aus betrachtet
einen entscheidendenden Nachteil: es ist bis heute unklar, ob es fu¨r dieses Typsystem
einen Typisierungsalgorithmus gibt, der feststellt, ob ein Ausdruck typisierbar ist und
gegebenfalls eine Typisierung berechnet.10 Allerdings wird weithin vermutet, daß das
Typinferenzproblem nicht entscheidbar ist.
2.2 ML-Polymorphismus
Von Milner wurde in [Mil78] und spa¨ter in [DM82] zwei Einschra¨nkungen des poly-
morphen Lambda-Kalku¨ls vorgeschlagen11, die das Konzept des Polymorphismus fu¨r
den Entwurf und die Implementierung von Typsystemen fu¨r reale Programmierspra-
chen nutzbar machten und auch fu¨r die Programmiersprache ML des LCF-Systems
implementiert. Zum Einen wurde auf Polymorphismus ho¨herer Ordnung verzichtet,
d.h. der Abstraktionsoperator ∀ wurde auf die a¨ußerste Ebene von Typausdru¨cken
beschra¨nkt. Zum Anderen wurde die Verwendung der GEN-Regel in Essenz an ein
9σ[σ′/α] bezeichnet dabei die Ersetzung der Variablen α in σ durch σ′. Dabei mu¨ssen u.U.
in σ durch Abstraktionsoperatoren gebundene Variablen umbenannt werden, um die irrtu¨mliche
Bindung freier Typvariablen in σ′ zu vermeiden. Dies entspricht der α-Konversion im typfreien
Lambda-Kalku¨l
10Die Schwierigkeit liegt in der algorithmischen Behandlung der beiden neuen Regeln: es ist
vo¨llig unklar, wann eine der beiden Regeln in einer Deduktion angewendet werden muß, um den
Gesamtausdruck zu typisieren.
11Auch wenn dies in den beiden Vero¨ffentlichungen nicht explizit so konstatiert wurde.
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[LET]
Γ `M1 : τ1 , Γ `M2[M1/x] : τ2
Γ ` let x =M1 in M2 : τ2
Abbildung 2.3: Let-Typisierung durch Let-Reduktion
spezielles syntaktisches Konstrukt gebunden: das let-Konstrukt.
Das Konstrukt let x =M1 in M2 kann als alternative Schreibweise fu¨r den Ausdruck
(λx.M2)M1 betrachtet werden. Hinsichtlich der Typisierung werden beide Konstrukte
aber vo¨llig unterschiedlich behandelt. Wa¨hrend im Fall der Lambda-Abstraktion der
Typ von x fu¨r die Typisierung des Unterausdrucks M2 fixiert wird, darf x fu¨r die
Typisierung von M2 polymorph verwendet werden.
So darf etwa der in dem let-Konstrukt
let i = (λx.x) in i i
definierte Bezeichner i im Rumpf der let-Abstraktion einmal mit dem Typ (α →
α) → (α → α) und einmal mit dem Typ α → α verwendet werden, wohingegen der
semantisch a¨quivalente Ausdruck (λi.i i)(λx.x) nicht typisierbar ist.
Interessanterweise kann die Charakteristik des let-Konstrukts auf einfache Weise be-
schrieben werden: Ein Ausdruck ist typisierbar genau dann, wenn er nach Elimination
aller let-Konstrukte im o.a. Deduktionssystem fu¨r let-freie Ausdru¨cke typisierbar ist
(siehe [Let83, KM89, Oho89], bzw. Abbildung 2.3).
Dabei ist die Let-Reduktion in der u¨blichen Weise als transitiver Abschluß der Re-
duktionsregel
let x =M1 in M2 −→let M2[M1/x]
unter Abstraktion und Applikation definiert (siehe auch Abschnitt 2.2.2). Die Re-
duktionsrelation −→let ist Church-Rosser und noethersch, d.h., jede Sequenz von
let-Reduktionen fu¨hrt zu einer eindeutig bestimmten, let-freien Normalform [KM89].
Vom praktischen Standpunkt aus betrachtet hat diese Methode jedoch einige Nach-
teile: die Gro¨ße des expandierten Terms kann exponentiell wachsen, die Definition
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bietet wenig Anhaltspunkte fu¨r einen konkreten Typinferenzalgorithmus und Typa-
bleitungen sind selbst fu¨r relativ einfache Beispielprogramme nur schwer von Hand
durchzufu¨hren.
2.2.1 Typsyntax und Typdeduktion
Die Einschra¨nkung der polymorphen Typausdru¨cke auf Pra¨nex-Quantifizierung er-
reicht man durch eine geringfu¨gige Modifikation der abstrakten Syntax. Diese Typ-
ausdru¨cke werden in der Literatur u¨blicherweise als Typschemata bezeichnet.
Definition 2.14 (Typschemata). Die Menge der Typschemata ist gegeben durch
die abstrakte Syntax
σ ::= τ | ∀α.σ
Die Variablen α1, . . . , αn des Typschemas ∀α1. · · · ∀αn.τ heißen generisch bzw. ge-
bunden, alle anderen Typvariablen des Typschemas nennen wir spezifisch. Da der
Variablenabstraktor ∀ nur auf der a¨ußersten Ebene eines Typschemas auftreten kann,
wird ∀α1. · · · ∀αn.τ auch abku¨rzend durch ∀α1, . . . , αn.τ bzw. ∀an.τ notiert. Die frei-
en Variablen eines Typschemas bezeichnen wir in Analogie zu der Menge der freien
Variablen in Ausdru¨cken mit FV (σ), die generischen mit BV (σ). Typschemata, die
sich nur im Namen ihrer gebundenen Variablen unterscheiden, werden identifiziert.
Falls α in σ nicht frei vorkommt, ist ∀α.σ a¨quivalent zu σ.
Ein Typausdruck τ steht fu¨r einen durch den Kontext festgelegten Typ. Der Abstrak-
tionsoperator ∀ kennzeichnet die Variablen eines Typschemas, die unabha¨ngig vom
Kontext durch beliebige andere Typen bzw. Typausdru¨cke ersetzt werden du¨rfen.
Definition 2.15 (Generische Instanz von Typausdru¨cken und Typannah-
men). Sei S = {αi 7→ τi} eine Substitution. Fu¨r ein Typschema σ = ∀αn.τ be-
zeichnet Sσ das Typschema σ′, das man durch Instanzierung der freien Vorkommen
der αi in τ durch τi erha¨lt. Dabei mu¨ssen u.U. die in σ gebundenen Variablen um-
benannt werden, um Namenskollisionen zu vermeiden. Ein Typschema σ′ = ∀βm.τ ′
heißt generische Instanz eines Typschemas σ = ∀αn.τ , geschrieben σ′ ≺ σ, falls
τ ′ = {α1 7→ τ1, . . . , αn 7→ τn}τ und keines der βi kommt frei in τ vor. Fu¨r Typan-
nahmen Γ,Γ′ definieren wir Γ ≺ Γ′ ⇐⇒ ∀x ∈ dom(Γ).Γ(x) ≺ Γ′(x).
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Die Verbandseigenschaften der Relation ≤ u¨bertragen sich auf die Relation ≺.
Satz 2.16. Die Menge der Typschemata u¨ber TF (V) bildet mit der Relation ≺ einen
Halbverband.
Beweis. Daß ≺ reflexiv, transitiv und antisymmetrisch ist, folgt unmittelbar aus
der Definition. Um zu sehen, daß jede Menge von Typschemata eine kleinste obere
Schranke besitzt, betrachten wir eine Bijektion ( ] ) von V → TF (∅), die jeder Va-
riablen α eineindeutig einen Typkonstruktor α] ∈ F0 zuordnet. Fu¨r Typschemata
σ = ∀αn.τ sei σ] der Typausdruck, den man durch Elimination des Variablenab-
straktors ∀αn und Substitution der freien Typvariablen in τ durch ihr Bild in TF (∅)
erha¨lt. Dann gilt σ1 ≺ σ2 ⇐⇒ σ]1 ≤ σ]2 und damit σ1 u σ2 = (σ]1 u σ]2)[, wobei [ die
Umkehrabbildung ](−1) ist.12 
Daru¨ber hinaus besitzt die Relation ≺ weitere Eigenschaften.
Proposition 2.17. Seien σ1, σ2 Typschemata und S eine Substitution. Dann gilt:
σ1 ≺ σ2 ⇒ Sσ1 ≺ Sσ2 (i)
σ1 ≺ σ2 ⇒ FV (σ1) ⊇ FV (σ2) (ii)
Beweis. (i) folgt aus der α-Konvertierbarkeit von Typschemata, womit inv(S) ∩
(BV (σ1) ∪ BV (σ2)) = ∅ erfu¨llbar ist und (ii) direkt aus der Definition von ≺. 
Das in Abbildung 2.4 angegebene Typsystem von Damas-Milner ist a¨hnlich wie das
Deduktionssystem fu¨r den polymorphen Lambda-Kalku¨l nicht syntaxorientiert. Bei
na¨herer Betrachtung stellt man jedoch fest, daß die Anwendung der problematischen
Regeln nur an ganz bestimmten Stellen einer Ableitung sinnvoll ist:
• Die Regeln [APP] und [ABS] sind nur auf Typen, nicht auf Typschemata an-
wendbar, sodaß die [GEN] Regel nicht zur Ableitung der Pra¨missen dieser
Regeln anwendbar ist.
12Einen Algorithmus zur Berechnung der kleinsten oberen Schranke findet man beispielsweise in
[Let86, Seite 108].
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[VAR]
Γ(x) = σ
Γ ` x : σ
[ABS]
Γ + [x : τ1] `M : τ2
Γ ` λx.M : τ1 → τ2
[APP]
Γ `M1 : τ1 → τ2 , Γ `M2 : τ1
Γ `M1M2 : τ2
[LET]
Γ `M1 : σ , Γ + [x : σ] `M2 : τ
Γ ` let x =M1 in M2 : τ
[GEN]
Γ `M : σ , α /∈ FV (Γ)
Γ `M : ∀α.σ
[SPEC]
Γ `M : σ , σ′ ≺ σ
Γ `M : σ′
Abbildung 2.4: Das Deduktionssystem von Damas-Milner
• Nach der Anwendung der [VAR]-Regel muß sofort die [SPEC]-Regel angewen-
det werden, wenn danach die [ABS] oder [APP]-Regel angewendet werden soll.
• Nur die Let-Regel gestattet es, ein inferiertes Typschema zu verwenden. Daher
kann [GEN] nur sinnvoll in der Pra¨misse zur LET-Regel und am Ende einer
Ableitung angewendet werden.
Insgesamt wird dadurch die Verwendung des in Abbildung 2.5 angegebenen Deduk-
tionssystems nahegelegt, fu¨r das wir den Begriff der Generalisierung eines Typaus-
drucks im Kontext einer Typannahme beno¨tigen.
Definition 2.18 (Generalisierung von Typschemata im Kontext einer Ty-
pannahme). Sei Γ eine Typannahme und σ ein Typschema. Die Generalisierung
von σ im Kontext von Γ ist das Typschema gen(Γ, σ), das man durch Binden aller
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[VAR]
τ ≺ Γ(x)
Γ ` x : τ
[ABS]
Γ + [x : τ1] `M : τ1
Γ ` λx.M : τ1 → τ2
[APP]
Γ `M1 : τ2 → τ1 , Γ `M2 : τ2
Γ `M1M2 : τ1
[LET]
Γ `M1 : τ1 , Γ + [x : gen(Γ, τ1)] `M2 : τ2
Γ ` let x =M1 in M2 : τ2
Abbildung 2.5: Ein syntaxorientiertes Deduktionssystem fu¨r Let-Polymorphismus
Typvariablen erha¨lt, die in σ aber nicht in Γ frei vorkommen:
gen(Γ, σ)
def
= ∀α1, . . . , αn.σ
wobei {α1, . . . , αn} = FV (σ)−FV (Γ)
Man beachte, daß wir die Generalisierung fu¨r Typschemata allgemein definiert ha-
ben; in unserem Typdeduktionssystem werden aber immer nur Typausdru¨cke gene-
ralisiert.
Proposition 2.19 (Eigenschaften von gen(Γ, σ)).
σ′ ≺ σ ⇒ gen(Γ, σ′) ≺ gen(Γ, σ) (i)
Γ′ ≺ Γ⇒ gen(Γ′, σ) ≺ gen(Γ, σ) (ii)
gen(SΓ, Sτ) ≺ S(gen(Γ, τ)) (iii)
inv(S) ∩ (V(τ)−FV (Γ)) = ∅ ⇒ gen(SΓ, Sτ) = S(gen(Γ, τ)) (iv)
Beweis. (i), (ii) folgen aus Proposition 2.17(ii).
Fu¨r (iii) sei σ′ = ∀βm.Sτ = gen(SΓ, Sτ) und σ = ∀αn.τ = gen(Γ, τ). Dann existiert
eine Variablenumbenennung R mit dom(R) = {αn} und rng(R) ∩ inv(S) = ∅, sodaß
σ = ∀R(αn).Rτ und damit Sσ = ∀R(αn).S(Rτ). Zu zeigen ist, daß eine Substitution
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Q existiert, sodaß Sτ = Q(S(Rτ)) und dom(Q) = rng(R). Wa¨hle Q(Rα) = Sα.
Es gilt ∀α ∈ V(τ) : Sα = Q(S(Rα), denn: falls α ∈ FV (Γ) gilt α /∈ inv(R) und
daher Q(S(Rα)) = Q(Sα). Da dom(Q) = rng(R) und rng(R) ∩ inv(S) = ∅, folgt
Q(Sα) = Sα. Fu¨r α /∈ FV (Γ) gilt α ∈ dom(R) und Rα /∈ dom(S). Dies impliziert
Q(S(Rα)) = Q(Rα), was nach Konstruktion von Q aber Sα ist.
Fu¨r (iv) folgt wg. ∀βm.Sτ = S(∀βm.τ) sofort die Behauptung. 
Das syntaxorientierte Deduktionssystem unterscheidet sich vom Damas-Milner Sy-
stem in zwei Aspekten: Instanzierung von Typschemata (≺) ist auf die [VAR]-Regel
eingeschra¨nkt und Generalisierung von Typen (gen(Γ, τ)) nur fu¨r let-eingefu¨hrte Be-
zeichner gestattet. Dieses System wurde erstmals in [CDDK86] verwendet. Dort wur-
de auch gezeigt, daß es zu dem urspru¨nglichen System von Damas-Milner im folgen-
den Sinne a¨quivalent ist: Jede in diesem System ableitbare Typaussage kann auch
im Damas-Milner System abgleitet werden; und fu¨r jede im Damas-Milner System
ableitbare Typaussage Γ ` M : σ gibt es ein gu¨ltige Typisierung Γ ` M : τ mit der
Eigenschaft σ ≺ gen(Γ, τ).
Proposition 2.20 (Typisierungen sind abgeschlossen unter Substitutio-
nen). Falls Γ `M : τ eine gu¨ltige Typisierung ist und S eine Substitution, dann ist
auch SΓ `M : Sτ eine gu¨ltige Typisierung.
Beweis. Durch Induktion u¨ber M . Fu¨r M ≡ x ∈ V gilt Γ ` M : τ genau dann,
wenn τ ≺ Γ(x). Aus Proposition 2.17(i) folgt Sτ ≺ S(Γ(x)) und damit ist SΓ `
M : Sτ eine gu¨ltige Typisierung. Fu¨r Abstraktionen und Applikationen folgt die
Aussage direkt aus der Induktionshypothese. Sei also Γ ` let x = M1 in M2 : τ
eine gu¨ltige Typisierung. Dann existieren Typisierungen Γ ` M1 : τ1 und Γ + [x :
gen(Γ, τ1)] `M2 : τ . Sei R eine Variablenumbenennung mit dom(R) = V(τ1)−FV (Γ)
und cod(R) ∩ inv(S) = ∅. Aufgrund der Induktionshypothese ist S(RΓ) ` M1 :
S(Rτ1)) = SΓ `M1 : S(Rτ1) eine gu¨ltige Typisierung und es gilt inv(S)∩(V(R(τ1))−
FV (Γ)) = ∅. Damit folgt aus Proposition 2.19(iv): gen(SΓ, SRτ1) = S(gen(Γ, Rτ1)).
Außerdem gilt gen(Γ, Rτ1) = gen(Γ, τ1) und da Γ + [x : gen(Γ, τ1)]) ` M2 : τ eine
gu¨ltige Typisierung ist, ko¨nnen wir die Induktionshypothese anwenden und erhalten
gu¨ltige Typisierungen S(Γ+ [x : gen(Γ, τ1)]) `M2 : Sτ und SΓ ` let x =M1 in M2 :
Sτ . 
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Proposition 2.21 (Typisierung unter Abschwa¨chung von Typannahmen).
Sei Γ′ ≺ Γ und Γ′ ` M : τ eine gu¨ltige Typisierung. Dann ist auch Γ ` M : τ eine
gu¨ltige Typisierung.
Beweis. Durch Induktion u¨ber M . Falls M ≡ x ∈ V gilt τ ≺ Γ′(x) und damit
aufgrund der Transitivita¨t von ≺ auch τ ≺ Γ(x), sodaß Γ ` x : τ eine gu¨ltige Ty-
pisierung ist. Fu¨r Abstraktionen und Applikationen folgt die Aussage direkt aus der
Induktionshypothese. Sei also Γ′ ` let x = M1 in M2 : τ eine gu¨ltige Typisierung.
Dann existieren Typisierungen Γ′ ` M1 : τ1 und Γ′ + [x : gen(Γ′, τ1)] ` M2 : τ . Auf-
grund der Induktionshypothese gilt auch Γ ` M1 : τ1. Aus Proposition 2.19(ii) folgt
gen(Γ′, τ1) ≺ gen(Γ, τ1), sodaß auch Γ′+[x : gen(Γ′, τ1)] ≺ Γ+[x : gen(Γ, τ1)] gilt, und
damit kann die Induktionshypothese angewendet werden, um Γ + [x : gen(Γ, τ1)] `
M2 : τ zu erhalten, woraus die Behauptung folgt. 
2.2.2 Reduktion und Typisierung
Die folgenden Definitionen wurden [Bar81] entnommen und um entsprechende Klau-
seln fu¨r let-Ausdru¨cke erweitert.
Definition 2.22. Ein Reduktionsbegriff R ist eine bina¨re Relation auf Λlet. Sind R1,
R2 Reduktionsbegriffe dann bezeichnet R1R2 den Reduktionsbegriff R1 ∪R2.
Die wohl bekanntesten Reduktionsbegriffe sind die β- und η-Reduktion, die wir um
die let-Reduktion erga¨nzen:
β
def
= { ((λx.M)N,M [N/x]) |M,N ∈ Λlet }
η
def
= { (λx.Mx,M) |M ∈ Λlet, x /∈M }
let
def
= { (let x =M in N,N [M/x]) |M,N ∈ Λlet }
Jeder Reduktionsbegriff R auf Λlet induziert bina¨re Relationen →R (Ein-Schritt R-
Reduktion), R (R-Reduktion) und =R (R-Konvertierbarkeit); wobei die Relation
=R der symmetrische Abschluß von R, und R der reflexive und transitive Ab-
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schluß von →R ist. Ein-Schritt R-Reduktion ist induktiv wie folgt definiert:
(1) (M,N) ∈ R ⇒ M →R N
(2) M →R N ⇒ ZM →R ZN
(3) M →R N ⇒ MZ →R NZ
(4) M →R N ⇒ λx.M →R λx.N
(5) M →R N ⇒ let x =M in M ′ →R let x = N in M ′
(6) M →R N ⇒ let x =M ′ in M →R let x =M ′ in N
Definition 2.23. Ein Reduktionsbegriff R und ein Typsystem ` heißen konsistent,
falls fu¨r alle (M,N) ∈ R gilt:
Γ `M : τ ⇒ Γ ` N : τ
Lemma 2.24. βηlet und `DM sind konsistent.
Beweis. Durch Induktion u¨ber M zeigt man, daß aus der Gu¨ltigkeit der Typaussage
Γ ` (λx.M)N : τ auch die Gu¨ltigkeit von Γ ` M [N/x] : τ folgt. Ebenso fu¨r Γ `
let x = M in N : τ und Γ ` N [M/x] : τ . Fu¨r Γ ` (λx.Mx) : τ und Γ ` M : τ folgt
das Resultat direkt aus den Typisierungsregeln [ABS] und [APP]. 
Satz 2.25 (Subjekt-Reduktion). Aus Γ ` M : τ folgt Γ ` M ′ : τ fu¨r alle M ′ mit
M βηlet M ′.
Fu¨r keinen der obigen Reduktionsbegriffe sind =R und `DM konsistent. Es gilt je-
doch:
Lemma 2.26 (Typisierungen sind abgeschlossen unter α-Konversion). Sei
M ein Ausdruck und y /∈ FV (M). Dann gilt:
Γ ` λx.M : τ ⇐⇒ Γ ` λy.M [y/x]
Γ ` let x = N in M : τ ⇐⇒ Γ ` let y = N in M [y/x] : τ
Beweis. Durch Induktion u¨ber M . (Siehe Proposition 3.1.11 in [Bar92]). 
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2.2.3 Typinferenz
Satz 2.27 (Damas-Milner). Sei Γ eine Typannahme und Γ′ eine Instanz von
Γ. Falls Γ′ ` M : τ ′ eine gu¨ltige Typisierung ist, dann gibt es eine allgemeinste
Typisierung SΓ `M : τ , sodaß eine Substitution R existiert mit Γ′ = RSΓ und τ ′ =
Rτ .13 Daru¨ber hinaus gibt es einen Algorithmus (Algorithmus W) zur Berechnung
von SΓ `M : τ .
Algorithmus 2.3. (W) Typinferenz fu¨r parametrischen Polymorphismus
W[[x]]Γ = (∅, τ ′)
falls Γ(x) = ∀αi.τ und τ ′ = {αi 7→ βi}τ ,
wobei die βi ”
neue“, bisher noch nicht verwendete Typvariablen
sind.
W[[M1M2]]Γ = (V ◦ S2 ◦ S1, V β)
Falls Substitutionen S1, S2, V und Typen τ1, τ2 existieren, sodaß
(S1, τ1) =W[[M1]]Γ
(S2, τ2) =W[[M2]]S1Γ
V = U(S2τ1, τ2 → β)
und β eine
”
neue“ Typvariable ist.
W[[λx.M ]]Γ = (S, Sβ → τ)
Falls eine Substitution S existiert mit
(S, τ) =W[[M ]](Γ + [x : β]) und β eine
”
neue“ Typvariable ist.
W[[let x =M1 in M2]]Γ = (S2 ◦ S1, τ2)
Falls Substitutionen S1, S2 und Typen τ1, τ2 existieren, sodaß
(S1, τ1) =W[[M1]]Γ und
(S2, τ2) =W[[M2]](S1Γ + [x : gen(S1Γ, τ1)])
In allen anderen Fa¨llen schla¨gt der Algorithmus fehl.
Der Beweis erfolgt in 2 Teilen: zum einen zeigt man, daß bei Termination vonW eine
13Aus Proposition 2.19(iii) und Sτ = τ folgt dann auch gen(Γ′, τ ′) ≺ R(gen(SΓ, τ)).
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korrektes Ergebnis berechnet wird, zum anderen zeigt man, daß W fu¨r typisierbare
Ausdru¨cke terminiert und eine allgemeinste Typisierung berechnet.
Lemma 2.28 (W ist wohldefiniert). Falls W[[M ]]Γ als Ergebnis (S, τ) liefert,
dann ist SΓ `M : τ eine gu¨ltige Typisierung.
Beweis. (Induktion u¨ber M)
M ≡ x S = ∅ und τ = {αi 7→ βi}τ ′, wobei Γ(x) = ∀αi.τ ′. Offensichtlich ist τ eine
generische Instanz von Γ(x) und daher ist SΓ ` x : τ eine gu¨ltige Typisierung.
M ≡M1M2 Nach Definition von W existieren Substitutionen S1, S2, V und eine
Typvariable β, sodaß (S1, τ1) =W[[M1]]Γ, (S2, τ2) =W[[M2]]Γ und V = U(S2τ1, τ2 →
β). Nach Induktionshypothese existieren gu¨ltige Typisierungen S1Γ ` M1 : τ1 und
(S2 ◦S1)Γ `M2 : τ2. Aus der Abgeschlossenheit unter Substitutionen folgt, daß auch
(V ◦S2 ◦S1)Γ `M1 : V (τ2 → β) und (V ◦S2 ◦S1)Γ `M2 : V τ2 gu¨ltige Typisierungen
sind. Daher ist auch (V ◦ S2 ◦ S1)Γ `M1M2 : V β eine gu¨ltige Typisierung.
M ≡ λx.N Es existieren S, τ sodaß (S, τ) = W[[N ]](Γ + [x : β]). Nach Induktions-
annahme ist S(Γ + [x : β]) ` N : τ eine gu¨ltige Typisierung. Also folgt aus der
[ABS]-Regel, daß auch SΓ ` λx.N : Sβ → τ wohltypisiert ist.
M ≡ let x =M1 in M2 Nach Definition von W existieren Substitutionen S1, S2
und Typausdru¨cke τ1, τ2 mit (S1, τ1) = W[[M1]]Γ und (S2, τ2) = W[[M2]](S1Γ + [x :
gen(S1Γ, τ1)]), sodaß Γ ` M : τ und S2(S1Γ + [x : gen(S1Γ, τ1)]) ` M2 : τ2 gu¨ltige
Typisierungen sind. Aufgrund von Proposition 2.20 ist auch S2S1Γ ` M1 : S2τ1
gu¨ltig. Da außerdem S2 keine in gen(S1Γ, τ1) gebundenen Typvariablen involvieren
kann, gilt S2(gen(S1Γ, τ1)) = (S2 ◦ S1)(gen(Γ, S2τ1)). Da S1(τ1) = τ1 ist auch (S2 ◦
S1)Γ ` let x =M1 in M2 : τ2 eine gu¨ltige Typisierung. 
Lemma 2.29 (W ist vollsta¨ndig). Falls W[[M ]]Γ als Ergebnis (S, τ) liefert, dann
existiert fu¨r jede andere gu¨ltige Typisierung Γ′ `M : τ ′ mit Γ′ ≤ Γ eine Substitution
R mit Γ′ = RSΓ und τ ′ = Rτ .
Beweis. (Induktion u¨ber M)
M ≡ x Dann ist x ∈ dom(Γ), da Γ′ ≤ Γ und Γ′ ` x : τ ′ eine gu¨ltige Typisierung
ist, wobei Γ′(x) = σ′ = ∀αn.τ ′x und τ ′ ≺ σ′. Mit der Substitution S′ = {αi 7→ τi}
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gilt τ ′ = S′τ ′x, wobei o.B.d.A. inv(S
′) ∩ {αn} = ∅. Dann terminiert W[[x]]Γ mit dem
Ergebnis S = ∅, τ = R0τx, wobei Γ(x) = ∀αn.τx, R0 = {αi 7→ βi} fu¨r n neue
Typvariablen. Nach Voraussetzung gilt τ ′x = Qτx. Man wa¨hle R = R0 ◦Q, dann gilt
τ ′ = S′τx = Rτ und da dom(R0) ∩ inv(Q) = ∅ gilt auch Γ′ = (R0 ◦Q)Γ = RΓ.
M ≡M1M2 Dann existieren gu¨ltige Typaussagen Γ′ ` M1M2 : τ ′2, Γ′ ` M1 :
τ ′1 → τ ′2 und Γ′ ` M2 : τ ′1. Nach Induktionsvoraussetzung terminiert W[[M1]]Γ mit
dem Ergebnis (S1, τ1) und es existiert eine Substitution R1 mit Γ
′ = R1(S1Γ) sowie
τ ′1 → τ ′2 = R1τ1. Also gilt Γ′ ≤ S1Γ und somit terminiert nach Induktionsannahme
auch der Aufruf W[[M2]](S1Γ) mit dem Ergebnis (S2, τ2) und es existiert eine Substi-
tution R2, sodaß Γ
′ = R2(S2(S1Γ)) und τ1 = R2τ2. Wg. R1 = R2 ◦ S1 erfu¨llen τ1, τ2
die Bedingungen τ ′1 → τ ′2 ≤ R2(S2τ1) und τ ′1 → τ ′2 ≤ R2(τ2 → β), fu¨r eine neue Ty-
pvariable β, d.h. R2(S2τ1) und R2(τ2 → β) haben eine gemeinsame untere Schranke
in TF (V). Daher existiert der allgemeinste Unifikator V = U(S2τ1, τ2 → β) und eine
Substitution Q mit der Eigenschaft Γ′ = Q(V (S2(S1Γ))) und τ ′1 = Q(V (S2(S1β))),
wie verlangt.
M ≡ λx.N Es existieren Typisierungen Γ′ ` λx.N : τ ′1 → τ ′2 und Γ′ + [x : τ ′1] `
τ ′2 und Γ
′ ≤ Γ. Dann terminiert nach Induktionsannahme W[[N ]](Γ + [x : β]) mit
dem Ergebnis (S, τr), sodaß eine Substitution R
′ existiert, fu¨r die Γ′ + [x : τ ′1] =
R′(S1(Γ + [x : β])) und τ ′2 = R
′τr gilt. Daraus folgt sofort, daß Γ′ = R′(S(Γ)) und
τ ′1 = R
′(S(β)). Nun giltW[[M ]]Γ = (S, Sβ → τ2). Mit der Wahl R = R′ ◦S folgt auch
τ ′1 → τ ′2 = R(β → τr) und damit die Behauptung.
M ≡ let x =M1 in M2 Nach Voraussetzung existiert eine gu¨ltige Typisierung Γ′ `
let x = M1 in M2 : τ2 und damit nach Definition von ` Typisierungen Γ′ ` M1 : τ ′1
und Γ′ + [x : gen(Γ′, τ ′1)] ` M2 : τ ′2. Nach Induktionsannahme terminiert W[[M1]]Γ
mit dem Ergebnis (S1, τ1) und es existiert eine Substitution R1 mit Γ
′ = R1(S1Γ),
sowie τ ′1 = R1τ1. Betrachte σ = gen(Γ
′, τ ′1) = gen(R1(S1Γ), R1τ1). Aufgrund von
Proposition 2.19(iii) gilt σ ≺ R1(gen(S1Γ, τ1)) und somit folgt Aufgrund von Propo-
sition 2.21, daß mit Γ′′ = Γ′ + [x : R1(gen(S1Γ, τ1))] auch Γ′′ ` M2 : τ ′2 eine gu¨ltige
Typisierung ist. Γ′′ = R1(Γ + [x : gen(S1Γ, τ1)]) erfu¨llt nun die Vorbedingung zur
Anwendung der Induktionsannahme, sodaß W[[M2]](Γ+ [x : gen(S1Γ, τ1)]) terminiert
und als Ergebnis (S2, τ2) liefert, wobei Γ
′′ = R2(S2(S1(Γ + [x : gen(S1Γ, τ1)])) und
τ ′2 = R2τ2. Daraus folgt auch Γ
′ = R2(S2(S1(Γ))) und damit die Behauptung. 
AlgorithmusW bildet auch die Grundlage der Implementierung des Typinferenzalgo-
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rithmus fu¨r das SAMPλE-System ohne Konversionen. Die SAMPλE-Implementierung
verwendet allerdings einen modifizierten Unifikationsalgorithmus, der die verbreitete
DAG-Repra¨sentationstechnik von Typausdru¨cken verwendet und eine Implementie-
rung der Operation gen(Γ, τ) erlaubt, die linear in Gro¨ße des zu abstrahierenden
Typausdrucks τ ist, unabha¨ngig von der Gro¨ße der Typannahme Γ.14
2.2.4 Komplexita¨tsresultate
Aufgrund der Mo¨glichkeit, Unifikation mit linearem Aufwand implementieren zu ko¨n-
nen, des somit linearen Aufwands fu¨r die Typisierung let-freier Ausdru¨cke, sowie der
Tatsache, daß im langja¨hrigen, praktischen Einsatz von ML, bzw. Standard-ML,
Hope und Miranda und auch SAMPλE, keine ungewo¨hnlichen Laufzeiten der Typin-
ferenz auffielen, wurde lange Zeit angenommen, daß der Algorithmus W polynomial
zeitbeschra¨nkt ist. Dies ist jedoch nicht der Fall: zuerst zeigten Mitchell und Kanella-
kis in [KM89], daß das Typisierungsproblem fu¨r let-Polymorphismus NP-schwer ist.
Dieses Resultat wurde spa¨ter von Mairson in [Mai90] verbessert: Typisierbarkeit im
ML-Stil ist deterministisch, Exponential-Zeit vollsta¨ndig (DEXPTIME).
Zwar kann durch die Darstellung von Typausdru¨cken durch gerichtete Graphen eine
exponentielle Reduktion des Platzbedarfs gegenu¨ber einer Baumdarstellung der Ter-
me erzielt werden, der Kern des Problems liegt jedoch in der Mo¨glichkeit, mit Hilfe
des let-Konstrukts Typausdru¨cke zu erzeugen, die exponentiell viele Typvariablen
enthalten, wie das folgende Beispiel zeigt:
let x0 ≡ λx.λy.λz.z x y
in let x1 ≡ λy.x0 y y
in let x2 ≡ λy.x1 (x1 y)
in let x3 ≡ λy.x2 (x2 y)
in let x4 ≡ λy.x3 (x3 y)
in let x5 ≡ λy.x4 (x4 y)
in x5 (λz.z)
Der Ausdruck x0 a b kodiert die Paarbildung (a, b) im reinen Lambda-Kalku¨l. x0
hat den allgemeinsten Typ ∀α, β, γ.α → β → (α → β → γ) → γ. x1 hat den
14Eine einfache Modula2-Implementierung von W wird in [Car87] beschrieben.
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allgemeinsten Typ ∀α, γ.α → (α → α → γ) → γ. x2 hat den Typ ∀α, β, γ.a →
(((α → α → β) → β) → ((α → α → β) → β) → γ) → γ. Der Typ fu¨r x3 lautet
∀α, β, γ, δ, .α → (((((((α → α → β) → β) → ((α → α → β) → β) → γ) → γ) →
((((α → α → β) → β) → ((α → α → β) → β) → γ) → γ) → δ) → δ) → ((((((α →
α→ β)→ β)→ ((α→ α→ β)→ β)→ γ)→ γ)→ ((((α→ α→ β)→ β)→ ((α→
α → β) → β) → γ) → γ) → δ) → δ) → ) →  und die lineare Darstellung des Typs
von x4 fu¨llt schon 2 Seiten.
15
Angesichts der o.a. Komplexita¨tsresultate kann man sich natu¨rlich die Frage stellen,
ob die Entscheidbarkeit der Typisierbarkeit u¨berhaupt von Relevanz ist. Der Autor
ist jedoch der Ansicht, daß man eher die Aussagekraft der worst case Abscha¨tzung
von Algorithmen fu¨r ihren praktischen Einsatz in Frage stellen sollte, da in der Praxis
offensichtlich keine fu¨r die Typinferenz problematischen Programme geschrieben wer-
den. Betrachtet man na¨mlich z.B. den Beweis von Mairson, dann sieht man, daß dort
die Berechnung von nichtdeterministischen Turingmaschinen im Typsystem kodiert
wird. Im praktischen Einsatz ka¨me sicher niemand auf die Idee, das Typsystem fu¨r
eine solche Aufgabe auszunutzen, sondern wu¨rde wohl eher ein Programm schreiben,
das die gleiche Aufgabe erfu¨llt.
Fu¨r die Komplexita¨tsbetrachtungen im Zusammenhang mit den Erweiterungen des
Milner-Systems fu¨r U¨berladungen und Konversionen bedeutet das Resultat, daß wir
uns auf die Analyse der Komplexita¨t der Typinferenz let-freier Lambda-Terme be-
schra¨nken werden.
2.2.5 Semantik von Typen und Ausdru¨cken
Die zweite wichtige Eigenschaft des Damas-Milner-Typsystems ist die Tatsache, daß
wohltypisierte Programme garantiert frei von Laufzeittypfehlern sind. Der Beweis
basiert auf einer denotationalen Semantikdefinition fu¨r die Beispielsprache. Dabei
wird durch Induktion u¨ber die Definition der Semantikfunktion bewiesen, daß die
Bedeutung eines wohltypisierten Programms, also sein denotierbarer Wert, immer
15Die Ausdru¨cke x2, x3, etc., sind nur Funktionskompositionen (xi+1 = xi ◦ xi). Somit scheint
der Grund fu¨r das Anwachsen der Typausdru¨cke hauptsa¨chlich in der Mo¨glichkeit zu liegen, Funk-
tionskomposition polymorpher Funktionen ohne Angabe der beteiligten Funktionstypen notieren
zu ko¨nnen. Mu¨ßten Funktionstypen angegeben werden, ha¨tte man einen linearen Algorithmus.
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ein Element einer bestimmten Teilmenge aller denotierbaren Werte ist. Diese Teil-
menge wird allein durch den zugeordneten Typ bestimmt und entha¨lt nie den Wert
wrong , durch den Laufzeittypfehler repra¨sentiert werden.16 Besonders hervorzuheben
ist dabei, daß die Semantik vo¨llig unabha¨ngig von der Typisierung definiert wird.
Um die Bedeutung von Ausdru¨cken beschreiben zu ko¨nnen, postulieren wir die Exi-
stenz eines semantischen Bereichs (Domain) DV als Lo¨sung (i.e. kleinsten Fixpunkt)
einer rekursiven Domaingleichung17
DV =W ⊕ Sf1(DV, . . . ,DV︸ ︷︷ ︸
ρ(f1)−mal
)⊕ · · · ⊕ Sfn(DV, . . . ,DV︸ ︷︷ ︸
ρ(fn)−mal
)
wobei ⊕ die disjunkte Vereinigung von Bereichen bezeichnet, und
1. W = {·} der Domain des Wertes ·, der zur Modellierung von Laufzeitfehlern
verwendet wird. Als Element von DV wird · durch den Bezeichner wrong
notiert.
2. Sf ist ein zum Typkonstruktor f korrespondierender Bereichskonstruktor, wo-
bei wir zumindest die folgenden Konstruktoren voraussetzen:
Sint - der flache Bereich der ganzen Zahlen {. . . ,−1, 0, 1, . . .}
Sreal - der flache Bereich der Fließkomma-Zahlen
Sbool - der flache Bereich der Wahrheitswerte {t, f}
S×(A,B) - das kartesische Produkt von Bereichen
S→(A,B) - der Bereich der stetigen Funktionen von A nach B
Wir verwenden folgende Notation18:
Df - der Unterbereich von DV, der von Sf erzeugt wird.
x ∈Df - Test ob x in Df liegt, wobei ⊥ ∈Df = ⊥DV
x in DV - Injektion eines Elementes eines Unterbereichs in DV
x|Df - Projektion von x ∈ DV auf den Unterbereich Df
a→ b, c - b, falls a = t in DV, c, falls a = f in DV, ⊥DV sonst.
16Daher die Phrase “well typed programs can’t go wrong”.
17Wir verstehen im Folgenden unter Bereich eine vollsta¨ndige partielle Ordnung (CPO).
18Siehe z.B. [Sto77, Seiten 91–95].
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Die Bedeutung eines Ausdrucks M definieren wir u¨ber eine semantische Funktion
E [[M ]], die endliche Abbildungen η ∈ Env = Id 7→ DV auf denotierbare Werte
abbildet:
E : Λlet → Env → DV
E [[x]]η = η(x)
E [[λx.M ]]η = (λv.E [[M ]]η{v/x})
E [[M1M2]]η = f ∈D→→ (f |D→) v, wrong
wobei f = E [[M1]]η, v = E [[M2]]η
E [[let x =M1 in M2]]η = E [[M1]]η{E [[M2]]η/x}
wobei
η{v/x} def= λy.
v falls x = y,η(y) sonst.
das U¨berschreiben von η mit x an der Stelle v bezeichnet.19
Wie man leicht sieht, gilt E [[let x =M1 in M2]] = E [[(λx.M2)M1]].
Der einzige aus den Gleichungen unmittelbar ersichtliche Laufzeittypfehler ist die
Anwendung eines nichtfunktionalen Wertes auf ein Argument. Wir wollen jedoch
annehmen, daß die Anwendung vordefinierter Funktionen auf Werte außerhalb ihres
Argumentbereichs auch den Wert wrong liefert. Also beispielsweise
η(intadd) = λa.λb. a ∈Dint → (b ∈Dint → (a+int b) in DV,wrong),wrong
Typen interpretieren wir als Elemente in dem Verband der schwachen Ideale I(DV)
(siehe [MS82, MPS84]). Ideale I ⊆ DV sind nicht leer, enthalten nicht wrong,
sind nach unten abgeschlossen (x ∈ I ∧ y v x ⇒ y ∈ I), und abgeschlossen ge-
genu¨ber Grenzwertbildung, d.h., fu¨r jede aufsteigende Sequenz {xi} in DV gilt
(∀xi. xi ∈ I) ⇒ ⊔{xi} ∈ I. Daru¨ber hinaus ist I(DV) auch unter Vereinigung
und Schnittmengenbildung abgeschlossen. Fu¨r irgendein f ∈ F mit Stelligkeit n, sei
19An dieser Stelle sind wir notationell etwas lax: auf der rechten Seite der Semantikdefinitions-
gleichungen bezeichnen wir mit λx.e(x) die Funktion f , die x auf e(x) abbildet. Wir verzichten auf
eine syntaktische Kennzeichnung, etwa durch Unterstreichung, da alle syntaktischen Vorkommen
durch die denotationalen Klammern [[]] eingeschlossen werden.
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i(f)(I1, . . . , In) das Bild von Sf (I1, . . . , In) in DV. Beispielsweise
i(int) =Dint in DV
i(real) =Dreal in DV
i(×)(I, J) = {(a, b) | a ∈ I, b ∈ J} in DV
i(→)(I, J) = {f ∈D→ | x ∈ I ⇒ f(x) ∈ J} in DV
Definition 2.30 (Ideal-Semantik von Typausdru¨cken). Sei ϕ ∈ Tenv = V 7→
I(DV), dann bildet die Funktion T Typschemata σ auf Ideale ab, falls ϕ eine Zuwei-
sung von Idealen auf die freien Typvariablen von σ ist:
T [[α]]ϕ = ϕ(α)
T [[f(τ1, . . . , τn)]]ϕ = i(f)(T [[τ1]]ϕ, . . . , T [[τn]]ϕ)
T [[∀α.σ]]ϕ = ⋂t∈TF (∅) T [[σ]]ϕ{T [[t]]ϕ/α}
Proposition 2.31 (T ist wohldefiniert). Falls FV (σ) ⊆ dom(ϕ) und ϕ ∈ V →
I(DV) dann ist T [[σ]]ϕ ein Ideal.
Beweis. Direkt aus der Definition von T . 
Proposition 2.32. Sei σ = ∀αn.τ ein Typschema und FV (σ) ⊆ dom(ϕ), dann gilt
v ∈ T [[σ]]ϕ genau dann, wenn v ∈ T [[Sτ ]]ϕ fu¨r jede Substitution S = {αi 7→ ti }, die
den gebundenen Typvariablen von σ Monotypen t ∈ TF (∅)zuordnet.
Beweis. Direkt aus der Definition von T . 
Proposition 2.33. Sei v ein denotierbarer Wert, σ ein Typschema und ϕ ∈ Tenv.
Falls v ∈ T [[σ]]ϕ dann ist v ∈ T [[σ′]]ϕ fu¨r jede generische Instanz σ′ ≺ σ, die
FV (σ′) ⊆ dom(ϕ) erfu¨llt.
Beweis. Aus der Definition von T und der Tatsache, daß generische Instanzierung
nur gebundene Typvariablen vera¨ndert. 
Proposition 2.34. Falls f ∈ T [[∀αk.τ → τ ′]]ϕ, v ∈ T [[∀βm.τ ]]ϕ und βm ⊆ αk dann
gilt (f |F )v ∈ T [[∀γn.τ ′]]ϕ, wobei γn = V(τ)−FV (∀αk.τ → τ ′).
Beweis. Nach Definition von T und i(→). 
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Satz 2.35 (Typinferenz verhindert Typfehler zur Laufzeit). Ist Γ ` M : τ
eine gu¨ltige Typisierung und x : σ ∈ Γ ⇒ η(x) ∈ T [[σ]]ϕ, wobei FV (M) ⊆ dom(η)
und FV (Γ) ∪ FV (gen(Γ, τ)) ⊆ dom(ϕ), dann gilt E [[M ]]η ∈ T [[gen(Γ, τ)]]ϕ.
Beweis. (Induktion u¨ber M)
M ≡ x Es existiert eine gu¨ltige Typisierung Γ + [x : σ] ` x : τ wobei τ eine
generische Instanz von σ ist. Da E [[x]]η = η(x) ∈ T [[σ]]ϕ und gen(Γ, τ) eine generische
Instanz von σ ist, folgt aus Proposition 2.33: η(x) ∈ T [[gen(Γ, τ)]]ϕ.
M ≡M1M2 Es existieren Typisierungen Γ ` M1M2 : τ , Γ ` M1 : τ ′ → τ und
Γ ` M2 : τ ′, sodaß f ∈ T [[gen(Γ, τ ′ → τ)]]ϕ und v ∈ T [[gen(Γ, τ ′)]]ϕ, wobei f =
E [[M1]]η, v = E [[M2]]η. Nach Proposition 2.34 folgt (f |F )v ∈ T [[gen(Γ, τ)]]ϕ.
M ≡ λx.N Es existieren Typisierungen Γ ` λx.N : τ ′ → τ und Γ + [x : τ ′] ` N : τ
und wir mu¨ssen zeigen, daß f ∈ T [[gen(Γ, τ ′ → τ)]]ϕ, wobei f = λv.E [[N ]]η{v/x}.
Aufgrund von Lemma 2.32 ist dies a¨quivalent zu f ∈ T [[S(τ ′ → τ)]]ϕ fu¨r jede Substi-
tution S die den in gen(Γ, τ ′ → τ) gebundenen Typvariablen monomorphe Typen zu-
ordnet. Sei S eine solche Substitution: Nach Proposition 2.20 ist Γ+[x : Sτ ′] ` N : Sτ
wohltypisiert und wir ko¨nnen daher die Induktionshypothese anwenden und erhalten:
E [[N ]]η{v/x} ∈ T [[Sτ ]]ϕ, genau dann, wenn v ∈ T [[Sτ ′]]ϕ. Damit ist aber auch, wie
verlangt, f ∈ T [[S(τ ′ → τ)]]ϕ.
M ≡ let x =M1 in M2 Es existieren gu¨ltige Typisierungen Γ ` M1 : τ1, Γ `
let x = M1 in M2 : τ2, und Γ
′ ` M2 : τ2, sodaß E [[M1]]η ∈ T [[gen(Γ, τ1)]]ϕ, wo-
bei Γ′ = Γ + [x : gen(Γ, τ)]. Sei η′ = η{E [[M1]]η/x}. Es ist leicht zu verifizieren, daß
Γ′(y) = σ ⇒ η′(y) ∈ T [[σ]]ϕ und (nach I.H.) E [[M2]]η′ ∈ T [[gen(Γ′, τ2)]]ϕ. Nun ist aber
gen(Γ, τ2) = gen(Γ
′, τ2), da FV (Γ) = FV (Γ′), was auch E [[let x = M1 in M2]]η ∈
gen(Γ, τ2) impliziert. 
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Parametrische U¨berladungen
Traditionelle Programmiersprachen unterscheiden sich von Typinferenz-basierten Pro-
grammiersprachen durch die Tatsache, daß nur Basisoperatoren u¨berladen sind und
polymorphe Typen besitzen ko¨nnen und der Typ aller vom Programmierer dekla-
rierten Bezeichner monomorph ist. Auf der Ebene von Typdeduktionssystemen kann
dies dargestellt werden, indem man von untypisierten Parametern u¨bergeht zu Para-
metern mit Typdeklarationen und zusa¨tzlich erlaubt, daß vordefinierten Bezeichnern
eine Menge von Typen zugeordnet werden kann. Ein entsprechendes Typdeduktions-
system ist in Abbildung 3.1 angegeben.
U¨blicherweise fordert man dabei, daß sa¨mtliche U¨berladungen zur U¨bersetzungszeit
aufgelo¨st werden ko¨nnen, d.h. bei einer gegebenen Basistypannahme Γ0 muß die Men-
ge der inferierbaren Typen immer einelementig sein: |{t | Γ0 `t M : t}| = 1. Wie man
sich leicht u¨berlegt, mu¨ssen dazu zumindest die Typen der U¨berladungsinstanzen
jedes u¨berladenen Operators paarweise nicht unifizierbar sein.
Daru¨ber hinaus kann man 2 Klassen von Programmiersprachen unterscheiden: solche
die kontextunabha¨ngige und solche die kontextabha¨ngige U¨berladungen unterstu¨tzen.
Kontextunabha¨ngige U¨berladungen sind dadurch gekennzeichnet, daß der Typ der
Argumente in einer Funktionsapplikation ausreicht, die beabsichtigte U¨berladungs-
instanz und somit auch den Resultattyp der Applikation zu bestimmen. Bei kon-
textabha¨ngigen U¨berladungen wird dagegen auch der Resultattyp zur Auflo¨sung von
U¨berladungen herangezogen.
Die meisten der bekannteren Programmiersprachen unterstu¨tzen nur kontextunab-
ha¨ngige U¨berladungen: die rein prozeduralen Sprachen PASCAL [JW78], MODU-
LA2 [Wir83] und C [KR88], sowie die objektorientierten Sprachen C++ [ES92] und
Java [GJSB00]. Von den bekannteren Sprachen unterstu¨tzt lediglich ADA [als83]
kontextabha¨ngige U¨berladungen, auch fu¨r benutzerdefinierte Bezeichner.
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[VAR]
t ≺ σ , σ ∈ Γ(x)
Γ `t x : t
[ABS]
Γ + [x : {t} ] `t M : t′
Γ `t λx : t.M : t→ t′
[APP]
Γ `t M1 : t→ t′ , Γ `t M2 : t
Γ `t M1M2 : t′
[LET]
Γ `t M1 : t , Γ + [x : {t} ] `t M2 : t′
Γ `t let x : t =M1 in M2 : t′
Abbildung 3.1: Typdeduktion fu¨r U¨berladungen in traditionellen Programmierspra-
chen
Fu¨r nicht polymorphe, streng typisierte Programmiersprachen mit kontextunabha¨n-
gigen U¨berladungen, lassen sich U¨berladungen immer
”
bottom up“ durch den Ver-
gleich der Argumenttypen mit allen U¨berladungsinstanzen eines Operators auflo¨sen,
da unterversorgte Applikationen aufgrund fehlender Unterstu¨tzung fu¨r Funktionen
ho¨herer Ordnung in diesen Programmiersprachen nicht auftreten.
Fu¨r kontextabha¨ngige U¨berladungen kann man entweder einen 2 phasigen
”
bottom
up, top down“ Algorithmus verwenden [GR80], oder einen einphasigen
”
bottom up“
Algorithmus mit einer intelligenten Graph-Datenstruktur zur Darstellung der Menge
von mo¨glichen Typen [Bak82]. In beiden Fa¨llen erha¨lt man polynomial zeitbeschra¨nk-
te Typisierungsalgorithmen.
Fu¨r Sprachen mit parametrisch polymorphen Typsystemen stellt sich die Situation
jedoch ungleich komplexer dar: durch das Fehlen der Typdeklarationen fu¨r Funk-
tionsparameter, mu¨ssen sa¨mtliche U¨berladungsinstanzen getestet werden und man
erha¨lt fu¨r let-freie Terme einen NP-vollsta¨ndigen Typinferenzalgorithmus [BMS80].
Ein auf einer endlichen Menge paarweise nicht unifizierbarer U¨berladungsinstanzen
basierendes Typdeduktionssystem ist in Abbildung 3.2 angegeben.
Daß das Problem in NP liegt, ist klar: durch Raten der beno¨tigten U¨berladungsin-
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[VAR]
τ ≺ σ , σ ∈ Γ(x)
Γ ` x : τ
[ABS]
Γ + [x : {τ} ] `M : τ ′
Γ ` λx.M : τ → τ ′
[APP]
Γ `M1 : τ → τ ′ , Γ `M2 : τ
Γ `M1M2 : τ ′
[LET]
Γ `M1 : τ , Γ + [x : {gen(Γ, τ)} ] `M2 : τ ′
Γ ` let x =M1 in M2 : τ ′
Abbildung 3.2: Typdeduktion fu¨r endliche U¨berladungsinstanzmengen
stanzen reduziert sich das Problem auf einfache let-freie Typinferenz, die bekann-
termaßen mit linearem Aufwand implementiert werden kann. Die NP-Vollsta¨ndigkeit
folgt durch Reduktion der Erfu¨llbarkeit boolescher Ausdru¨cke (SAT, siehe z.B. [AHU74,
Kapitel 10]) auf u¨berladene Typinferenz: unter der Basistypannahme
Γ0 = [ a : 0→ 0→ 0, a : 0→ 1→ 0, a : 1→ 0→ 0, a : 1→ 1→ 1
o : 0→ 0→ 0, o : 0→ 1→ 1, o : 1→ 0→ 1, o : 1→ 1→ 1
n : 0→ 1, n : 1→ 0 ]
hat der dem booleschen Ausdruck b u¨ber den Variablen x1, . . . , xk zugeordnete Term
λx1. · · ·λxk .̂b genau dann einen Typ t ∈ {0, 1}, falls b erfu¨llbar ist. Dabei ist b̂ wie
folgt definiert:
x̂i = xi
¬̂b = (n b̂)
b̂1 ∧ b2 = (a b̂1 b̂2)
b̂1 ∨ b2 = (o b̂1 b̂2)
Abgesehen von diesem Komplexita¨tsproblem, das aus a¨hnlichen Gru¨nden wie die
DEXPTIME-Vollsta¨ndigkeit des
”
einfachen“ parametrischen Polymorphismus in der
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Praxis kaum zu Problemen fu¨hrt, hat das Typdeduktionssystem fu¨r endliche U¨ber-
ladungsinstanzmengen aber zwei weitere, nach Ansicht des Autors entscheidendere,
Nachteile:
Zwar ko¨nnen vordefinierte Operatoren u¨berladen verwendet werden, es ist jedoch
nicht mo¨glich, let-eingefu¨hrte Bezeichner u¨berladen zu verwenden. Dies folgt aus der
Tatsache, daß zur Deduktion des Typs eines Ausdrucks der Form let x =M1 in M2,
zur Typisierung des Unterausdruck M2, dem Bezeichner x eine einelementige Menge
mo¨glicher Typen zugeordnet wird. Somit kann x zwar mehrere Typen annehmen, je-
doch ko¨nnen zur Typisierung von M2 nur polymorphe Instanzen dieses einzigen Typs
fu¨r eine Deduktion verwendet werden. Dennoch wurde diese Vorgehensweise mehr-
fach in polymorphen Programmiersprachen verwendet: in HOPE (siehe [BMS80])
fu¨r alle u¨berladene Operatoren, in Standard-ML fu¨r die arithmetischen Operatoren
(siehe z.B. [Har86, Seiten 24–26]).
Der zweite Nachteil der Vorgehensweise ist die fehlende Mo¨glichkeit, einen polymor-
phen Gleichheitsoperator korrekt typisieren zu ko¨nnen. Im einfachsten Fall soll dabei
polymorphe Gleichheit auf allen Datentypen definiert sein, außer auf Funktionen.
Diese Restriktion la¨ßt sich mit endlichen Typmengen offensichtlich nicht mehr aus-
dru¨cken. Man kann jedoch eine induktive Definition fu¨r die Menge der zula¨ssigen
monomorphen Typinstanzen angeben: ein Argumenttyp ist fu¨r den Gleichheitsopera-
tor zula¨ssig, wenn er in der kleinsten Menge Z liegt, die folgende Bedingung erfu¨llt:
f ∈ Fn ∧ f 6= (→) ∧ ∀i = 1..n : ti ∈ Z =⇒ f(t1, . . . , tn) ∈ Z
Es gibt aber keine endliche Menge von Typausdru¨cken I, die Z als Instanzmenge
generiert: falls τ ∈ I mit V(τ) 6= ∅, dann ist natu¨rlich {α 7→ (b → b)}τ fu¨r jedes
b ∈ Fo eine Instanz, die den Funktionstypkonstruktor entha¨lt, und damit nicht in
Z liegt. Um solche Instanzen auszuschließen, muß eine Repra¨sentation der Menge Z
durch einen einzigen Typausdruck gefunden werden. In Standard-ML (siehe [Mil84])
wurde dazu der Typvariablenbegriff um die sogenannten Typvariablen fu¨r
”
equality-
types“ erweitert: statt ∀α.α → α → α wird der Typ des Gleichheitsoperators durch
∀ ′α.′α → ′α → ′α beschrieben und gefordert, daß Typvariablen, die mit einem Apo-
stroph versehen sind, nur durch Typausdru¨cke ersetzt werden du¨rfen, die weder den
Typkonstruktor →, noch einfache Typvariablen enthalten du¨rfen.
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Im Folgenden zeigen wir, daß sich dieses Konzept der
”
equality-types“ systemati-
sieren und erweitern la¨ßt1, sodaß sowohl die U¨berladungen fu¨r arithmetische Ope-
ratoren als auch der Gleichheitsoperator und verwandte Operatoren einheitlich be-
handeln werden ko¨nnen und insbesondere in benutzerdefinierten Funktionen (i.e.
let-eingefu¨hrten Bezeichnern) vollsta¨ndig abstrahierbar sind. U¨berladungen, die sich
so behandeln lassen, nennen wir in Anlehnung an den Begriff des parametrischen
Polymorphismus parametrische U¨berladungen.
Die restlichen Abschnitte dieses Kapitels sind wie folgt organisiert: Zuna¨chst geben
wir eine formale Definition der parametrischen U¨berladungen auf der Basis von U¨ber-
ladungsschemata und U¨berladungsannahmen fu¨r vordefinierte u¨berladene Operato-
ren (Abschnitt 3.1). Dann definieren wir eine Typisierbarkeitsrelation (Abschnitt 3.2)
sowie die Semantik von Typen und Ausdru¨cken (Abschnitt 3.3). Anschließend pra¨-
sentieren wir einen unita¨ren Unifikationsalgorithmus und erhalten als Ergebnis die
Existenz allgemeinster Typen fu¨r parametrische U¨berladungen (Abschnitt 3.4). Wir
untersuchen die Verbindung zur Unifikation in ordnungssortierten freien Termal-
gebren (3.4.1) und erweitern die U¨berladungsunifikation auf Konstruktorvariablen
(3.4.2).
Abschließend untersuchen wir die Konsequenzen der Erweiterung der Konzepte auf
benutzerdefinierte U¨berladungen (Abschnitt 3.5), wobei wir verschiedene Semantik-
Definitionen untersuchen: U¨berladungsauflo¨sung zur Laufzeit (Abschnitte 3.5.2 und
3.5.3) sowie U¨bersetzung nach Mini-ML (Abschnitt 3.5.4). In Abschnitt 3.6 verglei-
chen wir das Konzept der parametrischen U¨berladungen mit dem Haskell-Typkonzept.
Eine Diskussion der Resultate und verwandter Arbeiten beschließt das Kapitel (Ab-
schnitt 3.7).
3.1 U¨berladungsschemata u. U¨berladungsannahmen
Wir verlangen zuna¨chst, daß die Menge der mo¨glichen Typen eines u¨berladenen
Operators immer durch ein Paar repra¨sentiert wird, bestehend aus einem speziel-
len Typausdruck, genannt U¨berladungsschema, sowie einer Beschreibung der Menge
1Dem Autor ist keine Vero¨ffentlichung bekannt, die eine formale Definition der Semantik der
”
equality-types“ bzw. eines Unifikations- und Typinferenzalgorithmus entha¨lt.
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der mo¨glichen Instanzen, die aus dem U¨berladungsschema gebildet werden ko¨nnen.
Beides zusammen nennen wir U¨berladungsannahme.
Definition 3.1 (U¨berladungsschema). Sei $ ein spezielles Symbol, sodaß $ /∈
F ∪ V, dann nennen wir ω ein U¨berladungsschema, falls ω = ω1 → . . .→ ωn und fu¨r
alle i ∈ 1..n, ist ωi entweder ein Typausdruck τ , oder $, und ωn = $⇒ ∃i ∈ 1..(n−1)
sodaß ωi = $.
Das spezielle U¨berladungssymbol $ markiert die Argumentpositionen eines u¨berlade-
nen Operators, die mit unterschiedlichen Typen instanziert werden du¨rfen.
Typische Beispiele fu¨r U¨berladungsschemata sind:
$→ int ein diskretes Maß
$→ real ein stetiges Maß
$→ $ una¨re Operatoren: succ,pred, abs
$→ $→ $ bina¨re Operatoren: +, ∗,−,∧,∨,∩,∪
$→ $→ bool Relationen: =, 6=,≤, >,<,>
Definition 3.2 (U¨berladung). Sei ω ein U¨berladungsschema und τ ein Typ-
ausdruck, dann sagen wir τ u¨berla¨dt ω mit τ ′, falls τ = {$ 7→ τ ′}ω und τ ′ =
f(α1, . . . , αn) fu¨r ein f ∈ Fn und i 6= j ⇒ αi 6= αj . In diesem Fall nennen wir τ ′ eine
U¨berladung fu¨r ω.
Es ist genau diese Restriktion bzgl. der Form von τ ′, die es ermo¨glicht, einen Unifi-
kationsalgorithmus fu¨r parametrische U¨berladungen zu entwickeln.
Definition 3.3 (U¨berladungsannahme). Eine U¨berladungsannahme O ist eine
endliche Abbildung von Bezeichnern auf Paare der Form 〈ω, s〉, wobei ω ein U¨ber-
ladungsschema ist und s eine Menge von U¨berladungen fu¨r ω, sodaß kein Typkon-
struktor mehr als einmal in s vorkommt.
Aufgrund dieser Definition ko¨nnten wir nun die Menge der gu¨ltigen U¨berladungsin-
stanzen fu¨r u¨berladene Operatoren x : 〈ω, s〉 ∈ O wie folgt definieren:
IO(x) = {t | t = {$ 7→ f(tn)}ω ∧ f(αn) ∈ s}
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Die U¨berladungsannahme {+ : 〈$ → $ → $, {int , real}〉} wu¨rde dann die Menge
{int → int → int , real → real → real} spezifizieren, sodaß wir einfache U¨berladun-
gen mit endlichen Mengen von Monotypen korrekt spezifizieren wu¨rden. Allerdings
funktioniert die Methode nicht, wenn wir, wie im Fall des Gleichheitsoperators, eine
unendliche Menge von U¨berladungen definieren mo¨chten: mit der U¨berladungsan-
nahme
{= : 〈$→ $→ bool , {int , real , list(α)}〉}
ha¨tten wir zwar ausgeschlossen, daß Funktionen als Argument von = auftreten ko¨n-
nen, aber Listen von Funktionen wa¨ren immer noch zula¨ssig.
Um dieses Problem zu vermeiden, muß man, entsprechend der induktiven Definition
der zula¨ssigen Argumente von =, die Menge der mo¨glichen Typen, die fu¨r α in list(α)
ersetzt werden du¨rfen, auf die Menge der Typkonstruktoren beschra¨nken, die in der
Menge der U¨berladungen fu¨r = in O vorkommen.
Dazu verfeinern wir unseren Typvariablenbegriff: von einer unsortierten Menge von
Typvariablen gehen wir u¨ber zu einer Familie abza¨hlbar unendlicher Mengen von
Variablen, die mit Mengen von Namen u¨berladener Operatoren markiert sind:
V =
⋃
X⊆dom(O)
VX
Fu¨r α ∈ VX schreiben wir auch kurz αX oder ops(α) = X. Dabei steht eine Variable
αX fu¨r die Menge der Typen, die fu¨r alle Operatoren aus X als Argumente an den
u¨berladenen Argumentpositionen verwendet werden ko¨nnen.
Mit dieser Erweiterung spezifiziert dann die U¨berladungsannahme
{= : 〈$→ $→ bool , {int , real , list(α{=})}〉}
die intendierte Menge der fu¨r = erlaubten Argumenttypen: na¨mlich all jene, die mit
Hilfe der Typkonstruktoren int , real und list gebildet werden ko¨nnen.
Definition 3.4 (x↑τ , X↑τ , gu¨ltige U¨berladungen). Sei O eine U¨berladungsan-
nahme. Der Typausdruck τ ist eine gu¨ltige U¨berladungsinstanz von x (geschrieben
x ↑o τ) genau dann, wenn entweder τ ∈ V ∧ x ∈ ops(τ) oder τ = f(τ1, . . . , τn) und
O(x) = 〈ω, s〉 mit f(αn) ∈ s und ∀i = 1..n : ∀y ∈ ops(αi) : y ↑o τi. Fu¨r Mengen
von Operatoren X definieren wir entsprechend: X ↑o τ ≡ ∀x ∈ X.x ↑o τ . Die Menge
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der gu¨ltigen U¨berladungsinstanzen fu¨r x ∈ dom(O) ist dann gegeben durch IO(x) =
{{$ 7→ t}ω|{x} ↑o t}. Fu¨r X ⊆ dom(O) definieren wir: IO(X) = ⋂x∈X IO(x).
Beispiel: nehmen wir an, wir mo¨chten die folgenden Bedingungen an die u¨berlade-
nen Operatoren +, = und ≤ stellen: Gleichheit soll fu¨r ganze Zahlen, Fließkomma-
Zahlen, Listen und Mengen definiert sein. + soll mit Integer, Real-Addition und
Mengenvereinigung u¨berladen sein und ≤ soll fu¨r die arithmetische ≤-Relation, so-
wie fu¨r Listenpra¨fix und Teilmengen-Relation stehen. Diese Bedingungen werden von
der folgenden U¨berladungsannahme spezifiziert:
+ : $→ $→ $, {int , real , set(α{=})}
= : $→ $→ bool , {int , real , list(α{=}), set(α{=})}
≤ : $→ $→ bool , {int , real , list(α{=}), set(α{=})}
Man u¨berzeugt sich leicht, daß die obige Definition von ↑0 unserer Intuition u¨ber
u¨berladene Operatoren entspricht:
Proposition 3.5. Sei O eine U¨berladungsannahme und X,Y ⊆ dom(O). Dann gilt:
X ↑0 τ ∧ Y ↑0 τ ⇒ (X ∪ Y ) ↑0 τ
X ↑0 τ ∧ Y ⊆ X ⇒ Y ↑0 τ
Beweis. Folgt unmittelbar aus der Definition von ↑0. 
In Tabelle 3.3 sind die u¨berladenen Operatoren fu¨r die Sprache SAMPλE zusammen-
gefaßt. ×n bezeichnet dabei den Typkonstruktor fu¨r das n-fache kartesische Produkt
(n-Tupel). Die meisten Funktionen sind selbsterkla¨rend, die Funktion show dient
der Umwandlung beliebiger Daten in textuelle Repra¨sentationen und ist auf Da-
ten, die funktionale Werte beinhalten, nicht definiert. Die Funktion < wurde so
definiert, daß die folgende Semantik implementiert werden kann: Fu¨r Listen gilt
〈x1, . . . , xn〉 < 〈y1, . . . , ym〉, falls (n < m ∧ ∀i ≤ n : xi = yi) oder (∃j ≤ min(m,n) :
xj < yj ∧ ∀i < j : xi = xj); damit ergibt sich fu¨r den Typ list(char) die lexikogra-
phische Ordnung. Die Bedeutung von < fu¨r Mengen und endliche Abbildungen wird
zuru¨ckgefu¨hrt auf die U¨berladungen der Funktionen = und < fu¨r Listen und Paare:
s1 < s2 ⇐⇒ sort(elems s1 ) < sort(elems s2 )
m1 < m2 ⇐⇒ sort(pairs m1 ) < sort(pairs m2 )
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= : $→ $→ bool ,
{ int , real , bool , char , ref (α), enum(αn),
list(α{=}), set(α{=}),map(α{=}, β{=}),
×2(α{=}, β{=}),×3(α{=}, β{=}, γ{=}), . . . }
< : $→ $→ bool ,
{ int , real , bool , char , enum(αn),
list(α{<,=}), set(α{<,=}),map(α{<,=}, β{<,=}),
×2(α{<,=}, β{<}),×3(α{<,=}, β{<,=}, γ{<}), . . . }
+ : $→ $→ $, {int , real}
− : $→ $→ $, {int , real}
∗ : $→ $→ $, {int , real}
div : $→ $→ $, {int}
mod : $→ $→ $, {int}
/ : $→ $→ $, {real}
minus : $→ $, {int , real}
abs : $→ $, {int , real}
ord : $→ int , {int , enum(αn)}
succ : $→ $, {int , enum(αn)}
pred : $→ $, {int , enum(αn)}
show : $→ list(char)→ list(char),
{ int , real , bool , char , unit , ref (α{show}), enum(αn),
list(α{show}), set(α{show}),map(α{show}, β{show}),
×2(α{show}, β{show}),×3(α{show}, β{show}, γ{show}), . . . }
Abbildung 3.3: Vordefinierte u¨berladene Operatoren fu¨r SAMPλE
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wobei die Funktion elems eine Liste der Elemente einer Menge, die Funktion pairs
eine Liste der Zuordnungen einer endlichen Abbildung liefert und die Funktion sort
eine Liste mit Hilfe der u¨berladenen Operatoren = und < sortiert.
Nach diesen positiven Beispielen betrachten wir kurz, welche Arten von U¨berladun-
gen nicht parametrisch sind: das sind all diejenigen, deren mo¨gliche Instanztypen kei-
ne induktive Definition wie fu¨r den Gleichheitsoperator erlauben. So ko¨nnen wir zwar
die arithmetischen Operatoren so u¨berladen, daß fu¨r alle Parameter der gleiche Typ
verwendet kann {int → int → int , real → real → real}, aber wir ko¨nnen die Parame-
tertypen nicht unabha¨ngig voneinander instanzieren, sodaß z.B. int → real → real
und int → real → real zula¨ssig wa¨ren. Wir werden spa¨ter in Kapitel 6 sehen, daß
dieses spezielle Beispiel durch implizite Konversionen behandelt werden kann. Ei-
ne weniger triviales Beispiel ist die Matrix-Multiplikation: zwar ko¨nnen wir mit der
U¨berladungsannahme
+ : $→ $→ $, {int , real ,matrix (α{+})}
∗ : $→ $→ $, {int , real ,matrix (α{+,∗})}
spezifizieren, daß die Matrixmultiplikation auf allen Matrizen erlaubt ist, deren Ele-
mente sowohl Addition als auch Multiplikation erlauben, wir ko¨nnen jedoch nicht
sicherstellen, daß die Dimensionen der betrachteten Matrizen korrekt zueinander pas-
sen. Dazu mu¨ßte man die Dimensionen im Typkonstruktor matrix (α, n,m) sichtbar
machen und die zula¨ssigen U¨berladungsinstanzen u¨ber einen Typausdruck der Form
∀α{∗,+}, n,m.matrix (α, n, r) → matrix (α, r,m) → matrix (α, n,m) beschreiben ko¨n-
nen, was aber mit parametrischen U¨berladungen aufgrund der Einschra¨nkung auf
identische Typen an u¨berladenen Argumentpositionen nicht mo¨glich ist.2
3.2 Gu¨ltige Typisierungen
Zur Definition eines Typdeduktionssystems beno¨tigen wir 2 Dinge: eine Repra¨senta-
tion der Menge der mo¨glichen Typinstanzen eines u¨berladenen Operators in Form
eines Typschemas in der Typumgebung Γ, unter der wir den Typ eines Ausdrucks
inferieren, und eine Definition der generischen Instanz von Typausdru¨cken.
2Allerdings kann diese U¨berladungsrestriktion mit Hilfe der in Kapitel 4 beschriebenen einge-
schra¨nkten Typen dargestellt werden.
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[VAR]
τ ≺o Γ(x)
Γ `o x : τ
[ABS]
Γ + [x : τ ] `o M : τ ′ x /∈ dom(O)
Γ `o λx.M : τ → τ ′
[APP]
Γ `o M1 : τ → τ ′ , Γ `o M2 : τ
Γ `o M1M2 : τ ′
[LET]
Γ `o M1 : τ , Γ + [x : gen(Γ, τ)] `o M2 : τ ′ x /∈ dom(O)
Γ `o let x =M1 in M2 : τ ′
Abbildung 3.4: Typdeduktionssystem fu¨r parametrische U¨berladungen
Den polymorphen Typ eines u¨berladenen Operators x ∈ dom(O) repra¨sentieren wir
durch das Typschema, das man erha¨lt, wenn man das Symbol $ durch eine nicht in ω
vorkommende neue Variable α{x} ersetzt, und alle freien Variablen des resultierenden
Typausdrucks abstrahiert.
Definition 3.6. Sei Γ eine Typannahme und O eine gu¨ltige U¨berladungsannah-
me. Γ stimmt mit O u¨berein, falls x : 〈ω, s〉 ∈ O und x : σ ∈ Γ, dann gilt
σ = ∀α{x}.∀βn.{$ 7→ α{x}}ω, wobei βn = V(ω) und α{x} /∈ V(ω).
Generische Instanz definieren wir so, daß fu¨r αX nur Typausdru¨cke τ substituiert
werden du¨rfen, die X ↑o τ erfu¨llen:
Definition 3.7. Sei O eine U¨berladungsannahme. Ein Typschema σ′ heißt gene-
rische (U¨berladungs-)Instanz eines Typschemas σ, geschrieben σ′ ≺o σ, falls σ′ =
∀β1, . . . , βm.τ ′ und σ = ∀α1, . . . , αn.τ , τ ′ = {α1 7→ τ1, . . . , αn 7→ τn}τ , keines der βi
frei in τ vorkommt und außerdem ∀i ∈ 1..n : ops(αi) ↑o τi.
Das Deduktionssystem in Abbildung 3.4 definiert die gu¨ltigen Typisierungen in
der Gegenwart eine U¨berladungsannahme O. Der einzige Unterschied zum Damas-
Milner-System liegt in der Verwendung der generischen Instanzrelation ≺o.
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Beispiel: Mit dem obigen Deduktionssystem kann man unter der Typannahme
Γ = {+ : ∀α{+}.α{+} → α{+} → α{+}, ∗ : ∀α{∗}.α{∗} → α{∗} → α{∗}}
und der U¨berladungsannahme
O = {+ : 〈$→ $→ $, {int , real}〉, ∗ : 〈$→ $→ $, {int , real}〉}
ableiten, daß
Γ `o let f = λx.x+ x ∗ x in (f 5) : int
eine gu¨ltige Typisierung ist. Man beachte, daß dem deklarierenden Vorkommen von
f das Typschema
∀α{+,∗}.α{+,∗} → α{+,∗}
zugeordnet wird, das wie folgt interpretiert werden kann: f ist eine u¨berladene Funk-
tion, die auf Werte angewendet werden kann, deren Typ sowohl fu¨r + als auch ∗ als
Argumenttyp erlaubt ist. Der Typ von f in der Applikation (f 5) wird dann mit
int → int instanziert, da int eine gu¨ltige Instanzierung fu¨r α{+,∗} ist.
3.3 Semantik von Typen und Ausdru¨cken
Vordefinierte u¨berladene Operatoren sind ganz normale Funktionen in dem betrach-
teten semantischen Bereich DV. Beispiel: die Semantik einer u¨berladenen Additions-
operation fu¨r ganze Zahlen und Fließkommazahlen:
[[+]] = λa.λb. a ∈Dint ∧ b ∈Dint → intadd a b,
a ∈Dreal ∧ b ∈Dreal → realadd a b,
wrong
Hier gehen wir davon aus, daß entsprechende unu¨berladene Additionsoperationen fu¨r
die elementaren Typen existieren. Etwas komplexer ist die Definition eines u¨berlade-
nen Gleichheitsoperators:
[[=]] = Y λf.λa.λb. a ∈Dint ∧ b ∈Dint → inteq a b,
a ∈Dreal ∧ b ∈Dreal → realeq a b,
a ∈D×∧ b ∈D×→ f (fst a) (fst b) ∧ f (snd a) (snd b),
wrong
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Hier beno¨tigt man eine rekursive Funktionsdefinition, bzw. die Anwendung des Fix-
punktoperators Υ, um die Definiertheit auf beliebig komplexen Typausdru¨cken, die
mit den Typkonstruktoren int , real und × gebildet werden ko¨nnen, zu garantieren.
In beiden Fa¨llen ist intuitiv klar, daß die Menge der zula¨ssigen Argumenttypen durch
eine U¨berladungsannahme beschrieben werden kann. Außerdem ist es nicht notwen-
dig die Semantik von Ausdru¨cken gegenu¨ber dem rein parametrisch polymorphen
Fall (siehe Seite 32) zu a¨ndern: die Feststellung, ob ein Argument zula¨ssig ist, wird
implizit durch die Semantik der u¨berladenen Operatoren festgelegt.
Zum Beweis der Wohldefiniertheit unseres Typdeduktionssystems beno¨tigen wir je-
doch eine Anpassung der Semantik von Typausdru¨cken, welche die Markierung von
Typvariablen durch Operatormengen und die Abha¨ngigkeit von der U¨berladungsan-
nahme O beru¨cksichtigt.
Wir beginnen mit einem Beispiel: angenommen der Additionsoperator + sei mit der
Ganzzahl- und Fließkommaaddition u¨berladen, dann soll f = λx.x+x eine Funktion
sein, die sowohl auf ganze Zahlen, als auch auf Fließkommazahlen angewendet werden
kann, wobei das Ergebnis fx vom gleichen Typ wie das Argument ist. Mit anderen
Worten: f liegt in der Schnittmenge der Ideale T [[int → int ]] und T [[real → real ]].
Daher definieren die Semantik von Typausdru¨cken so, daß T [[∀α{+}.α{+} → α{+}]] ⊆
T [[int → int ]] ∩ T [[real → real ]].
Definition 3.8. Sei O eine U¨berladungsannahme und ϕ eine Abbildung, die den
freien Variablen in σ Ideale aus I(DV) zuordnet, sodaß
αX ∈ dom(ϕ)⇒ ∃t.X ↑o t ∧ ϕ(αX) = T [[t]]∅ (3.1)
dann definieren wir To[[]] wie folgt:
To[[αX ]]ϕ = ϕ(αX)
To[[f(τ1, . . . , τn)]]ϕ = i(f)(To[[τ1]]ϕ, . . . , To[[τn]]ϕ)
To[[∀αX .σ]]ϕ = ⋂t∈TF (∅)∧X↑ot To[[σ]]ϕ{To[[t]]ϕ/αX} .
Damit To[[]] wohldefiniert ist, mu¨ssen wir fordern, daß fu¨r jede Menge von Opera-
tornamen X ⊆ dom(O), die Menge aller Typausdru¨cke aus TF (V∅) nicht leer ist:
{τ | X ↑o τ ∧ V(τ) ⊆ V∅} 6= ∅ (3.2)
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denn sonst wa¨re To[[∀αX .σ]] u.U. undefiniert.
Lemma 3.9. Sei O eine U¨berladungsannahme, σ = ∀αn.τ ein Typschema, sodaß fu¨r
alle ops(αi) die Bedingung 3.2 erfu¨llt ist und ϕ eine Typzuweisung, die Bedingung 3.1
erfu¨llt, dann ist To[[σ]] ein Ideal.
Beweis. Durch Induktion u¨ber σ. Fu¨r σ = αX kommt die Voraussetzung an ϕ zur
Anwendung. Fu¨r den Fall σ = f(τ1, . . . , τn) folgt die Behauptung aus der Indukti-
onshypothese und der Tatsache daß i(f) ein Idealkonstruktor ist. Fu¨r σ = ∀αX .σ′
ist
⋂
t∈TF (∅)∧X↑ot To[[σ
′]]ϕ{To[[t]]ϕ/αX} ein Ideal, da die Schnittmenge von Idealen
wiederum ein Ideal ist und die Induktionshypothese angewendet werden kann, da
ϕ{To[[t]]ϕ/αX} Bedingung 3.1 erfu¨llt. 
Bedingung 3.2 kann man auf mehrere Arten erfu¨llen.
Zum Einen kann die U¨berladungsannahme schon so beschaffen sein, daß diese Be-
dingung immer erfu¨llt ist. Im einfachsten Fall gibt es einen Basistyp, fu¨r den alle
u¨berladenen Operatoren definiert sind:
∃f ∈ F0.∀x 7→ (ω, s) ∈ O.f() ∈ s . (3.3)
Wie man leicht sieht, gilt dies fu¨r die in Abbildung 3.3 vordefinierten u¨berladenen
Operatoren von SAMPλE nicht, da z.B. div und / keinen gemeinsamen Instanztyp
besitzen. Dennoch la¨ßt sich fu¨r die Frage nach der Existenz einer Lo¨sung mit einem
O(n)-Algorithmus entscheiden, wobei n die Anzahl der Knoten plus die Anzahl der
Kanten der DAG-Repra¨sentation des Terms τ ist. Dazu traversiert man den Termgra-
phen und berechnet fu¨r jede Typvariable αX die Schnittmenge
⋂
x∈X{f ∈ F0 | x↑of}.
Ist keine der Schnittmengen leer, dann gibt es eine gu¨ltige U¨berladungsinstanz, da
fu¨r SAMPλE die folgende Bedingung erfu¨llt ist:
IO(X) 6= ∅ ⇐⇒ ∃f ∈ F0 : X↑of (3.4)
In Worten: ein Typausdruck τ hat genau denn eine u¨berladungsfreie Instanz, wenn
er eine u¨berladungsfreie Basistypinstanz besitzt.
Sollte Bedingung 3.3 nicht erfu¨llt sein, kann man auch einen neuen Null-stelligen
Typkonstruktor definieren, dessen zugeordnetes Ideal in DV einen einzigen Wert
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entha¨lt. In funktionalen Programmiersprachen mit Seiteneffekten ist ein passender
Typkonstruktor unit u¨blicherweise bereits vorhanden. Der einzige Wert wird dabei
zumeist mit () notiert. Definiert man nun fu¨r jeden Operator die Semantik so, daß
() ein zula¨ssiges Argument ist, dann ist Bedingung 3.3 klarerweise erfu¨llt und jedes
Programm hat eine eindeutig definierte Semantik.
Bedingung 3.3 ist zwar hinreichend, aber nicht notwendig, um 3.2 zu erfu¨llen, wie
man an folgendem Beispiel sieht:
x : $→ $, {int , list(α{x})}
y : $→ $, {real , list(α{x})}
Zwar gibt es keinen Basistyp, der fu¨r jeden Operator als Argument erlaubt ist, aber
der Typausdruck list(int) ist offensichtlich in IO(x) ∩ IO(y). Allgemein gilt:
Satz 3.10. Sei O eine U¨berladungsannahme und X ⊆ dom(O). Es ist entscheidbar,
ob IO(X) mindestens ein Element entha¨lt.
Beweis. Wir konstruieren eine kontextfreie Grammatik GO = (T,N, P, S) mit Ter-
minalen T , Nichtterminalen N , Produktionen P und Startsymbol S, sodaß IO(X) 6=
∅ genau dann, wenn die von GO erzeugte Sprache L(GO) nicht leer ist. Da das
Leerheitsproblem fu¨r kontextfreie Grammatiken entscheidbar ist, folgt daraus die
Behauptung. Dazu wa¨hlen wir3
T = F ∪ { ∅ , ’,’ , ’(’ , ’)’ }
N = 2dom(O) − ∅
sowie
P = { Y → f ( Y1 , . . . , Yn ) | ∃f ∈ F.Y ⊆ m(f) ∧ Yi = df (i, Y ) }
S = X
Somit werden Variablen α ∈ V∅ durch das Terminal ∅ und Variablen α ∈ V − V∅
durch Nichtterminale repra¨sentiert. Jedem Typausdruck τ mit V(τ) ⊆ V∅ kann man
eineindeutig ein Wort w ∈ LG zuordnen, sodaß X ↑o τ ⇐⇒ X ∗=⇒ w. Der Beweis in
3Terminale setzen wir zur Unterscheidung von Metasymbolen im Schreibmaschinenzeichensatz:
Schreibmaschine.
50 Kapitel 3. Parametrische U¨berladungen
⇒-Richtung erfolgt durch Induktion u¨ber τ , die ⇐-Richtung durch Induktion u¨ber
die La¨nge der Ableitung
∗
=⇒. 
Aufgrund der Konstruktion der Grammatik ist klar, daß die Verifikation der Frage
IO(X) = ∅? exponentiellen Aufwand erfordern kann: zwar ist das Leerheitsproblem
mit polynomiellen Zeitaufwand in der Anzahl der Produktionen lo¨sbar, aber die o.a.
Konstruktion erzeugt 2n Produktionen, wobei n = |dom(O)| die Anzahl der u¨berla-
denen Operatoren ist. Trotz intensiver Bemu¨hungen konnte der Autor jedoch keinen
besseren Algorithmus finden. Das dies nicht an fehlendem Erfindergeist lag, wurde
spa¨ter von Volpano und Seidl bewiesen: zuna¨chst zeigte Volpano [Vol94], daß die
Lo¨sungssuche NP-schwer ist, spa¨ter bewies Seidl in [Sei94] durch Reduktion auf die
Schnittmengenbildung von deterministischen Top-down Baumautomaten, daß die-
ses Problem deterministisch Exponentialzeit vollsta¨ndig ist (DEXPTIME-complete).
Dieses Resultat wurde noch spa¨ter erga¨nzt von Volpano [Vol96]: fordert man, daß
fu¨r x 7→ (ω, s) ∈ O die Menge der Typausdru¨cke in s auf Typkonstruktoren aus
F0+1 = F0 ∪ F1 beschra¨nkt wird (τ ∈ s ⇒ τ = f(αn) ∧ n ≤ 1), dann bleibt die
Frage IO(X) = ∅? Polynomialplatz vollsta¨ndig (PSPACE-complete). Selbst bei einer
Beschra¨nkung auf nicht rekursive U¨berladungsannahmen und Typkonstruktoren aus
F0+1 bleibt das Problem NP-schwer.
Von Geoffrey Smith [VS91, Smi94] wurde eine Einschra¨nkung der parametrischen
U¨berladungen vorgeschlagen, die einen polynomial zeitbeschra¨nkten Test der Frage
IO(X) ermo¨glicht. Smith verlangt zum einen, daß die Semantik rekursiv definierter
u¨berladener Operatoren keine gegenseitigen Abha¨ngigkeiten aufweist (≤ darf also
z.B. nicht auf = zuru¨ckgefu¨hrt werden) und zum zweiten fordert er, daß die Men-
ge der zula¨ssigen Argumenttypen eines u¨berladenen Operators allein durch Angabe
der zula¨ssigen Typkonstruktoren spezifiziert werden kann (z.B. = ist erlaubt auf al-
len Typen, die mit Hilfe der Typkonstruktoren int , real , list , set ,× gebildet werden
ko¨nnen). Smith nennt diese beiden Forderungen Typkonstruktoreigenschaft.
U¨bersetzt in das System der parametrischen U¨berladungen bedeutet dies, daß fu¨r
jeden Operator x die folgende Bedingung erfu¨llt ist:
O(x) = 〈ω, s〉 ⇒ f(αn) ∈ s⇒ ∀i = 1..n : ops(αi) = {x} (tke)
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[VAR]
τ ≺o Γ(x)
Γ `o x : τ gtv−−−→ V(τ)−FV (Γ)
[ABS]
Γ + [x : τ ] `o M : τ ′ gtv−−−→ V
Γ `o λx.M : τ → τ ′ gtv−−−→ V ∪ (V(τ)−FV (Γ))
[APP]
Γ `o M1 : τ → τ ′ gtv−−−→ V1 , Γ `o M2 : τ gtv−−−→ V2
Γ `o M1M2 : τ ′ gtv−−−→ V1 ∪ V2
[LET]
Γ `o M1 : τ gtv−−−→ V1 , Γ + [x : gen(Γ, τ)] `o M2 : τ ′ gtv−−−→ V2
Γ `o let x =M1 in M2 : τ ′ gtv−−−→ V1 ∪ V2
Abbildung 3.5: Deduktion generischer Typvariablen
Proposition 3.11. Falls Bedingung (tke) fu¨r alle x ∈ dom(O) erfu¨llt ist, dann gilt
IO(X) = ∅ ⇒ ∃f ∈ F0 : f ∈ IO(X).
Beweis. Sei IO(X) 6= ∅. Dann existiert ein f(τn) ∈ IO(X) mit minimaler Termho¨he
h = |f(τn)|.4 Fu¨r h = 1 ist die Behauptung erfu¨llt. Falls h > 1 dann gilt aber
aufgrund der Definition von ↑o und (tke): X ↑o f(τn) ⇔ ∀i = 1..n : X ↑o τi. Somit
gilt τi ∈ IO(X). Da aber |τi| < h, steht dies im Widerspruch zur Minimalita¨t von
h. 
Daraus folgt sofort, daß IO(X) = ∅? mit polynomiellen Zeitaufwand entschieden
werden kann: berechne die Menge MX = {f | X ⊆ m(f) ∧ f ∈ F0}. Falls MX leer
ist, gilt IO(X) = ∅.
Man beachte jedoch, daß z.B. die vordefinierten Operatoren von SAMPλE die Typ-
konstruktoreigenschaft nicht erfu¨llen.5 Daher beurteilt der Autor die Typkonstrukto-
reigenschaft als zu restriktiv fu¨r den praktischen Einsatz.
4Die Ho¨he |τ | ist dabei rekursiv definiert durch: |α| = 1, |f | = 1 fu¨r ρ(f) = 0, |f(τn)| =
1 +max{|τi| | i ∈ 1..n} fu¨r ρ(f) > 0.
5Der Operator = ist auf allen Referenzzellen ref (α) definiert, unabha¨ngig vom Typ der referen-
zierten Elemente.
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Fu¨r den Beweis der Aussage, daß U¨berladungstypisierung Laufzeittypfehler verhin-
dert, beno¨tigen wir eine formale Definition der generischen Typvariablen einer Ty-
pisierung. Dies erledigen wir mit Hilfe des Deduktionssystem, das in Abbildung 3.5
angegeben ist.
Satz 3.12 (U¨berladungstypisierung verhindert Laufzeitfehler). Sei O eine
U¨berladungsannahme, Γ stimme mit O u¨berein und Γ `o M : τ sei eine gu¨ltige
Typisierung, sodaß Γ `o M : τ gtv−−−→ V und IO(X) 6= ∅ fu¨r alle αX ∈ V . Falls
x : σ ∈ Γ⇒ η(x) ∈ To[[σ]]ϕ dann gilt E [[M ]]η ∈ To[[gen(Γ, τ)]]ϕ.
Beweis. Die Bedingung IO(X) 6= ∅ fu¨r alle αX ∈ V mit Γ `o M : τ gtv−−−→ V
stellt sicher, daß fu¨r jeden Teilausdruck von M ′, mit der Typisierung Γ′ `o: τ ′, die
Sorten aller in gen(Γ′, τ ′) vorkommenden Typvariablen nicht u¨berladene Instanzty-
pen erlauben. Damit ist T [[gen(Γ′, τ ′)]] immer wohldefiniert, die Propositionen 2.31,
2.32, 2.33 und 2.34 sind anwendbar und der Beweis von Satz 2.35 la¨ßt sich direkt
u¨bertragen. 
Kann der Sprachdesigner nicht garantieren, daß fu¨r jede Menge von u¨berladenen
Operatoren mindestens ein Typ existiert, der fu¨r alle Operatoren als Argumenttyp
zula¨ssig ist, dann wird er wohl oder u¨bel nicht umhin kommen, den Leerheitstest
IO(X) =? ∅ zu implementieren und riskiert intolerable Laufzeiten fu¨r den Typinfe-
renzalgorithmus. Glu¨cklicherweise kann man jedoch durch eine weitere Bedingung an
die Semantik der vordefinierten u¨berladenen Operatoren garantieren, daß dieser Test
niemals durchgefu¨hrt werden muß.
Betrachten wir dazu den Ausdruck M = λx.x+x∗x unter der U¨berladungsannahme
O = [+ : $→ $→ $, {int} , ∗ : $→ $→ $, {real} ]
Unter der zu O kompatiblen Typannahme
Γ = [+ : ∀α{+}.α{+} → α{+} → α{+} , ∗ : ∀α{∗}.α{∗} → α{∗} → α{∗} ]
ist Γ ` M : α{+,∗} → α{+,∗} gtv−−−→ {α{+,∗}} eine gu¨ltige Typisierung, wobei offen-
sichtlich IO({+, ∗}) = ∅ gilt, d.h. es gibt keinen gemeinsam zula¨ssigen Argumenttyp.
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Falls wir fu¨r + und ∗ die folgende Semantik annehmen:
[[+]] = λa.λb.

a+int b falls a ∈Dint ∧ b ∈Dint ,
⊥ falls a = ⊥ ∨ b = ⊥,
wrong sonst.
[[∗]] = λa.λb.

a ∗real b falls a ∈Dreal ∧ b ∈Dreal ,
⊥ falls a = ⊥ ∨ b = ⊥,
wrong sonst.
dann sieht man, daß es dennoch einen Wert v ∈ DV gibt, der verschieden von
wrong ist und als Argument beider Operatoren zula¨ssig ist: ⊥! Durch Anwenden der
Semantikfunktion E [[]] und Umformung erha¨lt man:
[[λx.x+ x ∗ x]] = λv.
⊥ falls v = ⊥,wrong sonst.
Definition 3.13. Sei O eine U¨berladungsannahme und ϕ eine Abbildung, die den
freien Variablen in σ Ideale aus I(DV) zuordnet, sodaß
αX ∈ dom(ϕ)⇒ ∃t.X ↑o t ∧ ϕ(αX) = T [[t]]∅ (3.5)
dann definieren wir T ⊥o [[]] wie folgt:
T ⊥o [[αX ]]ϕ = ϕ(αX)
T ⊥o [[f(τ1, . . . , τn)]]ϕ = i(f)(T ⊥o [[τ1]]ϕ, . . . , T ⊥o [[τn]]ϕ)
T ⊥o [[∀αX .σ]]ϕ =
T ⊥o [[σ]]ϕ{{⊥}/αX} falls IO(X) = ∅,⋂
t∈TF (∅)∧X↑ot T
⊥
o [[σ]]ϕ{T ⊥o [[t]]ϕ/αX} falls IO(X) 6= ∅.
Proposition 3.14. T ⊥o [[σ]]ϕ ist wohldefiniert, d.h T ⊥o [[σ]]ϕ ∈ I(DV) falls α ∈
V(σ)⇒ ϕ(α) ∈ I(DV).
Satz 3.15 (Typisierung verhindert Laufzeitfehler). Sei O eine U¨berladungs-
annahme, Γ stimme mit O u¨berein und Γ `o M : τ sei eine gu¨ltige Typisierung. Falls
x : σ ∈ Γ⇒ η(x) ∈ T ⊥o [[σ]]ϕ erfu¨llt ist, gilt E [[M ]]η ∈ T ⊥o [[gen(Γ, τ)]]ϕ.
Beweis. Wie man leicht verifiziert, gelten die Propositionen 2.31, 2.32, 2.33 und 2.34
auch fu¨r T ⊥o . Daher kann der Beweis von Satz 2.35 fu¨r den nicht-u¨berladenen Fall
unter Anwendung von Proposition 3.14 direkt u¨bertragen werden. 
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3.4 Typinferenz fu¨r vordefinierte u¨berladene Operatoren
Fu¨r die Entwicklung eines Typinferenzalgorithmus fu¨r Ausdru¨cke mit parametrisch
u¨berladenen Operatoren beno¨tigen wir einen Unifikationsalgorithmus fu¨r Typaus-
dru¨cke mit u¨berladungssortierten Typvariablen, den wir im Folgenden entwickeln
werden. Die Existenz eindeutiger allgemeinster Typen folgt dann sofort durch Sub-
stitution des Robinson-Algorithmus durch den neuen Unifikationsalgorithmus im Al-
gorithmus W.
Definition 3.16. Sei O eine U¨berladungsannahme. Dann sind die Funktionen m :
F → 2Id und d : F × N× 2Id → 2Id wie folgt definiert:
m(f)
def
= {x | x : 〈ω, s〉 ∈ O ∧ ∃αn. f(αn) ∈ s}
df (i,X)
def
=
⋃
x∈X
{ops(αi) | x : 〈ω, s〉 ∈ O ∧ ∃αn. f(αn) ∈ s}
Die Funktion m bildet Typkonstruktoren f auf die Menge von Operatoren ab, die
Werte von Typen der Form f(τn) an u¨berladenen Argumentpositionen akzeptieren.
Die Funktion df (i,X) bildet eine Menge von Typnamen ab auf die Menge Yi, sodaß,
falls Yi ↑o τi fu¨r i = 1..n gilt und X ⊆ m(f), dann gilt auch X ↑o f(τ1, . . . , τn).
Proposition 3.17. Seien m und d wie oben definiert, dann gilt:
X↑0τ ⇐⇒
τ = α ∧X ⊆ ops(α) oderτ = f(τ1, . . . , τn) ∧X ⊆ m(f) ∧ ∀i = 1..n : df (i,X) ↑0 τi.
Sei S eine Substitution und O eine U¨berladungsannahme. S respektiert O, falls αX ∈
dom(S) ⇒ X ↑ Sα. Fu¨r Typausdru¨cke τ1 und τ2 definieren wir: τ2 ist eine gu¨ltige
Instanz von τ1 (τ1 ≥o τ2), falls eine Substitution S existiert, die O respektiert, sodaß
τ2 = Sτ1. Fu¨r Substitutionen S1 und S2 gilt: S1 ist allgemeiner als S2(S1 ≥o S2),
falls dom(S1) ⊆ dom(S2) und α ∈ dom(S1)⇒ S1(α) ≥o S2(α).
Proposition 3.18. Die Relation ↑o ist abgeschlossen unter Substitutionen: Falls
X ↑o τ gilt und S eine u¨berladungssortierte Substitution ist, dann gilt auch X ↑o S(τ).
Beweis. Durch Induktion u¨ber τ :
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Fu¨r τ = αY gilt X ↑o αY ⇐⇒ X ⊆ Y . Da S wohlsortiert ist, gilt auch Y ↑o S(αY )
und da X ⊆ Y auch X ↑o S(αY ).
Sei τ = f(τn). Aus X ↑o τ folgt X ⊆ m(f) ∧ ∀i = 1..n. df (i,X) ↑o τi. Nach
Induktionshypothese gilt aber auch df (i,X) ↑o S(τi) und damit X ↑o S(f(τn)). 
Korrollar 3.19. Die Komposition S1◦S2 zweier u¨berladungssortierter Substitutionen
S1, S2 ist ebenfalls eine u¨berladungssortierte Substitution.
Beweis. Folgt direkt aus Proposition 3.18. 
Lemma 3.20 (Allgemeinste, Sorten respektierende Substitutionen). Sei O
eine U¨berladungsannahme, τ ein Typausdruck und X eine Menge von Operatorna-
men. Dann gibt es entweder keine Substitution die X ↑o S(τ) erfu¨llt oder eine all-
gemeinste. Daru¨berhinaus gibt es einen effektiven Algorithmus csO zur Berechnung
einer solchen Substitution:
csO(X,α) = {α 7→ β} β eine neue Typvariable, mit ops(β) = X ∪ ops(α)
csO(X, f(τ1, . . . , τn)) = Sn falls X ⊆ m(f) ∧ ∃S0 . . . Sn sodaß
S0 = ∅ ∧ ∀i = 1..n :
Si = csO(df (i,X), Si−1(τi)) ◦ Si−1
In allen anderen Fa¨llen schla¨gt csO(X, τ) fehl.
Beweis. Wir zeigen zuna¨chst durch Berechnungsinduktion, daß, falls csO(X, τ) nicht
fehlschla¨gt, eine Substitution S berechnet wird, die O respektiert und daru¨berhinaus
X ↑o τ erfu¨llt.
Zur Induktionsverankerung sei τ = α. Dann ist S = {α 7→ β} und β eine neue
Typvariable, die ops(β) = X ∪ ops(α) erfu¨llt. Nun gilt X ↑o S(α) da X ⊆ ops(β)
und S die U¨berladungsannahme O respektiert, da Sα = β, ops(α) ⊆ ops(β) und
ops(α) ↑o β.
Fu¨r den Induktionsschritt f(τn) nehmen wir an, daß X ⊆ m(f) und Substitutionen
S0 . . . Sn existieren, sodaß S = Sn, S0 = ∅ ∧ ∀i = 1..n : Si = csO(df (i,X), Si−1(τi)) ◦
Si−1. S respektiert O, da S die Verknu¨pfung Sorten respektierender Substitutionen
ist (Korrolar 3.19). Wir mu¨ssen nun zeigen, daß X ↑o S(f(τ1, . . . , τn)), oder a¨quiva-
lent: X ↑o f(Snτ1, . . . , Snτn)), was wiederum a¨quivalent ist zu X ⊆ m(f)∧∀i = 1..n :
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df (i,X) ↑o Sn(τi). Fu¨r i ∈ 0..n, kann S als S′i◦Si geschrieben werden, fu¨r eine Sorten
respektierende Substitution S′i. Da X ⊆ m(f) und df (i,X) ↑o Si(τi) aufgrund der
Induktionshypothese gilt, folgt df (i,X) ↑o S′i(Si(τi)) aufgrund von Proposition 3.18.
Es bleibt zu zeigen, daß fu¨r jede andere Substitution R, die X ↑o Rτ erfu¨llt, eine
Substitution S′ gefunden werden kann, sodaß R = S′◦S. Der Beweis erfolgt wiederum
durch Berechnungsinduktion:
Fu¨r τ = α wa¨hlen wir S′ = R, außer, daß S′(β) = R(α). Dann gilt S′(S(α)) =
S′(β) = R(α) wie verlangt. Fu¨r den Induktionsschritt sei τ = f(τ1, . . . , τn). Um zu
zeigen, daß R = S′◦S, zeigen wir, daß fu¨r jedes i ∈ 0..n eine Substitution S′i existiert,
sodaß R = S′i ◦ Si:
”
i = 0“ Da S0 = ∅ ko¨nnen wir S′0 = R wa¨hlen..
”
i− 1⇒ i“ Nach Induktionsannahme gilt R = S′i−1 ◦ Si−1. Sei τ ′i = Si−1(τi), dann
gilt df (i,X) ↑o S′i−1(τ ′i) und wir ko¨nnen die a¨ußere Induktionshypothese an-
wenden, um S′i−1 = V ◦ csO(df (i,X), τ ′i), zu erhalten, fu¨r eine Substitution V .
Dies impliziert aber R = S′i−1 ◦Si−1 = (V ◦cs(df (i,X), τ ′i))◦Si−1 = V ◦Si. 
Mit Hilfe der Funktion csO definieren wir nun einen Unifikationsalgorithmus a¨hnlich
dem Robinson-Algorithmus.6
Satz 3.21 (Allgemeinste Unifikatoren fu¨r u¨berladungssortierte Terme).
Gegeben eine U¨berladungsannahme O, zwei u¨berladungssortierte Terme τ1 und τ2,
gibt es entweder keinen Unifikator S, sodaß S(τ1) = S(τ2), oder einen allgemein-
sten. Der in Abbildung 3.6 angegebene Algorithmus UO bestimmt korrekt, ob es einen
allgemeinsten Unifikator gibt und berechnet diesen.
Beweis. Berechnungsinduktion analog zu Lemma 3.20. Lediglich der Fall UO(αx, τ)
ist interessant: entha¨lt τ die Variable αx, dann kann es keine Lo¨sung des Unifikati-
onsproblems geben. Fu¨r αx /∈ V(τ) mu¨ssen die Sorten der Variablen in τ so angepaßt
6Die hier vorgestellte Robinson-Variante hat natu¨rlich ebenso wie der Original-Algorithmus das
Problem der mo¨glicherweise exponentiell wachsenden Terme (siehe Seite 14). In Abschnitt 3.4.3
geben wir eine effiziente Implementierung an, die dieses Problem vermeidet und zusa¨tzlich auch
regula¨re Terme behandeln kann.
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UO(τ, τ) = ∅
UO(τ, αx) = UO(αx, τ) falls τ /∈ V
UO(αx, τ) = {αx 7→ S(τ)} ◦ S falls S = csO(x, τ) existiert, und αx /∈ V(τ)
UO(f(τn), f(τ ′n)) = Sn falls ∃S0, . . . , Sn :
S0 = ∅ ∧ ∀i = 1..n :
Si = UO(Si−1(τi), Si−1(τ ′i)) ◦ Si−1
UO(τ, τ ′) schla¨gt in allen anderen Fa¨llen fehl.
Abbildung 3.6: Unifikation fu¨r u¨berladungssortierte Terme
werden, daß X ↑o τ erfu¨llt ist, was aufgrund von Lemma 3.20 durch Anwenden
der Substitution S = csO(X, τ) genau dann sichergestellt werden kann, wenn diese
existiert. 
3.4.1 U¨berladungssortierung vs. Ordnungssortierung
Wir werden nun zeigen, daß zwischen der Unifikation von u¨berladungssortierten Ter-
men und Unifikation fu¨r ordnungssortierte Termalgebren mit leerer Gleichungstheorie
eine enge Verbindung existiert. Dazu fu¨hren wir zuna¨chst die notwendigen Begriffe
aus der Unifikationstheorie ein, und zeigen dann, wie man zu einer gegebenen pa-
rametrischen U¨berladungsannahme eine ordnungssortierte Termalgebra konstruieren
kann, sodaß die entsprechenden Unifikationsbegriffe zusammenfallen.7
Eine ordnungssortierte Signatur ist ein Tripel (S,≤,Σ), wobei S eine Menge von Sor-
ten, ≤ eine partielle Ordnung auf S und Σ eine Familie {Σw,s | w ∈ S∗, s ∈ S} von
nicht notwendigerweise disjunkten Operatorsymbolen ist. Zur Vereinfachung nehmen
wir im folgenden an, daß sowohl S als auch Σ endlich sind. Statt f ∈ Σw,s schreiben
wir vereinfachend f : w → s. w → s bezeichnen wir als die Stelligkeit des Ope-
ratorsymbols f . Im Unterschied zu freien Termalgebren erlauben wir mehr als eine
7Die Einfu¨hrung der Begriffe folgt im wesentlichen der Darstellung in [NS91]. Dort wird die
Verbindung zwischen dem Typsystem der Programmiersprache Haskell und ordnungssortierter
Unifikation untersucht.
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Stelligkeitsdeklaration fu¨r Operatorsymbole. In diesem Fall nennen wir das Opera-
torsymbol u¨berladen. Die Ordnung ≤ wird auf kanonische Weise auf S∗ fortgesetzt:
wn ≤ w′m ⇐⇒ m = n ∧ ∀i = 1..n : wi ≤ w′i. Sei V = {Vs | s ∈ S} eine S-sortierte
Familie von abza¨hlbar unendlichen Menge von Variablen. Fu¨r x ∈ Vs schreiben wir
auch x : s bzw. xs.
Die Menge der u¨ber V frei generierten ordnungssortierten Terme TΣ(V )s der Sorte s
ist induktiv wie folgt definiert:
x ∈ Vs s ≤ s′
x ∈ TΣ(V )s′
f : sn → s s ≤ s′ ∀i.ti ∈ TΣ(V )si
f(tn) ∈ TΣ(V )s′
Die Menge aller u¨ber V frei generierten, ordnungssortierten Terme TΣ(V ) ist gegeben
durch TΣ(V ) =
⋃
s∈S TΣ(V )s. Man beachte, daß aufgrund dieser Definition Terme
korrekt sortiert sein mu¨ssen: jeder Subterm eines zusammengesetzten Terms muß
eine Sorte haben, die durch die Stelligkeit des Operators vorgegeben ist.
Ein Term kann mehr als eine Sorte haben: einerseits hat trivialerweise ein Term der
Sorte s auch alle Sorten s′ ≥ s, andererseits kann ein Term aufgrund der U¨berladung
von Operatoren f : w → s sowie f : w → s′ zwei mo¨glicherweise unvergleichbare
Sorten besitzen. Um solche Anomalien auszuschließen, arbeitet man meistens mit
regula¨ren Signaturen: eine Signatur heißt regula¨r, falls jeder Term eine kleinste Sorte
besitzt. Regularita¨t ist entscheidbar:
Satz 3.22. [SNGM89] Eine Signatur (S,≤,Σ) ist regula¨r, genau dann, wenn fu¨r
jedes f ∈ Σ und w ∈ S∗ die Menge {s | ∃w′ ≥ w.f : w′ → s} entweder leer ist, oder
ein kleinstes Element besitzt.
Substitutionen θ ∈ V → TΣ(V ) sind in der u¨blichen Weise definiert. Vergleichbar
mit dem Vorgehen fu¨r u¨berladungssortierte Terme, verlangt man jedoch zusa¨tzlich,
daß Substitutionen sorten-korrekt sind: θ(xs) ∈ TΣ(V )s. Die Komposition zweier
sorten-korrekter Substitutionen ist ebenfalls sorten-korrekt.
Eine Unifikator θ einer Menge M von Gleichungen u¨ber ordnungssortierten Termen
ist eine sorten-korrekte Substitution mit der Eigenschaft θs = θt fu¨r alle s = t ∈ M .
Eine Menge von Unifikatoren U heißt vollsta¨ndig, falls fu¨r jeden Unifikator θ′ von M
ein θ ∈ U existiert, sodaß θ′ ≤ θ; U heißt minimal, falls θ 6≤ θ′ fu¨r alle θ, θ′ ∈ U .
Im Unterschied zur Robinson-Unifikation auf unsortierten Termen, kann es jedoch
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sein, daß fu¨r eine gegebene Signatur, vollsta¨ndige, minimale Mengen von Unifikatoren
mehr als ein Element enthalten. Man nennt daher eine Signatur unita¨r (unifizierend),
falls fu¨r jede Menge M von Termgleichungen eine vollsta¨ndige, minimale Menge von
Unifikatoren µΣ(M) existiert, die ho¨chstens ein Element entha¨lt. Eine Signatur heißt
finita¨r (unifizierend), falls µΣ(M) ho¨chstens endlich viele Elemente entha¨lt.
Fu¨r nicht regula¨re Signaturen kann Unifikation infinita¨r sein, sogar bei endlicher
Signatur. Es gilt jedoch:
Satz 3.23. [SS85] Fu¨r endliche und regula¨re Signaturen haben endliche Mengen
von Termgleichungen endliche, vollsta¨ndige und effektiv berechenbare Mengen von
Unifikatoren.
Fu¨r unsere Zwecke erwarten wir jedoch eine unita¨r unifizierende Signatur. Unita¨re
Signaturen ko¨nnen u.a. wie folgt charakterisiert werden: Eine Signatur heißt abwa¨rts
vollsta¨ndig, falls zwei Sorten entweder keine untere Schranke besitzen oder aber eine
gro¨ßte. Eine Signatur heißt co-regula¨r, falls fu¨r jeden Operator f und jede Sorte s,
die Menge D(f, s) = {w | ∃s′.f : w → s′ ∧ s′ ≤ s} entweder leer ist, oder ein gro¨ßtes
Element hat.
Satz 3.24. [SNGM89] Jede endliche regula¨re, co-regula¨re und abwa¨rts vollsta¨ndige
Signatur ist unita¨r unifizierend.
Nach diesen Vorbereitungen ko¨nnen wir nun daran gehen, zu einer gegebenen U¨ber-
ladungsannahme O eine unita¨re, ordnungssortierte Termalgebra zu konstruieren.
Definition 3.25. Sei O eine U¨berladungsannahme. Dann konstruieren wir die Si-
gnatur ΣO = (S,≤,Σ) wie folgt:
S = {m | m ⊆ dom(O)}
s ≤ s′ ⇐⇒ s ⊇ s′
Σ = {f : df (1, y), . . . , df (n, y)→ y | y ⊆ m(f)}
Proposition 3.26. τ ∈ TF (V ) ⇐⇒ τ ∈ TΣO (V )
Beweis. Folgt direkt aus der Tatsache, daß jeder beliebige Term in TF (V ) sorten-
korrekt in TΣO (V ) ist, da jeder Operator f ∈ F mit Stelligkeit ρ(f) = n in ΣO die
Stelligkeit f : ∅n → ∅ besitzt und τ : s⇒ τ : s′ fu¨r alle s′ ≥ s. 
60 Kapitel 3. Parametrische U¨berladungen
Proposition 3.27. Sei X ⊆ dom(O), dann gilt X ↑o τ ⇐⇒ τ : X.
Beweis. Durch strukturelle Induktion u¨ber τ .
Fu¨r τ = αY ∈ V gilt:
X ↑o αY ⇐⇒ X ⊆ Y
⇐⇒ Y ≤ X
⇐⇒ αY : X
Sei τ = f(τn), dann gilt:
X ↑o f(τn) ⇐⇒ X ⊆ m(f) ∧ ∀i = 1..n. df (i,X) ↑o τi
⇐⇒ X ⊆ m(f) ∧ ∀i = 1..n. τi : df (i,X)
⇐⇒ f : df (1, X), . . . , df (n,X)→ X ∈ Σ ∧ ∀i = 1..n. τi : df (i,X)
⇐⇒ f(τn) : X 
Daraus folgt sofort, daß jede Substitution, welche die U¨berladungsannahme O re-
spektiert, auch eine wohlsortierte Substitution gema¨ß ΣO ist und umgekehrt. Daher
gilt:
Korrollar 3.28. Jeder O-respektierende Unifikator ist auch ein Unifikator in TΣO
Beweis. Folgt aus den Propositionen 3.26 und 3.27. 
Wie in Abschnitt 3.4 gezeigt, ist Unifikation fu¨r u¨berladungssortierte Terme unita¨r,
somit muß aufgrund von Korrollar 3.28 auch ΣO unita¨r unifizierend sein. Wir zeigen
jedoch direkt:
Satz 3.29. Sei O eine U¨berladungsannahme und ΣO konstruiert gema¨ß Definiti-
on 3.25. Dann ist ΣO endlich, regula¨r, co-regula¨r und abwa¨rts vollsta¨ndig und somit
unita¨r unifizierend.
Beweis. Die Endlichkeit der Signatur ist offensichtlich.
Zum Beweis der Regularita¨t betrachten wir aufgrund von Satz 3.22 fu¨r f ∈ Σ, w ∈ S∗
die Menge Mfw = {s | ∃w′ ≥ w.f : w′ → s}. Wir zeigen, daß aus s1, s2 ∈ Mfw auch
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s1 u s2 ∈Mfw folgt. Da Mfw endlich ist, entha¨lt dann auch jede nicht leere Menge Mfw
ein kleinstes Element.
Sei also s1, s2 ∈ Mfw. Dann gilt s1 u s2 ∈ Mfw ⇐⇒ ∃w′ ≥ w.f : w′ → s1 u s2. Nach
Konstruktion von ΣO gilt aber mit f : w1 → s1 ∈ Mfw und f : w2 → s2 ∈ Mfw auch
f : w1 u w2 → s1 u s2 ∈ Mfw, da f : w1 u w2 → s1 u s2 und aus w1 ≥ w und w2 ≥ w
auch s1 u s2 ≥ w.8
Zum Beweis der Co-Regularita¨t betrachten wir fu¨r beliebige f ∈ Σ, s ∈ S die Menge
D(f, s) = {w | ∃s′.f : w → s′ ∧ s′ ≤ s}. Analog zur Regularita¨t zeigen wir daß aus
w1, w2 ∈ D(f, s) auch w1 unionsq w2 ∈ D(f, s) folgt. w1 ∈ D(f, s) ⇒ ∃s1 ≤ s.f : w1 → s1,
w2 ∈ D(f, s)⇒ ∃s2 ≤ s.f : w2 → s2. Nach Konstruktion von ΣO gilt f : w1 unionsq w2 →
s1 unionsq s2. Da s1 unionsq s2 ≤ s ist also auch w1 unionsq w2 ∈ D(f, s), sodaß aus der Endlichkeit
von D(f, s) die Existenz eines maximalen Elements in D(f, s) die Regularita¨t von
ΣO folgt.
Die Menge S bildet zusammen mit der definierten Relation ≤ einen vollsta¨ndigen
Verband, daher ist die Signatur auch abwa¨rts vollsta¨ndig : zu je zwei Sorten s1, s2
entha¨lt die Menge der maximalen Elemente unterhalb von s1 und s2 genau ein Ele-
ment.
max≤{s | s ≤ s1 ∧ s ≤ s2} = min⊇{s | s ⊇ s1 ∧ s ⊇ s2} = {s1 ∪ s2} 
3.4.2 Konstruktorvariablen
Im Folgenden betrachten wir eine Erweiterung der Syntax der U¨berladungsschemata,
die der Autor schon in der ersten Vero¨ffentlichung zum Thema parametrische U¨ber-
ladungen erwa¨hnt hat [Kae88], aber bisher nicht formal behandelt hat, weil diese
Erweiterung zur damaligen Zeit nur unwesentlich mehr U¨berladungsmo¨glichkeiten zu
erlauben schien.
Als motivierendes Beispiel betrachten wir eine Operation contains, die auf das Vor-
handensein eines Elementes in einer Datenstruktur mit einem bestimmten Element-
typ testen soll. D.h. wir suchen ein U¨berladungsschema ω, das die folgenden Instan-
8Dabei werden die Relation ⊇ und der Operator u etc. auf kanonische Weise auf S∗ erweitert:
wn u w′n = w1 u w′1, . . . , wn u wn.
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zen zula¨ßt:
∀α{=}. α{=} → list(α{=})→ bool
∀α{=}. α{=} → set(α{=})→ bool
∀α{=}. α{=} → tree(α{=})→ bool , . . .
Offensichtlich ist $→ $→ bool nicht korrekt, da beide Argumente mit verschiedenen
Typen instanziert werden mu¨ßten. Und doch sieht man, daß im Prinzip eine einzige
Variable alle U¨berladungsinstanzen beschreiben kann, da sich die Instanzen nur im
a¨ußeren Typkonstruktor des zweiten Argumentes unterscheiden.
Wir erweitern daher die Menge der zula¨ssigen U¨berladungsschemata und erlauben
die Verwendung des Symbols $ an der Stelle von Typkonstruktoren. Dabei darf $
mehrmals verwendet werden, jedoch jeweils mit den gleichen Typausdru¨cken als Ar-
gument. Dies la¨ßt sich wie folgt formalisieren:
Definition 3.30 (Termpositionen, τ/p). Fu¨r τ ∈ TF (V) sei die Menge der Term-
positionen Pos(τ) ⊆ N∗ definiert durch
Pos(α) = {}
Pos(f(τn)) = {} ∪ {i·p | i ∈ 1..n ∧ p ∈ Pos(τi)}
wobei  die leere Sequenz und i·p die Konkatenation bezeichnet. Dann wird fu¨r
p ∈ Pos(τ) der Subterm an der Position p durch τ/p notiert und ist wie folgt
definiert:
τ/ = τ
f(τn)/i·p = τi/p
Damit lassen sich die gu¨ltigen U¨berladungsschemata wir folgt definieren: ω ist gu¨ltig,
falls fu¨r alle p, q ∈ Pos(ω) mit ω/p = $(τn) und ω/q = $(τ ′m) auch τn = τ ′m gilt.
Beispiel:
contains : ∀α{=}. α{=} → $(α{=})→ bool , {list(α), set(α{=}), tree(α)}
Zur Repra¨sentation der Typen solcherart u¨berladener Operatoren, erweitern wir die
Menge der Typvariablen um eine Familie abza¨hlbarer Mengen von Konstruktorvaria-
blen
V =
⋃
X⊆dom(O)
VαX ∪
⋃
X⊆dom(O)
VκX
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sowie die abstrakte Syntax der Typausdru¨cke
τ ::= αX | f(τ1, . . . , τn) | κX(τ1, . . . , τn)
und redefinieren die Menge der zula¨ssigen Argumente eines Operators x ∈ dom(O)
wie folgt:
Definition 3.31. τ ist ein zula¨ssiger Argumenttypausdruck fu¨r x, geschrieben x ↑o
τ , falls eine der folgenden Bedingungen gilt
τ = αx ∧ x ∈ X
τ = κX(τn) ∧ x ∈ X
τ = f(τn) ∧O(x) = 〈ω, s〉 ∧ f(αn) ∈ s ∧ ∀i = 1..n : ∀y ∈ ops(αi) : y ↑o τi
Entsprechend Definition 3.4 legt man wiederum fest: X ↑o τ ⇐⇒ ∀x ∈ X. x ↑o τ .
U¨berladungsschemata werden in Typannahmen durch Typschemata repra¨sentiert,
indem man die $-Symbole durch entsprechende Typvariablen aus Vκ ersetzt und
diese abstrahiert. Damit erha¨lt man fu¨r das obige Beispiel folgende Typannahme:
contains : ∀κ{contains}.∀α{=}. α{=} → κ{contains}(α{=})→ bool ,
Substitutionen sind wie u¨blich definiert, wobei Konstruktorvariablen nur auf Kon-
struktoren abgebildet werden, d.h. S(κ) ∈ F fu¨r κ ∈ dom(S)∩Vκ und S(α) ∈ TF (V)
fu¨r α ∈ dom(S)∩Vα. Jedoch muß man fordern, daß der Bildbereich einer Substitution
konstruktorvariablenkompatibel ist.
Definition 3.32. Eine Menge Z von Typausdru¨cken ist konstruktorvariablenkompa-
tibel, falls die folgende Bedingung erfu¨llt ist:
∀τ1, τ2 ∈ Z : ∀p 6= q ∈ Pos(τ) wobei τ = f(τ1, τ2) fu¨r ein f ∈ F2 :
τ/p = κ(τn) ∧ τ/q = κ(τ ′m)⇒ τn = τ ′m (kvk)
Proposition 3.33. Sei τ konstruktorvariablenkompatibel (d.h. {τ} erfu¨llt (kvk)) und
S eine Substitution, deren Bildbereich rng(S) Bedingung (kvk) erfu¨llt, dann erfu¨llt
auch S(τ) Bedingung (kvk).
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csκo (X,α) = {α 7→ β} β eine neue Typvariable
mit ops(β) = X ∪ ops(α)
csκo (X, f(τn)) = Sn falls X ⊆ m(f) ∧ ∃S0 . . . Sn sodaß
S0 = ∅ ∧ ∀i = 1..n :
Si = cs
κ
O(df (i,X), Si−1(τi)) ◦ Si−1
csκo (X,κ(τn)) = {κ 7→ κ′} κ′ eine neue Typvariable
mit ops(κ′) = X ∪ ops(κ)
In allen anderen Fa¨llen schla¨gt csκo (X, τ) fehl.
Abbildung 3.7: Sortenanpassung fu¨r Terme mit Konstruktorvariablen
Daraus folgt auch, daß die Verknu¨pfung zweier Sorten respektierender, konstruk-
torvariablenkompatibler Substitutionen wiederum eine Sorten respektierende, kon-
struktorvariablenkompatible Substitution ist. Einfache und generische Instanz auf
Typausdru¨cken und Substitutionen sind wie oben definiert, nur daß nun auch u¨ber
Konstruktorvariablen abstrahiert werden darf. Man u¨berzeugt sich leicht, daß damit
sa¨mtliche interessanten syntaktischen Eigenschaften der parametrischen U¨berladun-
gen erhalten bleiben.
Grundlage eines erweiterten Unifikationsalgorithmus ist auch hier ein Algorithmus
zur Berechnung allgemeinster Sorten respektierender Substitutionen.
Lemma 3.34 (Sortenanpassung fu¨r Terme mit Konstruktorvariablen). Sei
O eine U¨berladungsannahme, τ ein Typausdruck und X eine Menge von Operator-
namen. Dann gibt es entweder keine Substitution die X ↑o S(τ) erfu¨llt oder eine
allgemeinste. Daru¨berhinaus gibt es einen effektiven Algorithmus csκo zur Berechnung
einer solchen Substitution.
Algorithmus csκo ist eine konservative Erweiterung des Algorithmus cs fu¨r einfache
u¨berladungssortierte Terme und ist in Abbildung 3.7 angegeben.
Beweis. (von Lemma 3.34) Analog zu Lemma 3.20. Lediglich der Fall τ = κ(τn)
kommt neu hinzu und ist symmetrisch zu dem Fall τ = α. 
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Uκo (τ, τ) = ∅
Uκo (τ, αx) = Uκo (αx, τ) falls τ /∈ V
Uκo (αx, τ) = {αx 7→ S(τ)} ◦ S falls S = csκo (x, τ) existiert, und αx /∈ V(τ)
Uκo (f(τn), f(τ ′n)) = Sn falls ∃S0, . . . , Sn.
S0 = ∅ ∧ ∀i = 1..n :
Si = Uκo (Si−1(τi), Si−1(τ ′i)) ◦ Si−1
Uκo (f(τn), κ(τ ′n)) = Uκo (κ(τ ′n), f(τn))
Uκo (κ(τn), f(τ ′n)) = S′′ ◦ S′ ◦ S falls ∃S, S′, S′′.
S = csκo (ops(κ), f(τ ′n))
S′ = Uκo (S(f(τn)), S(f(τ ′n)))
S′′ = {κ 7→ f}
Uκo (κ1(τn), κ2(τ ′n)) = S ◦ Sn falls κ1 6= κ2 und ∃S0, . . . , Sn.
S0 = ∅ ∧ ∀i = 1..n :
Si = Uκo (Si−1(τi), Si−1(τ ′i)) ◦ Si−1
wobei S = {κ1 7→ κ, κ2 7→ κ}
und κ eine neue Variable
mit ops(κ) = ops(κ1) ∪ ops(κ2)
Uκo (τ, τ ′) schla¨gt in allen anderen Fa¨llen fehl.
Abbildung 3.8: Unifikation fu¨r u¨berladungssortierte Terme mit Konstruktorvariablen
Auf der Grundlage dieses Resultats definieren wir nun den Unifikationsalgorithmus
Uκo fu¨r u¨berladungssortierte Terme mit Konstruktorvariablen wie in Abbildung 3.8
angegeben.
Satz 3.35 (Allgemeinste Unifikatoren fu¨r u¨berladungssortierte Terme mit
Konstruktorvariablen). Sei O eine U¨berladungsannahme und τ1, τ2 zwei u¨berla-
dungssortierte, konstruktorvariablenkompatible Terme, dann gibt es entweder keinen
Unifikator S, sodaß S(τ1) = S(τ2), oder einen allgemeinsten. Algorithmus Uκo be-
stimmt korrekt, ob es einen allgemeinsten Unifikator gibt und berechnet diesen.
Beweisskizze. Die ersten vier Gleichungen entsprechen der
”
einfachen“ u¨berla-
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dungssortierten Unifikation. Gleichung 4 fu¨hrt die Unifikation eines Argumentpaares
der Form f(τn), κ(τ ′n) zuru¨ck auf Fall 5 unter Vertauschung der Argumente und ist
wegen der Kommutativita¨t der Unifikation offensichtlich korrekt. Somit verbleiben
die Fa¨lle 5 und 6.
Im Fall 5 mu¨ssen zur Bestimmung eines allgemeinsten Unifikators von κ(τn), f(τ ′n)
die Sorten angepaßt werden (1. Zeile), die Teilterme unifiziert werden (2. Zeile) und
schließlich κ durch f ersetzt werden (3. Zeile). Offensichtlich ist S′′ ◦ S′ ◦ S ein
Unifikator, daß er auch der allgemeinste ist, folgt aus Lemma 3.34.
Im Fall 6 (Argumentpaar κ1(τn), κ2(τ ′n)) werden die Teilterme unifiziert und die bei-
den Konstruktorvariable durch eine neue Variable ersetzt, die mit allen Operatoren
von κ1 und κ2 markiert sind. S ◦ Sn ist ein Unifikator fu¨r das Argumentpaar, daß er
der allgemeinste ist, folgt aus der Sortierung von κ.
Aufgrund der Forderung, daß alle Konstruktorvariablenteilterme mit identischen
Konstruktorvariablen identisch sind, kann der Fall κ(τn), κ(τ ′m) mit τn 6= τ ′m nicht
auftreten. Man u¨berzeugt sich leicht, daß die von Uκo gelieferten Substitutionen diese
Bedingung erhalten. 
Um zu sehen, warum die etwas unnatu¨rlich erscheinende Forderung (kvk) an Kon-
struktorteilterme notwendig ist, betrachten wir das Beispiel
Uκo ( f(κ(α), κ(β)), f(γ{=}, list(δ)) )
unter einem erweiterten Algorithmus, mit der zusa¨tzlichen, naheliegenden Gleichung
Uκo (κ(τn), κ(τ ′n)) = Uκo (f(τn), f(τ ′n)) fu¨r ein f ∈ Fn,
die ungleiche Konstruktorteilterme zula¨ßt und durch rekursive Anwendung von Uκo
zu unifizieren versucht. Durch manuelle Ausfu¨hrung des Algorithmus erha¨lt man die
Substitution
S = { κ{=} 7→ list , δ 7→ δ{=}, β 7→ δ{=}, γ{=} 7→ list(α), κ 7→ list }
Durch Anwenden auf die beiden Argumente erha¨lt man
S(f(κ(α), κ(β))) = f(list(α), list(δ{=})) = S(f(γ{=}, list(δ)))
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Man sieht, daß S zwar ein Unifikator ist, aber zu allgemein, da α nicht, wie eigentlich
erforderlich, durch eine neue Variable α′{=} ersetzt wurde.
Bedauerlicherweise ist die Forderung, daß alle Teilterme eines U¨berladungsschemas,
die mit $ konstruiert sind, identisch sein mu¨ssen, sehr einschra¨nkend, sodaß sich z.B.
die Monaden-Operationen [Mog89, Wad90, Wad92] damit nicht behandeln lassen.9
Monaden spielen u.a. eine wichtige Rolle bei der Modellierung von Ein/Ausgabeope-
rationen in rein funktionalen Programmiersprachen und daher wa¨re es wu¨nschens-
wert, sie behandeln zu ko¨nnen, a¨hnlich dem Vorgehen in [Jon93].
Man ko¨nnte den Algorithmus Uκo so aba¨ndern, daß alle Kunstruktorvariablenteilter-
me in einer separaten Datenstruktur gespeichert und bei jeder Substitution einer
Konstruktorvariablen die korrekte Anpassung der Sorten aller Teilterme u¨ber die
Funktion csκo gepru¨ft und berechnet wird. Es gibt jedoch keine Handhabe, diese Teil-
terme in den Typschemata fu¨r let-gebundene Bezeichner darzustellen. Dies wird erst
durch den U¨bergang zu einem Typsystem mit eingeschra¨nkten Typen mo¨glich (siehe
Kapitel 5). Wir verzichten daher auf die weitere Ausfu¨hrung.
3.4.3 Implementierung der U¨berladungsunifikation
Es ist wohlbekannt, daß bei der Robinson-Variante der Unifikationsimplementierung
die Gro¨ße der unifizierten Terme exponentiell wachsen kann und damit auch zu expo-
nentiellen Laufzeiten fu¨hren kann. Wir geben hier einen polynomial zeitbeschra¨nkten
Algorithmus an, der die U¨berladungsunifikation mit Hilfe von
”
Structure-Sharing“
[BM72] a¨hnlich [CB83] implementiert. Diese Version wird auch im SAMPλE-System
[GKT90] eingesetzt.
Grundlage der Implementierung ist die Darstellung der Terme als gerichtete azykli-
sche Graphen (DAG). Die Datenstrukturen und die elementaren Operationen sind in
Abbildung 3.9 angegeben, der eigentliche Unifikationsalgorithmus in Abbildung 3.10.
Die Knoten des Graphen werden durch Objekte auf dem Heap (Typdeklaration term)
und die Kanten durch Zeiger dargestellt (Typ tptr). Zur Vereinfachung wurde auf
die Detaillierung der Speicherung von Term-Listen und Operatormengen verzichtet
9Der Operator bind wu¨rde das U¨berladungsschema $(α) → (α → $(β)) → $(β) verlangen, der
Operator join das Schema $($(α))→ $(α).
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1 type
2 tptr = ˆterm;
3 term = record
4 kind: enum(vari, ctor);
5 name: integer;
6 sort : set (1 .. k);
7 sons: list (tptr );
8 set : tptr ;
9 size : integer ;
10 mark: integer;
11 end;
12 var
13 mark: integer; { initially 0}
14
15 union(s:term, t:term) ≡
16 if (sˆ.size>tˆ.size) then
17 union(t,s);
18 else begin
19 sˆ.set := t;
20 tˆ.size := tˆ.size + sˆ.size;
21 end
22
23 find(s:term) ≡
24 if sˆ.set 6=s then
25 sˆ.set := find(sˆ.set);
26 return s;
27 occurs(s:term, t:term) ≡
28 mark := mark+1;
29 return oc(s,t)
30
31 oc(s:term, t:term) ≡
32 t := find(t ); { s.set=s }
33 if (tˆ.mark=mark) then
34 return false;
35 else begin
36 tˆ.mark := mark;
37 if (s=t) then
38 return true;
39 else if tˆ.kind = vari then
40 return false;
41 else begin
42 res := false ;
43 l := tˆ.sons;
44 while ¬res do begin
45 res := oc(s,hd(l));
46 l := tl(l );
47 end;
48 return ok;
49 end
50
51 cs(s:set (1..k), t:term) ≡
52 t := find(t );
53 f := tˆ.name;
54 if (s ⊆ tˆ.sort) then
55 return true;
56 else if (tˆ.kind=vari) then
57 tˆ.sort := tˆ.sort ∪ s;
58 else if (s 6⊆ m(f)) then
59 return false;
60 else begin
61 tˆ.sort:=tˆ.sort ∪ s;
62 l := tˆ.sons; ok := true;
63 i := 1; k := length(l);
64 while ok ∧ i≤k do begin
65 ok := cs(d(f,i ,s ), hd(l));
66 i := i+1;
67 l := tl(l );
68 end
69 return ok;
70 end
71
Abbildung 3.9: Typdefinitionen und Hilfsfunktionen fu¨r Unify
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72 unify(s:term, t:term) ≡
73 s , t := find(s ), find(t);
74 if (sˆ.kind=vari ∧tˆ.kind=vari) then
75 unify(t,s);
76 else if (sˆ.kind=vari ∧tˆ.kind=ctor) then
77 if occurs(s,t) then
78 return false;
79 else
80 if (¬ cs(s.sort,t)) then
81 return false;
82 else begin
83 union(s,t);
84 return true;
85 end
86 else if (sˆ.name6=tˆ.name) then
87 return false;
88 else begin
89 union(s,t);
90 if (s.set=s) then
91 s.sort := s.sort ∪ t.sort;
92 else
93 t.sort := s.sort ∪ t.sort;
94 ok := true;
95 l1, l2:= sˆ.sons, tˆ.sons;
96 while ok do begin
97 ok := unify(hd(l1), hd(l2));
98 l1, l2:= tl(l1), tl(l2);
99 end
100 return ok;
101 end
Abbildung 3.10: Implementierung der u¨berladungssortierten Unifikation
(Zeilen 6 und 7). Wir gehen jedoch davon aus, daß Konstruktor-, Operator- und
Variablennamen durch ganze Zahlen repra¨sentiert werden.
Der Algorithmus unify(s,t) berechnet die feinste A¨quivalenzrelation auf den Kno-
ten des Termgraphen, die s ≡ t umfaßt und kompatibel zur Termformation ist.
Dabei werden Substitutionen im Gegensatz zum Robinson-Algorithmus nur impli-
zit berechnet, Variablen werden in den Termen sofort durch Vereinigung der dem
zu unifizierenden Teilterm und der Variable zugeordneten A¨quivalenzklassen ersetzt.
Die Vereinigung von A¨quivalenzklassen und das Auffinden des Terms, der einer A¨qui-
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valenzklasse zugeordnet ist, erfolgt mit Hilfe des UNION-FIND Algorithmus (Felder
set und size in Zeile 8 und 9, Funktionen union, Zeile 15, und find, Zeile 23).
Zur effizienten Implementierung des occur-checks wird eine globale Variable mark
verwendet, die vor jeder Traversierung inkrementiert wird (Zl. 28) und mit deren
Wert besuchte Knoten markiert werden (Zl. 36). Durch den Vergleich in Zeile 33
wird sichergestellt, daß bei einem Aufruf der Funktion occurs maximal n · e Aufrufe
von oc erfolgen, wobei n die Anzahl der Knoten und e die Anzahl der Kanten des
Termgraphen ist. Da die Anzahl der von einem Knoten ausgehenden Kanten durch
ce = max{n | Fn 6= ∅} begrenzt ist, gilt e ≤ ce ·n und damit betra¨gt der Aufwand fu¨r
einen occur-check O(n). Da vor jedem rekursiven Aufruf von unify die Anzahl der
A¨quivalenzklassen um eine vermindert wird, terminiert der Algorithmus nach spa¨-
testens n Schritten, sodaß fu¨r die Aufrufe von occurs insgesamt O(n2) Zeitaufwand
anfa¨llt.
Die Funktion cs implementiert die Sortenanpassung von Variablen, unter Verwen-
dung der bekannten Funktionen m(f) und df (i,X). Dabei wird ausgenutzt, daß
jeder Teilterm mit der Menge von Operatoren markiert ist, deren Definiertheit fu¨r
den entsprechenden Teilterm bereits nachgewiesen wurde. Fu¨r die Zeitabscha¨tzung
beobachten wir zuna¨chst, daß vor jedem rekursiven Aufruf von cs, die Anzahl der
Operatoren in der Operatorenmenge des aktuellen Teilterms mindestens um 1 erho¨ht
wird. Daraus folgt, daß die Zeilen 56 bis 70 maximal (n · k)-mal durchlaufen werden.
Somit ergibt sich der Gesamtaufwand T (cs) fu¨r alle Aufrufe von cs durch
T (cs) ≤ c · n · k · (T (Zs) + T (Zr))
wobei T (Zs) den Aufwand fu¨r die einmalige Ausfu¨hrung von Zeilen 52 bis 55 und
T (Zr) den Aufwand fu¨r die einmalige Ausfu¨hrung von Zeilen 56 bis 70 bezeichnet.
Wa¨hlt man zur Repra¨sentation von Operatormengen z.B. balancierte Ba¨ume, dann
kann der Aufwand fu¨r s1 ⊆ s2 und auch s1 ∪ s2 mit O(k · log k) begrenzt werden.
Somit gilt
T (Zs) ≤ cs · k · log k .
Bei geeigneter Wahl ist m(f) mit konstantem Aufwand realisierbar, die Funktion
df (i,X) kann mit k Vereinigungen von Operatormengen implementiert werden und
ist somit von der Ordnung O(k · k · log k). Da die maximale Stelligkeit von Typkon-
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struktoren durch eine Konstante beschra¨nkt ist, ergibt sich daraus
T (cs) = O(n · k3 · log k)
Fu¨r die Operationen union und find gilt folgende Analyse: nach [AHU74, Theo-
rem 4.4, Kapitel 4.7], wird jede Sequenz von c · n union- und find-Operationen in
c′ · n · G(n) Schritten ausgefu¨hrt, wobei c′ eine Konstante ist, die von c abha¨ngt,
und G(n) die kleinste natu¨rliche Zahl m ist, sodaß F (m) ≥ n, wobei F durch
F (0) = 1, F (i+1) = 2F (i) definiert ist.10 unify fu¨hrt c ·n union-find-Operationen aus,
oc weitere c′ ·n2 find-Operationen und cs schließlich c′′ ·n ·k find-Operationen. Damit
la¨ßt sich der Aufwand T (uf ) fu¨r die union-find-Operationen wie folgt bestimmen:
T (uf ) = O(G(max(n2, n · k)) ·max(n2, n · k))
fu¨r den Algorithmus mit occur-check und
T (uf ) = O(n · k ·G(n · k))
ohne occur-check.
Es ergibt sich folgende Zeitabscha¨tzung fu¨r Gesamtalgorithmus:
T (unify) = O(n2 + n · k3 · log k +max(n2, n · k) ·G(max(n2, n · k)))
Bedauerlicherweise la¨ßt sich dieser Term nicht wesentlich vereinfachen, da man im all-
gemeinen weder k < n noch n < k annehmen kann. Fu¨r die SAMPλE-Implementierung
ist jedoch k < 16 konstant, sodaß sich die Mengenoperationen durch logische Opera-
tionen auf einem Maschinenwort realisieren lassen. In diesem Fall gilt
T (unify) = O(n2 ·G(n2)))
fu¨r den Algorithmus mit occur-check und
T (unify) = O(n ·G(n))
ohne occur-check, was den bekannten Resultaten fu¨r ordnungssortierte Unifikation
entspricht.
10F (n) wa¨chst so rasant, daß G(n) ≤ 5 fu¨r n ≤ 265536. Daher spricht man hier gerne von
”
quasi-linearem“ Aufwand.
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Entfernt man die Zeilen 77 bis 79 und u¨berpru¨ft nach dem Aufruf von unify den
entstanden Graphen auf Zyklen, dann erha¨lt man einen Unifikationsalgorithmus mit
der Komplexita¨t O(n · G(n) + n · k3 · log k), da sich der Test auf Zyklenfreiheit mit
linearem Aufwand in der Anzahl der Knoten und Kanten realisieren la¨ßt. Unterla¨ßt
man den Zyklentest, dann erha¨lt man einen U¨berladungsunifikationsalgorithmus fu¨r
regula¨re Terme, wie er in SAMPλE implementiert ist.
Zum Abschluß beantworten wir noch die Frage, warum die Zeilen 90 bis 93 erlaubt
sind, d.h., warum die Operatormengenmarkierungen von unify korrekt berechnet
werden. Daß die Funktion cs die Operatormengenmarkierungen korrekt berechnet,
ist offensichtlich, was aber ist mit unify? Der Fall, daß ein Term eine Variable ist, wird
wg. cs korrekt behandelt. Bei der Unifikation zweier Terme mit Konstruktoren wird
dem Repra¨sentanten der vereinigten A¨quivalenzklassen die Vereinigung der schon
u¨berpru¨ften Operatormengen zugewiesen. Daß dies korrekt ist, zeigt
Proposition 3.36. Falls θ ein Unifikator von τ1 und τ2 ist, dann folgt aus X1 ↑o τ1
und X2 ↑o τ2 auch (X1 ∪X2) ↑o θ(τ1) bzw. (X1 ∪X2) ↑o θ(τ2).
Beweis. Folgt aus den Propositionen 3.5 und 3.18: da ↑o unter Substitutionen ab-
geschlossen ist, folgt X1 ↑o θ(τ1), sowie X2 ↑o θ(τ1) (da θ(τ1) = θ(τ2)), und damit
auch (X1 ∪X2) ↑o θ(τ1). 
3.5 Benutzerdefinierbare U¨berladungen
Bis hierher haben wir uns nur mit vordefinierten u¨berladenen Operatoren bescha¨ftigt.
Es liegt natu¨rlich nahe, ein derart ma¨chtiges Konzept wie induktiv definierte u¨ber-
ladene Operatoren auch dem Anwender in die Hand zu geben. Wir werden daher
im Folgenden unsere Beispielsprache um die Mo¨glichkeit der Definition u¨berladener
Operatoren erweitern und untersuchen, welche Konsequenzen daraus fu¨r die Typde-
duktion bzw. Typinferenz und die Semantik von Programmen resultieren.
3.5. Benutzerdefinierbare U¨berladungen 73
Ausdru¨cke M ::= x | λx.M | M1M2
| let x =M1 in M2
Deklarationen D ::= operator x :: ω
| extend x :: σ with M
| let x =M
Programme P ::= D;P | eval M
Abbildung 3.11: Syntax von Mini-SAMPλE
3.5.1 Syntax und Typdeduktion
Zusa¨tzlich zur Menge der Ausdru¨cke, die wir unvera¨ndert aus den vorangegangenen
Abschnitten u¨bernehmen, fu¨hren wir zwei neue syntaktische Klassen ein: Programme
und Deklarationen (siehe Abbildung 3.11). Programme bestehen aus einer Semikolon-
separierten Liste von Deklarationen, gefolgt von einem Ausdruck, dessen Semantik
von den in der Deklarationsliste eingefu¨hrten u¨berladenen Operatoren und globalen
Bezeichnern abha¨ngt.11 Diese Sprache nennen wir Mini-SAMPλE, in Anlehnung an
Mini-ML (siehe [CDDK86]) und Mini-Haskell (siehe [NS91]).
Wir betrachten zuna¨chst ein einfaches Beispiel, in dem zwei u¨berladene Operato-
ren + und ∗ deklariert werden und mit Ganzzahl- und Fließkomma-Addition und
Multiplikation u¨berladen werden, unter einer initialen Typannahme intadd , intmult :
int → int → int , realmult , realadd : real → real → real . Schließlich wird eine Funkti-
on addsquares mit zwei Parametern x, y definiert, welche beide Parameter quadriert
und die Ergebnisse der Quadratur addiert. Die so definierte Funktion addsquares
11In Beispielprogrammen schreiben wir die Deklarationen einfach untereinander, ohne das Semi-
kolon explizit als Trennzeichen anzugeben. Dies ist ein Spezialfall der Einru¨ckungsregel, die auf
P. Landin [Lan66] zuru¨ckgeht und z.B. in SAMPλE, Miranda und Haskell verwendet wird: der Gu¨l-
tigkeitsbereich einer Deklaration wird durch das erste relevante Token (Bezeichner, Trennzeichen,
Schlu¨sselwort) der na¨chsten Zeile beendet, das keine gro¨ßere Einru¨ckung hat, als das erste Zeichen
der die Deklaration beginnenden Zeile.
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wird anschließend auf zwei ganzzahlige Werte angewendet.
operator ∗ :: $→ $→ $
operator + :: $→ $→ $
extend ∗ :: int → int → int with intmult
extend ∗ :: real → real → real with realmult
extend + :: int → int → int with intadd
extend + :: real → real → real with realadd
let addsquares = λx.λy. x ∗ x+ y ∗ y
eval addsquares 3 5
Die Deklaration operator x :: ω fu¨hrt einen neuen u¨berladenen Operator x mit
U¨berladungsschema ω ein, die Deklaration extend x :: σ with M definiert M als
Semantik einer neuen U¨berladungsinstanz fu¨r x und let x =M dient zur Deklaration
globaler Bezeichner. Dabei verlangen wir, daß in jedem Programm die Namen aller
globalen Bezeichner einschließlich der u¨berladenen Operatoren paarweise verschieden
sind.12
Abbildung 3.12 definiert die gu¨ltigen Typisierungen fu¨r Mini-SAMPλE-Programme
mit Hilfe drei verschiedener Typaussagen. O,Γ `e M : τ definiert die gu¨ltigen Typen
τ fu¨r Ausdru¨cke M unter der U¨berladungsannahme O und Typannahme Γ und
ist a¨quivalent zu Γ `o M : τ (Regeln VAR, ABS, APP und LET). Die Aussage
O,Γ `d D : O′,Γ′ beschreibt wohlgeformte Deklarationen (Regeln OP, OV und
GLB) und O,Γ `p P definiert typisierbare Programme (Regeln SEQ und VAL).
Programme sind unter einer gegebenen initialen U¨berladungsannahme typisierbar,
falls sich mit Hilfe der Deklarationsregeln aus den Deklarationen eine wohlgeformte,
erweiterte U¨berladungsannahme und Typannahme ableiten lassen und der
”
auszu-
wertende“ Ausdruck sich unter diesen Annahmen typisieren la¨ßt.
Man beachte, daß u¨berladene Operatoren unmittelbar nach ihrer Deklaration poly-
morph verwendet werden du¨rfen. Daher ko¨nnte man die Deklaration der Funktion
addsqares im o.a. Beispielprogramm auch in schon in der dritten Zeile angeben, ohne
12Dies dient der Vereinfachung des Typdeduktionssystems und der Semantikdefinition und kann
durch α-Konversion immer erreicht werden. In einer echten Programmiersprache wie z.B. SAMPλE
werden zur Typdeduktion ohnehin intern generierte, eindeutige Bezeichner verwendet. Die Identi-
fikation der a¨quivalenten Bezeichner ist Aufgabe der Bezeichneranalyse (siehe z.B. [HS83]).
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[VAR]
τ ≺o Γ(x)
O,Γ `e x : τ
[ABS]
O,Γ `e M : τ → τ ′ O,Γ `e N : τ
O,Γ `e MN : τ ′
[APP]
O,Γ + [x : τ ] `e M : τ ′ x /∈ dom(O)
O,Γ `e λx.M : τ → τ ′
[LET]
O,Γ `e M : τ O,Γ + [x : gen(Γ, τ)] `e N : τ ′ x /∈ dom(O)
O,Γ `e let x =M in N : τ ′
[OP]
σ = ∀α{x}.{$→ α{x}}ω x /∈ dom(O) x /∈ dom(Γ)
O,Γ `d operator x :: ω : O + [x : 〈ω, []〉],Γ + [x : σ]
[OV]
σ = gen(Γ, τ) = ∀αn.{$→ f(αn)}ω
O(x) = 〈ω, d〉 ∧ d′ = d ∪ {f(αn)}
O,Γ `e M : τ @f(βn) ∈ d
O,Γ `d extend x :: σ with M : O + [x : 〈ω, d′〉],Γ
[GLB]
O,Γ `e M : τ x /∈ dom(O) x /∈ dom(Γ)
O,Γ `e let x =M : O,Γ + [x : gen(Γ, τ)]
[SEQ]
O,Γ `d D : O′,Γ′ O′,Γ′ `p P
O,Γ `p D;P
[VAL]
O,Γ `e M : τ
O,Γ `p eval M
Abbildung 3.12: Typdeduktionssystem fu¨r Mini-SAMPλE
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daß sich die Typisierbarkeit bzw. die Semantik des Programms a¨ndern wu¨rde. Dies
ist eine herausragende Eigenschaft des Typsystems, erlaubt sie doch die inkremen-
telle Erweiterbarkeit der Semantik u¨berladener Operatoren. Dies ermo¨glicht, ebenso
wie der parametrische Polymorphismus, die Definition von Rechenvorschriften, oh-
ne genaue Kenntnis aller mo¨glichen Typen, auf die die Rechenvorschrift zuku¨nftig
angewendet werden kann.
An dieser Stelle ko¨nnte man nun fragen, warum wir nicht dem gesamten Programm
einen Typ zuordnen, d.h. warum `p-Aussagen nicht die Form O,Γ `p P : τ haben
und die beiden Regeln SEQ und VAL nicht wie folgt formuliert wurden:
[SEQ’]
O,Γ `d D : O′,Γ′ O′,Γ′ `p P : τ
O,Γ `p D;P : τ
[VAL’]
O,Γ `e M : τ
O,Γ `p eval M : gen(Γ, τ)
Zur Beantwortung dieser Frage betrachten wir das folgende Beispielprogramm P :
operator x :: $→ $
extend x :: int → int with λy.1
extend x :: real → real with λy. 1.0
eval x
Fu¨r den finalen Ausdruck x dieses Programms ko¨nnen unter der U¨berladungsannah-
me O = [x 7→ $→ $, {int , real}] und der Typannahme Γ = [x 7→ ∀α{x}.α{x} → α{x}]
mit der Regel VAL’ drei verschiedene Typen deduziert werden: t1 = int → int ,
t2 = real → real und t3 = ∀α{x}.α{x} → α{x}, wobei t1 ≺o t3 und t2 ≺o t3, d.h. t3
ist ein allgemeinster Typ fu¨r den Ausdruck x. Durch 3-malige Anwendung der SEQ’-
Regel erha¨lt man dann entsprechend [ ], [ ] `p P : ti fu¨r i = 1..3. Nach Definition von
↑o bzw. ≺o gilt aber nun nicht mehr t1, t2 ≺[ ] t3! Daher mu¨ssen wir die Hoffnung auf
einen allgemeinsten Typ fu¨r Programme bedauerlicherweise begraben, was wiederum
zu Aussagen der Form O,Γ `p P in der o.a. Form fu¨hrt.
Zum Abschluß dieses Abschnitts geben wir noch eine Definition eines u¨berladenen
Gleichheitsoperators an, der fu¨r alle Typen definiert ist, die mit Hilfe der Typkon-
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struktoren int , real , list und × gebildet werden ko¨nnen:
operator (=) :: $→ $→ bool
extend (=) :: int → int → bool with inteq
extend (=) :: real → real → bool with realeq
let paireq = λp.λq. fst p = fst q ∧ snd p = snd q
extend (=) :: α{=} × β{=} → α{=} × β{=} → bool with paireq
let listeq = Y (λf.λl1.λl2. if null l1 then null l2 else
¬(null l2) ∧ (hd l1 = hd l2) ∧ f(tl l1) (tl l2))
extend (=) :: list(α{=})→ list(α{=})→ bool with listeq
eval 〈 (1, 2) 〉 = 〈 〉
3.5.2 Denotationale Semantik
Wir geben nun eine denotationale Semantik fu¨r Mini-SAMPλE an und zeigen, daß
wohltypisierte Programme nicht zu Laufzeittypfehlen fu¨hren. Dazu nutzen wir aus,
daß wir in Abschnitt 3.3 ein entsprechendes Resultat fu¨r wohltypisierte Ausdru¨cke
bereits bewiesen haben. Wir werden also im wesentlichen eine Semantik fu¨r Deklara-
tionen angeben, welche die Voraussetzungen von Satz 3.15 erfu¨llt.
Wir beginnen zuna¨chst mit einer naheliegenden Semantik, in der Deklarationen von
globalen Bezeichnern und Operatoren als Wertumgebungstransformationen interpre-
tiert werden, die bedauerlicherweise aber nicht die Vermeidung von Typfehlern zur
Laufzeit garantiert.13
Die Deklaration operator x :: ω fu¨hrt einen neuen Operator x ein, der initi-
al auf keinem Argumenttyp definiert ist. Daher ko¨nnte man dieser Deklaration
die Bedeutung [[operator x :: ω]]η = η{λvn.v1 = ⊥ → ⊥,wrong/x} zuordnen,
wobei n die Anzahl der Argumente von x gema¨ß U¨berladungsschema ω ist und
wir zur Vereinfachung annehmen, daß x im ersten Argument u¨berladen ist. D.h.,
operator x :: ω erweitert die Wertumgebung η um die Funktion, die ⊥ in ⊥ abbil-
det. Die Deklaration extend x :: σ with M ko¨nnte man dann als Erweiterung der
13Dieser Ansatz wurde fu¨r das in [OWW95] definierte U¨berladungstypsystem verwendet, obwohl
wir schon in der ersten Vero¨ffentlichung zur U¨berladungstypisierung ([Kae88]) auf das Problem
hingewiesen haben.
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dem Operator in η zugeordneten Funktion fu¨r den Instanzargumenttyp f interpretie-
ren: [[extend x :: σ with M ]]η = η{g/x}, wobei g = λvn.(v1 ∈Df → [[M ]]η, η(x))vn.
Die Semantik von let x = M wa¨re dann analog zum Let-Konstrukt in Ausdru¨cken
definiert: [[let x =M ]]η = η{[[M ]]η/x}.
Um zu sehen, warum diese Semantik die Typfehlerfreiheit nicht garantieren kann,
betrachten wir eine vereinfachte Definition des Gleichheitsoperators:
operator (=) :: $→ $→ bool
extend (=) :: int → int → bool with inteq
let paireq = λp.λq. fst p = fst q ∧ snd p = snd q
extend (=) :: α{=} × β{=} → α{=} × β{=} → bool with paireq
Durch Anwenden der o.a. Definitionsgleichungen erha¨lt man die folgende Sequenz
von Wertumgebungen:
η1 = ηo + [ (=) 7→ λv1.λv2.v1 = ⊥ → ⊥,wrong ]
η2 = η1 + [ (=) 7→ λv1.λv2.v1 ∈Dint → [[inteq ]]η1 v1v2, η1(=)v1v2 ]
η3 = η2 + [ paireq 7→ . . . η2(=) . . . η2(=) . . . ]
η4 = η3 + [ (=) 7→ λv1.λv2.v1 ∈D×→ [[paireq ]]η3 v1v2), η3(=)v1v2 ]
Man sieht, daß die Bedeutung des Gleichheitsoperators im Rumpf einer Erweite-
rung eingeschra¨nkt wird auf die Bedeutung, die fu¨r den Operator bis zu diesem
Zeitpunkt in der Wertumgebung bestimmt wurde. Damit kann man den hier defi-
nierten Operator zwar auf ganze Zahlen und auf Paare von ganzen Zahlen anwenden,
die gema¨ß Typsystem erlaubte Anwendung auf Paare von Paaren ganzer Zahlen
(int × int)× (int × int) fu¨hrt jedoch zu einem Laufzeittypfehler!
Die intendierte Semantik des Gleichheitsoperators ist die Lo¨sung der rekursiven Glei-
chung
η(=) = λv1.λv2.v1 ∈Dint → [[inteq ]]η v1v2,
v1 ∈D×→ [[paireq ]]η v1v2,
wrong
Die Bedeutung eines global definierten Bezeichners kann also erst bestimmt werden,
wenn alle U¨berladungsinstanzen bekannt sind. Da die Instanzdefinitionen zudem ei-
ne gegenseitige Abha¨ngigkeit zwischen der Semantik unterschiedlicher Operatoren
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erzeugen ko¨nnen, und in der Regel auch die Semantik der u¨brigen global dekla-
rierten Bezeichner von der Semantik der u¨berladenen Operatoren abha¨ngt, muß der
Fixpunkt einer rekursiven Gleichung fu¨r die Wertumgebung zur Auswertung des Pro-
grammausdrucks bestimmt werden.
Wir definieren daher die Semantik von Deklarationen als Transformation eines Paa-
res, bestehend aus einer Wertumgebung e ∈ Id→ Env und einer Deklarationsumge-
bung d ∈ DclEnv , wobei der semantische Bereich DclEnv aus endlichen Abbildungen
besteht, die Bezeichnern entweder eine Funktion von Wertumgebungen auf denotier-
bare Werte zuordnet (fu¨r global let-definierte Bezeichner), oder ein Paar aus einem
U¨berladungsschema und einer endlichen Abbildung von Typkonstruktoren auf Funk-
tionen von Wertumgebungen auf denotierbare Werte.
DclEnv = Id 7→ ((Env → DV)⊕ (TF (V$)× F 7→ Env → DV))
Die Semantikfunktion D, welche die Bedeutung von Deklarationen beschreibt, ist wie
folgt definiert:
D[[D]] : Env ×DclEnv → Env ×DclEnv
D[[operator x :: ω]](e, d) = (e, d+ [x 7→ 〈ω, [ ] 〉 ])
D[[extend x :: σ with M ]](e, d) = (e, d′)
wobei
σ = ∀αn.{$→ f(αn)}ω
〈ω, s〉 = d(x)
d′ = d+ [x 7→ 〈ω, s ∪ [ f 7→ E [[M ]] ] 〉 ]
D[[let x =M ]](e, d) = (e, d+ [x→ E [[M ]] ])
Das Operator-Konstrukt ordnet dem Bezeichner x in der Deklarationsumgebung ein
Paar aus U¨berladungsschema und einer leeren Abbildung zu (da x noch fu¨r keinen
Typ definiert ist), das Extend-Konstrukt erweitert diese Abbildung um die Semantik
der U¨berladungsinstanz, ohne die Wertumgebung zu binden. Das Let-Konstrukt er-
weitert die Deklarationsumgebung um die Zuordnung x 7→ E [[M ]]. Auch hier wird die
Bindung der Wertumgebung verzo¨gert.
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Ohne U¨berraschungen wird die Semantik von Programmen definiert:
P[[P ]] : Env ×DclEnv → DV
P[[D;P ]] (e, d) = P[[P ]] (D[[D]] (e, d))
P[[eval M ]] (e, d) = E [[M ]] (closure(e, d))
Die Funktion closure ist das Kernstu¨ck der Programmsemantik. Sie erzeugt aus einer
Wertumgebung e, welche die Bedeutung vordefinierter Funktionen entha¨lt und der
durch die Funktion D erzeugten Deklarationsumgebung d, die Wertumgebung η, mit
der die Bedeutung des Programmausdruck eval M bestimmt wird. Sie wird definiert
durch
closure : Env ×DclEnv → Env
closure(e, d) = fix H
wobei
H η = e ∪ [ o1 7→ f1η, . . . , on 7→ fnη ] ∪ [x1 7→ g1η, . . . , xm 7→ gmη ]
{o1, . . . , on} = {x ∈ dom(d) | d(x) ∈ F 7→ Env → DV}
f1, . . . , fn = resolve(d(o1)), . . . , resolve(d(on))
{x1, . . . , xm} = {x ∈ dom(d) | d(x) ∈ Env → DV)}
g1, . . . , gm = d(x1), . . . , d(xm)
und die Definition der Funktion resolve lautet:
resolve : TF (V$)× (F 7→ Env → DV)→ Env → DV
resolve(ω, d) η =
λvn.

⊥ falls vi = ⊥ fu¨r ein i ∈ J
f1 η vn falls ∀i ∈ J : vi ∈Dc1
...
fm η vn falls ∀i ∈ J : vi ∈Dcm
wrong sonst
wobei
ω = ω1 → . . .→ ωn → ωr
J = {i ∈ 1..n | ωi = $}
cm = dom(d)
fm = rng(d)
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Damit gelangen wir zu
Satz 3.37 (Wohltypisierte Mini-SAMPλE-Programme enthalten keine Lauf-
zeittypfehler). Sei Γ0, [ ] `p P eine gu¨ltige Typisierung mit FV (Γ0) = ∅, FV (P ) ⊆
dom(Γo) und ∀x ∈ dom(η0). η0(x) ∈ T [[Γ0(x)]]∅, dann folgt P[[P ]](η, [ ]) ∈ I(DV).
Fu¨r den Beweis beno¨tigen wir die folgenden Eigenschaften der U¨berladungstypisie-
rung von Mini-SAMPλE-Programmen.
Definition 3.38. Seien O und O′ U¨berladungsannahmen, Γ und Γ′ Typannahmen
die kompatibel zu O bzw. O′ sind. (Γ′, O′) ist eine Erweiterung von (Γ, O), falls
Γ ⊆ Γ′ und aus O(x) = 〈ω, s 〉 folgt O′(x) = 〈ω, s′ 〉 und s ⊆ s′.
Proposition 3.39. Falls Γ′, O′ eine Erweiterung von Γ, O ist, dann gilt:
τ1 ≤o τ2 ⇒ τ1 ≤o
′
τ2 (1)
σ1 ≺o σ2 ⇒ σ1 ≺o
′
σ2 (2)
Γ, O `e M : τ ⇒ Γ′, O′ `e M : τ (3)
Γ, O `d Γ′, O′ ⇒ Γ′, O′ ist eine Erweiterung von Γ, O (4)
Beweis. (1) und (2) folgen direkt aus der Definition von ↑o, (3) aus (2) durch
Induktion u¨ber M und (4) durch genaue Examination der Regeln OP, OV und GLB,
wobei insbesondere auch die Pra¨missen x /∈ dom(O) bzw. x /∈ dom(Γ) angewendet
werden mu¨ssen. 
Beweis. (von Satz 3.37)
Jedes Mini-SAMPλE-Programm ist von der Form D1; . . . ;Dl; eval M . Dessen Se-
mantik wird durch E [[M ]]ηc definiert, wobei ηc = closure(el, dl) und fu¨r alle i = 1..l
gilt (ei, di) = D[[Di]](ei−1, di−1) mit d0 = [] und e0 = η0. Weiterhin existieren fu¨r
i = 1..l U¨berladungs- und Typannahmen Oi,Γi, sodaß Oi−1,Γi−1 `d Oi,Γi und
Ol,Γl `e M : τ .
Wir zeigen durch Fixpunktinduktion, daß ηc eine zu Γ kompatible Wertumgebung ist,
d.h., ηc(x) ∈ T ⊥o [[Γ(x)]]∅ fu¨r alle x ∈ dom(ηc). Daraus folgt aufgrund von Satz 3.15
sofort E [[M ]]ηc ∈ T ⊥o [[gen(Γl, τ)]] und also ist E [[M ]]ηc ein Ideal und entha¨lt damit
keine Typfehler.
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Zuna¨chst beachte man, daß das kleinste Element ⊥Env in Env = Id 7→ DV gegeben
ist durch die Funktion λx.⊥DV. Nun gilt aber ⊥DV ∈ T ⊥o [[σ]]∅ fu¨r jedes geschlos-
sene Typschema σ. Da Γl eine geschlossene Typannahme ist, ist ⊥Env eine zu Γl
kompatible Wertumgebung.
Fu¨r den Induktionschritt nehmen wir an, daß η eine kompatible Wertumgebung ist
und zeigen, daß H(η) gleichfalls kompatibel ist. H(η) zerfa¨llt in drei disjunkte Teile:
die urspru¨ngliche Wertumgebung η0, eine Teilumgebung welche die Let-deklarierten
Bezeichner x1, . . . , xm entha¨lt, und die Zuordnungen fu¨r die u¨berladenen Bezeichner
o1, . . . , on.
14
Daß η0 kompatibel zu Γl ist, folgt aus Teil 3 und 4 der Proposition 3.39. Fu¨r
einen Let-deklarierten Bezeichner xi, dem in H(η) die Funktion gi = d(xi) zuge-
ordnet wird, wissen wir aufgrund der Definition von D und der Typisierbarkeit des
Gesamtprogramms, daß ein Ausdruck Mi und ein Typausdruck τi existiert, sodaß
gi = E [[Mi]] und Γi+1(xi) = gen(Γi, τi). Aufgrund von Proposition 3.39 und der
Geschlossenheit von Γl folgt aber auch Γl(xi) = gen(Γl, τi). Da η nach Vorausset-
zung kompatibel ist zu Γl, gilt aber E [[Mi]]η ∈ T ⊥o [[gen(Γl, τi)]]∅ und damit auch
H(η)(xi) ∈ T ⊥o [[gen(Γl, τi)]]∅.
Sei oi ein u¨berladener Bezeichner. Dann gilt nach Definition des Deduktionssystems
Ol(oi) = 〈ω, s〉 und Γl(oi) = σoi wobei σoi = ∀α{oi}.{$ 7→ α{oi}}ω und wir mu¨ssen
zeigen, daß fu¨r foi = resolve(ω, d) auch foiη ∈ T ⊥o [[σoi ]]∅ gilt. Aufgrund der Defini-
tion der Typisierbarkeit existieren Instanzdeklarationen extend oi :: σ
oi with Moij
fu¨r j = 1..k, wobei k = |s|. Nach Definition von D gilt d(oi) = 〈ω, s′ 〉 mit s′ =
[ c1 7→ E [[Moi1 ]], . . . , ck 7→ E [[Moik ]] ] 〉 und, da Oj ,Γj `e Moi : τj mit σoij = gen(Oj ,Γj)
aufgrund von Proposition 3.39 auch Ol,Γl `e Moij : τj mit σoij = gen(Ol,Γl) im-
pliziert, gilt wg. der Geschlossenheit von σoij und der Induktionshypothese auch
E [[Moij ]]η ∈ T ⊥o [[σoij ]]∅.
Nach Definition von T ⊥o gilt foiη ∈ T ⊥o [[σoi ]]∅, falls einer der beiden folgenden Fa¨lle
14Hier kommt wiederum die paarweise Verschiedenheit global deklarierter Bezeichner zum Tra-
gen.
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zutrifft:
IO(oi) = ∅ und foiη ∈ T ⊥o [[ω]]∅{{⊥DV}/α{oi}} oder (1)
IO(oi) 6= ∅ und foiη ∈
⋂
t∈TF (∅)∧oi↑ot
T ⊥o [[ω]]∅{T ⊥o [[t]]∅/α{oi}} (2)
Fall 1 stellt die Anforderung, daß foiηvn ∈ T ⊥o [[ωr]]∅{{⊥DV}/α{oi}}, falls einer der
an u¨berladenen Argumentpositionen u¨bergebenen Werte ⊥DV ist. Nach Definition
von resolve ist jedoch foiηvn = ⊥DV, falls eines der Argumente ⊥DV ist. Da ⊥DV
in jedem Ideal liegt, gilt auch foiηvn ∈ T ⊥o [[ωr]]∅{{⊥DV}/α{oi}}.
Fu¨r Fall 2 genu¨gt es zu zeigen, daß foiη ∈ T ⊥o [[{α{oi} 7→ t}σoi ]]∅ fu¨r alle t ∈ TF (∅),
die als Argumenttypen fu¨r oi zula¨ssig sind, d.h, die oi ↑o t erfu¨llen. Nach Definition
von ↑o muß t von der Form cj(tn) sein, fu¨r ein cj(αn) ∈ s. Dann ist nach Definition
von D aber auch cj ∈ s′. Aufgrund der Voraussetzung, daß T ⊥o [[cj(tn)]]∅ ⊆ Dcj ,
gilt nach Definition von resolve aber foiη = λvn.E [[Moij ]]η vn, was a¨quivalent ist zu
foiη = E [[Moij ]]η. Es gilt foiη ∈ T ⊥o [[{αn 7→ tn}σoij ]]∅ und da {αn 7→ tn}σoij =
{α{oi} 7→ t}σoi , gilt auch foiη ∈ T ⊥o [[{α{oi} 7→ t}σoi ]]∅, wie verlangt. 
3.5.3 Dynamische U¨berladungsauflo¨sung
Die im letzten Abschnitt definierte Semantik hat den Vorteil, die Semantik von
Ausdru¨cken gegenu¨ber dem Fall der vordefinierten u¨berladenen Operatoren nicht
anpassen zu mu¨ssen und damit die Wohldefiniertheit von Typisierungen direkt fol-
gern zu ko¨nnen. Jedoch ist die Semantik nicht inkrementell, d.h. die Bedeutung der
Ausdru¨cke auf der rechten Seite von globalen Definitionen ha¨ngt von dem gesam-
ten Programm ab. Daher ist auch die Herleitung einer konkreten Implementierung
nicht trivial. Diesen Nachteil kann man vermeiden, wenn man die Semantikfunktion
fu¨r Ausdru¨cke um einen zusa¨tzlichen Parameter erweitert, der die Bedeutung von
u¨berladenen Bezeichnern durch eine endliche Abbildung von Typkonstruktoren auf
denotationale Werte darstellt. Der denotationale Wert eines Bezeichners ha¨ngt dann
im Fall einer u¨berladenen Funktion von diesem zusa¨tzlichen Parameter ab.
Wir nennen diesen zusa¨tzlichen Parameter Operatorumgebung, den zugeordneten se-
mantischen Bereich bezeichnen wir mit OpEnv . Er erfu¨llt die Gleichung
OpEnv = Id 7→ F 7→ OpEnv → DV
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Intuitiv betrachtet, bildet ϑ ∈ OpEnv u¨berladene Bezeichner auf Funktionen ab,
die bei Anwendung auf einen Typkonstruktor eine Funktion liefern, die eine Ope-
ratorumgebung auf eine
”
echte“ Funktion aus DV → DV abbilden. Dabei sind die
zula¨ssigen Typkonstruktoren gerade jene, die dem u¨berladenen Bezeichner in der
U¨berladungsannahme zugeordnet wurden.
Global definierte Bezeichner werden als Elemente des Bereiches OpEnv → DV be-
handelt, was eine A¨nderung der Definition von Wertumgebungen nach sich zieht:
Env ′ = Id 7→ (DV ⊕ (OpEnv → DV))
Damit definieren wir die Semantik von Ausdru¨cken nun wie folgt:
E ′[[M ]] : Env ′ → OpEnv → DV
E ′[[x]] η ϑ = (η(x) ∈ OpEnv → DV)→ η(x)ϑ, η(x)
E ′[[λx.M ]] η ϑ = (λv.E ′[[M ]] η{v/x} ϑ)
E ′[[M1M2]] η ϑ = f ∈D→→ (f |D→) v, wrong
wobei f = E ′[[M1]] η ϑ, v = E ′[[M2]] η ϑ
E ′[[let x =M1 in M2]] η ϑ = E ′[[M2]] η{E ′[[M1]] η ϑ/x} ϑ
Man beachte, daß die Operatorumgebung ϑ fu¨r die Bestimmung des Wertes eines
Ausdrucks unvera¨ndert an die Unterausdru¨cke weitergereicht wird und sozusagen ein
globaler Parameter einer entsprechenden Interpretationsfunktion wa¨re.15 Die Werte
Lambda- und Let-gebundener Bezeichner liegen immer in DV und werden wie im
Falle nicht u¨berladener Ausdru¨cke in der Wertumgebung fixiert.
Deklarationen erweitern Paare aus Wert- und Operatorumgebungen, wobei je nach
Art der Deklaration Wert- und/oder Operatorumgebung vera¨ndert wird.
D′[[D]] : Env ′ ×OpEnv → Env ′ ×OpEnv
D′[[operator x :: ω]] (η, ϑ) = (η{resolve ′(ω, x)/x}, ϑ{[ ]/x})
D′[[extend xω :: σ with M ]] (η, ϑ) = ( η, ϑ{(ϑx){E ′[[M ]] η/f}/x} )
wobei η(x) ∈ OpEnv → DV und
falls σ = ∀αn.{$→ f(αn)}ω
D′[[let x =M ]] (η, ϑ) = (η{E ′[[M ]] η/x}, ϑ)
15Siehe dazu auch z.B. [Sch85]
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Die Deklaration eines neuen u¨berladenen Operators x ordnet dem Bezeichner in
der Wertumgebung eine Abbildung f = resolve ′(ω, x) zu, die eine Operatorumge-
bung akzeptiert, die die Bedeutung sa¨mtlicher an der Verwendungsstelle definierten
U¨berladungsinstanzen entha¨lt und eine Funktion liefert, die einen Typkonstruktor
akzeptiert und auf eine Funktion in DV abbildet, wa¨hrend dem Bezeichner x in der
Operatorumgebung die leere Abbildung zugeordnet wird. Die Funktion resolve ′ ist
wie folgt definiert:
resolve ′ : TF (V$)× Id→ OpEnv → DV
resolve ′(ω1 → . . .→ ωn → ωr, x) ϑ =
λvn.

⊥ falls vi = ⊥ fu¨r ein i ∈ J
((ϑ x) f ϑ) vn falls x ∈ dom(ϑ) und
∃f ∈ dom(ϑ(x)). ∀i ∈ J. vi ∈Df
wrong sonst
wobei J = {i ∈ 1..n | ωi = $}
Die Deklaration einer neuen U¨berladungsinstanz fu¨r x erweitert die dem Bezeichner
x in der Operatorumgebung zugeordnete Abbildung um das Paar (f, E ′[[M ]]η), die
Deklaration eines globalen Bezeichners x ordnet x in der Wertumgebung den Wert
E ′[[M ]]η zu.
Die Semantik von Programmen ist a¨hnlich wie im letzten Abschnitt definiert.
P ′[[P ]] : Env ′ ×OpEnv → DV
P ′[[D;P ]] (η, ϑ) = P ′[[P ]] (D′[[D]] (η, ϑ))
P ′[[eval M ]] (η, ϑ) = E ′[[M ]] η ϑ
Damit gelangen wir zu
Vermutung 3.40 (Die beiden definierten Semantiken fu¨r Mini-SAMPλE
sind a¨quivalent). FV (Γ0) = ∅∧FV (P ) ⊆ Γ0∧∀x ∈ dom(η0). η0(x) ∈ T [[Γ0(x)]]∅∧
Γ0, [ ] `p P ⇒ P ′[[P ]](η0, [ ]) = P[[P ]](η0, [ ]).
Definition 3.41. Sei η ∈ Env und (η′, ϑ) ∈ Env ′ × OpEnv . Die Wertumgebung
η approximiert (η′, ϑ) (geschrieben η v (η′, ϑ)), falls fu¨r alle x ∈ dom(η) eine der
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beiden folgenden Bedingungen erfu¨llt ist:
η′(x) ∈ OpEnv → DV ∧ η(x) v η′(x)ϑ (ap1)
η′(x) ∈ DV ∧ η(x) v η′(x) (ap2)
Analog definieren wir die A¨quivalenz η ≡ (η′, ϑ), indem wir v durch = ersetzen.
Lemma 3.42. Die Semantikdefinitionen von Ausdru¨cken sind kompatibel falls die
Wertumgebungen und Operatorumgebung kompatibel sind:
(1) η v (η′, ϑ)⇒ E [[M ]]η v E ′[[M ]]η′ϑ
(2) η ≡ (η′, ϑ)⇒ E [[M ]]η = E ′[[M ]]η′ϑ
Beweis. (Durch Induktion u¨berM) Wir betrachten nur (1), der Fall (2) folgt analog.
Fu¨r M ≡ x folgt die Behauptung direkt aus η v (η′, ϑ). Fu¨r M ≡ M1M2 folgt aus
der Definition von E , E ′ und der Induktionshypothese E [[M1]]η = f , E ′[[M1]]ηϑ = g,
E [[M2]]η = v, E ′[[M2]]η′ϑ = w, mit f v g und v v w. Aufgrund der Definition von v
fu¨r Funktionen gilt f(v) v g(v) und aufgrund der Monotonie von g auch g(v) v g(w)
und damit E [[M1M2]]η v E ′[[M1M2]]η′ϑ. Fu¨r M ≡ λx.N gilt: E [[λx.N ]] = f , wobei
f(v) = E [[N ]]η{v/x} und E ′[[λx.M ]] = g, wobei g(v) = E [[N ]]η′{v/x}ϑ. Nun gilt
f v g ⇐⇒ f(v) v g(v) fu¨r alle v ∈ DV. Da η{v/x} v (η′{v/x}, ϑ) ko¨nnen wir
die Induktionshypothese anwenden und erhalten f(v) v (v). Der Fall M ≡ let x =
M1 in M2 folgt analog. 
Satz 3.43 (
”
A¨quivalenz“ der Semantikdefinitionen).
η0 v (η′0, ϑ0)⇒ P[[P ]](η0, [ ]) v P ′[[P ]](η′0, ϑ0).
Beweis. Wir zeigen durch Berechnungsinduktion, daß ηl = closure(el, dl) das Paar
(η′, ϑ) approximiert. Aufgrund von Lemma 3.42 folgt dann E [[M ]]η v E ′[[M ]]η′lϑl und
damit P[[P ]](η0, [ ]) v P ′[[P ]](η0, ϑ0).
Offensichtlich gilt ⊥Env v (ηl, ϑl). Sei also η v (η′l, ϑl). Wir zeigen H(η) v (η′l, ϑl).
Nach Konstruktion zerfa¨llt H(η) in Zuordnungen fu¨r Bezeichner, die schon in η0
vorhanden sind, let-eingefu¨hrte Bezeichner und u¨berladene Operatoren. Aufgrund
von H(η)|dom(η0) = η0, gilt nach Voraussetzung H(η)|dom(η0) v (η′0, ϑ0). Fu¨r let-
eingefu¨hrte Bezeichner x ist H(η)(x) = E [[Mx]]η, wobei Mx die rechte Seite der
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let-Definition ist. Aufgrund der Definition von D′ ist x ∈ dom(η′l) und es gilt η′l(x) =
E ′[[Mx]]ηj fu¨r ein ηj ⊂ η′l. Damit gilt aber auch E ′[[Mx]]ηj = E ′[[Mx]]ηl. Aufgrund der
Induktionshypothese η v (η′l, ϑl) folgt aus Lemma 3.42 aber E [[Mx]]ηl = E ′[[Mx]]ηlϑl
(d.h. x erfu¨llt (ap1)).
Sei x ein Operator. Dann ist η′l(x) = resolve(ω, x) und ϑl(x) = [c 7→ E ′[[Mc]]η′c|x ∈
m(c)], wobei Mc der Ausdruck ist, der x in der Instanzdeklaration fu¨r den Typ-
konstruktor c zugeordnet wird, und η′c die Wertumgebung der Deklarationsstelle.
Aufgrund der paarweisen Verschiedenheit globaler Bezeichner gilt wiederum η′c ⊂ η′l
und daher E ′[[Mc]]η′c = E ′[[Mc]]η′l. Außerdem ist (Hη)(x) = resolve(ω, d)η. Zu zei-
gen ist (Hη)(x) v η′l(x)ϑl), was a¨quivalent ist zu f v g fu¨r f = resolve(ω, d)η
sowie g = resolve ′(ω, x)ϑ. Nun gilt f v g ⇐⇒ fvn = gvn fu¨r alle vn ∈ DVn.
Wir unterscheiden gema¨ß der Definition von resolve 3 Fa¨lle: (a): vi = ⊥ fu¨r ein
i ∈ J , (b): ∃c : ∀i ∈ J : vi ∈ Dc, (c): weder (a) noch (b) treffen zu. Im Fall
(a) gilt fvn = ⊥ = gvn, im Fall (c) gilt fvn = wrong = gvn. Im Fall (b) ist
fvn = E [[Mc]]η und gvn = (((ϑlx)c)ϑl)vn. Nun gilt aber (((ϑlx)c)ϑl) = E ′[[Mc]]η′cϑl
und da η′c ⊂ η′l gilt auch (((ϑlx)c)ϑl) = E ′[[Mc]]η′lϑl. Da aber nach Induktionsvoraus-
setzung ηl v (η′l, ϑl) folgt aus Lemma 3.42 aber auch E [[Mc]]ηl v E ′[[Mc]]η′lϑl, womit
x Bedingung (ap1) erfu¨llt und insgesamt die Behauptung folgt. 
Damit haben wir bewiesen, daß die dynamische Semantik gema¨ß P ′ ein Ergebniss
liefert, daß fu¨r den Wert der Fixpunktsemantik P eine obere Schranke darstellt. Der
Autor vermutet jedoch stark, daß beide Semantikdefinition a¨quivalent sind, d.h. daß
gilt:
η0 ≡ (η′0, ϑ0)⇒ P[[P ]](η0, [ ]) = P ′[[P ]](η′0, ϑ0).
Bedauerlicherweise kann mit der verwendeten Beweismethode nicht bewiesen werden,
daß ηl ≡ (η′l, ϑl) gilt: die A¨quivalenz gilt nur fu¨r den Fixpunkt von H, nicht aber fu¨r
seine Approximationen. Der Autor vermutet, daß man einen Beweis finden kann, der
sich die Tatsache zunutze macht, daß jede Approximation Hk(⊥Env )(x) auf sukzessiv
komplexeren Argumentwerten fu¨r die u¨berladenen Argumentpositionen definiert ist,
etwa in der Form Hk(⊥Env )(x)(vn) = ηl(x)ϑl(vn) fu¨r alle vi ∈ T ⊥o [[t]]∅, wobei t eine
zula¨ssige U¨berladungsinstanz x ↑o t ist, fu¨r die |t| ≤ k gilt.
Hauptmotivation fu¨r die Betrachtung dieser zweiten Semantik ist die einfachere U¨ber-
setzbarkeit in Codesequenzen einer abstrakten Maschine. Der Ausdruck resolve(ω, x)
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wird in eine Fallunterscheidung u¨bersetzt, welche die relevanten Argumentpositio-
nen evaluiert, und dann das Typkennzeichen der Argumente benutzt, um u¨ber eine
Sprungtabelle (gema¨ß der Operatorumgebung) die passende Instanzfunktion aufzu-
rufen. Diese Methode ist im SAMPλE-System implementiert. Wir verzichten auf eine
weitere Formalisierung.
3.5.4 U¨bersetzung nach Mini-ML
Im folgenden Abschnitt betrachten wir eine alternative Mo¨glichkeit, Mini-SAMPλE-
Programmen eine Bedeutung zu geben: durch U¨bersetzung nach Mini-ML. Diese
Methode wurde erstmals von Wadler und Blott fu¨r das in [WB89] vorgestellte U¨ber-
ladungstypsystem vorgeschlagen, das in eingeschra¨nkter Form in Haskell (siehe z.B.
[HJW+91]) Eingang gefunden hat.
Wir beginnen mit einem motivierenden Beispiel: Man betrachte die Funktion member ,
mit der Definition
member : ∀α{=}. α{=} → list(α{=})→ bool
member = Y (λf.λx.λl. if null l then false else
if (hd l) = x then true else f(tl l))
Um in einem rein parametrisch polymorphen Typsystem eine vergleichbare Funktion
zu erhalten, muß der Programmierer den Operator = in der Definition abstrahieren
member ′ : ∀α. (α→ α→ bool)→ α→ list(α)→ bool
member ′ = λeq .Y (λf.λx.λl. if null l then false else
if eq (hd l) x then true else f(tl l))
und spa¨ter an jeder Anwendungsstelle von member ′ eine Funktion u¨bergeben, die auf
Gleichheit testet. Also mu¨ßte man beispielsweise member ′ inteq 7 〈 1, 2, 3 〉 schreiben,
statt einfach nur member 7 〈 1, 2, 3 〉.16
16Dies hat natu¨rlich zwei Nachteile: erstens geht Typinformation und damit auch Typsicherheit
verloren und zweitens ist die Konstruktion der passenden Funktion nur fu¨r elementare Datentypen
trivial, man denke etwa an Listen von Mengen von endlichen Abbildungen u¨ber Basistypen!
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Im allgemeinen reicht ein einziger neuer Parameter nicht aus, wie man an folgendem
Beispiel sieht:
f : ∀α{=,+,∗}. α{=,+,∗} → α{=,+,∗} → α{=,+,∗}
f = λx.λy. if x = y then x+ y else x ∗ y
Fu¨r die u¨bersetzte Funktion f ′ beno¨tigt man 3 zusa¨tzliche Parameter:
f ′ : ∀α. (α→ α→ bool)→ (α→ α→ α)→ (α→ α→ α)→ α→ α→ α
f ′ = λe.λp.λm.λx.λy. if e x y then p x y else m x y
Dies fu¨hrt zu folgender Idee: eine Funktion f mit Typschema ∀αn.τ , wird u¨bersetzt in
eine neue Funktion f ′, die fu¨r jede mit einer Menge X von Operatornamen markierte
Typvariable αi, und jeden Operator aus X einen zusa¨tzlichen Parameter erha¨lt. Die
Liste der zusa¨tzlichen Parameter wird mit Hilfe der Funktion parm : V∗ → Id∗
bestimmt.
parm(αn) = parm(α1) · · · parm(αn) (p1)
parm(α{o1,...,on}) = αo1 · · ·αon (p2)
Um eine sinnvolle U¨bersetzung garantieren zu ko¨nnen, fordern wir, daß
1. in allen Typschemata σ = ∀αn.τ die generischen Variablen in einer festen
Reihenfolge angegeben sind,
2. fu¨r die Operatornamen eine totale Ordnung existiert (z.B. lexikographisch),
3. die in parm verwendeten Bezeichner αoi sich von allen anderen Bezeichnern
eines Programms unterscheiden.
Damit u¨bersetzen wir dann let f = M1 . . . nach let f = λx1. · · ·λxm.M̂1, wobei
f : ∀αn.τ und xm = parm(αn) sowie M̂1 den u¨bersetzten Rumpf der Lambda-
Abstraktion bezeichnet.
Durch dieses Vorgehen wird die rechte Seite der Definition jedes let-eingefu¨hrten
Bezeichners um zusa¨tzliche Parameter erga¨nzt. Daher mu¨ssen an jeder Verwen-
dungsstelle eines solchen Bezeichners die passenden Funktionen als zusa¨tzliche Pa-
rameter u¨bergeben werden. Sei x ein solcher Bezeichner, dessen in der Typannah-
me zugeordnetes Typschema ∀αn.τ ′ an der Verwendungsstelle u¨ber die Substitution
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S = {αi 7→ τi} zu τ = Sτ ′ instanziert wurde. Dann u¨bersetzen wir x in
(x tr(ops(α1), τ1) . . . tr(ops(αn), τn) ) ,
wobei die (u¨berladene) Funktion tr wie folgt definiert ist:
tr(X, τ) = tr(o1, τ) . . . tr(on, τ) (tr1)
fu¨r X = {o1, . . . , on}
tr(o, αX) = αo (tr2)
falls o ∈ X
tr(o, f(τn)) = ( of tr(X1, τ1) . . . tr(Xn, τn) ) (tr3)
falls o ∈ m(f) ∧ ∀i = 1..n : Xi = df (i, {o})
Fu¨r jede Instanzierung einer generischen Typvariablen αi, die mit einer Operator-
menge X markiert ist, erzeugt tr(X, τi) eine passende Funktion. Gleichung (tr1) ist
symmetrisch zur Gleichung (p2) und sorgt so dafu¨r, daß fu¨r jeden Operator, der
in X vorkommt, eine passende Funktion an x u¨bergeben wird. tr(o, τ) erzeugt einen
Ausdruck, dessen Auswertung zur Laufzeit eine Funktion ergibt, welche die Semantik
des Operators o fu¨r die Instanz τ eines zula¨ssigen Argumenttyps fu¨r o liefert. Falls
τ = αX mit o ∈ X, Gleichung (tr2), dann muß αo ein Parameter eines umgebenden
let-Konstrukts sein, allerdings nicht notwendigerweise des direkt u¨bergeordneten. Die
Bedingung o ∈ X wird dabei durch die Typisierbarkeit des Programms garantiert.
Gleichung (tr3) definiert, wie die einen u¨berladenen Operator realisierende Funkti-
on fu¨r Typkonstruktoren auf die entsprechenden Funktionen fu¨r die Argumente des
Typkonstruktors zuru¨ckgefu¨hrt werden. Dabei gehen wir davon aus, daß die U¨berset-
zung einer Instanzdeklaration eines Operators o fu¨r einen Instanztyp f(αn) eine Let-
Deklaration fu¨r einen neuen Bezeichner of erzeugt, der die notwendigen u¨berladenen
Operatoren fu¨r seine Komponententypen gema¨ß df (i,X) als zusa¨tzliche Argumente
akzeptiert.
Die vollsta¨ndige U¨bersetzung von Mini-SAMPλE nach Mini-ML definieren wir mit
Hilfe eines Inferenzsystems, das in Abbildung 3.13 angegeben ist. O,Γ ` M : τ tr−−→
M ′ liest man am besten als: der unter der U¨berladungsannahme O und der Typan-
nahme Γ mit dem Typ τ typisierbare Ausdruck M wird u¨bersetzt in den Ausdruck
M ′. Die Regeln VAR und LET implementieren das o.a. Schema der zusa¨tzlichen
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Argumente an Abstraktions- und Anwendungsstellen von LET- bzw. OP- und GLB-
eingefu¨hrten Bezeichnern. Deklarationen werden in eine Folge von Let-Konstrukten
in Mini-ML u¨bersetzt. Eine Operator-Erweiterung fu¨r x mit Typkonstruktor f wird
gema¨ß Regel OV in eine Let-Deklaration fu¨r einen neuen Bezeichner xf u¨bersetzt.
Eine Operatordeklaration mit Namen x wird in eine nicht essentielle Variablende-
klaration let x = () u¨berfu¨hrt, um die syntaktische Korrektheit des generierten
Gesamtprogramms zu gewa¨hrleisten.
Die Definition des u¨berladenen Gleichheitsoperators auf Seite 77 wird mit diesen
Regeln wie folgt u¨bersetzt:
let (=int) = inteq in
let (=real) = realeq in
let paireq = λα=.λβ=.λp.λq. (α= (fst p) (fst q)) ∧ (β= (snd p) (snd q)) in
let (=×) = λα=.λβ=.λp.λq.(paireq α= β=) in
let listeq = λα=.Y (λf.λl1.λl2. if null l1 then null l2 else
¬(null l2) ∧ (α= (hd l1) (hd l2)) ∧ f(tl l1) (tl l2))
in let (=list) = λα=.listeq α= in
eval (=list (=× (=real) (=int))) 〈(1.0, 2)〉 〈 〉
Die U¨bersetzung beruht auf der Tatsache, daß man Applikationen von u¨berladenen
Funktionen anhand ihres Typs auflo¨sen kann, entweder dadurch, daß an der An-
wendungsstelle der Typ monomorph und somit die notwendige Instanz eindeutig be-
stimmt ist, oder daß der u¨berladene Operator abstrahiert werden kann und somit an
einer spa¨teren Verwendungsstelle der umgebenden Funktion bekannt wird und dort
aufgelo¨st werden kann. Es gibt jedoch Vorkommen von u¨berladenen Operatoren, die
so nicht aufgelo¨st werden ko¨nnen, wie man an folgendem Beispiel sieht:
let x = λy. if 〈 〉 = 〈 〉 then 1 else y ; . . .
Der allgemeinste Typ der Funktion x ist int → int , der Vergleich der beiden Listen
dabei mit α{=} → α{=} → bool typisiert. Kein Kontext, indem x verwendet werden
kann, wird je dazu fu¨hren, daß der Typ der Listenelemente bekannt wird, sodaß die
U¨berladungsinstanz von = niemals bestimmt werden kann. U¨bersetzung gema¨ß
tr−−→
liefert
let x = λy. if (=list α=) 〈 〉 〈 〉 then 1 else y ; . . .
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[VAR]
Γ(x) = ∀αn.τ ′ τ = {αi 7→ τi}τ ′
O,Γ ` x : τ tr−−→ (x tr(ops(α1), τ1) . . . tr(ops(αn), τn) )
[ABS]
O,Γ + [x : τ ] `M : τ ′ tr−−→M ′
O,Γ ` λx.M : τ → τ ′ tr−−→ λx.M ′
[APP]
O,Γ `M1 : τ → τ ′ tr−−→M ′1 O,Γ `M2 : τ tr−−→M ′2
Γ `M1M2 : τ ′ tr−−→M ′1M ′2
[LET]
O,Γ `M1 : τ tr−−→M ′1 σ = gen(Γ, τ) = ∀αn.τ
O,Γ + [x : σ] `M2 : τ ′ tr−−→M ′2 γk = parm(αn)
O,Γ ` let x =M1 in M2 : τ ′ tr−−→ let x = λγ1. · · ·λγk. M ′1 in M ′2
[OP]
σ = ∀α{x}.{$→ α{x}}ω x /∈ dom(O) x /∈ dom(Γ)
O,Γ `d operator x :: ω : O + [x : 〈ω, []〉],Γ + [x : σ] tr−−→ let x = ()
[OV]
σ = gen(Γ, τ) = ∀αn.{$→ f(αn)}ω
O(x) = 〈ω, d〉 ∧ d′ = d ∪ {f(αn)}
O,Γ `e M : τ tr−−→M ′ @f(βn) ∈ d γk = parm(αn)
O,Γ `d extend x :: σ with M : O + [x : 〈ω, d′〉],Γ
tr−−→ let xf = λγ1. · · ·λγk. M ′
[GLB]
O,Γ `e M : τ tr−−→M ′
σ = gen(Γ, τ) = ∀αn.τ γk = parm(αn)
O,Γ `e let x =M1 : O,Γ + [x : σ] tr−−→ let x = λγ1. · · ·λγk. M ′
[SEQ]
O,Γ `d D : O′,Γ′ tr−−→ D′ O′,Γ′ `p P tr−−→ P ′
O,Γ `p D;P tr−−→ D′ in P ′
[VAL]
O,Γ `e M : τ tr−−→M ′
O,Γ `p eval M tr−−→M ′
Abbildung 3.13: U¨bersetzung von Mini-SAMPλE nach Mini-ML
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[VAR]
τ ≺o Γ(x)
Γ `o x : τ ftv−−→ V(τ)−FV (Γ)
[ABS]
Γ + [x : τ ] `o M : τ ′ ftv−−→ V
Γ `o λx.M : τ → τ ′ ftv−−→ V ∪ (V(τ)−FV (Γ))
[APP]
Γ `o M1 : τ → τ ′ ftv−−→ V1 , Γ `o M2 : τ ftv−−→ V2
Γ `o M1M2 : τ ′ ftv−−→ V1 ∪ V2
[LET]
Γ `o M1 : τ ftv−−→ V1 , Γ + [x : gen(Γ, τ)] `o M2 : τ ′ ftv−−→ V2
Γ `o let x =M1 in M2 : τ ′ ftv−−→ (V1 − BV (gen(Γ, τ))) ∪ V2
Abbildung 3.14: Deduktion freier Typvariablen
d.h. das erzeugt Programm M ′ entha¨lt eine freie Variable α=, die im Originalpro-
gramm nicht vorhanden war und somit hat das erzeugte Programm weder eine Se-
mantik, noch kann es als Mini-ML-Programm typisiert werden. Dies ist natu¨rlich
sehr bedauerlich, da das Programm gema¨ß der denotationalen Semantikdefinition
eine klar definierte Semantik besitzt!17
Hier stellt sich natu¨rlich die Frage, ob man die U¨bersetzungsfunktion so verbessern
kann, daß das obige Beispiel u¨bersetzbar wird. Betrachtet man es etwas genauer,
dann sieht man, daß die Vergleichsfunktion fu¨r Listenelemente niemals beno¨tigt wird:
listeq f 〈 〉 〈 〉 = true
fu¨r beliebige Funktionen f . Also ko¨nnte man fu¨r diesen Fall einfach die Typvariable
α{=} im Originalprogramm durch eine beliebige Instanz ersetzen, z.B. int , womit die
freie Variable im generierten Mini-ML-Code eliminiert wird:
let x = λy. if (=list (=int)) 〈 〉 〈 〉 then 1 else y ; . . .
17Bedauerlich ist auch, daß man am Typ von x das Problem nicht erkennen kann. Dies wird erst
durch den U¨bergang zur Typdeduktion mit Restriktionen gelo¨st. Dort bekommt x den allgemein-
sten Typ int → int|α{=} zugeordnet (siehe Kapitel 4 und auch [NP93]).
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Das Problem mit diesem Ansatz ist jedoch, daß es u.U. keine Instanz fu¨r die Typva-
riable αX gibt, sodaß τ ↑o X gilt. Besser ist es daher, einfach im generierten Code,
alle freien Variablen, die durch die U¨bersetzung generiert wurden, durch die u¨berall
undefinierte Funktion f⊥ zu ersetzen. Man erha¨lt somit fu¨r das betrachtete Beispiel
den Ausdruck
let x = λy. if (=list f⊥) 〈 〉 〈 〉 then 1 else y ; . . .
Die Funktion f⊥ ist definiert durch f⊥ x = ⊥ und besitzt das Typschema ∀α, β.α→
β. Damit ist klar, daß das generierte Programm ML-typisierbar bleibt; fu¨r die Se-
mantik vermutet der Autor:
Vermutung 3.44. Im Falle der laufzeitauflo¨sbaren, parametrischen U¨berladungen
ist das Ersetzen aller durch die U¨bersetzung generierten freien Variablen durch f⊥
mo¨glich, ohne daß die Semantik des generierten Programms von der denotationalen
Semantik des Original-Programms abweicht.
Es lassen sich leicht weitere Beispiele finden, fu¨r die das Vorgehen korrekt ist. So
kann etwa das obige Beispiel direkt auf alle Fa¨lle u¨bertragen werden, bei denen die
leere Liste durch entsprechende Konstanten anderer polymorpher Datenstrukturen
ersetzt wird: leere Ba¨ume, leere Mengen, leere endliche Abbildungen, usw. Auch
nicht terminierende Berechnungen geben gute Beispiele ab:
let x = fst ( 1, Y (λx.x+ x) ) ; . . .
Hier hat x den Typ int und der Unterausdruck M = Y (λx.x + x) den Typ α{+}.
Jedoch ist die Bedeutung von M klarerweise ⊥ und wir ko¨nnen das generierte Pro-
gramm in
let x = fst ( 1, Y (λx.f⊥ x x) ) ; . . .
aba¨ndern, ohne daß die Semantik gea¨ndert wird.
Die Situation ist a¨hnlich zu dem Problem der
”
tag free garbage collection“, bei der
man versucht, den Typ der Datenstrukturen auf der Halde ausgehend von den Typen
der aktuellen Parameter von Aufrufen polymorpher Funktionen zu bestimmen (siehe
[App89, Gol91] fu¨r die zugrundeliegenden Ideen). Dort ko¨nnen jedoch zur Laufzeit
auf der Halde Speicherstrukturen entstehen, fu¨r die der Typ aus den Argumenttypen
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des Funktionsaufrufs nicht mehr ermittelt werden kann.18 Man kann nun beweisen,
daß in diesem Fall nie mehr auf die entsprechenden Werte zugegriffen werden muß,
und man somit auf das Kollektieren derselben verzichten kann (siehe [GG92]). Daher
kann man hoffen, daß sich der dortige Beweis anpassen la¨ßt, um obige Vermutung zu
besta¨tigen.
Die Vermutung gilt jedoch nur fu¨r die laufzeitauflo¨sbaren U¨berladungen, die wir
bisher betrachtet haben. Verzichtet man auf die Forderung, daß die U¨berladungs-
schemata ω von der Form ω0 → · · · → ωn sein mu¨ssen, wobei ωi = $ fu¨r ein i < n,
und erlaubt beliebige Typausdru¨cke u¨ber TF (V$) als U¨berladungsschemata, dann
bleiben zwar sa¨mtliche Typisierbarkeits-/Typinferenzresultate erhalten, aber die de-
notationale Semantik kann so nicht weiter verwendet werden und es bleibt nur die
U¨bersetzung als Definition der Semantik. Diese Art der U¨berladungen bezeichnen
wir daher als nicht laufzeitauflo¨sbare parametrische U¨berladungen.
Beispiele fu¨r solche U¨berladungen sind zum einen u¨berladene Konstanten. So ko¨nnte
man eine Konstante zero definieren, die mit int und real als Instanzen u¨berladen
werden:
operator zero :: $
extend zero :: int with 0
extend zero :: real with 0.0
Dies ha¨tte den Vorteil, z.B. eine allgemeine Funktion zur Addition einer mo¨glicher-
weise leeren Liste von Zahlen definieren zu ko¨nnen:
let add = Y (λf.λl. if null l then zero else hd l + f(tl l))
eval add 〈 1, 2, 3 〉
Die Funktion add besitzt den Typ ∀α{+,zero}.list(α{+,zero}) → α{+,zero}. Zum an-
deren ko¨nnen nun Operatoren definiert werden, deren Ergebnis nicht vom Typ der
Argumente abha¨ngt. Typisches Beispiel dafu¨r ist ein Operator read , der einen String
18Diese Beobachtung resultierte aus einer Untersuchung aktueller Garbage-Collector-
Algorithmen fu¨r den Einsatz in SAMPλE.
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parsen und in einen Wert des Instanztyps umwandeln soll:
operator read :: list(char)→ $
extend read :: list(char)→ int with parseint
extend read :: list(char)→ real with parsereal
extend read :: list(char)→ list(α{read}) with . . .
Dessen Gegenstu¨ck show ist im SAMPλE-System verfu¨gbar:
operator show :: $→ list(char)→ list(char)
extend show :: int → list(char)→ list(char) with showint
extend show :: real → list(char)→ list(char) with showreal
extend show :: list(α{show})→ list(char)→ list(char) with . . .
Dabei gilt read(show s 〈〉) = s.
Ein weiteres interessantes Beispiel liefert die Behandlung von Konstanten in Haskell.
Dort wird jedes Vorkommen einer ganzzahligen19 Konstanten im Quelltext als impli-
ziter Aufruf eines u¨berladenen Operators fromInteger : Integer → $ verstanden, der
fu¨r alle Zahltypen u¨berladen ist.20 Es ist klar, daß dadurch die Wahrscheinlichkeit
von nicht auflo¨sbaren U¨berladungen stark erho¨ht wird und daher wurde fu¨r Haskell
festgelegt, daß bei nicht auflo¨sbaren U¨berladungen, die durch fromInteger induziert
werden, eine voreingestellte, automatische Instanzierung durch den Typ Int vorge-
nommen wird.
Der parametrisch u¨berladene Typ eines Ausdrucks im Originalprogramm und der
parametrisch polymorphe Typ des generierten Programms stehen in einem syste-
matischen Zusammenhang, der u¨ber eine Funktion ml angegeben werden kann, die
u¨berladene Typen in ML-Typen abbildet:
ml(∀αn.τ) = ∀S(αk).ml(α1, β1)→ · · · → ml(αk, βk)→ Sτ
wobei S = {αi 7→ βi | ops(αi) 6= ∅}
fu¨r k = |{αi | ops(αi) 6= ∅}| neue Typvariablen
ml(α{o1,...,on}, β) = {$ 7→ β}(ω1 → · · · → ωn)
wobei oi : 〈ωi, s〉 ∈ O fu¨r i = 1..n
19Fu¨r Fließkommazahlen gilt eine a¨hnliche Regel.
20und natu¨rlich vom Anwender beliebig erweitert werden kann.
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Vermutung 3.45. Sei O,Γ `M : τ eine gu¨ltige U¨berladungstypisierung und O,Γ `
M : τ
tr−−→ M ′ die U¨bersetzung von M . Es gelte O,Γ ` M : τ ftv−−−→ V mit V ⊆
V∅. Dann ist ml(Γ) ` λγ1. · · ·λγk.M ′ : τ ′ eine gu¨ltige Typisierung, wobei ∀αn.τ =
gen(Γ, τ) und ml(∀αn.τ) = ∀βm.τ ′ und γk = parm(αn). 21
3.6 Typklassen
In diesem Abschnitt zeigen wir, daß das aus der funktionalen Programmiersprache
Haskell bekannte Konzept der Typklassen und das vom Autor definierte Konzept der
parametrischen U¨berladungen in einem engen Zusammenhang stehen. Dazu zeigen
zuna¨chst, daß man durch eine minimale Modifikation der Syntax von U¨berladungs-
schemata sofort ein Typdeduktionssystem und einen Typinferenzalgorithmus fu¨r Ty-
pklassen erha¨lt. Anschließend definieren wir eine U¨bersetzung von Mini-Haskell nach
Mini-SAMPλE.
3.6.1 Mini-Haskell
Die grundlegende Idee des Haskell-Typsystems, die erstmals in [WB89] vorgestellt
wurde, ist die Gruppierung von verwandten u¨berladenen Operatoren in sogenannte
Typklassen. Die vollsta¨ndige Syntax einer vereinfachten Teilmenge von Haskell ist in
Abbildung 3.15 angegeben.22 Fu¨r die umfassende Haskell-Definition verweisen wir
den Leser auf einen Haskell-Report, z.B. [HJW+91].
Eine Klassendeklaration der Form class K(α) ⇒ C(α) where x1 : τ1 . . . xn : τn
deklariert eine neue Typklasse C, mit n u¨berladenen Operatoren xn, sowie ent-
sprechenden Typschemata τn. Dabei werden alle Typvariablen aus V(τn) implizit
quantifiziert.
Polymorphe Typausdru¨cke haben in Haskell die Form K ⇒ τ , wobei ∅ ⇒ τ einfach
durch τ notiert wird. Einem Operator x : τ einer Klassendeklaration C(α) wird der
Typausdruck C(α)⇒ τ zugeordnet. Somit erhalten = und 6= aus der Klasse Eq beide
den polymorphen Typausdruck Eq(α)⇒ α→ α→ bool (siehe Abbildung 3.16).
21Wir verzichten an dieser Stelle auf einen Satz und den zugeho¨rigen formalen Beweis, da eine
a¨hnliche Aussage auch fu¨r die in [NS91] vorgestellte U¨bersetzung fu¨r Mini-Haskell getroffen wurde.
22[s] bezeichnet ein optionales syntaktisches Konstrukt s.
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Ausdru¨cke M ::= x | λx.M | M1M2
| let x =M1 in M2
Deklarationen D ::= class K(α)⇒ C(α) where
x1 : τ1 . . . xn : τn
| instance K(αk)⇒ C(f(αk)) where
x1 = e1 . . . xn = en
wobei k = ρ(f), i 6= j ⇒ αi 6= αj
| let x =M
Klassenkontexte K(αn) ::= C1(αi1), . . . , Ck(αik ) fu¨r ij ∈ {1..n}
Programme P ::= D;P | eval M
Abbildung 3.15: Syntax von Mini-Haskell
U¨ber den Klassenkontext K(α) wird daru¨ber hinaus C als Unterklasse aller in K(α)
aufgefu¨hrten Klassen deklariert, wobei die entstehende Klassenhierarchie azyklisch
sein muß. Auf den Deklarationstyp der in C deklarierten Operatoren hat dies je-
doch keinen Einfluß: es bedeutet lediglich, daß eine Instanzdeklaration C(f(αk))
nur erlaubt ist, wenn f schon als Instanz fu¨r alle Oberklassen von C deklariert
wurde. Daru¨ber hinaus erlaubt die Unterklassenbeziehung die Vereinfachung von
Typausdru¨cken: falls C2 eine Oberklasse von C1 ist, dann ist der Typausdruck
C1(α), C2(α) ⇒ τ a¨quivalent zu dem Ausdruck C1(α) ⇒ τ , da jede Instanz von C1
auch eine Instanz von C2 sein muß. Beispiel: Num(α),Eq(α)⇒ α→ α ist a¨quivalent
zu Num(α) ⇒ α → α, da Eq eine Oberklasse von Num ist. Im Folgenden schreiben
wir ≤ fu¨r die reflexive und transitive Hu¨lle der Oberklassenrelation: C1 ≤ C2 falls C1
eine Oberklasse von C2 ist (also Eq ≤ Num).
U¨ber eine Instanzdeklaration der Form instance K(αk) ⇒ C(f(αk)) where x1 =
e1 . . . xn = en wird die Menge der zula¨ssigen Instanzen der Klasse C um alle Ty-
pen f(τk) erweitert, fu¨r die die τi Instanzen aller im Klassenkontext K aufgefu¨hrten
Klassen sind. Dies entspricht der induktiven Definition der zula¨ssigen Argumentty-
pen fu¨r u¨berladene Operatoren in Mini-SAMPλE. Beispiel: die Instanzdeklaration
instance Eq(α) ⇒ Eq(list(α)) . . . fu¨hrt Gleichheit auf Listen zuru¨ck auf Gleichheit
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class Eq(α) where
(=) : α→ α→ bool
(6=) : α→ α→ bool
instance Eq(int) where
(=) = inteq
(6=) = intneq
instance Eq(α)⇒ Eq(list(α)) where
(=) = listeq
(6=) = not ◦ listeq
class Eq(α)⇒ Num(α) where
(+) : α→ α→ α
(∗) : α→ α→ α
instance Num(int) where
(+) = intadd
(∗) = intmult
Abbildung 3.16: Typklassen-Beispiele
der Listenelemente. listeq hat dabei den Typ Eq(α)⇒ α→ α→ bool .
3.6.2 Typdeduktion und Typinferenz fu¨r Mini-Haskell
Man sieht leicht, daß sich ein Typausdruck K ⇒ τ a¨quivalent durch einen Ty-
pausdruck u¨ber mit Klassennnamen sortierten Typvariablen darstellen la¨ßt. Fu¨r
Eq(α) ⇒ α → α → bool erha¨lt man so α{Eq} → α{Eq} → bool . Allgemein de-
finieren wir fu¨r K eine Substitution SK mit SK(α) = α{C′|C(α)∈K∧C′≤C}, sodaß
K ⇒ τ durch SK(τ) angemessen repra¨sentiert wird.
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Definition 3.46 (Erweiterte Typschemata und U¨berladungsannahmen).
Ein erweitertes Typschema ist eine endliche Abbildung von Operatornamen auf ein-
fache Typschemata. Eine erweiterte U¨berladungsannahme O ist eine endliche Abbil-
dung von Klassennamen auf Paare 〈ω, s〉, wobei alle τ in s von der Form f(αn) fu¨r
f ∈ Fn.
Fu¨r eine gegebene Menge M von Klassen und Instanzdeklarationen kann man sy-
stematisch eine erweiterte U¨berladungsannahme OM konstruieren, mit OM (C) =
〈mC , sC〉 und
mC = {α 7→ $}xn : τn wobei class C(α) where xn : τn ∈M
sC = {SK(f(αk)) | instance K ⇒ C(f(αk)) where xn = τn ∈M}
Offensichtlich ist τ eine Instanz der Klasse C, genau dann, wenn C ↑OM τ erfu¨llt
ist und somit erha¨lt man sofort ein Typdeduktionssystem fu¨r Mini-Haskell. Da au-
ßerdem der Unifikationsalgorithmus fu¨r u¨berladungssortierte Typausdru¨cke nicht von
der Syntax der U¨berladungsschemata abha¨ngt, erha¨lt man auch einen Typinferenzal-
gorithmus fu¨r Mini-Haskell.
Allerdings werden von diesem Algorithmus die Oberklassenbeziehungen noch nicht
zur Vereinfachung der inferierten Typen verwendet. Dazu definieren wir kurzerhand
eine A¨quivalenzrelation auf Mengen von Typklassen:
X1 ≡ X2 ⇐⇒ lb(X1) = lb(X2) wobei lb(X) def= {C′ | ∃C ∈ X : C′ ≤ C}
Jede A¨quivalenzklasse hat einen eindeutig bestimmten Repra¨sentanten, der aus der
Menge der maximalen Elemente bzgl. der Unterklassenbeziehung besteht. Damit
ko¨nnen wir entweder den Unifikationsalgorithmus so aba¨ndern, daß er nur mit den
Repra¨sentanten arbeitet, oder aber nach Abschluß der Typinferenzphase23 in allen
inferierten Typausdru¨cken die Sorten der Typvariablen durch die entsprechenden
Repra¨sentanten ersetzen.
23Genauso kann man vorgehen fu¨r Fehlermeldungen, die dem Nutzer wa¨hrend der Typinferenz-
phase pra¨sentiert werden.
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operator (=) : $→ $→ bool
operator (6=) : $→ $→ bool
extend (=) : int → int → bool with inteq
extend (6=) : int → int → bool with intneq
extend (=) : ∀α{=,6=}.list(α{=,6=})→ list(α{=,6=})→ bool with listeq
extend (6=) : ∀α{=,6=}.list(α{=,6=})→ list(α{=,6=})→ bool with not ◦ listeq
operator (+) : $→ $→ $
operator (∗) : $→ $→ $
extend (+) : int → int → int with intadd
extend (∗) : real → real → real with intmult
Abbildung 3.17: Nach Mini-SAMPλE u¨bersetzte Typklassenbeispiele
3.6.3 U¨bersetzung von Mini-Haskell nach Mini-SAMPλE
Die U¨bersetzung von Mini-Haskell nach Mini-SAMPλE liefert ein Mini-SAMPλE Pro-
gramm, das genau dann typisierbar ist, wenn das Original-Programm typisierbar war.
Wir geben nur eine informelle Beschreibung.
Eine Klassendeklaration der Form
class K(α)⇒ C(α) where x1 : τ1 . . . xn : τn
wird in in eine Folge von Operator-Deklarationen in Mini-SAMPλE u¨bersetzt:
operator x1 : gen(∅, {α 7→ $}τ1) ; . . . ; operator xn : gen(∅, {α 7→ $}τn)
wobei sich das U¨berladungsschema eines Operators durch Ersetzen der ausgezeich-
neten Klassenvariablen α durch $ und anschließender Abstraktion aller freien Typva-
riablen ergibt.
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Eine Instanzdeklaration der Form
instance K(αk)⇒ C(f(αk)) where x1 = e1 . . . xn = en
wird u¨bersetzt in eine entsprechende Reihe von extend Klauseln in Mini-SAMPλE:
extend x1 : gen(∅, {α 7→ S∗K(f(αk))}(ΓC(x1))) with e1
...
extend xn : gen(∅, {α 7→ S∗K(f(αk))}(ΓC(xn))) with en
wobei wir mit ΓC die Typannahme bezeichnen, die jedem u¨berladenen Operator
x aus C seinen durch die U¨bersetzung entstandenen Deklarationstyp zuordnet und
S∗K(α) = α{x|C(α)∈K∧C′≤C∧x∈dom(ΓC′ )}. Man beachte, daß aufgrund der Haskell-
Typisierungsregeln die Reihenfolge der generierten Extend-Klauseln irrelevant ist.
Abbildung 3.17 entha¨lt den generierten Code fu¨r die obigen Typklassen-Beispiele.
Durch die U¨bersetzung geht die Information u¨ber die Klassenhierarchie verloren.
Sie ist nur noch implizit durch die Teilmengenbeziehung zwischen Operatormengen
vorhanden. Dafu¨r sind jedoch die inferierten allgemeinsten Typen
”
genauer“: die in-
ferierten Typen geben Auskunft, welche der u¨berladenen Operatoren einer Typklasse
in der Funktion nach außen sichtbar verwendet werden. Beispielsweise hat die Funk-
tion λx.x+x im Originalprogramm den allgemeinsten Typ ∀α.Num(α)⇒ α→ α, im
u¨bersetzten Programm lautet der allgemeinste Typ dagegen: ∀α{+}.α{+} → α{+}.
3.7 Diskussion
Die vom Autor entwickelte Theorie der parametrischen U¨berladungen zeigt, daß sich
auch der sogenannte
”
ad hoc“ Polymorphismus systematisch behandeln la¨ßt. Da-
bei wurden nicht nur theoretische Resultate erzielt: das Typkonzept der vom Autor
im Rahmen des DFG-Forschungsprojekts
”
Umgebung fu¨r konstruktive Spezifikatio-
nen“ mitentwickelten Spezifikations- bzw. Programmiersprache SAMPλE basiert in
wesentlichen Teilen auf der Theorie der parametrischen U¨berladungen. Sprachbe-
schreibungen findet man in [Ja¨g87, Ja¨g88b, JGK88] bzw. [KG89] und im Anhang
der Dissertation von Michael Gloger [Glo92]. Eine Beschreibung der Implementie-
rung der Typinferenz fu¨r benutzerdefinierbare U¨berladungen findet man in [Oph91].
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Die SAMPλE-Programmierumgebung [Ja¨g88a, GKT90] wurde u¨ber mehrere Jahre
in Lehre und Forschung des Fachgebietes Praktische Informatik der TU-Darmstadt
eingesetzt.
Die wichtigsten Resultate der Theorie der parametrischen U¨berladungen fassen wir
an dieser Stelle noch einmal kurz zusammen:
1. Typisierbarkeit ist entscheidbar.
2. Parametrische U¨berladungen erhalten die
”
principal type property“ des para-
metrischen Polymorphismus.
3. Der allgemeinste Typ eines Ausdrucks kann durch einen einzigen Typausdruck
dargestellt werden.
4. Typinferenz basiert auf einem unita¨ren Unifikationsalgorithmus, der U¨berla-
dungen beru¨cksichtigt und der polynomial zeitbeschra¨nkt implementierbar ist.
5. Wohltypisierte Programme erzeugen keine Typfehler zur Laufzeit.
6. Kontextunabha¨ngige U¨berladungen ermo¨glichen die Definition einer denota-
tionalen Semantik, die nicht von der konkreten Typisierung eines Ausdrucks
abha¨ngt.
7. Parametrische U¨berladungen erlauben auch kontextabha¨ngige U¨berladungen,
diese erzwingen allerdings eine Definition der Semantik durch U¨bersetzung in
eine Sprache ohne U¨berladungen und beinhalten das Problem unauflo¨sbarer
U¨berladungen.
8. Kontextunabha¨ngige U¨berladungen ko¨nnen bei einer U¨bersetzung in eine u¨ber-
ladungsfreie Sprache vollsta¨ndig aufgelo¨st werden.
9. Parametrische U¨berladungen und Haskell-Typklassen sind in etwa gleich ma¨ch-
tige Typisierungskonzepte.
10. Die Instanzrelation von Typausdru¨cken ist entscheidbar in Polynomialzeit.
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11. Die Frage, ob ein gegebener, u¨berladener Typausdruck eine u¨berladungsfreie
Instanz hat, ist entscheidbar, aber fu¨r die Frage der Typisierbarkeit und der
Semantik ohne Relevanz.
Der auffallendste Unterschied zwischen dem SAMPλE-Typsystem und dem Haskell-
Typsystem ist die Beschra¨nkung auf laufzeitauflo¨sbare U¨berladungen im ersten, im
Gegensatz zu kontextabha¨ngigen im zweiten. Beide Methoden haben Vor- und Nach-
teile: laufzeitauflo¨sbare U¨berladungen bedingen, daß Konstanten nicht u¨berladen
werden ko¨nnen und abstrakte Datentypen mit einem eindeutigen Typkennzeichen
versehen werden mu¨ssen, das die Verzweigung in die zu dem Instanztyp geho¨rende
Funktion u¨ber eine Sprungtabelle steuert. Das Kennzeichen muß beim Anlegen der
Daten auf dem Heap geschrieben und beim Zugriff entsprechend dereferenziert wer-
den und erzeugt damit zusa¨tzlichen Aufwand im Laufzeitsystem.24 Andererseits ist
die U¨bersetzung fu¨r laufzeitauflo¨sbare U¨berladungen relativ einfach und die Kennzei-
chen vereinfachen die Implementierung eines aussagekra¨ftigen Debuggingsystems auf
Basis des Boxmodells (siehe auch [GKT90]). Daru¨ber hinaus sind sa¨mtliche u¨berla-
denen Funktionen in den u¨berladenen Argumentpositionen strikt, was einerseits eine
Einschra¨nkung fu¨r Sprachen mit verzo¨gerter Auswertung bedeutet, andererseits aber
mehr Informationen fu¨r die Striktheits-Analyse beinhaltet und damit die Generierung
effizienten Codes erleichtert.25
Demgegenu¨ber steht die Mo¨glichkeit der U¨berladung von Konstanten, wenn man
kontextabha¨ngige U¨berladungen erlaubt, wie etwa die U¨berladung numerischer Li-
terale in Haskell. Dies gestattet dann einen ho¨heren Abstraktionsgrad beim Ab-
fassen generischer Bibliotheksroutinen. So kann man beispielsweise eine generische
Fibonacci-Funktion definieren, die fu¨r beliebige Zahltypen verwendbar ist oder etwa
eine Funktion zum Summieren von Listen beliebiger Zahltypen. Diese Allgemeinheit
ist jedoch nicht unproblematisch: durch die U¨bersetzung werden zusa¨tzliche Parame-
ter eingefu¨hrt und damit unterscheidet sich die operationale Semantik des u¨bersetz-
ten Programms erheblich von dem gleichen Programm mit vollsta¨ndig aufgelo¨sten
U¨berladungen. So schließt beispielsweise [Aug93] mit dem Fazit, daß fu¨r eine effi-
24Natu¨rlich ko¨nnen die Kennzeichen fu¨r vollsta¨ndig aufgelo¨ste U¨berladungen eingespart werden,
was jedoch eine Datenflußanalyse im U¨bersetzer verlangt.
25SAMPλE verwendet eine vom Autor geschriebene Striktheitsanalyse auf Basis der Ru¨ckwa¨rts-
analyse von John Hughes [Hug87].
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ziente Implementierung kontextabha¨ngiger U¨berladungen eine partielle Auswertung
des generierten Programms notwendig ist, um eine mit dem nicht u¨berladenen Fall
gleichwertige Codequalita¨t zu erreichen.
Die Mo¨glichkeit der Gruppierung verwandter u¨berladener Operatoren in Typklas-
sen und die damit einhergehende Einfu¨hrung eines neuen Namensraums hat den
Vorteil, daß Haskell-Typausdru¨cke gegenu¨ber SAMPλE-Typausdru¨cken etwas pra¨g-
nanter sind, stellt aber keine signifikante Erweiterung dar. Das gleiche la¨ßt sich fu¨r
das Typsystem von SAMPλE erreichen, indem man fu¨r ha¨ufig auftretende Opera-
tormengen entsprechende Namen einfu¨hrt, etwa in der Form operators Num =
{+,−, ∗, /}.26 Dies vermeidet zusa¨tzlich den Nachteil, die Operatoren in eine Hierar-
chie einordnen zu mu¨ssen.
Ein alternativer U¨berladungsansatz fu¨r rekursive U¨berladungen wurde von Duggan
und Ophel vorgeschlagen [CDO93]: statt die Menge der mo¨glichen Typen eines u¨ber-
ladenen Operators u¨ber U¨berladungsschemata mit Instanzierungsregeln zu beschrei-
ben, ko¨nnte man die Typmenge u¨ber einen regula¨ren Sortenausdruck beschreiben,
dessen kleinster Fixpunkt die Menge der zula¨ssigen Argumenttypen beschreibt. Ein
Sortenausdruck entha¨lt neben den u¨blichen Typkonstruktoren noch einen Vereini-
gungsoperator unionsq, sowie > als Platzhalter fu¨r die Sorte, die alle Typen umfaßt. Damit
wird beispielsweise der Typ des Additionsoperators, der fu¨r ganze und Fließkom-
mazahlen definiert sein soll, durch den Typausdruck ∀α : int unionsq real . α → α → α
beschrieben. Die Identita¨tsfunktion hat in diesem System den Typ ∀α : > . α → α,
der Typ des SAMPλE-Gleichheitsoperators wird durch ∀α : µκ.int unionsq real unionsq bool unionsq
list(κ) unionsq κ× κ unionsq ref (>) . α→ α→ bool dargestellt.27
Die Autoren geben einen unita¨ren Unifikationsalgorithmus fu¨r solcherart sortierte Ty-
pausdru¨cke an, der auf einem Algorithmus zur Berechnung des Schnittmengenopera-
tors fu¨r Sortenausdru¨cke basiert. Im wesentlichen entspricht die Ausdruckskraft bzgl.
der mo¨glichen U¨berladungsinstanzen dieses Systems, dem System der parametrischen
U¨berladungen. Die Autoren geben an, wie man Haskell-Typklassen-Deklarationen in
26In der aktuellen Implementierung mu¨ssen Typvariablen, die in Typannotationen im Programm
verwendet werden, zusammen mit den zula¨ssigen Operatoren als Typvariablenname deklariert
werden.
27µκ.ρ steht dabei fu¨r den regula¨ren Baum, den man erha¨lt, wenn man κ in ρ durch ρ ersetzt,
d.h., die Lo¨sung der rekursiven Gleichung κ = ρ. Siehe auch Kapitel 7.
106 Kapitel 3. Parametrische U¨berladungen
entsprechende Sortenausdru¨cke umwandelt. Der Ansatz beinhaltet jedoch schwerwie-
gende Nachteile:
1. Typausdru¨cke u¨berladener Operatoren sind wesentlich komplexer in der No-
tation, als a¨quivalente Typausdru¨cke in SAMPλE bzw. Haskell, wie man am
obigen Typausdruck fu¨r polymorphe Gleichheit leicht sieht.
2. Da der Unifikationsalgorithmus die Leerheit von Sortenausdru¨cken u¨berpru¨fen
muß, erfordert er aufgrund des DEXPTIME-Resultats fu¨r die U¨berpru¨fung der
Existenz monomorpher Grundtypinstanzen im schlimmsten Fall exponentiellen
Zeitaufwand.
3. Das System ist nicht inkrementell und damit nicht zur Behandlung benutzer-
definierbarer U¨berladungen geeignet.
Der letzte Punkt ist ein absolutes Ausschlußkriterium fu¨r den Entwurf einer ver-
wendbaren Programmiersprache auf Basis dieses Systems, daher wurde die Syntax
der Sorten in spa¨teren Arbeiten der Autoren um sogenannte offene Sorten erweitert
[DO94, DCO96]. Offene Sorten sind dabei nichts anderes als Mengen von Operator-
namen, wie sie im System der parametrischen U¨berladungen verwendet werden. Die
Autoren geben eine U¨bersetzung ihrer Quellsprache in eine abstrakte Maschine an,
die auf der Einfu¨hrung von Typausdru¨cken als zusa¨tzliche Parameter basiert, und
zeigen, daß die Ausfu¨hrung typisierbarer, u¨bersetzter Programme typfehlerfrei ist.
Bedauerlicherweise beinhaltet die Beschra¨nkung der Syntax von U¨berladungsschema-
ta auf ein einziges U¨berladungssymbol, bzw. die Haskell-Beschra¨nkung auf Typklas-
sen mit einem einzigen Parameter, zusammen mit den Restriktionen der Syntax von
U¨berladungsinstanzen u¨berladener Operatoren, den Ausschluß einiger interessanter
u¨berladener Operationen. So lassen sich etwa polymorphe Selektionsoperationen auf
n-Tupeln nicht behandeln. Hier hilft nur der U¨bergang zu U¨berladungsschemata mit
mehreren U¨berladungssymbolen bzw. zu Typklassen mit mehreren Parametern.28
Dies sah schon die erste Vero¨ffentlichung zum Thema Typklassen vor [WB89], aller-
dings wurde dort die Frage der Typinferenz ausgeklammert.29 Im folgenden Kapitel
28Die Erweiterung des Systems mit Konstruktorvariablen bzw. Konstruktorklassen reicht nicht
aus.
29Die erste Vero¨ffentlichung mit einem vollsta¨ndigen Typinferenzalgorithmus fu¨r Typklassen war
[NS91], in der ordnungssortierte Unifikation als Grundlage der Typinferenz gewa¨hlt wurde.
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werden wir einen allgemeinen Rahmen vorstellen, der die systematische Untersuchung
entsprechender Erweiterungen erlaubt.
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Kapitel 4
Typinferenz mit Pra¨dikaten
In diesem Abschnitt verallgemeinern wir das Damas-Milner System durch Hinzufu¨-
gen einschra¨nkender Bedingungen an die Inferenzregeln, d.h., wir erlauben in den
Pra¨missen der Inferenzregeln Pra¨dikate, welche die Menge der fu¨r eine Metavariable
des Deduktionssystems instanzierbaren Typen charakterisieren. Wir zeigen, daß Ty-
pinferenz mit let-Polymorphismus in einem solchen System immer noch mo¨glich ist,
wenngleich fu¨r beliebige (totale) Pra¨dikate die Typisierbarkeit nur semi-entscheidbar
ist. In einem solchen System kann der inferierte allgemeinste Typ eines Ausdrucks
u.U. leer sein.
Die Hauptmotivation, die zur Entwicklung dieses System gefu¨hrt hat, war es, eine
einheitliche Beschreibung von Typinferenzsystemen und Algorithmen fu¨r Konversi-
onstypisierung und U¨berladungstypisierung zu erhalten. Dabei sollte insbesondere die
Beschra¨nkung auf eine einzige U¨berladungsposition fu¨r u¨berladene Operatoren, wie
im vorangegangenen Kapitel u¨ber U¨berladungstypisierung beschrieben, aufgehoben
werden.
In einem monomorphen Typsystem ist die Einfu¨hrung zusa¨tzlicher Restriktionen in
den Typisierungsregeln relativ unproblematisch. Man erga¨nzt einfach die zusa¨tzlichen
Bedingungen als Pra¨misse der Typregeln. So ko¨nnte man beispielsweise eine Regel
fu¨r die Funktionsapplikation definieren, die eine Konversion des Typs der aktuellen
Argumente in den Typ der formalen Parameter erlaubt.
Γ `M1 : tf → tr Γ `M2 : ta ta / tf
Γ `M1M2 : tr
In diesem Fall wird die Konversionsbedingung ta / tf , fu¨r die natu¨rlich eine formale
Beschreibung vorliegen muß, nur wa¨hrend der Herleitung des Typs des Ausdrucks
verwendet, existiert also ausschließlich auf der Meta-Ebene der Deduktion und nicht
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auf der Objektebene: es ist unmo¨glich, und auch nicht notwendig, daß die verwendete
Konversionsbedingung im Typ des Ausdrucks sichtbar wird.
Mit dem U¨bergang zu einem polymorphen System bricht dieser Ansatz jedoch zu-
sammen: die Konvertierbarkeit polymorpher Typausdru¨cke, z.B. zweier Typvariablen
α/β, ist schlicht nicht u¨berpru¨fbar. Dieses Problem wird gelo¨st, indem man die Kon-
versionsbedingungen als Teil der Typaussage auffu¨hrt. Typaussagen sind dann von
der Form C,Γ ` M : τ und werden wie folgt gelesen: unter der Typannahme Γ, die
jeder freien Variablen in M einen Typ zuordnet, hat M den Typ τ , und C ist die
Menge der Bedingungen, die zusa¨tzlich erfu¨llt sein mu¨ssen.1
Die Typsierungsregel der Applikation ko¨nnte damit wie folgt definiert werden:2
C,Γ `M1 : τf → τr C,Γ `M2 : τa C  τa / τf
C,Γ `M1M2 : τr
C  D beschreibt dabei eine bina¨re Relation auf Restriktionsmengen und ist wie
folgt zu lesen: D ist eine logische Konsequenz von C, d.h. falls eine Substitution S
existiert, sodaß alle Restriktionen in C erfu¨llt sind, dann sind auch alle Restriktionen
in D erfu¨llt.3 Fu¨r unser Beispiel bedeutet das, daß die Konvertierbarkeit von τa
in τf aus der Gesamtmenge der Restriktionen folgen muß, die zur Typisierung des
Gesamtausdrucks beno¨tigt werden. Dabei muß nicht unbedingt τa / τf ∈ C gelten.
Auch U¨berladungen lassen sich durch Restriktionen darstellen. Dazu definiert man
fu¨r jeden Operator o ein Pra¨dikat po, sodaß po(tn) wahr ist, wenn {αm 7→ tm}τo
eine gu¨ltige U¨berladungsinstanz des Typs τo von po ist. Der polymorphe Typ des
Operators wird dann durch ∀αm.τo|Co beschrieben, wobei po(βn) ∈ Co und βn ⊆ αm
gilt.
Die Restriktionstypen fu¨r parametrisch u¨berladene Operatoren ko¨nnen aus einer be-
liebigen U¨berladungsannahme auf systematische Weise konstruiert werden: Gegeben
1Alternativ ko¨nnte man natu¨rlich auch schreiben Γ ` M : τ |C, wie z.B. in [Smi94], aber die
obige Schreibweise scheint natu¨rlicher und wird daher auch in fast allen Vero¨ffentlichungen zum
Thema Konversionstypisierung verwendet.
2Und dies ist fu¨r SAMPλE tatsa¨chlich der Fall.
3Der Begriff der logischen Konsequenz von Restriktionsmengen taucht erstmals in der Arbeit
von J.C. Mitchell [Mit84] u¨ber Konversionstypisierung auf und wurde spa¨ter von Fuh und Mishra
in [FM88] detaillierter untersucht. Von dort stammt auch unsere Schreibweise.
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= : ∀α. α→ α→ bool | p=(α)
< : ∀α. α→ α→ bool | p<(α)
+ : ∀α. α→ α→ α | p+(α)
− : ∀α. α→ α→ α | p−(α)
∗ : ∀α. α→ α→ α | p∗(α)
Abbildung 4.1: U¨berladene Operatoren fu¨r SAMPλE, in Restriktionsschreibweise
eine U¨berladungsannahme O, definiert man fu¨r jeden u¨berladenen Operator x mit
O(x) = 〈ω, s〉 ein Pra¨dikatsymbol px mit ρ(x) = 1 und den eingeschra¨nkten Typ
po : ∀α, βn. {$ 7→ α}ω | {po(α)} ∪ {py(β) | βX ∈ ω ∧ y ∈ X}.
Als Beispiel sind einige der Restriktionstypen fu¨r vordefinierte SAMPλE-Operatoren
sind in Tabelle 4.1 angegeben.
Der Vorteil der Restriktionsschreibweise gegenu¨ber der Schreibweise mit ordnungs-
sortierten Typvariablen, ist die Mo¨glichkeit, auch u¨berladene Operatoren spezifizie-
ren zu ko¨nnen, die an mehreren Argumentpositionen und/oder der Resultatposition
u¨berladen sind. Beispielsweise ko¨nnte man eine u¨berladene Addition spezifizieren, die
auf beliebigen Kombinationen von Zahltypen definiert ist. Diese ha¨tte dann den po-
lymorphen Typ ∀α, β, γ.α→ β → γ|p+(α, β, γ), wobei p+(t1, t2, t3) wahr wa¨re, wenn
p+ bei Anwendung auf Werte vom Typ t1 als erstem Argument und t2 als zweitem
Argument den Ergebnistyp t3 liefert.
Die verbleibenden Abschnitte dieses Kapitels sind wie folgt organisert: zuna¨chst (4.1)
definieren wir die grundlegen Begriffe wie erfu¨llbare bzw. lo¨sbare Restriktionsmen-
gen, eingeschra¨nkte Typen, Implikationsrelationen und Typinstanzrelationen formal
und untersuchen ihre Eigenschaften. Anschließend (4.2) definieren wir ein generi-
sches Typdeduktionssystem fu¨r eingeschra¨nkte Typen, leiten einige Aussagen u¨ber
die Typisierungsrelation her und pra¨sentieren in Abschnitt 4.3 einen Typinferenzal-
gorithmus (C) zur Berechnung allgemeinster Typen. Wir untersuchen den Begriff
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der Lo¨sungen und Vereinfachungen von Restriktionsmengen (4.4, 4.5), definieren auf
Basis von Vereinfachungen einen verbesserten Typinferenzalgorithmus (D) und be-
weisen dessen Korrektheit (4.6). Eine Diskussion der Ergebnisse und ein Vergleich
mit anderen Arbeiten bildet den Abschluss des Kapitels.
4.1 Grundlegende Definitionen
Definition 4.1. Sei P eine Menge von Pra¨dikatsymbolen mit Stelligkeit ρ : P → N.
Die Menge der Pra¨dikatterme u¨ber TF (V) ist definiert durch
P(F, V ) = {p(τ1, . . . , τρ(p)) | p ∈ P, τi ∈ TF (V)}
Fu¨r einen Pra¨dikatterm r = p(τ1, . . . , τn) bezeichne args(r) die Menge der Argumente
{τ1, . . . , τn}, und cargs(r) sei definiert durch cargs(r) def= args(r)−TF0(V). Anwendung
von Substitutionen und Variablenbestimmung werden in der kanonischen Weise auf
Pra¨dikatterme erweitert:
S(p(τ1, . . . , τn)) = p(S(τ1), . . . , S(τn))
V(p(τ1, . . . , τn)) = V(τ1) ∪ · · · ∪ V(τn)
Um u¨berhaupt Aussagen u¨ber die Typisierbarkeit von Ausdru¨cken machen zu ko¨n-
nen, beno¨tigen wir einen Erfu¨llbarkeitsbegriff fu¨r Mengen von Pra¨dikattermen. Wir
nehmen dazu an, daß fu¨r jedes Pra¨dikatsymbol p ∈ P eine totale Funktion pˆ ∈
T
ρ(p)
F → B existiert. Eine Familie totaler Funktionen (pˆ)p∈P mit pˆ : T ρ(p)F → B
nennen wir Interpretation.
Definition 4.2. Sei C = {pi(τi1, . . . , τiρ(pi)) | i ∈ I} eine Menge von Pra¨dikatter-
men. Eine Substitution S ∈ V → TF erfu¨llt C (S |= C), falls fu¨r jeden Ausdruck
p(τn) ∈ C die Interpretation pˆ(S(τ1), . . . , S(τn)) wahr ist. C heißt erfu¨llbar, falls eine
erfu¨llende Substitution existiert, wir schreiben dann auch |= C bzw. 6|= C, falls keine
solche Substitution existiert.
Besteht die Pra¨dikatmenge aus einem einzigen Pra¨dikat, schreiben wir auch kurz p,
statt {p}.
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Proposition 4.3.
S |= ∅ (4.1)
S |= C ⇐⇒ ∀p ∈ C. S |= p (4.2)
S ◦R |= C ⇐⇒ S |= R(C) (4.3)
Beweis. (4.1) und (4.2) sind direkte Konsequenzen der Definition der Erfu¨llbarkeit.
(4.3) folgt aus der Tatsache, daß p(S(R(τn))) = S(p(R(τn))). 
Definition 4.4. Eine Substitution Q heißt Lo¨sung einer Pra¨dikatmenge C, falls
L |= Q(C) fu¨r jede Substitution L ∈ V → TF mit V(Q(C)) ⊆ dom(L). Wir nennen
eine Pra¨dikattermmenge C gelo¨st, falls jede Substitution S die Menge C erfu¨llt.
Fu¨r ein System P von Pra¨dikaten wollen wir die Menge der Lo¨sungen einer Pra¨-
dikatmenge C mit LP (C) bezeichnen. Offensichtlich ist jede erfu¨llende Substitution
einer Pra¨dikattermmenge auch eine Lo¨sung: L |= C ⇒ L ∈ LP (C). Außerdem ist
jede Substitution eine Lo¨sung fu¨r eine gelo¨ste Pra¨dikattermmenge:
Lemma 4.5. S ∈ LP (C)⇒ LP (S(C)) = V → TF (V)
Beweis. Sei R eine Substitution und Q ∈ V → TF eine Substitution mit dom(Q) ⊆
V(R(S(C))). Offensichtlich gilt Q ◦ R |= S(C) und wg. Gleichung 4.3 auch Q |=
R(S(C)), woraus R ∈ LP (S(C)) folgt. 
Definition 4.6 (Eingeschra¨nkter Typ). Ein eingeschra¨nkter Typ ist ein Paar τ |C
wobei τ ein Typausdruck und C eine Menge von Pra¨dikattermen ist. Entsprechend
ist ein eingeschra¨nktes Typschema ein Ausdruck der Form ∀αn.τ |C.
Eingeschra¨nkte Typausdru¨cke stehen fu¨r eine Menge monomorpher Typen und zwar
fu¨r all jene, die sich durch Substitution monomorpher Typen fu¨r Typvariablen er-
geben, sodaß gleichzeitig alle Einschra¨nkungen, d.h. Pra¨dikate, erfu¨llt werden. So
beschreibt etwa das Typschema ∀α, β.α → β|α / β all jene monomorphen Typen
t1 → t2, bei denen der Typ t1 in den Typ t2 konvertiert werden kann.
I(τ |C) = {L(τ) | ∃L. L |= C ∧ V(τ) ⊆ dom(L)}
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Essentiell fu¨r die Definition eines Instanzbegriffs zwischen eingeschra¨nkten Typaus-
dru¨cken, und damit auch eines Instanzbegriffs fu¨r Typisierungen mit Pra¨dikatmen-
gen, sowie fu¨r die Definition von Typdeduktionssystemen fu¨r eingeschra¨nkte Ty-
pen, ist der Begriff der logischen Konsequenz (Implikation) von Pra¨dikattermmen-
gen (C  D). Die exakte Definition ha¨ngt von der Interpretation der betrachteten
Pra¨dikate ab, wir verlangen jedoch von einer sinnvollen Implikationsrelation einige
sinnvolle Eigenschaften:
Definition 4.7. Eine Implikationsrelation  auf Pra¨dikattermmengen muß die fol-
genden Bedingungen erfu¨llen.4
Jede Lo¨sung einer Pra¨dikatmenge C, die eine Menge D impliziert, muß auch Lo¨sung
von D sein:
C  D ⇒ LP (C) ⊆ LP (D) (4.4)
 ist abgeschlossen unter Substitutionen:
C  D ⇒ S(C)  S(D) (4.5)
 ist transitiv und reflexiv:
C  D ∧D  E ⇒ C  E (4.6)
D ⊆ C ⇒ C  D (4.7)
 ist distributiv gegenu¨ber Vereinigung von Pra¨dikatmengen:5
C  D ∧ C  E ⇐⇒ C  D ∪ E (4.8)
Gelo¨ste Termmengen sind immer impliziert:
S ∈ LP (D )⇒ C  S(D) (4.9)
4Dabei hat  eine syntaktische Priorita¨t, die zwischen den logischen Operatoren und den Men-
genoperatoren liegt. Also ist z.B. C  D ∧D  E ⇒ C  E a¨quivalent zu (C  D) ∧ (D  E)⇒
(C  E).
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Lemma 4.8. Falls die Implikationsrelation statt 4.4 die scha¨rfere Bedingung
C  D ⇐⇒ LP (C) ⊆ LP (D) (4.10)
erfu¨llt, folgen die in Definition 4.7 zusa¨tzlich gestellten Bedingungen direkt aus 4.10.
Beweis. Wir zeigen nur (4.5) und (4.9): falls S(C) nicht erfu¨llbar ist, d.h. 6|= S(C),
folgt die Behauptung aus LP (S(C)) = ∅. Falls S(C) erfu¨llbar ist, existiert eine
Substitution L, mit L |= S(C). Dann folgt aber aus Gleichung 4.3 L ◦ S |= C,
und aus C  D auch L ◦ S |= D und somit L |= S(D), also gilt (4.5). (4.9) folgt
aus Lemma 4.5, da LP (S(D)) = V → TF (V) ⊇ LP (C), was wg. Gleichung (4.10)
a¨quivalent ist zu C  S(D). 
Man kann also sagen, daß in einem gewissen Sinn Bedingung 4.4 die wichtigste Ei-
genschaft einer Implikationsrelation ist, denn jede Implikationsrelation ist aufgrund
von Lemma 4.8 eine Teilmenge der durch Gleichung 4.10 induzierten Relation. Al-
lerdings hat Gleichung 4.10 zur Konsequenz, daß man Restriktionen beliebig austau-
schen kann, sofern sich die Lo¨sungsmenge nicht a¨ndert. Fu¨r den Fall, daß man die
Semantik von Ausdru¨cken durch eine U¨bersetzung definiert, die von den konkreten
Restriktionen abha¨ngt, wie z.B. im Fall der parametrischen U¨berladungen, wu¨rden
a¨quivalente Typisierungen zu semantisch unterschiedlichen U¨bersetzungen fu¨hren.6
Daher la¨ßt sich Gleichung i.A. nicht erfu¨llen.
Korrollar 4.9. C  D ⇐⇒ ∀p ∈ D. C  p
Beweis. Folgt direkt aus Gleichung 4.8.7 
Korrollar 4.9 ero¨ffnet eine elegante Mo¨glichkeit zur Definition von Implikationsre-
lationen: ein Deduktionssystem fu¨r eine Relation C  p zwischen Restriktionsmen-
gen und einelementigen Pra¨dikattermen kann zu einem Deduktionssystem fu¨r eine
allgemeine Implikationsrelation erweitert werden, indem man die in Abbildung 4.2
angegebenen Regeln erga¨nzt.
5Manche Autoren schreiben C ∧D statt C ∪D.
6Man kann nicht ohne weiteres p+ durch p− ersetzen, ohne die Semantik zu a¨ndern.
7 Umgekehrt folgt Gleichung 4.8 auch aus C  D ⇐⇒ ∀p ∈ D. C  p.
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[b1] C  ∅
[b2]
p ∈ C
C  p
[b3]
C  D D  E
C  E
[b4]
C  D C  E
C  D ∪ E
Abbildung 4.2: Basisregeln fu¨r Implikationsdeduktionssysteme
Regeln (b0) und (b1) garantieren die Reflexivita¨t (Gleichung 4.7), (b2) die Transitivi-
ta¨t (Gleichung 4.6) und Regel (b3) die Distributivita¨t (Gleichung 4.8) fu¨r jede durch
Erweiterung definierte Implikationsrelation. Daru¨ber hinaus sind (4.4) und (4.5) er-
fu¨llt, sodaß es genu¨gt, die notwendigen Bedingungen einer Implikationsrelation fu¨r
die zusa¨tzlichen Regeln zu u¨berpru¨fen.
Als Beispiel betrachten wir die Definition einer Implikationsrelation zwischen Pra¨-
dikattermen mit dem Symbol = fu¨r syntaktische Gleichheit, deren Regeln in Abbil-
dung 4.3 angegeben sind. Die Regeln e1, e2 und e3 spezifizieren Reflexivita¨t, Transi-
tivita¨t und Kommutativita¨t der syntaktischen Gleichheit. Regel e4 definiert, daß die
Gleichheit zusammengesetzter Terme aus der Gleichheit der Subterme folgt. Regel
e5 legt fest, daß aus der ableitbaren Gleichheit zweier zusammengesetzter Typaus-
dru¨cke mit identischen Konstruktoren auch die Gleichheit der Subterme an identi-
schen Termpositionen folgt.8
Lemma 4.10. Die durch die Regeln b1-b4 und e1-e5 definierte Relation ist eine
Implikationsrelation.
8Auf den ersten Blick scheint diese Regel etwas unnatu¨rlich zu sein. Ihre Notwendigkeit kann
man sich an folgendem Beispiel vor Augen fu¨hren: Sei C = {α = β} und D = {f(α) = f(β)}.
Offensichtlich spezifizieren beide Restriktionsmengen identische Einschra¨nkungen an die Typvaria-
blen α und β. Ohne Regel e5 gilt aber nur C  D und nicht D  C.
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[e1] C  τ = τ
[e2]
C  τ1 = τ2 C  τ2 = τ3
C  τ1 = τ3
[e3]
C  τ1 = τ2
C  τ2 = τ1
[e4]
C  τ1 = τ ′1, . . . , τn = τ ′n f ∈ Fn
C  f(τn) = f(τ ′n)
[e5]
C  f(τn) = f(τ ′n)
C  τ1 = τ2, . . . , τn = τ ′n
Abbildung 4.3: Implikationsregeln fu¨r syntaktische Gleichheit
Beweis. Da das Pra¨dikatsymbol = fu¨r syntaktische Gleichheit steht, wissen wir,
daß jede Lo¨sung µ ein Unifikator der in C enthaltenen Gleichungen ist. Somit sind
alle Gleichungen in µ(C) von der Form τ = τ und daher garantiert e1 die Bedin-
gung (4.9). Die Abgeschlossenheit unter Substitutionen folgt durch Induktion u¨ber
die La¨nge der Deduktion einer Aussage C  D. Somit verbleibt zu zeigen, daß Glei-
chung (4.4) erfu¨llt ist. Durch Induktion u¨ber die La¨nge einer Deduktion zeigen wir
die Implikation C  D ⇒ LP (C) ⊆ LP (D): Fu¨r e1 folgt die Aussage aus Lemma 4.5.
Fu¨r e2 folgt aus der Induktionshypothese, daß jede Lo¨sung von C auch eine Lo¨sung
fu¨r τ1 = τ2 und τ2 = τ3 ist, d.h. µ(τ1) = µ(τ2) und µ(τ2) = µ(τ3) und somit auf-
grund der Transitivita¨t der syntaktischen Gleichheit auch µ(τ1) = µ(τ3). Fu¨r e3 bis
e5 haben die betrachteten Aussagen identische Lo¨sungsmengen. 
Man beachte, daß die so definierte Implikationsrelation Gleichung (4.10) nicht erfu¨llt:
wa¨hle C = {a = b} und D = {c = d} mit a 6= b und c 6= d und a, b, c, d ∈ F0.
Offensichtlich sind C und D unlo¨sbar und damit gilt natu¨rlich L(C) = L(D) =
∅. Andererseits la¨ßt sich aber keine der Deduktionsregeln anwenden, um C  D
abzuleiten. Fu¨gt man jedoch die Regel 6|= C ⇒ C  p zu dem Regelsystem hinzu,
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[k1]
/ˆ(a, b) a, b ∈ F0
C  a / b
[k2] C  τ / τ
[k3]
C  τ1 / τ2 C  τ2 / τ3
C  τ1 / τ3
[c1]
C  τ ′a / τa C  τr / τ ′r
C  τa → τr / τ ′a → τ ′r
[c2]9
C  τa → τr / τ ′a → τ ′r
C  τ ′a / τa C  τr / τ ′r
Abbildung 4.4: Implikationsregeln fu¨r strukturelle Konversionen
[eq1]
êq(a) a ∈ F0
C  eq(a)
[eq2]
C  eq(τ1) C  eq(τ2)
C  eq(τ1 × τ2)
[eq3]
C  eq(τ1 × τ2)
C  eq(τ1) C  eq(τ2)
Abbildung 4.5: Implikationsregeln fu¨r u¨berladene Gleichheit
wird  vermutlich vollsta¨ndig, d.h. LP (C) ⊆ LP (D)⇒ C  D.
Entha¨lt die Menge der Pra¨dikatterme zusa¨tzlich zum Gleichheitssymbol weitere Pra¨-
dikate, beno¨tigt man noch die Kontextregel
[c]
C  p[τ1] C  τ1 = τ2
C  p[τ2]
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Dabei bezeichnet p[τ ] einen Pra¨dikatterm, der τ als Teilterm entha¨lt.
Abbildung 4.4 entha¨lt ein Deduktionssystem fu¨r strukturelle Konversionen.
Wir nennen zwei Pra¨dikatmengen a¨quivalent (C ≡ D), falls C  D und D  C
gilt. Man sieht leicht, daß ≡ eine A¨quivalenzrelation ist und somit  eine partielle
Ordnung auf den gema¨ß ≡ faktorisierten Pra¨dikattermmengen bildet.10
Die durch  implizierte A¨quivalenzrelation bietet die Mo¨glichkeit, gegebene Typ-
aussagen C,Γ ` M : τ zu vereinfachen, indem man C durch eine
”
einfachere“
Restriktionsmenge D mit C ≡ D ersetzt, die u.U. weniger Restriktionen erha¨lt.
Beispielsweise gilt fu¨r die Typisierung struktureller Konversionen11, daß die Mengen
C1 = {α× β / γ × δ, α / γ, β / δ} und C2 = {α / γ, β / δ} a¨quivalente Einschra¨nkun-
gen spezifizieren, wobei C2 sicherlich einfacher ist, da C2 ⊆ C1. Andererseits gilt fu¨r
C3 = {α × β / γ × δ} aber auch C3 ≡ C1, und C3 scheint eine mit C2 vergleichbare
Komplexita¨t zu besitzen, da die Anzahl der Symbole gleich ist. Somit ist klar, daß
zur Definition einer Vereinfachungsstrategie zusa¨tzliche Festlegungen zur Messung
der Komplexita¨t getroffen werden mu¨ssen.
Die folgenden Rechenregeln ko¨nnen zur Vereinfachung von Restriktionsmengen an-
gewendet werden:
Proposition 4.11.
C  D ⇒ C ≡ C ∪D (4.11)
L ∈ LP (C)⇒ L(C) ≡ ∅ (4.12)
L |= C ⇒ L(C) ≡ ∅ (4.13)
9Fu¨r jeden Typkonstruktor werden Regeln analog c1 und c2 beno¨tigt. Also beispielsweise
[c3]
C  τ1 / τ ′1 C  τ2 / τ ′2
C  τ1 × τ2 / τ ′1 × τ ′2
[c4]
C  τ1 × τ2 / τ ′1 × τ ′2
C  τ1 / τ ′1 C  τ2 / τ ′2
Falls die Konversionsrelation eine partielle Ordnung ist, fu¨gt man außerdem noch die folgende
Regel hinzu:
[k4]
C  τ1 / τ2 C  τ2 / τ1
C  τ1 = τ2
10Die Reflexivita¨t folgt aus Gleichung 4.7.
11Siehe Kapitel 6.
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Beweis. (4.11) Trivialerweise gilt C ∪ D  C. Umgekehrt folgt aus C  C und
C  D aber auch C  C ∪D. Gleichung 4.12 folgt aus Gleichung 4.9. Gleichung 4.13
folgt aus Gleichung 4.12, da jede erfu¨llende Substitution auch eine Lo¨sung ist. 
Gleichung 4.11 erlaubt es, Pra¨dikatterme aus einer Pra¨dikattermmenge zu entfernen,
die von der verbleibenden Menge impliziert werden, ohne daß sich die Lo¨sungsmenge
a¨ndert. Formal: C  p⇒ C ∪ {p} ≡ C. Gleichung (4.12) impliziert, daß alle gelo¨sten
Pra¨dikattermmengen a¨quivalent zur leeren Menge sind.
Die Definition der Begriffe Menge der freien bzw. gebundenen Variablen wird in ka-
nonischer Weise von einfachen Typausdru¨cken auf eingeschra¨nkte Typen bzw. Typ-
schemata fortgesetzt:
V(τ |C) = V(τ) ∪ V(C)
FV (αn.τ |C) = V(τ |C)− {α1, . . . , αn}
Definition 4.12 (Instanzbegriff fu¨r eingeschra¨nkte Typschemata). Sei S =
{αi 7→ τi} eine Substitution. Ein eingeschra¨nkter Typ τ ′|C′ ist eine Instanz von τ |C,
geschrieben τ ′|C′ ≤ τ |C, falls τ ′ = S(τ) und C′  S(C). Fu¨r ein eingeschra¨nktes
Typschema σ = ∀αn.τ |C bezeichnet S(σ) das Typschema σ′, das man durch Instan-
zierung der freien Vorkommen der αi in τ durch τi erha¨lt. Dabei mu¨ssen u.U. die in σ
gebundenen Variablen umbenannt werden, um Namenskollisionen zu vermeiden. Ein
Typschema σ′ = ∀βm.τ ′|C′ heißt generische Instanz eines Typschemas σ = ∀αn.τ |C,
geschrieben σ′ ≺ σ, falls C′  S(C), τ ′ = S(τ) und keines der βi frei in τ vorkommt.
Proposition 4.13. Die Instanzrelationen fu¨r eingeschra¨nkte Typen bzw. Typsche-
mata sind reflexiv, transitiv und abgeschlossen unter Substitutionen.12
Beweis. Wir zeigen nur die Abgeschlossenheit unter Substitutionen, Reflexivita¨t
und Transitivita¨t folgen analog: Es gelte σ1 ≺ σ2 mit σ1 = ∀αn.τ1|C1 und σ2 =
∀βn.τ2|C2. O.B.d.A. nehmen wir an, daß inv(S) ∩ (BV (σ1) ∪ BV (σ2)) = ∅.13 Nach
Definition der generischen Instanz existiert eine Substitution R, sodaß τ1 = Rτ2
12Siehe Proposition 2.17 auf Seite 20.
13Dies kann durch α-Konversion immer erreicht werden.
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und C1  R(C2). Offensichtlich gilt S(τ1) = S(R(τ2)) und da Implikationsrelatio-
nen abgeschlossen unter Substitution sind, gilt auch S(C1)  S(R(C2)). Somit folgt
S(σ1) ≺ S(σ2). 
Man beachte, daß Proposition 2.17(ii) fu¨r eingeschra¨nkte Typschemata i.A. nicht gilt:
σ1 ≺ σ2 6⇒ FV (σ1) ⊇ FV (σ2). Gegenbeispiel: σ1 = int |∅, σ2 = ∀α.α|β = β. Mit
S = {α 7→ int} gilt int = S(α) und ∅  {β = β}, aber nicht ∅ ⊇ {β}.
Falls τ1|C1 ≤ τ2|C2 und τ2|C2 ≤ τ1|C1 so schreiben wir τ1|C1 ≡ τ2|C2. Offensichtlich
ist ≤ eine A¨quivalenzrelation. Desgleichen schreiben wir σ1 ≡≺ σ2, falls σ1 ≺ σ2 und
σ2 ≺ σ1. Desweiteren Γ1 ≡≺ Γ2 falls Γ1(x) ≡≺ Γ2(x) fu¨r alle x ∈ dom(Γ2).
Definition 4.14 (Generalisierung eingeschra¨nkter Typen). gen(Γ, τ |C) be-
zeichnet die Generalisierung eines eingeschra¨nkten Typs im Kontext der Typannah-
me Γ; es ist das Typschema ∀αn.τ |C′, sodaß {α1, . . . , αn} = V(τ |C) − FV (Γ) und
C′ = {p(τm) ∈ C | V(p(τm)) ∩ {αn} 6= ∅}.
Die folgenden Eigenschaften der Generalisierung werden fu¨r die Beweise des na¨chsten
Abschnitts beno¨tigt:
Proposition 4.15 (Eigenschaften von gen(Γ, τ |C)). 14
Γ′ ≺ Γ ∧ FV (Γ′) ⊇ FV (Γ)⇒ gen(Γ′, τ |C) ≺ gen(Γ, τ |C)
∧ FV (gen(Γ′, τ |C)) ⊇ FV (gen(Γ, τ |C)) (i)
gen(SΓ, S(τ |C)) ≺ S(gen(Γ, τ |C)) (ii)
inv(S) ∩ (V(τ |C)−FV (Γ)) = ∅ ⇒ gen(SΓ, S(τ |C))) = S(gen(Γ, τ |C)) (iii)
R Variablenumbenennung auf V(τ |C) ∧ rng(R) ∩ FV (Γ) = ∅
⇒ gen(RΓ, R(τ |C))) = R(gen(Γ, τ |C)) (iv)
Beweis. (i): Aus der Annahme FV (Γ′) ⊇ FV (Γ) folgt gen(Γ′, τ |C) = ∀αn.τ |C = σ′
und gen(Γ, τ |C) = ∀βm.τ |C = σ, wobei αn ⊇ βm und damit auch FV (σ′) ⊇ FV (σ).
Fu¨r (ii) sei σ′ = ∀βm.S(τ |C) = gen(SΓ, S(τ |C)) und σ = ∀αn.τ |C = gen(Γ, τ |C).
Dann existiert eine Variablenumbenennung R mit dom(R) = {αn} und rng(R) ∩
inv(S) = ∅, sodaß σ = ∀R(αn).R(τ |C) und damit Sσ = ∀R(αn).S(R(τ |C)). Zu
14Siehe Proposition 2.19 auf Seite 22.
122 Kapitel 4. Typinferenz mit Pra¨dikaten
zeigen ist, daß eine Substitution Q existiert, sodaß Sτ = QSRτ , SC  QSRC und
dom(Q) = rng(R). Wa¨hle Q(Rα) = Sα. Es gilt ∀α ∈ V(τ) : Sα = Q(S(Rα),
denn: falls α ∈ FV (Γ) gilt α /∈ inv(R) und daher Q(S(Rα)) = Q(Sα). Da dom(Q) =
rng(R) und rng(R)∩inv(S) = ∅, folgt Q(Sα) = Sα. Fu¨r α /∈ FV (Γ) gilt α ∈ dom(R)
und Rα /∈ dom(S). Dies impliziert Q(S(Rα)) = Q(Rα), was nach Konstruktion von
Q aber Sα ist. Damit folgt Sτ = QSRτ und SC = QSRC.
(iii) folgt wegen S(∀αn.τ |C) = ∀αn.τ |C sofort und (iv) ist offensichtlich. 
4.2 Generische Typdeduktion
Prinzipiell ist eine Vielzahl von Deduktionssystemen fu¨r eingeschra¨nkte Typen denk-
bar, die sich nur in der Wahl der Einschra¨nkungen unterscheiden, die in den einzelnen
Regeln verwendet werden. Um nicht fu¨r jedes dieser Typinferenzsysteme einen eige-
nen Typinferenzalgorithmus angeben zu mu¨ssen, definieren wir nun ein generisches
Inferenzsystem, mit dem sich alle fu¨r uns im Rahmen dieser Arbeit interessanten
Deduktionssysteme darstellen lassen. Die grundlegende Idee ist dabei die Parame-
trisierung der Deduktionsregeln durch die Einfu¨hrung dreier Funktionen Rvar(τ),
Rabs(τ) und Rapp(τ1, τ2), die mit den Typen parametrisiert sind, die in den Pra¨mis-
sen der Regeln vorkommen. Dabei du¨rfen durch Anwendung der Funktionen keine
ungebunden Typvariablen eingefu¨hrt werden und abgeschlossen unter Substitutionen
sein:
FV (Rx(τn)) = V(τn) (4.14)
Rx(S(τn)) = S(Rx(τn)). (4.15)
Die einzige unparametrisierte Regel, und somit in allen Systemen identisch, ist die
LET-Regel. Die LET-Regel beschreibt, daß der Ausdruck let x = M1 in M2 mit
dem eingeschra¨nkten Typ τ2|C typisiert werden kann, vorausgesetzt τ1|C1 ist ein
eingeschra¨nkter Typ fu¨rM1 im Kontext Γ, τ2|C ist ein eingeschra¨nkter Typ fu¨rM2 in
dem um die Typannahme x : σ erweiterten Kontext, wobei σ die Verallgemeinerung
von τ1|C1 im Kontext Γ darstellt. Die Bedingung C  C1 verhindert, daß M1 im Fall
x /∈ FV (M2) untypisierbar sein darf.
Die LET-Regel kann wiederum a¨quivalent ersetzt werden durch eine Regel, die ohne
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[VAR]
τ0|C0 ≺ Γ(x) τ1|C1 ≺ Rvar(τ0) C  C0 ∪ C1
C,Γ ` x : τ1
[ABS]
C,Γ + [x : τ ] `M : τ ′ τ ′′|C1 ≺ Rabs(τ, τ ′) C  C1
C,Γ ` λx.M : τ ′′
[APP]
C,Γ `M1 : τ ′ C,Γ `M2 : τ τ ′′|C1 ≺ Rapp(τ, τ ′) C  C1
C,Γ `M1M2 : τ ′′
[LET]
C1,Γ `M1 : τ C,Γ + [x : gen(Γ, τ |C1)] `M2 : τ ′ C  C1
C,Γ ` let x =M1 in M2 : τ ′
Abbildung 4.6: Ein generisches Deduktionssystem mit eingeschra¨nkten Typen
Generalisierung auskommt und sich stattdessen auf die Substitution des Unteraus-
drucks M1 fu¨r jedes Vorkommen von x in M2 stu¨tzt:
[LET]
C1,Γ `M1 : τ1 C,Γ `M2[M1/x] : τ2 C  C1
C,Γ ` let x =M1 in M2 : τ
Auch in dieser Formulierung ist entscheidend, daß C1 durch C impliziert wird, sonst
wa¨ren untypisierbare Unterausdru¨cke zula¨ssig.
Das Milner System ist eine spezielle Instanz eines Inferenzsystems mit der Gleichheit
als einzigem Pra¨dikatsymbol.
Rvar(τi) = τi|∅
Rabs(τa, τr) = τa → τr|∅
Rapp(τf , τa) = ∀α. α|{τf=τa → α}
Nach Vereinfachung der Deduktionsregeln, die durch direktes Einsetzen in das gene-
rische System entstehen, erha¨lt man das in Abbildung 4.7 angegebene System. Ein
Typsystem, das Konversionen von Funktionsargumenten erlaubt, wird durch
Rvar(τi) = τi|∅
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Rabs(τa, τr) = τa → τr|∅
Rapp(τf , τa) = ∀α, β. β|{τf=α→ β, τa / α}
definiert15, wa¨hrend
Rvar(τi) = ∀α. α|{τi / α}
Rabs(τa, τr) = τa → τr|∅
Rapp(τf , τa) = ∀α. α|{τf=τa → α}
ein Typsystem beschreibt, in dem nur Variablen konvertiert werden. Das durch
Rvar(τi) = ∀α. α|{τi / α}
Rabs(τa, τr) = ∀α. α|{τa → τr / α}
Rapp(τf , τa) = ∀α, β. β|{τf=τa → β, β / α}
implizit definierte Typsystem erlaubt dagegen Konversionen an jeder Stelle der
Deduktion.
Lemma 4.16. Sei C,Γ ` M : τ eine ableitbare Typaussage mit erfu¨llbarer Re-
striktionsmenge C. Dann sind alle in der Ableitung verwendeten Restriktionsmengen
erfu¨llbar.
Beweis. Folgt aus der Tatsache, daß alle in den Pra¨missen verwendeten Restrikti-
onsmengen D entweder identisch zu C sind, oder zumindest in der Implikationsrela-
tion stehen (C  D). 
Proposition 4.17. Sei C,Γ `M : τ eine ableitbare Typaussage und es gelte D  C.
Dann ist auch D,Γ `M : τ ableitbar.
Beweis. Folgt durch Induktion u¨ber M aus der Transitivita¨t von . 
Somit folgt aus C ≡ D und C,Γ ` M : τ auch D,Γ ` M : τ . Außerdem folgt
wegen C ∪ D  C, daß bei gegebener ableitbarer Typaussage C,Γ ` M : τ durch
Hinzunahme zusa¨tzlicher Restriktionen eine neue ableitbare Typaussage C ∪D,Γ `
M : τ entsteht.
15Nach Vereinfachung erha¨lt man das in Abbildung 4.8 angegebene Typdeduktionssystem.
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[VAR]
τ |D ≺ Γ(x) C  D
C,Γ ` x : τ
[ABS]
C,Γ + [x : τ ] `M : τ ′
C,Γ ` λx.M : τ → τ ′
[APP]
C,Γ `M1 : τ C,Γ `M2 : τ ′ C  {τ = τ ′ → τ ′′}
C,Γ `M1M2 : τ ′′
[LET]
C1,Γ `M1 : τ C,Γ + [x : gen(Γ, τ |C1)] `M2 : τ ′ C  C1
C,Γ ` let x =M1 in M2 : τ ′
Abbildung 4.7: Deduktionssystem fu¨r parametrischen Polymorphismus (als Pra¨dikat-
system)
Proposition 4.18. Sei C,Γ′ `M : τ eine ableitbare Typaussage und es gelte Γ′ ≺ Γ,
sowie FV (Γ′) ⊇ FV (Γ). Dann ist auch C,Γ `M : τ eine ableitbare Typaussage.
Beweis. Durch Induktion u¨berM . Die Gu¨ltigkeit der VAR-Regel folgt aus der Tran-
sitivita¨t der Instanzrelation eingeschra¨nkter Typausdru¨cke in der VAR-Regel. Die Re-
geln ABS und APP folgen direkt aus der Induktionshypothese. Fu¨r die LET-Regel
beno¨tigt man Proposition 4.15(i). 
Korrollar 4.19. Ist C,Γ ` M : τ ableitbar, und es gelte Γ ≡≺ Γ′ mit FV (Γ′) ⊇
FV (Γ), dann ist auch C,Γ′ `M : τ ableitbar.
Beweis. Folgt direkt aus Proposition 4.18. 
Proposition 4.20. Sei C,Γ ` M : τ eine ableitbare Typaussage. Dann ist auch
S(C), S(Γ) `M : S(τ) ableitbar.
Beweis. Folgt durch Induktion u¨ber M aus der Abgeschlossenheit von  bzgl. An-
wendung von Substitutionen.
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[VAR]
τ |D ≺ Γ(x) C  D
C,Γ ` x : τ
[ABS]
C,Γ + [x : τ ] `M : τ ′
C,Γ ` λx.M : τ → τ ′
[APP]
C,Γ `M1 : τ C,Γ `M2 : τa C  {τ = τf → τr, τa / τf}
C,Γ `M1M2 : τr
[LET]
C1,Γ `M1 : τ C,Γ + [x : gen(Γ, τ |C1)] `M2 : τ ′ C  C1
C,Γ ` let x =M1 in M2 : τ ′
Abbildung 4.8: Deduktionssystem fu¨r parametrischen Polymorphismus mit Konver-
sion von Funktionsargumenten (als Pra¨dikatsystem)
Fu¨r M ≡ x ∈ V gilt C,Γ ` M : τ genau dann, wenn Typen τ0|C0 und τ1|C1 existie-
ren, sodaß τ0|C0 ≺ Γ(x), τ |C1 ≺ Rvar(τ0) und C  C0 ∪ C1. Aus der Abgeschlossen-
heit generischer Instanz und Implikationsrelationen unter Substitutionen (Propositi-
on 4.13) folgt aber Sτ0|SC0 ≺ SΓ(x)), Sτ1|SC1 ≺ S(Rvar(τ0)) und SC  SC0∪SC1,
und wg. S(Γ(x) = (SΓ)(x) sowie S(Rvar(τ0)) = Rvar(S(τ0)) (Gleichung 4.14) ist
SC, SΓ ` M : Sτ eine gu¨ltige Typisierung. Fu¨r Abstraktionen und Applikationen
folgt die Aussage analog aus der Induktionshypothese. Sei also C,Γ ` let x =
M1 inM2 : τ eine gu¨ltige Typisierung. Dann existieren Typisierungen C1,Γ `M1 : τ1
und C,Γ+[x : gen(Γ, τ1|C1)] `M2 : τ und C  C1. Sei R eine Variablenumbenennung
mit dom(R) = V(τ1|C1) − FV (Γ) und cod(R) ∩ inv(S) = ∅. Aufgrund der Induk-
tionshypothese ist S(RC1), S(RΓ) ` M1 : S(Rτ1)) = S(RC1), SΓ ` M1 : S(Rτ1)
eine gu¨ltige Typisierung und es gilt inv(S) ∩ (V(R(τ1|C1)) − FV (Γ)) = ∅. Damit
folgt aus Proposition 4.15(iii): gen(SΓ, S(R(τ1|C1))) = S(gen(Γ, R(τ1|C1))). Außer-
dem gilt gen(Γ, R(τ1|C1)) = gen(Γ, τ1|C1) und da C,Γ + [x : gen(Γ, τ1|C1)]) `M2 : τ
eine gu¨ltige Typisierung ist, ko¨nnen wir die Induktionshypothese anwenden und er-
halten gu¨ltige Typisierungen SC, S(Γ + [x : gen(Γ, τ1)]) ` M2 : Sτ und SC, SΓ `
let x =M1 in M2 : Sτ . 
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4.3 Typinferenz fu¨r eingeschra¨nkte Typen
Das generische Deduktionssystem ist syntaxorientiert und kann daher auf einfache
Weise in einen Algorithmus (C) transformiert werden, der, instanziert mit der De-
finition der Regeln Rvar, Rabs und Rapp, den allgemeinsten Typ eines gegebenen
Ausdrucks berechnet. Algorithmus C ist fast als trivial zu bezeichnen: seine einzige
Aktivita¨t besteht in der korrekten Instanzierung der Regeln des Deduktionssystems
und dem Aufsammeln der daraus resultierenden Bedingungen in einer globalen Men-
ge von Einschra¨nkungen. Der Algorithmus verwendet eine Funktion inst , welche
die gebundenen Typvariablen eines Typschemas durch neue, sonst nicht verwendete
Typvariablen ersetzt, d.h. inst(∀αn.τ |C) = R(τ |C) fu¨r eine Variablenumbenennung
R = {αi 7→ βi}.
Lemma 4.21 (C ist wohldefiniert). Fu¨r (C, τ) = C[[M ]]Γ ist C,Γ ` M : τ eine
ableitbare Typaussage.
Beweis. (Induktion u¨ber M)
M ≡ x Aufgrund der Definition von inst gilt τ0|C0 ≺ Γ(x) und τ1|C1 ≺ Rvar(τ0)
und fu¨r C = C0 ∪ C1 gilt offensichtlich C  C0 ∪ C1 und somit ist C,Γ ` x : τ1 eine
ableitbare Typaussage.
M ≡ λx.N Es existieren τ0, C0 sodaß τ0|C0 = C[[N ]](Γ + [x : α]). Nach Induktions-
annahme ist C0, (Γ + [x : β]) ` N : τ0 eine ableitbare Typisierung. Aufgrund der
Definition von inst gilt τ1|C1 ≺ Rabs(β, τ0) und mit = C0 ∪ C1 gilt C  C0 ∪ C1.
Somit folgt mit Proposition 4.17 aber auch, daß C,Γ+[x : β]) ` N : τ eine ableitbare
Typaussage ist und somit aus der [ABS]-Regel, daß auch C,Γ ` λx.N : τ1 eine gu¨ltige
Typaussage ist.
M ≡M1M2 Nach Definition von C existieren eingeschra¨nkte Typausdru¨cke τ1|C1 =
C[[M1]]Γ, τ1|C1 = C[[M2]]Γ und τ3|C3 = inst(Rapp(τ1, τ2)) Nach Induktionshypothese
existieren gu¨ltige Typisierungen C1,Γ ` M1 : τ1 und C2,Γ ` M2 : τ2. Mit Propositi-
on 4.17 sind damit aber auch fu¨r C = C0∪C1∪C2 die TypaussagenC,Γ `M1 : τ1 und
C,Γ ` M2 : τ2 ableitbar. Mit τ3|C3 =≺ Rapp(τ1, τ2) ist somit auch C,Γ `: M1M2
ableitbar.
M ≡ let x =M1 in M2 Nach Definition von C existieren τ1|C1 = C[[M1]]Γ und
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Algorithmus 4.1. (C)
C[[x]]Γ = τ1|C0 ∪ C1
wobei
τ0|C0 = inst(Γ(x))
τ1|C1 = inst(Rvar(τ0)).
C[[λx.M ]]Γ = τ1|C0 ∪ C1
wobei α
”
neu“ und
τ0|C0 = C[[M ]](Γ + [x : α])
τ1|C1 = inst(Rabs(α, τ0)).
C[[M1M2]]Γ = τ3|C1 ∪ C2 ∪ C3
wobei
τ1|C1 = C[[M1]]Γ
τ2|C2 = C[[M2]]Γ
τ3|C3 = inst(Rapp(τ1, τ2)).
C[[let x =M1 in M2]]Γ = τ2|C1 ∪ C2
wobei
τ1|C1 = C[[M1]]Γ und
τ2|C2 = C[[M2]](Γ + [x : gen(Γ, τ1|C1)]).
τ2|C2 = C[[M2]](Γ + [x : gen(Γ, τ |C1)]) und aufgrund der Induktionshypothese sind
C1,Γ `M1 : τ1 und C1, (Γ+[x : gen(Γ, τ |C1)]) `M2 : τ2 ableitbare Typaussagen. Fu¨r
C = C1 ∪C2 folgt aus Proposition 4.17, daß auch C, (Γ+ [x : gen(Γ, τ |C1)]) `M2 : τ2
ableitbar ist, und da C  C2 gilt, folgt insgesamt die Behauptung. 
Algorithmus C ist, bis auf die Benennung generischer Variablen, deterministisch. Es
gilt
Proposition 4.22. Sei (τ, C) = C[[M ]] und S eine Substitution. Dann gibt es eine
Variablenumbenennung R auf den von C durch inst-Aufrufe generierten Typvaria-
blen, sodaß S(R(C[[M ]]Γ)) = C[[M ]](SΓ).
Beweis. Durch Induktion u¨ber M . 
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Fu¨r den Beweis der Vollsta¨ndigkeit von Algorithmus C, beno¨tigen wir einen Instanz-
begriff fu¨r Typisierungen.
Definition 4.23. Eine Typisierung C′,Γ′ ` M : τ ′ heißt Instanz einer Typisierung
C,Γ `M : τ , falls eine Substitution S existiert, sodaß
(1) C′  S(C)
(2) Γ′ = S(Γ)
(3) τ ′ = S(τ)
Satz 4.24 (C ist vollsta¨ndig). Gegeben eine Instanz des generischen Typdedukti-
onssystems berechnet Algorithmus 4.1 fu¨r jeden Ausdruck M einen Repra¨sentanten
aller mo¨glichen Typisierungen von M unter einer gegebenen Typannahme Γ, d.h.: M
ist typisierbar ⇐⇒ fu¨r τ |C = C[[M ]]Γ gilt |= C.
Beweis. Wir zeigen durch Induktion u¨berM , daß fu¨r jede andere ableitbare Typisie-
rung C′,Γ′ `M : τ ′, fu¨r die Γ′(x) ≤ Γ(x) fu¨r alle x ∈ dom(Γ) gilt, eine Substitution
S existiert, sodaß C′  S(C), Γ′ = S(Γ) und τ ′ = S(τ) ist, d.h. C′,Γ′ ` M : τ ′ ist
eine Instanz von C,Γ `M : τ .
M ≡ x Nach Definition von C ist C[[x]]Γ = τ1|C1 ∪ C2 und es existiert ein τ0,
sodaß τ0|C0 = inst(Γ(x)), τ1|C1 = inst(Rvar(τ0)). Nach Definition der ABS-Regel
existieren τ ′o|C′0 ≺ Γ′(x), τ ′1|C′1 ≺ Rvar(τ0)) und es gilt C′  C′0∪C′1. Da Γ′(x) ≤ Γ(x)
gibt es eine Substitution S′, sodaß ∀βm.τ ′x|C′x = Γ′(x) = S′(Γ(x)) = S′(∀αn.τx|Cx).
Nach Definition von inst gibt es eine Variablenumbenennung R0 = {βm 7→ β′m, sodaß
τ0|C0 = Ro(τx|Cx). Nach Definition der generischen Instanz gibt es eine Substitution
S′′, sodaß τ ′0 = S
′′τ ′x und C
′
o  S′C′x. Wegen τ ′x = S′τx und C′x = S′Cx folgt
τ ′0 = S
′′S′τx und C′0  S′′S′Cx. Nun gilt Rvar(τ0) = Rvar(R0τx) = R0(Rvar(τx)) =
R0(∀γn.τv|Cv) und es existiert eine Variablenumbenennung R1 = {γn 7→ γ′n}, sodaß
τ1|C1 = R0R1(τv|Cv). Da aber Rvar(τ ′0) = Rvar(S′′S′τx) = S′′S′(Rvar(τx)), folgt
τ ′1 = S
′′′S′′S′τv und C′1  S′′′S′′S′Cv. Zu zeigen ist die Existenz einer Substitution
Q, sodaß τ ′1 = Qτ1 und C
′  Q(C0 ∪ C1). Definiere
Q(α) =
S′′′S′′S′(β) falls R0R1(β) = α, β ∈ dom(R1 ◦R0),S′′′S′′S′(α) sonst.
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Offensichtlich gilt τ1 = R0R1τx und damit folgt τ
′
1 = Qτ1. Da dom(R1) ∩ V(Cx) = ∅
gilt R1Cx = Cx und daher Co = R0R1Cx sowie C1 = R0R1Cv. Nach Konstruktion
von Q gilt somit QCo = S
′′′S′′S′Cx und QC1 = S′′′S′′S′Cv und da dom(S′′′) ∩
V(S′′S′Cx)) = ∅ gilt C′0  QC0 und C′1  QC1. Wegen C′  C′0 ∪ C′1 folgt C′ 
Q(Co ∪ C1). Wegen Q|FV (Γ) = S′ folgt auch Γ′ = QΓ.
M ≡ λx.N Nach Definition von C existiert τ0|C0 = C[[N ]](Γ + [x : α] und nach
Definition der ABS-Regel eine ableitbare Typaussage C′,Γ′ + [x : τ ] ` N : τ ′. Da
nach Voraussetzung Γ′ ≤ Γ existiert eine Substitution S′ sodaß Γ′ = S′Γ. Mit Sα =
{α 7→ τ} und S′′ = S′◦Sα gilt Γ′+[x : τ ] ≤ S′′(Γ+[x : α]), da α /∈ inv(S′). Nun kann
die Induktionshypothese angewendet werden, sodaß eine Substitution S existiert, mit
τ ′ = Sτ0 und C′  SC0. Nach Definition C existiert τ1|C1 = inst(Rabs(α, τ0)) =
R0(τa, Ca), wobei R0 = {βn 7→ δn} eine Umbenennung der generischen Variablen
von Rabs(α, τ0) ist. Nach Definition der ABS-Regel existiert τ
′′|C′′ ≺ Rabs(τ, τ ′).
Betrachte S2 = S ◦ Sα. Es gilt S2(α) = τ , S2(τ0) = τ ′, somit folgt Rabs(τ, τ ′) =
S2(Rabs(α, τ0)), und τ
′′ = S3S2τa sowie C′′  S3S2Ca. Wa¨hle
Q(α) =
S3S2(β) falls R0(β) = α, β ∈ dom(R0),S3S2(α) sonst.
Offensichtlich gilt Qτ1 = τ
′′, C′′  QC1. Da C′  C′′ folgt C′  S3S2C1. Und da
({α} ∪ dom(R0)) ∩ FV (Γ) = ∅ gilt auch Γ′ = QΓ.
M ≡M1M2 Nach Definition von C existieren τ1|C1 = C[[M1]]Γ sowie τ2|C2 =
C[[M2]]Γ und nach Definition der APP-Regel ableitbare Typaussagen C′,Γ′ `M1 : τ ′1
und C′,Γ′ `M2 : τ ′2. Nach Induktionshypothese existieren Substitutionen S1, S2 mit
τ1 = S1τ1, τ2 = S2τ2, C
′  S1C1 und C′  S2C2. Da S1Γ = S2Γ = Γ′ definieren wir
eine Substitution
Sc(α) =

S1(α) falls α ∈ dom(S1)−FV (Γ),
S2(α) falls α ∈ dom(S2)−FV (Γ),
S2(α) falls α ∈ FV (Γ).
Offensichtlich gilt τ ′1 = Scτ1, τ
′
2 = Scτ2, C
′  ScC1 und C′  ScC2. Nach Definition
der APP-Regel existieren τ ′′|C′′ ≺ Rapp(τ ′1, τ ′2) = Rapp(Scτ1, Scτ2) = Sc(Rapp(τ1, τ2)).
Nach Definition von inst existiert daher eine Variablenumbenennung R = {αn 7→
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βn} auf den generischen Variablen von Rapp(τ1, τ2) = ∀αn.τa|Ca, sodaß τ3|C3 =
R(τa|Ca). Nach Definition von C existiert τ3|C3 = inst(Rapp(τ1, τ2)) und damit
τ ′′ = SiScτa und C′′  SiScCa fu¨r eine Substitution Si. Wa¨hle
Q(α) =
SiSc(β) falls R(β) = α, α ∈ dom(R),SiSc(α) sonst.
Offensichtlich gilt τ ′′ = Qτ3 und C′′  QC3. Wegen (dom(S1) ∪ dom(R)) ∩ V(C1 ∪
C2) = ∅ gilt QC1 = ScC1 sowie QC2 = ScC2 und mit C′  C′′ folgt C′  Q(C1 ∪
C2 ∪ C3). Da dom(Si) ∩ FV (Γ) = ∅ gilt Q|FV (Γ) = Sc|FV (Γ) = S2|FV (Γ) und durch
Anwendung der Induktionsannahme Γ′ = S2Γ und somit Γ′ = QΓ.
M ≡ let x =M1 in M2 Nach Definition von C existieren τ1|C1 = C[[M1]]Γ, nach
Definition der LET-Regel gibt es eine ableitbare Typisierung C′1,Γ
′ ` M1 : τ ′1
und aufgrund der Induktionsannahme existiert eine Substitution S1 mit τ
′
1 = S1τ1,
C′1  S1C1 und Γ′ = S1Γ. Nach Definition von C existiert τ2|C2 = C[[M2]](Γ+[x : σ]),
wobei σ = gen(Γ, τ1|C1). Nach Definition der LET-Regel existiert eine ableitbare
Typisierung C′,Γ′ + [x : σ′] `M2 : τ ′2 mit σ′ = gen(Γ′, τ ′1|C′1) und C′  C′1. Nun gilt
aber σ′ = gen(S1Γ, S1τ1|S1C1) und da C′1  SC1 gilt σ′ ≺ σ′′ = gen(S1Γ, S1τ1|S1C1).
Nach Proposition 4.15(ii) ist σ′′ eine generische Instanz von S1(gen(Γ, τ1|C1)), d.h.
σ′′ ≺ S1σ, sodaß Γ′ + [x : S1σ] ≤ Γ + [x : σ]. Nach Proposition 4.18 ist somit
C′,Γ′ + [x : S1σ′′] ` M2 : τ ′2 ableitbar und erfu¨llt die Vorbedingungen der Indukti-
onshypothese. Daher existiert eine Substitution S2 mit τ
′
2 = S2τ2, C
′  S2C2 und
S2(Γ + [x : σ]) = Γ
′ + x : S1σ′′. Zu zeigen ist die Existenz einer Substitution Q, mit
QΓ = Γ′, Qτ2 = τ ′2 und C
′  Q(C1 ∪C2). Nun gilt S2Γ = S1Γ, sodaß wir Q wie folgt
definieren:
Q(α) =
S2(α) falls α ∈ FV (Γ) ∪ V(τ2|C2),S1(α) falls α ∈ V(τ1|C1)−FV (Γ).
Q ist wohldefiniert, offensichtlich gilt Γ′ = QΓ, Qτ2 = τ ′2 sowie Q(C2) = S2C2,
Q(C1) = S1(C1) und daraus folgt sofort C
′  Q(C1 ∪ C2). 
Aus der Korrektheit und Wohldefiniertheit von C folgt somit, daß eine strikte Tren-
nung von Restriktionsauflo¨sung und Typinferenz mo¨glich ist. Dies war bis zur Ver-
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o¨ffentlichung dieses Resultats in [Kae92] nur fu¨r einfache Typinferenz ohne LET-
Polymorphismus bekannt.16 Daru¨ber hinaus gilt:
Korrollar 4.25. Typinferenz mit Pra¨dikaten ist semi-entscheidbar, falls die Inter-
pretationsfunktion fu¨r Pra¨dikate berechenbar ist.
Beweis. Aufgrund von Satz 4.24 ist M genau dann typisierbar unter Γ, wenn fu¨r
die von Algorithmus 4.1 berechnete Pra¨dikatmenge C eine erfu¨llende Substitution
existiert. Sei A = {α1, . . . , αn} die Menge der in C vorkommenden Variablen. Wir
nehmen o.B.d.A. an, daß F einen Typkonstruktor g mit Stelligkeit ρ(g) = n entha¨lt,
ansonsten ko¨nnen wir einen neuen hinzufu¨gen. Jedem Term g(t1, . . . , tn) ∈ TF la¨ßt
sich eindeutig die Substitution St1,...,tn = {αi 7→ ti} zuordnen. Da die Menge aller
Terme u¨ber F (d.h. TF (∅)) aufza¨hlbar ist, gewinnt man auf diese Weise auch eine
Aufza¨hlung aller Substitutionen, bzw. aller Substitutionen die S |= C erfu¨llen. Aus
der Berechenbarkeit der Pra¨dikate (pˆ)p∈P folgt dann die Behauptung. 
4.4 Lo¨sungen
Der Algorithmus zur Berechnung der allgemeinsten Typisierung ist natu¨rlich in der
Praxis nicht ausreichend, da er die Entscheidbarkeit der Typisierung nicht garantie-
ren kann. Aber selbst wenn die Entscheidbarkeit fu¨r die Menge der Restriktionen
gegeben wa¨re, etwa aufgrund der Eigenschaften der Pra¨dikate, ko¨nnte man wohl
kaum behaupten, daß der berechnete allgemeinste Typ eines Ausdrucks kompakt
dargestellt wu¨rde. So hat beispielsweise der Ausdruck
λf.λx.f(fx)
im modifizierten Damas-Milner System den allgemeinsten Typ
α→ β → γ | {α = β → , α = → γ},
obwohl
(β → β)→ β → β | ∅
16Siehe z.B. [Wan87] oder [Bar92].
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eine wesentliche kompaktere Darstellung des gleichen Typs ist. Der zweite Typ la¨ßt
sich aus dem ersten durch Lo¨sen der Gleichungen mit Hilfe des Unifikationsalgorith-
mus, Anwenden des allgemeinsten Unifikators
{ 7→ β, γ 7→ β, α 7→ β → β}
und Eliminieren der redundanten Gleichungen
{β → β = β → β, β → β = β → β}
gewinnen.
Definition 4.26. Eine Menge L von Lo¨sungen fu¨r C ist vollsta¨ndig, falls jede Lo¨sung
aus R ∈ LP (C) Instanz einer Lo¨sung aus L ist, d.h., falls L ⊆ LP (C) und ∀R ∈
LP (C) : ∃S ∈ L : S ≤V(C) R. L ist eine vollsta¨ndige Menge minimaler Lo¨sungen, falls
jedes Element von L minimal bzgl. ≤V(C) ist, d.h., falls ∀S1, S2 ∈ L : S1 6≤V(C) S2.
Vollsta¨ndige Mengen minimaler Lo¨sungen mu¨ssen nicht existieren, falls sie existie-
ren sind sie jedoch eindeutig bestimmt. Restriktionsauflo¨sung kann in U¨bereinstim-
mung mit der Unifikationtheorie fu¨r Algebren mit nicht leerer Gleichungstheorie17
folgendermaßen klassifiziert werden: Sei µLP (C) eine vollsta¨ndige Menge minimaler
Lo¨sungen. Restriktionsauflo¨sung nennen wir
unita¨r falls |µLP (C)| ≤ 1 fu¨r alle endlichen C
finit falls |µLP (C)| <∞ fu¨r alle endlichen C
infinit falls |µLP (C)| =∞ fu¨r ein endliches C
nullstellig falls µLP (C) fu¨r ein endliches C nicht existiert
entscheidbar falls LP (C) = ∅ entscheidbar fu¨r endliche C
Unglu¨cklicherweise ist die Restriktionsauflo¨sung sogar im einfachen Fall der para-
metrischen U¨berladungen sowie fu¨r die strukturelle Konversionstypisierung infinit.
Beispielsweise gilt fu¨r F0 = {i, r}, F1 = {l} und P1 = {p} mit der Definition
pˆ(t)
def
= ∃k ∈ N : t = lk(i)
µLP ({p(α)}) = {{α 7→ lk(i)} | k ∈ N} .
17Siehe z.B. [Sie89].
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Desweiteren besitzt die Pra¨dikatmenge {q(α, β)} fu¨r P2 = {q} mit der Definition
qˆ(t1, t2)
def
= t1 = t2 ∨ ∃k ∈ N : t1 = lk(i) ∧ t2 = lk(r)
die vollsta¨ndige Menge minimaler Lo¨sungen
µLP ({q(α, β)}) = {{α 7→ β}} ∪ {{α 7→ lk(i), β 7→ lk(r)} | k ∈ N} .
Daher scheint es nicht angebracht zu sein, vollsta¨ndige Mengen minimaler Lo¨sungen
als Repra¨sentation des allgemeinsten Typs zu wa¨hlen.18
4.5 Vereinfachungen
Fu¨r unita¨re Unifikationsprobleme ist der allgemeinste Unifikator immer eine verein-
fachende Substitution einer gegebene Gleichungsmenge: Variablenbelegungen werden
soweit als mo¨glich bestimmt, ohne die Menge der mo¨glichen Lo¨sungen einzuschra¨n-
ken.
Definition 4.27. Eine Substitution S heißt Vereinfachung von C (S ve C), falls fu¨r
jede Substitution L mit L |= C eine Substitution L′ existiert, sodaß L = L′ ◦ S.
Vereinfachende Substitutionen mu¨ssen eine gegebene Restriktionsmenge nicht wirk-
lich vereinfachen. So sind z.B. die identische Substitution sowie Variablenumbenen-
nungen vereinfachende Substitutionen.
Korrollar 4.28. Fu¨r jede Vereinfachung S von C la¨ßt sich jede Lo¨sung Q von C in
der Form S′ ◦ S darstellen.
Beweis. Da Q eine Lo¨sung von C ist, gibt es eine Restsubstitution L mit der Ei-
genschaft L ◦Q |= C. Falls nun kein S′ existiert, das Q = S′ ◦ S erfu¨llt, dann gibt es
ein α mit S(α) 6≤ Q(α) und somit gilt auch S(α) 6≤ L(Q(α)). Dies steht jedoch im
Widerspruch dazu, daß sich jede erfu¨llende Substitution in der Form L′ ◦S darstellen
la¨ßt. 
Lemma 4.29. S ve C, S′ ve S(C) ⇐⇒ S′ ◦ S ve C
18Außer fu¨r den Fall, daß eine unita¨re Unifikation gegeben ist.
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Beweis. "⇒": Da S eine Vereinfachung von C ist, kann jede erfu¨llende Substitution
L |= C in der Form L′ ◦S notiert werden. Da L′ |= S(C) und S′ ve S(C) gibt es eine
Substitution L′′, sodaß L′ = L′′ ◦ S′ und somit L = L′′ ◦ S′ ◦ S.
"⇐": Wegen L |= C ⇒ L = L′′ ◦ S′ ◦ S folgt mit L′ = L′′ ◦ S′ sofort S ve C.
Andererseits gilt mit L′′ ◦S′ ◦S |= C auch L′′ |= (S′ ◦S)C und somit S′ ve S(C). 
Lemma 4.30 (Diamantlemma fu¨r Vereinfachungen). Fu¨r lo¨sbare Restriktions-
mengen gilt:19
S1 ve C, S2 ve C ⇒ ∃R1 ve S1(C), R2 ve S2(C) : R1 ◦ S1 = R2 ◦ S2
Beweis. Sei L eine Lo¨sung fu¨r C. Da S1 und S2 Vereinfachungen von C sind,
existieren Substitutionen L1, L2 mit L = L1 ◦ S1 und L = L2 ◦ S2. Betrachte fu¨r
D = {α1, . . . , αn} = dom(S1) ∩ dom(S2) und t = (α1, . . . , αn) die Terme t1 = S1(t)
bzw. t2 = S2(t). Da L1(t1) = L2(t2) existiert der allgemeinste Unifikator u von t1
und t2 und Substitutionen L
′
1 bzw. L
′
2, sodaß L1|D = L1 ◦ u und L2|D = L2 ◦ u. Man
u¨berzeugt sich leicht, daß fu¨r
R1(α) =

u(S1(α)), falls α ∈ D
S2(α), falls α ∈ dom(S2)−D
α, sonst
R2(α) =

u(S1(α)), falls α ∈ D
S1(α), falls α ∈ dom(S1)−D
α, sonst
die Behauptung erfu¨llt ist. 
Im allgemeinen gibt es viele vereinfachende Substitutionen fu¨r eine gegebene Pra¨di-
katmenge C. So ist beispielsweise die identische Substitution eine Vereinfachung fu¨r
jede Menge C, und das gleiche gilt auch fu¨r beliebige Variablenumbenennungen.
Definition 4.31. Eine Substitution S heißt genaueste Vereinfachung eines Rstrik-
tionsproblems C (S gve C), falls fu¨r jede andere Vereinfachung S′ eine Substitution
S′′ existiert, sodaß S = S′′ ◦ S′.
19Siehe Abbildung 4.9
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Abbildung 4.9: Diamantlemma fu¨r Vereinfachungen
Korrollar 4.32. S ve C, S′ gve S(C)⇒ S′ ◦ S gve C
Beweis. Zu zeigen ist, daß fu¨r jede Vereinfachung R von C eine Substitution R′
existiert, die S′ ◦ S = R′ ◦ R erfu¨llt. Aus Lemma 4.30 folgt die Existenz zweier
Vereinfachungen Q ve S(C), Q′ ve R(C) mit Q ◦ S = Q′ ◦ R. Da S′ eine genaueste
Vereinfachung von S(C) ist, gibt es eine Substitution Q′′ mit S′ = Q′′ ◦Q. Dann ist
aber auch S′ ◦ S = Q′′ ◦Q′ ◦R 
Die Menge der Vereinfachungen einer Pra¨dikatmenge C ist bezu¨glich der Instanz-
relation partiell geordnet, eine genaueste Vereinfachung ist, falls sie existiert, ein
minimales Element dieser Ordnung. U¨ber die Existenz bzw. Berechenbarkeit einer
genauesten Vereinfachung la¨ßt sich natu¨rlich ohne eine Kenntnis der Interpretation
fu¨r P keine Aussage treffen.
Lemma 4.33. Die identische Substitution ist genau dann eine genaueste Vereinfa-
chung von C, falls die beiden folgenden Bedingungen erfu¨llt sind:
(a) ∀α, β ∈ V(C) : ∃L |= C : L(α) 6= L(β)
(b) ∀α ∈ V(C) : ∃L1, L2 |= C : root(L1(α)) 6= root(L2(α))
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Beweis. Laut Definition von gve ist die identische Substitution Id genau dann eine
genaueste Vereinfachung von C, wenn ∀S ve C : ∃S′ : Id = S′ ◦ S gilt.
"⇒": Nehmen wir an es ga¨be α, β ∈ V(C), sodaß ∀L |= C : L(α) = L(β). Dann
ist {α 7→ L(α)} eine Vereinfachung von C. Da L(α) = t ∈ TF , kann es kein S
geben, das S(t) = α erfu¨llt. Falls ein α ∈ V(C) existiert, sodaß ∀L1, L2 |= C :
L1(α) = L2(α) = f(t1, . . . , tn), dann ist fu¨r {α1, . . . , αn} ⊆ V−V(C) die Substitution
R = {α 7→ f(α1, . . . , αn)} eine Vereinfachung von C. Offensichtlich gibt es kein S
mit Id = S ◦R.
"⇐": Sei S eine Vereinfachung von C. Zuna¨chst einmal gilt cod(S) ⊆ V, denn sonst
ga¨be es ein α ∈ V und ein f ∈ Fn , n ≥ 0 derart, daß S(α) = f(τ1, . . . , τn). Wegen
S ve C gilt dann ∀L |= C : L(α) = S′(S(α)) = S′(f(τ1, . . . , τn)) = f(S′(τ1), . . . , S′(τn)).
Dies impliziert ∀L |= C : root(S(α)) = f , im Widerspruch zu (b). Bedingung (a) im-
pliziert, daß fu¨r je zwei Variablen α, β ∈ V(C) eine Lo¨sung L = S′ ◦ S existiert,
die S′(S(α)) 6= S′(S(β)) erfu¨llt. Dies kann nur fu¨r S(α) 6= S(β) geschehen, also gilt
∀α, β ∈ V(C) : S(α) 6= S(β). Wegen S ∈ V → V folgt daraus Id = S′ ◦ S. 
Lemma 4.34. Genaueste Vereinfachungen einer lo¨sbaren Pra¨dikatmenge sind ein-
deutig bestimmt (modulo ∼=).
Beweis. Seien S1, S2 genaueste Vereinfachungen von C. Dann gilt S1 = Q ◦ S2 und
S2 = R ◦ S1, d.h. S1 ≤ S2 und S2 ≤ S1 und somit S1 ∼= S2. 
Lemma 4.35. Falls µLP (C) 6= ∅ dann ist ∧µLP (C) eine genaueste Vereinfachung
von C.
Beweis. Folgt aus der Verbandsstruktur der Vereinfachungen. 
Lemma 4.36. Sei C eine Pra¨dikattermmenge und S1 . . . Sn Substitutionen, sodaß
(1) |= C ⇐⇒ ∃i ∈ 1..n : |= Si(C)
(2) ∀i ∈ 1..n : |= Si(C) .
Seien A1, . . . , An genaueste Vereinfachungen von S1(C), . . . , Sn(C). Dann ist∧
i=1..n Si|V(C) eine Vereinfachung und
∧
i=1..n(Ai ◦ Si)|V(C) eine genaueste Verein-
fachung von C.
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Beweis.
∧
i=1..n Si ist eine Vereinfachung von C, da (
∧
i=1..n Si) ≤ Si fu¨r alle
i ∈ 1..n, was aufgrund von Bedingung (1) auch (∧i=1..n Si) ≤ L fu¨r alle L |= C
impliziert. Wegen (Q ∧R) ◦ S = Q ◦ S ∧R ◦ S und Ai = ∧L∈L(Ci) L gilt∧n
i=1(Ai ◦ Si) =
∧n
i=1((
∧
L∈L(Ci) L) ◦ Si)
=
∧n
i=1(
∧
L∈L(Ci) L ◦ Si)
=
∧n
i=1
L∈L(C)
(L ◦ Si)
=
∧n
i=1
L∈L(C)
L
somit ist
∧
i=1..n(Ai ◦ Si) eine genaueste Vereinfachung von C. 
Lemma 4.37. Sei C,Γ ` M : τ eine gu¨ltige Typisierung und S eine vereinfachende
Substitution, dann ist auch SC, SΓ `M : Sτ eine gu¨ltige Typisierung.
Beweis. Daß SC, SΓ ` M : Sτ eine ableitbare Typisierung ist, folgt aus der Abge-
schlossenheit von ableitbaren Typaussagen unter Substitutionen (Lemma 4.20). Da
S eine Vereinfachung von C ist und C lo¨sbar, ist natu¨rlich auch S(C) lo¨sbar. 
Offensichtlich gilt:
Proposition 4.38. Sei C = C1 ∪ C2 und es gelte V(C1) ∩ V(C2) = ∅. Dann gilt
fu¨r jede Lo¨sung von S ∈ LP (C): S|V(C) = (S1 ◦ S2)|V(C), fu¨r S1 ∈ LP (C1) und
S2 ∈ LP (C2).
Vereinfachende Substitutionen ko¨nnen benutzt werden, um den von Algorithmus C
berechneten allgemeinsten Typ zu vereinfachen, sie ko¨nnen jedoch auch zur Verbes-
serung von Algorithmus C eingesetzt werden.
Lemma 4.39. Sei C,Γ ` M : τ eine ableitbare Typaussage C′,Γ′ ` M : τ ′ eine
Instanz von C,Γ ` M : τ und S eine Vereinfachung von C. Dann gibt es fu¨r jede
Lo¨sung L |= C′ eine Substitution S′ mit der Eigenschaft L = S′ ◦ S.
Beweis. Folgt direkt aus Korrollar 4.28. 
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Allerdings gilt nicht notwendigerweise, daß C′,Γ′ `M : τ ′ eine Instanz von SC, SΓ `
M : Sτ ist, wie das folgende Gegenbeispiel zeigt: Wa¨hle τ = τ ′, C = C′ = {α = β}
und S = {α 7→ β}. Offensichtlich ist C′ = {α = β} keine Instanz von S(C) = {β =
β}.
4.6 Algorithmus D
Wir stellen nun eine Verbesserung von Algorithmus C vor, der sich auf die Anwen-
dung vereinfachender Substitutionen stu¨tzt. Grundidee dieses Algorithmus ist die
Verschra¨nkung der Vereinfachung von Pra¨dikatmengen mit dem Aufsammeln der
durch die Deduktionsregeln implizierten Einschra¨nkungen. Diese Strategie fu¨hrt i.a.
zu einer Reduktion der generischen Variablen und der Anzahl Pra¨dikatterme, die
let-gebundenen Bezeichnern im Kontext zugeordnet werden. Dies wiederum hat zur
Folge, daß identische Einschra¨nkungen bei der Instanzierung des Typs polymorpher
Bezeichner an ihren Verwendungsstellen nicht wiederholt instanziert werden und in-
folgedessen natu¨rlich nicht mehrfach gleichartig vereinfacht werden mu¨ssen. In der
Regel wird daher Algorithmus D den gesuchten Typ schneller berechnen, als Algo-
rithmus C gefolgt von einer Vereinfachung der Restriktionsmengen. Dazu nehmen
wir an, daß fu¨r die betrachteten Restriktionen eine Funktion simplify existiert, die
angewendet auf einen gegebenen eingeschra¨nkten Typ τ |C eine vereinfachende, idem-
potente Substitution S und einen vereinfachten eingeschra¨nkten Typ τ ′|C′ liefert,
sodaß τ ′ = S(τ), S(C′) = C′, C′ ≡ S(C) und FV (C′) ⊇ FV (C) gilt. Falls simplify
fehlschla¨gt, gibt es keine Lo¨sung fu¨r C.20
Man sieht leicht, daß man fu¨r den Fall des rein parametrischen Polymorphismus aus
Algorithmus D den AlgorithmusW erha¨lt, wenn man die Funktion simplify wie folgt
definiert:
simplify(τ, C) = (µ, µ(τ |C)), falls µ = mgu(C)
Existiert kein Unifikator fu¨r C, so schla¨gt simplify fehl.21
Satz 4.40. Sei (S, τ |C) = D[[M ]]Γ und τ ′|C′ = C[[M ]]Γ′ und es gelte Γ ≡≺ Γ′
mit FV (Γ′) ⊇ FV (Γ), dann gibt es eine Variablenumbenennung R mit dom(R) ∩
20simplify kann durchaus nichtdeterministisch sein, solange die obigen Bedingungen erfu¨llt sind.
21Die gleiche Argumentation kann natu¨rlich auf beliebige, unita¨r unifizierende Algebren ange-
wendet werden.
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Algorithmus 4.2. (D)
D[[x]]Γ = (S, τ |C)
falls eine Substitution S existiert, sodaß
τ0|C0 = inst(Γ(x))
τ1|C1 = inst(Rvar(τ0))
(S, τ |C) = simplify(τ1|C0 ∪ C1).
D[[λx.M ]]Γ = (S2 ◦ S1, τ |C)
falls Substitutionen S1, S2 und α ”
neu“ existieren, sodaß
(S1, τ1|C1) = D[[M ]](Γ + [x : α])
τ2|C2 = inst(Rabs(S1α, τ1))
(S2, τ |C) = simplify(τ2|C1 ∪ C2).
D[[M1M2]]Γ = (S3 ◦ S2 ◦ S1, τ |C)
falls Substitutionen S1, S2, S3 existieren, sodaß
(S1, τ1|C1) = D[[M1]]Γ,
(S2, τ2|C2) = D[[M2]]S1Γ und
τ3|C3 = inst(Rapp(S2τ1, τ2))
(S3, τ |C) = simplify(τ3|S2C1 ∪ C2 ∪ C3).
D[[let x =M1 in M2]]Γ = (S3 ◦ S2 ◦ S1, τ |C)
falls Substitutionen S1,S2,S3 existieren, sodaß
(S1, τ1|C1) = D[[M1]]Γ und
(S2, τ2|C2) = D[[M2]](S1Γ + [x : gen(S1Γ, τ1|C1)])
(S3, τ |C) = simplify(τ2|S2C1 ∪ C2).
In allen anderen Fa¨llen schla¨gt der Algorithmus fehl.
FV (Γ) = ∅ und dom(R) ∩ inv(S) = ∅, sodaß S(τ |C) = τ |C, S(R(τ ′)) = τ und C ≡
S(R(C′)). Falls D fehlschla¨gt, dann ist M nicht typisierbar, sonst ist C, S(Γ) `M : τ
eine ableitbare Typisierung und SR eine Vereinfachung von C′.
Beweis. Wir zeigen zuna¨chst, daß die Ableitbarkeit von C,S(Γ) ` M : τ aus den
restlichen Aussagen folgt, die anschließend durch Induktion u¨ber M gezeigt werden.
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Sei also τ ′|C′ = C[[M ]]Γ′, dann ist C′,Γ′ ` M : τ ′ ableitbar. Sei (S, τ |C) = D[[M ]]Γ,
dann gilt S(R(τ ′)) = τ , S(C) = C und C ≡ S(R(C′)). Da ableitbare Typaussagen
unter Substitution abgeschlossen sind, folgt die Ableitbarkeit von S(R(C′)), S(R(Γ′)) `
M : S(R(τ ′)). Da nach Voraussetzung dom(R) ∩ FV (Γ)) = ∅ folgt die Ableitbarkeit
von S(R(C′)), S(Γ′) ` M : τ . Nun gilt aber auch C ≡ S(R(C′)) und somit folgt aus
Korrollar 4.19 die Ableitbarkeit von C,S(Γ) `M : τ .
M ≡ x Sei τ ′|C′ = C[[x]]Γ′ und (S, τ |C) = D[[x]]Γ. Dann gibt es eine Variablenum-
benennung R, sodaß R(τ ′1|C′1 ∪ C′2) = τ1|C1 ∪ C2, da die ersten beiden Zeilen der
Algorithmen C und D identisch sind und das Ergebnis sich daher ho¨chstens in den
generierten Instanzvariablen unterscheidet. Offensichtlich gilt dom(R) ∩ FV (Γ) = ∅
und dom(R) ∩ dom(S) = ∅. Sei (S, τ |C) = simplify(τ1|C0 ∪C1). Nach Definition von
simplify ist S eine Vereinfachung von C0∪C1 und es gilt S(τ) = τ = S(τ1) = S(R(τ ′1),
S(C) = C und C ≡ S(C1 ∪ C2) und damit auch C ≡ S(R(C′1 ∪ C′2)).
M ≡ λx.N Nach Definition von D existiert (S1, τ1|C1) = D[[N ]](Γ′+[x : α]). Schla¨gt
D fehl, so ist N nach Induktionsannahme nicht typisierbar. Nach Definition von C
existiert τ ′1|C′1 = C[[N ]](Γ + [x : α′]). Wa¨hle nun Q = {α′ 7→ α}, dann existiert
aufgrund von Proposition 4.22 eine Variablenumbenennung R0, sodaß
QR0(C[[N ]](Γ′ + [x : α′])) = C[[N ]](QΓ′ + [x : Qα′]) = (τ ′′1 |C′′1 )
d.h QR0(τ
′
1|C′1) = (τ ′′1 |C′′1 ). Es gilt
QΓ′ + [x : Qα′] = Γ′ + [x : α] ≡≺ Γ + [x : α]
und somit folgt aus der Induktionshypothese die Existenz einer Variablenumbenen-
nung R′1, sodaß
τ1|C1 = S1R′1QR0(τ ′1|C′1).
Mit R1 = R
′
1Q folgt τ1|C1 = S1R1(τ ′1|C′1), wobei R1 offensichtlich eine Variable-
numbenennung ist. Nach Definition von C existiert τ ′2|C′2 = inst(Rabs(α′, τ ′1)). Nach
Definition von D existiert τ2|C2 = inst(Rabs(S1α, τ1)). Wegen R1(α′) = α und
τ1 = S1R1τ
′
1 gilt τ2|C2 = inst(Rabs(S1R1α′, S1R1τ ′1)) = S1R1(inst(Rabs(α′, τ ′1))),
sodaß eine Variablenumbenennung U existiert, mit τ2|C2 = S1R1U(τ ′2|C′2). Nach De-
finition D gilt (S2, τ |C) = simplify(τ2|C1 ∪C2), mit τ = S2(τ) und C ≡ S2(C1 ∪C2).
Zu zeigen ist τ = S2S1Rτ
′
2 und C ≡ S2S1R(C′1 ∪ C′2)) fu¨r R = R1 ◦ U . Da
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τ2 = S2R1Uτ
′
2 folgt sofort τ = S2S1Rτ
′
2. Da C2 = S1R1C
′
1 und C1 = S1R1C
′
1
folgt C ≡ S2S1R1(C′1 ∪C′2)). Nun involviert aber U keine Variablen in C′1 ∪C′2 sodaß
auch C ≡ S2S1R(C′1 ∪ C′2) gilt.
M ≡M1M2 Nach Definition von C existiert τ ′1|C′1 = C[[M1]]Γ′ und nach Defi-
nition von D ex. (S1, τ1|C1) = C[[M1]]Γ. Aus der Induktionshypothese folgt τ1 =
S1R1τ
′
1, C1 ≡ S1R1C′1 und S1(τ1|C1) = (τ1|C1). Nach Definition D ex. (S2, τ2|C2) =
D[[M2]]S1Γ. Betrachte (τ ′2, C′2) = C[[M2]]Γ′. Aufgrund von Proposition 4.22 existiert
eine Variablenumbenennung R0 mit S1Ro(C[[M2]]Γ′) = C[[M2]]S1Γ′ = (τ ′′2 , C′′2 ). Damit
kann man die Induktionshypothese anwenden und erha¨lt τ2 = S2R2τ
′′
2 , C2 ≡ S2R2C′′2
und also τ2 = S2R2S1Roτ
′
2, und C2 ≡ S2R2S1RoC′2. Es gilt dom(R2) ∩ inv(S1) = ∅
und somit τ2 = S2S1R2Roτ
′
2 und C2 ≡ S2S1R2RoC′2. Nach Definition von D existie-
ren τ3|C3 mit
τ3|C3 = inst(Rabs(S2τ1, τ2))
= inst(Rabs(S2S1R1τ
′
1, S2S1R2R0τ
′
2))
= S2S1(inst(Rabs(R1τ
′
1, R2R0τ
′
2)))
und da auch dom(R1) ∩ V(τ ′2) = dom(R2) ∩ V(τ ′1) = ∅
= S2S1(inst(Rabs(R2R0R1τ
′
1, R2R0Rτ
′
2)))
und es existiert nach Definition von inst eine Variablenumbenennung R3, sodaß
τ3|C3 = S2S1R3R2R0R1(τ ′3|C′3).
Nach Definition von simplify existiert (S3, τ |C) mit S3τ = τ = S3τ3, S3C = C, und
C ≡ S3(S2C1∪C2∪C3). Zu zeigen ist: es existiert ein R mit a) τ = S3S2S1Rτ ′3 und b)
C ≡ S3S2S1R(C′1∪C′2∪C′3). Mit R = R3R2R0R1 folgt wg. τ3 = S2S1Rτ ′3 sofort a). Da
C1 ≡ S1R1C′1 und C2 ≡ S2S1R2R0C′2 und C3 ≡ S2S1RC′3 folgt C ≡ S3(S2S1R1C′1 ∪
S2S1R2R0C
′
2 ∪ S2S1R1C′3), was identisch ist mit S3S2S1(R1C′1 ∪ R2R0C′2 ∪ RC′3).
Nun gilt aber R1C
′
1 = RC1 und RC
′
2 = R2R0C
′
2 und damit folgt Teil b).
M ≡ let x =M1 in M2 Nach Definition von C existiert τ ′1|C′1 = C[[M1]]Γ′, nach De-
finition von D existiert (S1, τ1) = D[[M ]]Γ. Da Γ′ ≡≺ Γ nach Voraussetzung, existiert
nach Induktionshypothese eine Variablenumbenennung R1 sodaß τ1 = S1R1(τ
′
1) und
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C1 ≡ S1R1(C′1). Nach Definition von D existiert (S2, τ2|C2) = D[[M2]](Γ + [x :
gen(S1Γ, τ1|C1)]. Wir betrachten nun den Ausdruck (τ ′2|C′2) = C[[M2]](Γ′ + [x :
gen(Γ′, τ ′1|C′1)]). Aufgrund von Proposition 4.22 existiert eine Variablenumbenennung
R′, sodaß
S1R1R
′(τ ′2|C′2) = C[[M2]](S1R1(Γ′) + [x : S1R1(gen(Γ′, τ ′1|C′1))])
aufgrund von Proposition. 4.15(iv)
= C[[M2]](S1R1(Γ′) + [x : S1(gen(R1Γ′, R1(τ ′1|C′1)))])
und Proposition. 4.15(iii)
= C[[M2]](S1R1(Γ′) + [x : gen(S1R1(Γ′), S1R1(τ ′1|C′1))])
und da dom(R1) ∩ FV (Γ′) = ∅
= C[[M2]](S1Γ′ + [x : gen(S1Γ′, S1R1(τ ′1|C′1))])
und wegen τ1 = S1R1(τ
′
1)
= C[[M2]](S1Γ′ + [x : gen(S1Γ′, τ1|S1R1(C′1))])
Nun gilt C1 ≡ S1R1(C′1) und damit
S1Γ + [x : gen(S1Γ, τ1|C1)] ≡≺ S1Γ′ + [x : gen(S1Γ′, τ1|S1R1C′1)]
sodaß wir aufgrund der Induktionshypothese die folgenden Aussagen erhalten: τ2 =
S2R2S1R
′(τ ′2) sowie C2 ≡ S2R2S1R1R′(C′2). Nach Definition von simplify gilt τ =
S3(τ2) und C ≡ S3(S2C1 ∪ C2). Somit gilt τ = S3S2S1R1R′(τ ′2) und da dom(R2) ∩
inv(S3 ◦ S2 ◦ S1) = ∅ auch τ = S3S2S1R2R1R′(τ ′2). Da auch dom(R2) ∩ (V(C1) ∪
rng(R1)) = ∅ gilt R1(C′1) = R2R1(C′1). Mit R = R2 ◦ R1 ◦ R′ und S = S3 ◦ S2 ◦ S1
folgt τ = SR(τ ′2) und C ≡ SR(C′1 ∪ C′2) und damit die Behauptung. 
In einer konkreten Implementierung des Algorithmus D kann die Funktion simplify
mit dem Regelnamen parametrisiert werden, und abha¨ngig davon einfache oder kom-
plexere Vereinfachungen berechnen. Beispielsweise ko¨nnte man simplify so gestalten,
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daß nur fu¨r die LET-Regel eine echte Berechnung stattfindet und sonst immer die
identische Substitution geliefert wird. Dies kann man ausnutzen, um z.B. die Re-
striktionen in einer bestimmten Reihenfolge zu vereinfachen, um unno¨tigen Aufwand
einzusparen.
4.7 Essentielle Typvariablen
Zusa¨tzlich zur Anwendung vereinfachender Substitutionen auf eine Typaussage C,Γ `
M : τ besteht noch die Mo¨glichkeit der Entfernung von Restriktionen aus der Re-
striktionsmenge C, die auf die Menge der mo¨glichen Instanzierungen von τ keinen
Einfluß haben. Solche Restriktionen entstehen u.a. immer dann, wenn ein Ausdruck
Teilausdru¨cke entha¨lt, deren Typ fu¨r den Typ des Gesamtausdrucks irrelevant ist.
So ha¨ngt beispielsweise der Typ des Ausdrucks (λx.λy.x)3M nicht vom Typ des
Teilausdrucks M ab, sodaß die in C vorhandenen Restriktionen, welche die Typisier-
barkeit von M garantieren, problemlos entfernt werden ko¨nnen. Allerdings ist dies
nur erlaubt, falls die zu entfernenden Restriktionen auch erfu¨llbar sind.
Definition 4.41. Sei C,Γ `M : τ eine Typaussage. p ∈ C heilt essentiell, falls
I(ϕ(gen(Γ, τ |C)) 6= I(ϕ(gen(Γ, τ |(C − p)))). (4.16)
fu¨r jede Abbildung ϕ ∈ (FV (Γ)∪V(τ)) 7→ TF (∅), die den freien Variablen in Γ und τ
monomorphe Typausdru¨cke zuordnet. Die Menge der essentiellen Restriktionen einer
Typaussage bezeichnen wir mit ESS(C,Γ `M : τ).
Das Typdeduktionssystem ko¨nnte nun so erweitert werden, daß nicht essentielle Re-
striktionen aus Restriktionsmenge entfernt werden du¨rfen, vorausgesetzt sie sind er-
fu¨llbar:
[ESS]
C ∪D,Γ `M : τ C = ESS(C ∪D,Γ `M : τ) |= D
C,Γ `M : τ
Nun ist die U¨berpru¨fung von Gleichung 4.16 in der Regel nicht effizient durchfu¨hr-
bar. Jedoch kann man ein hinreichendes, rein syntaktisches Kriterium definieren, das
sich effizient u¨berpru¨fen la¨ßt. Dazu u¨berlegt man sich, daß eine Restriktion p ∈ D
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sicher dann essentiell ist, wenn sie eine Typvariable entha¨lt, die in τ oder in Γ frei
vorkommt, oder indirekt u¨ber andere Restriktionen in C verbunden ist.
Damit ko¨nnen wir folgende Deduktionsregel definieren:
[DROP]
C ∪D,Γ `M : τ D ∩ (FV (Γ) ∪ V(τ |C)) = ∅ |= D
C,Γ `M : τ
Ob eine Restriktionsmenge C einer Typisierung C,Γ ` τ eine Teilmenge D entha¨lt,
die das in Regel DROP angegeben Kriterium erfu¨llt, kann leicht ermittelt werden.
Dazu definieren wir eine A¨quivalenzrelation auf den Variablen V(τ |C) ∪ FV (Γ):
Definition 4.42. Ein Typvariable heißt beobachtbar, falls eine Typvariable β ∈
V(τ) ∪ FV (Γ) existiert, sodaß α ein Element der A¨quivalenzklasse [β]'C ist, wo-
bei 'C der reflexive, transitive und symmetrische Abschluß der Relation CON(C)
ist, die fu¨r α, β ∈ V(C) wie folgt definiert wird:
(α, β) ∈ CON(C) ⇐⇒ ∃p ∈ C : α ∈ V(p), β ∈ V(p)
Die Menge der beobachtbaren Restriktionen einer Typaussage, d.h. Restriktionen die
wenigstens eine beobachtbare Typvariable enthalten, bezeichnen wir mit BEO(C,Γ `
M : τ).
Mit dieser Definition kann nun Algorithmus D[[M ]]Γ = (τ, C) so abgea¨ndert werden,
daß an einer beliebigen Stelle nach der Vereinfachung von C mit simplify , alle Re-
striktionen die nicht in B = BEO(C,Γ `M : τ) liegen aus C entfernt werden, sofern
C −B erfu¨llbar ist.. Problematisch ist jedoch die U¨berpru¨fung der Erfu¨llbarkeit, der
wir uns im na¨chsten Kapitel zuwenden.
4.8 Diskussion
Mit dem hier vorgestellten System der eingeschra¨nkten Typen, haben wir einen all-
gemeinen Ansatz gefunden, der es erlaubt, Typinferenzprobleme ganz unabha¨ngig
von der Art der Einschra¨nkungen zu untersuchen. Wir haben gezeigt, daß LET-
Polymorphismus unabha¨ngig von der Art der Pra¨dikate funktioniert, effiziente Al-
gorithmen zur Berechnung allgemeinster Typen entwickelt und gezeigt, daß die Al-
gorithmen sowohl wohldefiniert, als auch vollsta¨ndig sind. Durch die Einfu¨hrung des
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Konzepts der allgemeinsten Vereinfachungen konnten wir eine kanonische Repra¨sen-
tation allgemeinster Typen finden, die in jedem Pra¨dikatsystem definiert ist. Daru¨ber
hinaus spezialisiert Algorithmus D zu Milners Algorithmus W, was beweist, daß un-
ser System eine konservative Erweiterung des Milner-System darstellt. Außerdem
zeigt unsere Untersuchung, daß man die eigentliche Inferenz, also den Unifikations-,
bzw. Restriktionsauflo¨sungsaspekt, aus Algorithmus W herauslo¨sen kann, und ver-
allgemeinert somit ein bekanntes Resultat fu¨r einfach polymorphe Systeme ohne
LET-Konstrukt.
Algorithmus D wurde auch in anderen Gebieten als der Typinferenz fu¨r U¨berla-
dungen und Konversionen angewendet. Beispielsweise benutzten ihn A. Appel und
Z. Shao fu¨r ihre Arbeit mit dem Titel
”
Smartest Recompilation“ [SA93], um mi-
nimale Modul-Schnittstellen fu¨r ML-artige Programmiersprachen zu inferieren, die
garantieren, daß ein Modul nur dann neu u¨bersetzt werden muß, wenn sich seine Im-
plementierung a¨ndert. Von M. Hanus et. al. wurde ein Typinferenzalgorithmus fu¨r die
objektorientierte Sprache
”
ObjectCurry“ [HHN01] entwickelt, der auf Algorithmus D
basiert.
Das System der eingeschra¨nkten Typen wurde vom Autor erstmals in [Kae92] vor-
gestellt. Ein a¨hnliches, unabha¨ngig entwickeltes System wurde von Mark Jones in
[Jon92] vorgestellt und spa¨ter in [Jon95] erweitert. Wir fassen kurz die wesentlichen
Unterschiede zusammen:
Das in [Jon92] vorgestellte System der sogenannten qualifizierten Typen basiert auf
der gleichen Grundidee wie das System der eingeschra¨nkten Typen: Typausdru¨cke
werden durch eine Menge von Pra¨dikatausdru¨cken erga¨nzt. Im Unterschied zu dem
hier vorgestellten generischen Typdeduktionssystem, beschra¨nkt Jones jedoch sein
Typdeduktionssystem auf das u¨bliche Milner-System, die Deduktionsregel der Appli-
kation lautet dort:
[APP-Jones]
C,Γ `M1 : τa → τr C,Γ `M2 : τa
C,Γ `M1M2 : τr
Konsequenterweise verwendet der Typinferenzalgorithmus den u¨blichen Unifikations-
algorithmus und entspricht somit weitgehend dem Algorithmus W. Daher kann auch
keine Trennung zwischen Restriktionssammlung und anschließender Restriktionsver-
einfachung bzw. Auflo¨sung erfolgen.
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Die Frage der Erfu¨llbarkeit von Restriktionen wird erst in [Jon95] aufgegriffen. Dort
gilt eine Restriktionsmenge als erfu¨llbar, wenn sie die logische Konsequenz einer ge-
wissen Grundmenge von Restriktionen P0 ist, d.h. falls P0  C gilt, wobei in der
Regel P0 = ∅. Dadurch wird die Einfu¨hrung einer Interpretationsfunktion fu¨r Pra¨di-
kate vermieden. Auch die Frage nach der Vereinfachung von Typaussagen, bzw. Re-
striktionsmengen wird erst in [Jon95] untersucht. Dazu werden zwei unterschiedliche
Konzepte definiert: Vereinfachungen und Verbesserungen von Restriktionsmengen.
Verbesserungen entsprechen unseren Vereinfachungen, Vereinfachungen entsprechen
dem Austausch von Restriktionsmengen durch andere Mengen, welche die gleiche Lo¨-
sungsmenge besitzen. Dabei du¨rfen Pra¨dikate beliebig ausgetauscht werden, wa¨hrend
im hier vorgestellten System nur der Austausch durch logisch a¨quivalenten Mengen
gema¨ß der Implikationsrelation erlaubt ist.
Ein weiterer Unterschied besteht in der Behandlung lokaler Definitionen der Form
let x = M1 in M2. Im System der qualifizierten Typen werden alle Restriktionen,
die fu¨r die Ableitung des Typs fu¨r M1 beno¨tigt werden, in den generischen Typ fu¨r
den Bezeichner x zur Ableitung des Typs fu¨r M2 u¨bernommen. Die LET-Regel lautet
damit:
[LET-Jones]
C1,Γ `M1 : τ C2,Γ + [x : gen′(Γ, τ1|C1)] `M2 : τ2
C2,Γ ` let x =M1 in M2 : τ2
wobei die Verallgemeinerung im Kontext von Typannahmen wie folgt definiert wird:
gen′(Γ, τ |C) = ∀αn.τ |C mit {αn} = V(τ |C) − FV (Γ). Damit sind natu¨rlich dann
Ausdru¨cke typisierbar, die untypisierbare Teilausdru¨cke enthalten, was wir in unse-
rem System ausgeschlossen haben. Da in der ersten Vero¨ffentlichung der Erfu¨llbar-
keitsbegriff fu¨r Restriktionen fehlt, ist dies nicht weiter tragisch. Jones umgeht das
Problem in der Folgevero¨ffentlichung, indem er Ausdru¨cke mit nicht verwendeten
LET-Definitionen einfach verbietet.22
Beide Ansa¨tze zur Behandlung des LET-Konstrukts haben ihre Vor- und Nachteile:
die Jones-Regel ist besser geeignet als Modell fu¨r sogenannte
”
Open-World“-Systeme,
in denen die Menge der gu¨ltigen Instanzen fu¨r Restriktionen nicht feststeht, sondern
inkrementell vom Anwender durch neue Instanzdefinitionen erweitert werden kann.
In einem solchen System ko¨nnen bei der Typisierung von Bibliotheksfunktionen nur
22Ein Trick, der gerne angewendet wird, z.B. auch in [Hen96].
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offensichtliche Wiederspru¨che aufgedeckt werden. In einem
”
Closed World“-Ansatz,
wie z.B. in SAMPλE, ist die Menge der mo¨glichen Instanzen fu¨r Restriktionen schon
an der Definitionsstelle der Funktion bekannt, und daher kann die Deklaration sofort
auf die Existenz einer gu¨ltigen Instanzierung u¨berpru¨ft werden.
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Wir wenden uns nun der Frage zu, fu¨r welche Klassen von Pra¨dikaten die Frage
nach der Existenz von erfu¨llenden Substitutionen bzw. Lo¨sungen sowie genauesten
Vereinfachungen positiv beantwortet werden kann. Wir werden zeigen, daß struktu-
relle Konversionen und parametrische U¨berladungen sowie nicht rekursiv definierte
Pra¨dikate integriert behandelt werden ko¨nnen. Dazu mu¨ssen wir zuna¨chst einen For-
malismus zur Spezifikation der Pra¨dikate wa¨hlen. Im Grunde ist die Wahl des For-
malismus von untergeordneter Bedeutung, solange er es erlaubt, interessante Klassen
von Pra¨dikaten zu untersuchen. In dieser Arbeit werden wir Ersetzungregeln fu¨r Re-
striktionsmengen verwenden, denkbar wa¨re aber auch eine geeignete Einschra¨nkung
des Pra¨dikatenkalku¨ls erster Ordnung. Es ist klar daß man ein z.B. ein Logikpro-
gramm in PROLOG schreiben ko¨nnte, daß alle erfu¨llenden Substitutionen bzw. Lo¨-
sungen aufza¨hlt. Jedoch lassen sich auf diese Weise genaueste Vereinfachungen nicht
berechnen.1
Wir geben zuna¨chst in Abschnitt 5.1 eine Definition der Restriktionsersetzungsyste-
me an und betrachten ein Beispielsystem, dessen Handhabbarkeit in den folgenden
Abschnitten bewiesen wird. Wir betrachten zuna¨chst in Abschnitt 5.2 nicht rekur-
siv definierte Pra¨dikate, die insbesondere fu¨r endliche U¨berladungen relevant sind
und zeigen dann in Abschnitt 5.3, daß ein Restriktionsproblem u¨ber strukturelle
A¨quivalenz bzw. strukturelle A¨hnlichkeit erzwingenden Pra¨dikaten, in eine endliche
Menge atomar gelo¨ster Restriktionsmengen transformiert werden kann. Ist keines
dieser Probleme lo¨sbar, so ist das Originalproblem unlo¨sbar. Ansonsten existiert ei-
ne Lo¨sung und auch eine genaueste Vereinfachung des Originalproblems. Rekursive
Pra¨dikate und endliche U¨berladungen ko¨nnen in einem einzigen System zusammen-
gefaßt werden. Anschließend zeigen wir in Abschnitt 5.4, daß die Lo¨sbarkeit von
Restriktionsmengen u¨ber zerlegbaren Pra¨dikaten entscheidbar ist und eine genaueste
1Siehe dazu auch [FSVY91].
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Vereinfachung berechnet werden kann. Eine Diskussion der Ergebnisse beschließt das
Kapitel.
5.1 Restriktionsersetzungsysteme
Wir setzen im Folgenden die Existenz einer Ersetzungsrelation − auf Restriktions-
mengen voraus, welche die Lo¨sbarkeit von Restriktionsmengen definiert. Wir legen
fest:
pˆ(tn)
def
= {p(tn)} −∗ ∅ (5.1)
Daraus folgt sofort:
L |= C ⇐⇒ L(C) −∗ ∅ (5.2)
Dabei bezeichnet −∗ den reflexiven und transitiven Abschluß von −. Eine na-
tu¨rliche Forderung an −∗ ist, daß −∗ sowohl konfluent als auch terminierend
ist. Außerdem fordern wir, daß durch − keine neuen Variablen eingefu¨hrt werden:
C − D ⇒ V(D) ⊆ V(C). Implikation von Restriktionsmengen kann dann leicht
durch die Gleichung
C  D ⇐⇒ ∃C′ ⊆ C.C′ ∗ D (5.3)
festgelegt werden. Dabei bezeichnet ∗ die reflexive, transitive und symmetrische
Hu¨lle der Relation −. Aus dieser Definition folgt sofort, daß die Implikation und
A¨quivalenz von Restriktionsmengen aufgrund der Konfluenz und Termination von
− entscheidbar ist. Außerdem ist Implikation abgeschlossen unter Substitutionen,
aufgrund der Abgeschlossenheit von Termersetzungssystemen unter Substitutionen.
Proposition 5.1. Die durch Gleichung (5.3) definierte Relation  ist eine Implika-
tionsrelation.
Im Folgenden nehmen wir an, daß die Relation − durch eine endliche Menge von
Regeln R der Form l − r spezifiziert wird, wobei l und r Restriktionsmengen
sind und V(r) ⊆ V(l) gilt. Die Ersetzungsrelation − wird dann festgelegt als die
Menge von Paaren (C ∪ D,C ∪ S(r)), sodaß D = S(l) fu¨r ein l − r ∈ R. Man
sieht sofort, daß die so definierte Relation − unter Substitutionen abgeschlossen
ist: A − B ⇒ S(A) − S(B).
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int / int − ∅
real / real − ∅
int / real − ∅
a→ b / c→ d − c / a, b / d
a× b / c× d − a / c, b / d
list(a) / list(b) − a / b
set(a) / set(b) − a / b
ref(a) / ref(b) − a = b
p=(int) − ∅
p=(real) − ∅
p=(a× b) − p=(a), p=(b)
p=(list(a)) − p=(a)
p=(ref(a)) − ∅
p=(set(a)) − p=(a)
p≤(int) − ∅
p≤(real) − ∅
p≤(a× b) − p≤(a), p=(a), p≤(b)
p≤(list(a)) − p≤(a), p=(a)
p∈(a, list(a)) − p=(a)
p∈(a, set(a)) − p=(a)
p∈(b, array(a, b)) − p=(b)
p↓(list(a), int, a) − ∅
p↓(array(a, b), a, b) − p=(a)
p↓(a→ b, a, b) − ∅
pfst(α× β, α) − ∅
pfst(α× β × γ, α) − ∅
Abbildung 5.1: Ein Ersetzungssystem fu¨r strukturelle Konversionen und u¨berladene
Operatoren
Abbildung 5.1 entha¨lt beispielhaft die Spezifikation eines nicht trivialen Systems
u¨berladener Operatoren sowie einer Konvertierbarkeitsrelation /. Im Einzelnen wird
folgendes festgelegt:
Ganze bzw. reelle Zahlen ko¨nnen in sich selbst und in reelle Zahlen konvertiert wer-
den. Konvertierbarkeit von Funktionen ist monoton im Funktionsresultat und anti-
monoton im Funktionsargument. Die Konversion von Paaren wird monoton auf die
Konversion ihrer Elemente zuru¨ckgefu¨hrt, Listen vom Typ a ko¨nnen in Listen vom
Typ b konvertiert werden, falls a nach b konvertiert werden kann. Referenzzellen
dagegen lassen sich u¨berhaupt nicht konvertieren.
Das Pra¨dikat p= legt die zula¨ssigen Argumente fu¨r den u¨berladenen Operator = vom
Typ ∀α.α→ α→ bool |p=(α) fest: Zahlen ko¨nnen verglichen werden, die Listengleich-
heit und die Mengengleichheit wird auf die Gleichheit der Elemente zuru¨ckgefu¨hrt
und Referenzzellen ko¨nnen unabha¨ngig von den in ihnen gespeicherten Werten ver-
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glichen werden.
Die Regeln fu¨r den u¨berladen Operator ≤: ∀α.α → α → bool |p≤(α) legen fest, auf
welchen Daten die Ordnungsfunktion ≤ definiert ist. Es sind dies: Zahlen, Listen und
Paare. Fu¨r Listen soll ≤ die lexikographische Ordnung sein, daher ist ≤ nur zula¨ssig,
falls auf den Elementen sowohl ≤ als auch = definiert ist. A¨hnliches gilt fu¨r Paare.
Das Pra¨dikat p∈ spezifiziert die zula¨ssigen Argumenttypen fu¨r einen u¨berladenen ∈-
Operator vom Typ ∀α, β.α → β|p∈(α, β): Werte vom Typ a ko¨nnen in Listen vom
Typ list(a) gesucht werden, falls a als Argument des Gleichheitsoperators zula¨ssig
ist, entsprechendes gilt fu¨r Mengen. Fu¨r Felder mit Indextyp a und Elementtyp b ist
das Suchen nach Werten vom Typ b erlaubt.
Das Pra¨dikat p↓ beschreibt die zula¨ssigen Argumente eines u¨berladenen Selektions-
operators ↓ vom Typ ∀α, β, γ.α → β → γ.α → β → γ: erlaubt werden Listen- und
Feldindexierung sowie die Applikation von Funktionen.2
Schließlich beschreibt pfst die zula¨ssigen Argumente eines u¨berladenen Operators fst :
∀α, β.α→ β|pfst(α, β) zur Selektion der ersten Komponente in n-Tupeln.
Die Operatoren = und ≤ besitzen eine Menge von Typinstanzen, die schon im Sy-
stem der parametrischen U¨berladungen darstellbar war. Die Ersetzungsregeln fu¨r
parametrische U¨berladungen ko¨nnen dabei auf systematische Weise aus einer U¨ber-
ladungsannahme konstruiert werden: gegeben eine U¨berladungsannahme O, definiert
man fu¨r jeden u¨berladenen Operator x mit O(x) = 〈ω, s〉 ein Pra¨dikatsymbol px
mit ρ(px) = 1 und fu¨r jeden Ausdruck f(αn) ∈ s eine Ersetzungsregel der Form
px(f(an)) − α̂1 ∪ · · · ∪ α̂n, wobei α̂X = ⋃i=1..n{py(ai) | y ∈ X } und die ai neue
unsortierte Typvariablen sind.
Wendet man diesen Algorithmus auf die U¨berladungsannahme
= 7→ 〈$→ $→ bool , {int , real , α{=} × β{=}}, list(α{=}), ref (α), set(α{=})〉,
≤ 7→ 〈$→ $→ bool , {int , real , α{=,≤} × β{≤}}, list(α{=,≤})〉
an, so erha¨lt man die in Abbildung 5.1 angegebenen Regeln fu¨r p= und p≤.
Die Typisierung der Operatoren ∈, ↓ und fst ist im System der parametrischen
U¨berladungen, wegen der Einschra¨nkung auf eine einzige U¨berladungsvariable, nicht
2↓ ko¨nnte auch zur Selektion in n-Tupeln erweitert werden.
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mo¨glich.
Wir werden im Folgenden zeigen, daß die Restriktionsauflo¨sung fu¨r dieses System
von Pra¨dikaten entscheidbar ist. Dazu definieren wir Pra¨dikatklassen, die das obige
System als Spezialfall beinhalten.
5.2 Nichtrekursive Pra¨dikate
Die einfachste Klasse von Restriktionsmengenersetzungssystemen mit lo¨sbaren Re-
striktionsproblemen sind diejenigen, die dem
”
traditionellen“ U¨berladungsansatz ent-
sprechen, bei dem zusa¨tzlich zur syntaktischen Gleichheit von Termen nur eine endli-
che Menge von U¨berladungsinstanzen vorhanden ist. Typisches Beispiel hierfu¨r ist die
Programmiersprache ADA [als83] 3, sowie HOPE und die arithmetischen Operatoren
von Standard-ML.4 Der Lo¨sungsalgorithmus fu¨r diese Klasse von Pra¨dikatsystemen
ist denkbar einfach: Berechne den allgemeinsten Unifikator U(C) aller Restriktionen
der Form τ1 = τ2 der gegebenen Restriktionsmenge und za¨hle eine Menge minima-
ler Substitutionen S auf, sodaß S(U(C)) in die leere Restriktionsmenge u¨berfu¨hrt
werden kann. Aufgrund von Lemma 4.36 kann man dann sogar die genaueste Ver-
einfachung der Restriktionsmenge C durch Verknu¨pfung von U und dem Supremum
aller berechneten Substitutionen erhalten.
Zur Aufza¨hlung einer Menge minimaler Substitutionen definieren wir eine Transfor-
mationsrelation =⇒1 auf Restriktionsmengen, sodaß jede Normalform von C unter
=⇒1 entweder unlo¨sbar ist oder aber in gelo¨ster Form, die dann eine Lo¨sung von C
bestimmt. Diese Vorgehensweise orientiert sich stark an dem in [MM82] angegebenen
Unifikationsalgorithmus fu¨r Terme freier Algebren, unsere Notation a¨hnelt jedoch
mehr [Nip].
Definition 5.2. Sei C = {s1 = t1, . . . , sn = tn} ∪ {p1(u1), . . . , pl(ul)} ein Restrikti-
onsproblem. C ist in atomar gelo¨ster Form, falls
1. si ∈ V fu¨r alle i
2. si 6= sj ∧ si /∈ V(tj) fu¨r alle i 6= j
3ADA is a registered trademark of the U. S. Government, Ada Joint Program Office.
4Siehe dazu auch [Hud89].
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3. si /∈ V(ujk) fu¨r alle i, j, k
4. ujk ∈ F0 ∪ V fu¨r alle j, k
5. ui ∩ V 6= ∅ fu¨r alle i
Falls C keinen Pra¨dikatterm entha¨lt, also l = 0 gilt, dann sagen wir C ist in gelo¨ster
Form.
Man beachte, daß wir Restriktionen der Form a = b als ein ungeordnetes Paar von
Termen {a, b} auffassen, sodaß ein Restriktionsproblem atomar gelo¨st ist, wenn die
Gleichheitsrestriktionen so sortiert werden ko¨nnen, daß die Bedingungen der obigen
Definition erfu¨llt werden.
Lemma 5.3. Falls C in atomar gelo¨ster Form vorliegt, dann ist die Substitution
~C = {s1 7→ t1, . . . , sn 7→ tn} idempotent und ~C(C) besitzt die gleiche Lo¨sungsmenge
wie {p1(u1), . . . , pl(ul)}.
Beweis. Idempotenz folgt sofort aus Bedingung 1 und 2. Da ~C keine Variablen
involviert, die als Argumente von Restriktionen p(u) vorkommen, gilt ~C(C) = {t1 =
t1, . . . , tn = tn} ∪ {p1(u1), . . . , pl(ul)}. Offensichtlich wird eine Gleichung der Form
t = t von jeder Substitution erfu¨llt, somit gilt L(~C(C)) = L({p1(u1), . . . , pl(ul)}). 
Wir gehen im Folgenden davon aus, daß die linke Seite von Ersetzungsregeln aus
einem einzigen Pra¨dikatterm besteht, der als Kopf das Pra¨dikatsymbol besitzt, und
daß die linken Seiten der Regeln paarweise nicht unifizierbar sind. Falls kein Pra¨di-
kat rekursiv ist, d.h. falls fu¨r keine Restriktion p(sn) eine Menge D existiert, sodaß
p(sn) −+ D und p(tn) ∈ D gilt, terminiert die in Abbildung 5.2 angegebene Trans-
formationsrelation und liefert eine vollsta¨ndige Menge minimaler Lo¨sungen.
Definition 5.4. Eine Transformationsrelation =⇒ auf Restriktionsmengen heißt
1. wohldefiniert, falls C =⇒ C′ ⇒ L(C′) ⊆ L(C),
2. (atomar) vollsta¨ndig, falls L(C)|V(C) ⊆
⋃
C=⇒C′ L(C′)|V(C) fu¨r alle Restrikti-
onsmengen C, die nicht in (atomar) gelo¨ster Form vorliegen.
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Lo¨schung C ∪ {τ = τ} =⇒1 C
Zerlegung C ∪ {f(τn) = f(τ ′n)} =⇒1 C ∪ {τ1 = τ ′1, . . . , τn = τ ′n}
Substitution C ∪ {α = τ} =⇒1 {α 7→ τ}(C) ∪ {α = τ}
falls α ∈ V(C)− V(τ), τ ∈ V ⇒ τ ∈ V(C)
Anpassung C ∪ {p(τn)} =⇒1 C ∪ rm ∪ {τ1 = l1, . . . , τn = ln}
falls p(ln) − rm eine Ersetzungsregel ist,
entfernt von V(C) ∪ V(τn)
Abbildung 5.2: Transformation zur Lo¨sung nichtrekursiver Restriktionsprobleme
Die Einschra¨nkung des Definitionsbereiches von Lo¨sungen in der Definition der Voll-
sta¨ndigkeit ist notwendig, da Transformationen in der Regel neue Variablen einfu¨h-
ren.
Satz 5.5. =⇒1 ist wohldefiniert und vollsta¨ndig. Falls kein Pra¨dikat rekursiv ist,
dann terminiert =⇒1. Jede Normalform unter =⇒1 ist entweder unlo¨sbar oder in
gelo¨ster Form.
Beweis. Lo¨schung, Zerlegung und Substitution sind die u¨blichen Regeln zur syntak-
tischen Unifikation, Anpassung beschreibt die Anwendung von Ersetzungsregeln. Die
Regelnamen werden im Folgenden mit ihren Anfangsbuchstaben abgeku¨rzt.
Wohldefiniertheit. Wir zeigen durch Fallunterscheidung u¨ber die angewendete Trans-
formationsregel, daß fu¨r C =⇒1 C′ und S ∈ L(C′) auch S ∈ L(C) gilt.
L: Sei S ∈ L(C). Da S′(τ) = S′(τ) fu¨r jede Substitution S′, gilt trivialerweise
S ∈ L(C ∪ {τ = τ}).
Z: Sei S ∈ L(C ∪ {τ1 = τ ′1, . . . , τn = τ ′n}). Dann gilt S(τi) = S(τ ′i) fu¨r alle i und
daher S(f(τn) = S(f(τ ′n)) und somit S ∈ L(C ∪ {f(τn) = f(τ ′n)})
S: Sei S ∈ L({α 7→ τ}(C) ∪ {α = τ}). Dann gilt offensichtlich S(α) = S(τ) sowie
S ◦ {α 7→ τ} = S. Dies impliziert S(C) = S({α 7→ τ}(C)) und daher gilt
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S ∈ L(C ∪ {α = τ}).
A: Sei S ∈ L(C ∪ rm ∪ {τ1 = l1, . . . , τn = ln}) fu¨r eine literale Kopie einer Erset-
zungsregel p(ln) − rm ∈ R. Zu zeigen ist S({p(τn)}) −∗ ∅. Aus S(τi) = S(li)
fu¨r alle i folgt S(p(τn)) − S(rm), da − abgeschlossen ist unter Substi-
tutionen. Wegen S(rm) −∗ ∅ gilt aber auch S({p(τn)}) −∗ ∅ und somit
S ∈ L(C ∪ {p(τn)}).
Vollsta¨ndigkeit. Zu zeigen ist, daß fu¨r jede Lo¨sung S eines Restriktionsproblems C,
das nicht in gelo¨ster Form vorliegt, eine Transformationsregel
x
=⇒ existiert, sodaß
C
x
=⇒ C′ und S|V(C) ∈ L(C′). O.B.d.A. gelte dom(S) = V(C). Der Beweis erfolgt
durch Fallunterscheidung u¨ber die Form von C.
L: S |= C ∪ {τ = τ} ⇒ S |= C
Z: S |= C ∪ {f(τn) = f(τ ′n)} ⇒ S |= C ∪ {τ1 = τ ′1, . . . , τn = τ ′n}
S: S |= C ∪ {α = τ} ⇒ S |= {α 7→ τ}(C) ∪ {α = τ}
A: Sei C0 = C∪{p(τn)} und es gelte S |= C0. Dann muß es aufgrund der Definition
der Erfu¨llbarkeit von Restriktionsmengen eine literale Kopie einer Ersetzungsre-
gel p(ln) − rm mit V(ln)∩V(C0) = ∅ und eine Substitution S′ mit dom(S′) =
V(ln) geben, sodaß S′(ln) = S(τn) und S(C) ∪ S′(ln) − S(C) ∪ S′(rm) −∗ ∅.
Sei S′′ = S ◦ S′, dann gilt S′′(li) = S′′(τi), S′′(C) −∗ ∅, S′′(rm) −∗ ∅,
S′′{τ1 = l1, . . . , τn = ln} −∗ ∅ und daher S′′ ∈ L(C ∪ rm ∪ {τ1 = l1, . . . , τn =
ln}). Aus S = S′′|V(C0) folgt die Behauptung.
Termination. Da keines der Pra¨dikate rekursiv definiert ist, gibt es fu¨r jede Transfor-
mationssequenz eine obere Schranke fu¨r die Anzahl der Anwendungen der Regel A,
und zwar unabha¨ngig von der Gro¨ße der Argumente von Pra¨dikattermen in C. Sei
B(C) diese Schranke, U(C) die Anzahl der Variablen, die nicht nur einmal auf der
linken Seite einer Gleichung der Form α = τ vorkommen und S(C) die Anzahl der
in C vorkommenden Symbole. Sei F (C) definiert als das Tripel 〈B(C), U(C), S(C)〉.
Die Termination folgt durch noethersche Induktion aus der Tatsache, daß fu¨r alle
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Restriktionsmengen C =⇒1 C′ die Ungleichung F (C′) < F (C) erfu¨llt ist. Dabei ist
< die u¨bliche Striktordnung auf Tripeln natu¨rlicher Zahlen
(n1, n2, n3) < (n
′
1, n
′
2, n
′
3) ⇐⇒

n1 < n
′
1 oder
n1 = n
′
1 ∧ n2 < n′2 oder
n1 = n
′
1 ∧ n2 = n′2 ∧ n3 < n′3
L: Es gilt S(C′) < S(C), U(C) und B(C) bleiben unvera¨ndert.
Z: Es gilt S(C′) < S(C) und U(C′) ≤ U(C), da einige der τi bzw. τ ′i in C′ gelo¨st
sein ko¨nnten. B(C) bleibt unvera¨ndert.
S: U(C′) < U(C). B(C) bleibt unvera¨ndert.
A: B(C′) = B(C)− 1.
Der dritte Teil des Satzes folgt durch genaue Betrachtung der Normalformen unter
=⇒1: es ist offensichtlich, daß eine solche Normalform weder Restriktionen p(τn)
noch Gleichungen der Form τ = τ bzw. f(τn) = f(τ ′n) entha¨lt, denn sonst ko¨nnte
noch eine der Regeln A, L oder Z angewendet werden. Falls C eine Gleichung der
Form f(τn) = g(τ ′m) entha¨lt, dann gibt es keine Lo¨sung fu¨r C. Fu¨r Gleichungen der
Form α = τ unterscheidet man zwei Fa¨lle: Ist τ eine Variable, dann gilt entweder
α /∈ V(C) oder τ /∈ V(C), sodaß entweder α gelo¨st in C ∪ {α = τ} oder τ gelo¨st
in C ∪ {τ = α}. Ist τ keine Variable und α ∈ V(τ), dann hat α = τ und somit
C ∪ {α = τ} keine Lo¨sung. Gilt α /∈ V(τ), dann kommt α nicht mehr in C vor und
ist somit gelo¨st in C ∪ {α = τ}. 
5.3 Rekursive Pra¨dikate
Konversionen oder parametrische U¨berladungen, wie sie etwa zur Definition des u¨ber-
ladenen Gleichheitsoperators beno¨tigt werden, verlangen jedoch, daß Pra¨dikate re-
kursiv definiert werden ko¨nnen. Dies impliziert natu¨rlich, daß eine gegebene Restrik-
tionsmenge im allgemeinen unendlich viele Lo¨sungen besitzen kann. In [Mit84, FM88]
wurde gezeigt, daß man fu¨r den Spezialfall der
”
strukturellen Konversionen“ Al-
gorithmen angeben kann, die eine gegebene Restriktionsmenge in eine a¨quivalente
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Restriktionsmenge umformen kann, die nur noch Restriktionen mit Basistypen und
Typvariablen als Argumente entha¨lt und daß diese sogenannten
”
atomaren“ Restrik-
tionsmengen genau dann eine Lo¨sung besitzen, falls sie eine Lo¨sung besitzen, die alle
Typvariablen durch Basistypen ersetzt.
Zwei Eigenschaften der strukturellen Konversionen sind essentiell fu¨r die Herleitung
dieses Resultats: daß Konvertierbarkeit induktiv definiert ist und strukturelle A¨qui-
valenz der zu konvertierenden Typen erzwingt. Zwei Terme heißen strukturell a¨qui-
valent (τ
se∼ τ ′), falls sie nach Identifikation von nullstelligen Funktionssymbolen und
Typvariablen gleich sind. Die Anforderung, daß die Pra¨dikate strukturelle Gleichheit
erzwingen, kann noch zur strukturellen A¨hnlichkeit verallgemeinert werden. Zwei
Terme heißen strukturell a¨hnlich (τ
ss∼ τ ′), falls sie das gleiche Baumgeru¨st besit-
zen. Strukturelle A¨hnlichkeit ermo¨glicht z.B. die Definition von Konversionsregeln
der Form
list(a) / set(b) − a / b, p=(b) .
Diese Regel erlaubt die Konversion von Listen des Typs a in Mengen vom Typ b,
vorausgesetzt a ist ein Subtyp von b und b erlaubt Gleichheit.
Definition 5.6. Strukturelle A¨quivalenz (
se∼), Strukturelle A¨hnlichkeit (ss∼)
τ
se∼ τ ′ ⇐⇒ τ, τ ′ ∈ F0 ∪ V ∨
τ = f(τ1, . . . , τn), τ
′ = f(τ ′1, . . . , τ
′
n) ∧ ∀i = 1..n : τi se∼ τ ′i
τ
ss∼ τ ′ ⇐⇒ τ, τ ′ ∈ F0 ∪ V ∨
τ = f(τ1, . . . , τn), τ
′ = g(τ ′1, . . . , τ
′
n) ∧ ∀i = 1..n : τi ss∼ τ ′i
Korrollar 5.7.
se∼ und ss∼ sind A¨quivalenzrelationen. Es gilt:
(1) τ1 = τ2 ⇒ τ1 se∼ τ2
(2) τ1
se∼ τ2 ⇒ τ1 ss∼ τ2
Beweis. Folgt sofort aus der Definition von
se∼ und ss∼. 
Definition 5.8. Ein Pra¨dikat p ∈ Pn ist induktiv definiert, falls fu¨r alle (f1, . . . , fn) ∈
Fn+ , entweder p fu¨r keinen Argumentvektor der Form f1(t1), . . . , fn(tn) definiert ist,
oder eine Indexmenge I(p, f1, . . . , fn) existiert, sodaß fu¨r alle t1, . . . , tn ∈ TmF :
p(f1(t1), . . . , fn(tn)) −
⋃
i∈I(p,f1,...,fn)
pi(si)
5.3. Rekursive Pra¨dikate 159
wobei sij ∈ {t11, . . . , tnm}.
Definition 5.9. Ein Pra¨dikat p ∈ Pn erzwingt strukturelle Gleichheit bzw. A¨hnlich-
keit, falls fu¨r alle tn ∈ TnF
p(t1, . . . , tn) −∗ ∅ ⇒ t1 se∼ t2 se∼ · · · se∼ tn .
bzw.
p(t1, . . . , tn) −∗ ∅ ⇒ t1 ss∼ t2 ss∼ · · · ss∼ tn .
Man beachte, daß strukturelle A¨hnlichkeit selbst ein induktiv definierbares, struktu-
relle A¨hnlichkeit erzwingendes Pra¨dikat ist, wohingegen strukturelle Gleichheit und
syntaktische Gleichheit sogar strukturelle Gleichheit erzwingen.
Satz 5.10. Sei C ein Restriktionsproblem u¨ber strukturelle A¨hnlichkeit erzwingenden,
induktiv definierten Pra¨dikaten. Dann existiert eine vollsta¨ndige, endliche Menge
µSS(C) strukturelle A¨hnlichkeit erzwingender, minimaler Substitutionen, mit der
Eigenschaft:
• ∀S ∈ µSS(C) : p(τ1, . . . , τn) ∈ S(C)⇒ τ1 ss∼ τ2 ss∼ · · · ss∼ τn
• L |= C ⇒ ∃S ∈ µSS(C) : L = L′ ◦ S
Falls alle Pra¨dikate strukturelle Gleichheit erzwingen, dann ist µSS(C) entweder leer
oder entha¨lt eine Vereinfachung von C.
Lo¨sbare Restriktionsprobleme, die p(τ) ∈ C ⇒ τi ss∼ τj erfu¨llen, kann man auf einfa-
che Weise in a¨quivalente atomare Restriktionsprobleme transformieren, indem man
die Normalform bzgl. −∗ berechnet. Falls die Normalform nicht-atomare Restrik-
tionen entha¨lt, dann ist C unlo¨sbar.
Korrollar 5.11. In einem System induktiv definierter, strukturelle Gleichheit er-
zwingender Pra¨dikate besitzt jeder typisierbare Ausdruck einen allgemeinsten Typ
mit atomarer Restriktionsmenge.
Die Berechnung von µSS(C) mit anschließender Transformation in −-Normalform
ist natu¨rlich relativ ineffizient, da in der Regel viele Substitutionen in µSS(C) zu
unlo¨sbaren Restriktionsproblemen fu¨hren. Daru¨ber hinaus la¨ßt sich diese Methode
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auch nicht direkt auf regula¨re Terme u¨bertragen. Glu¨cklicherweise lassen sich jedoch
die Berechnung struktureller A¨hnlichkeit erzwingender Substitutionen und Ersetzung
von Restriktionsmengen gema¨ß − in einen einzigen Transformationsprozeß integrie-
ren.
Abbildung 5.3 entha¨lt eine Transformationsrelation =⇒2, die das Gewu¨nschte lei-
stet. Die Regeln L, Z und S wurden unvera¨ndert aus =⇒1 u¨bernommen, Regel A
dagegen wurde in zwei Regeln aufgeteilt: Regel E bewirkt Ersetzungen gema¨ß der
Ersetzungsrelation −, Regel A sorgt fu¨r Anpassung der Struktur der Argumente
struktureller A¨hnlichkeit erzwingender Pra¨dikate.
Grundlage dieser Aufteilung ist die folgende Beobachtung: Angenommen die Restrik-
tionsmenge entha¨lt eine Restriktion der Form p(τn) und es gibt eine Variable α sowie
einen Typausdruck τ der Form f(τ ′m), die als Argumente des Pra¨dikats vorkommen.
Falls u¨berhaupt eine Lo¨sung L der Restriktionsmenge existiert, dann muß es einen
Typausdruck τ ′ geben, der strukturell a¨hnlich zu τ ist, sodaß L(α) eine Instanz
von τ ′ ist. Einen solchen Typausdruck ko¨nnte man als strukturelles Muster von τ
bezeichnen. Man erha¨lt ein solches Muster durch Ersetzen jedes Vorkommens einer
Typvariable α oder eines null-stelligen Typkonstruktors f ∈ F0 durch eine neue, sonst
nicht verwendete Typvariable und durch beliebiges Umbenennen von Konstruktoren
f ∈ F+ aus τ . Beispielsweise ist list(α×β) ein strukturelles Muster fu¨r set(int→ α).
Durch sukzessives Aufza¨hlen und Anwenden aller mo¨glichen Ersetzungen geeigneter
Typvariablen durch strukturelle Muster, kann man das Restriktionsproblem in end-
liche viele neue Restriktionsprobleme transformieren, deren Gesamtheit die Menge
aller mo¨glichen Lo¨sungen des urspru¨nglichen Problems darstellt. Dieses Vorgehen
wird solange wiederholt, bis eine Ersetzungsregel aus − angewendet werden kann.
Ein typisches Beispiel fu¨r die Vorgehensweise liefert die Konversionsrelation /:
α / (β × γ) =⇒ α1 × α2 / β × γ, α = α1 × α2
=⇒ α1 / β, α2 / γ, α = α1 × α2
Im Fall struktureller Gleichheit erzwingender Pra¨dikate eru¨brigt sich das Aufspalten
in mehrere neue Probleme, da es, bis auf Variablenumbenennungen, nur ein Muster
fu¨r τ geben kann, daß strukturell a¨quivalent zu τ ist. Beispielsweise ist list(α × β)
das einzige Muster fu¨r list(γ × int).
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Lemma 5.12. Sei C = C′ ∪ p(τn) ein Restriktionsproblem, p ein strukturelle A¨hn-
lichkeit erzwingendes Pra¨dikat, α, τ ∈ args(p(τn)) und es gelte α ∈ V, root(τ) ∈ F+.
Dann gibt es endliche Menge minimaler Terme Mss(τ,V(C)), sodaß fu¨r jede Lo¨sung
L ∈ L(C) ein τ ′ ∈Mss(τ,V(C)) existiert, mit τ ′ ss∼ τ und τ ′ ≤ L(α).
Beweis. Durch strukturelle Induktion u¨ber τ zeigt man, daß die Funktion Mss mit
der Definition
Mss(τ,W ) =

{β} falls τ ∈ V ∪ F0 und β ∈ V −W
{g(τ ′1, . . . , τ ′m) | τ ′i ∈ Xi, g ∈ Fm}
falls τ = f(τ1, . . . , τm) und
fu¨r i = 1..m gilt Xi =Mss(τi,Wi−1)
und Wi =Wi−1 ∪ V(Xi), wobei W0 =W
eine vollsta¨ndige Menge M = Mss(τ,W ) von Termen berechnet, sodaß fu¨r alle
t
ss∼ L(τ) ein τ ′ ∈M existiert, mit τ ′ ≤ t und V(W ) ∩ V(τ) = ∅.
Fu¨r τ ∈ F0 ∪ V gilt offensichtlich β ≤ t. Wegen β ∈ V −W folgt die Behauptung
unmittelbar. Falls τ von der Form f(τ1, . . . , τm) ist, dann gilt t = f(t1, . . . , tm) fu¨r
ein f ∈ Fm aufgrund der Definition von struktureller A¨hnlichkeit. Nach Induktions-
voraussetzung existieren τ ′1 ∈ X1, . . . , τ ′m ∈ Xm und Substitutionen R1, . . . , Rm mit
ti = Ri(τ
′
i) und dom(Ri) = V(τ ′i) fu¨r alle i. Nach Definition von Mss gilt außerdem
V(τ ′i) ∩ V(τ ′j) fu¨r i 6= j und daher t = R(g(τ ′1, . . . , τ ′m)), wobei R = R1 ◦ · · · ◦ Rm.
Daß die Menge M nur minimale Terme entha¨lt, d.h. ∀t, t ∈M : t 6≤ t′, ist offensicht-
lich. 
Fu¨r strukturelle Gleichheit erzwingende Pra¨dikate erha¨lt man sogar die scha¨rfere
Aussage:
Lemma 5.13. Sei C = C′∪p(τn) ein Restriktionsproblem, p ein strukturelle Gleich-
heit erzwingendes Pra¨dikat, α, τ ∈ args(p(τn)) und es gelte α ∈ V, root(τ) ∈ F+.
Dann gibt es ein τ ′ = Mse(τ,V(C)), sodaß τ ′ ss∼ τ und τ ′ ≤ L(α) fu¨r jede Lo¨sung
L ∈ L(C).
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L C ∪ {τ = τ} =⇒2 C
Z C ∪ {f(τn) = f(τ ′n)} =⇒2 C ∪ {τ1 = τ ′1, . . . , τn = τ ′n}
S C ∪ {α = τ} =⇒2 {α 7→ τ}(C) ∪ {α = τ}
falls α ∈ V(C)− V(τ), τ ∈ V ⇒ τ ∈ V(C)
E C ∪ {p(f1(τ1), . . . , fn(τn))} =⇒2 C ∪ S(rk)
falls p(f1(α1), . . . , fn(αn)) − rk ∈ R
und S = {τ11/α11, . . . , τnm/αnm}
A C ∪ {p(τn)} =⇒2 {α 7→ τ ′}(C ∪ {p(τn)}) ∪ {α = τ ′}
falls α, τ ∈ args(p(τn)), root(τ) ∈ F+
und τ ′ ∈Mss(τ,V(C) ∪ V(τn))
Abbildung 5.3: Transformation struktureller A¨hnlichkeit erzwingender Pra¨dikate in
atomare Restriktionsmengen
Beweis. Analog zum Beweis von Lemma 5.12. Die FunktionMse ist dabei wie folgt
definiert:
Mse(τ,W ) =

β falls τ ∈ V ∪ F0 und β ∈ V −W
f(τ ′1, . . . , τ
′
m)
falls τ = f(τ1, . . . , τm) und
fu¨r i = 1..m gilt τ ′i =Mse(τi,Wi−1)
und Wi =Wi−1 ∪ V(τ ′i), wobei W0 =W

Satz 5.14. =⇒2 ist wohldefiniert und atomar vollsta¨ndig. Falls C eine Normalform
unter =⇒2 ist, dann ist C entweder unlo¨sbar oder in atomar gelo¨ster Form.
Beweis. Da die Regeln L, Z und S identisch zu den entsprechenden Regeln der
Transformationsrelation =⇒1 sind, genu¨gt die Betrachtung der Regeln E und A.
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Wohldefiniertheit.
E: Zu zeigen ist L ∈ L(C ∪S(rk))⇒ L ∈ L(C ∪{p(f1(τ1), . . . , fn(τn))}). Nach De-
finition − gilt L(S(p(f1(α1), . . . , fn(αn)))) − L(S(rk)). Aus L(S(rk)) −∗ ∅
folgt L(p(f1(τ1), . . . , fn(τn))) −∗ ∅ wegen S(αij) = τij .
A: Zu zeigen ist L ∈ L({α 7→ τ ′}(C ∪ {p(τn)}) ∪ {α = τ ′})⇒ L ∈ L(C ∪ {p(τn)}).
Da L(α) = L(τ ′) gilt L(C) = L({α 7→ τ ′}C) und L(p(τn)) = L({α 7→ τ ′}p(τn))
woraus sofort L(C ∪ {p(τn)}) −∗ ∅ folgt.
Vollsta¨ndigkeit. Sei C = C0∪{p(τn)} und L ∈ L(C). Zu zeigen ist, daß eine Transfor-
mationsregel C
x⇒ C′ existiert, sodaß L = L′|V(C) fu¨r ein L′ ∈ L(C′). Falls p(τn)
von der Form p(f1(τ1), . . . , fn(τn)) fu¨r f1, . . . , fn ∈ F+, dann gibt es ein Paar
p(f1(α1), . . . , fn(αn)) − rk ∈ R, sodaß L(p(f1(τ1), . . . , fn(τn))) − L(S(rk)) −∗
∅. Aus C ∪ {p(τn)} E⇒ C ∪ S(rk) folgt L′ = L. Falls p(τn) nicht von der Form
p(f1(τ1), . . . , fn(τn)) ist, muß es α, τ ∈ τ1, . . . , τn geben, sodaß α ∈ V und root(τ) ∈
F+. Da p nach Voraussetzung strukturelle A¨hnlichkeit erzwingt, gilt L(α)
ss∼ L(τ).
Aufgrund von Lemma 5.12 gibt es ein strukturelles Muster τ ′ ss∼ τ , sodaß τ ′ ≤ L(α).
Also gibt es eine Substitution S mit dom(S) = V(τ ′), sodaß L(α) = S(τ ′). Wa¨hlt
man nun L′ = L ◦ S, dann gilt L = L′|V(C), L′(α) = L′(τ ′), L′(p(τn)) = L(p(τn)),
sowie L ◦ {α 7→ τ ′} = L′ und daher L′ ∈ L({α 7→ τ ′}(C ∪ {p(τn)}) ∪ {α = τ ′}).
Sei C eine Normalform unter =⇒2. C la¨ßt sich als Vereinigung von Gleichungen
G = {s1 = t1, . . . , sn = tn} und Restriktionen R = {p1(u1), . . . , pl(ul)} darstellen.
Aufgrund von Satz 5.5 erfu¨llt G die Bedingungen 1, 2 und 3 der Definition 5.2.
Daru¨ber hinaus gilt sicher si /∈ V(R), da sonst Regel S angewendet werden ko¨nnte.
Sei p(τn) eine Restriktion aus R. Regel A impliziert, daß entweder τi ∈ F0 ∪ V
fu¨r alle τi, oder root(τi) ∈ F+ fu¨r alle τi gilt. Im ersten Fall erfu¨llt C Bedingung
4 der Definition 5.2, im zweiten Fall ist p(τn) von der Form p(f1(τ1), . . . , fn(τn))
und es gibt keine Regel p(f1(α1), . . . , fn(αn)) − rk. In diesem Fall hat C keine
Lo¨sung. Falls τi ∈ F0 fu¨r alle i, dann gibt es keine Lo¨sung fu¨r C, denn sonst wa¨re
Regel E anwendbar. Somit folgt insgesamt, daß jede Normalform unter =⇒2 entweder
unlo¨sbar oder in atomar gelo¨ster Form ist. 
Leider ist =⇒2 keine terminierende Transformationsrelation, wie das folgende Bei-
spiel zeigt. Das Restriktionsproblem α / l(β), β / α fu¨hrt na¨mlich unausweichlich zu
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einer unendlichen Transformationssequenz.
α / l(β), β / α
A
=⇒ l(α1) / l(β), β / l(α1), α = l(α1)
E
=⇒ α1 / β, β / l(α1), α = l(α1)
A
=⇒ α1 / l(β1), l(β1) / l(α1), α = l(α1), β = l(β1)
E
=⇒ α1 / l(β1), β1 / α1, α = l(α1), β = l(β1)
...
Das obige Problem ist unlo¨sbar, da jede Lo¨sung L die A¨quivalenz L(α)
ss∼ L(β)
respektieren muß, ebenso wie L(α)
ss∼ L(l(β)). Aus der Transitivita¨t von ss∼ folgt aber
auch L(β)
ss∼ L(l(β)), was aber fu¨r endliche Terme unmo¨glich ist.
Um unlo¨sbare Restriktionsprobleme zu erkennen, muß man ein A¨quivalent zu dem
sogenannten
”
occur-check“, α /∈ V(τ) in Regel S, zu den Transformationsregeln hin-
zufu¨gen. Wie man am obigen Beispiel leicht erkennt, reicht eine naive Ausdehnung
des
”
occur-checks“, etwa in der Form α /∈ V(τ) als zusa¨tzliche Vorbedingung der
Transformationsregel A, nicht aus.5
Jedes Restriktionsproblem C u¨ber strukturelle A¨hnlichkeit erzwingenden Pra¨dikaten
induziert eine A¨quivalenzrelation
C∼ auf V(C).
Definition 5.15. Sei C ein Restriktionsproblem.
C∼ ist der reflexive, transitive und
symmetrische Abschluß der Relation
EQ(C) =
⋃{sim(τ, τ ′) | τ = τ ′ ∈ C}
∪ ⋃{sim(τi, τi+1) | p(τn) ∈ C, i ∈ 1..n− 1}
wobei
sim(τ, τ ′) =

{(τ, τ ′)} falls τ, τ ′ ∈ V⋃n
i=1 sim(ρi, ρ
′
i) falls τ = f(ρn), τ
′ = g(ρ′n)
∅ sonst
Hilfssatz 5.16. Seien α, β ∈ V(C) und α C∼ β, dann gilt: S ∈ L(C)⇒ S(α) ss∼ S(β).
5Dies wurde auch schon in fru¨heren Arbeiten zum Thema Konversiontypisierung erkannt. Unsere
Darstellung weicht jedoch in einigen Details, wegen der Verallgemeinerung auf Pra¨dikate beliebiger
Stelligkeit, von den Darstellungen in [Mit84] bzw. [FM88] ab.
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Beweis. Folgt sofort aus der Definition von
ss∼ und C∼. 
Lemma 5.17. Sei ≡ eine A¨quivalenzrelation mit der Eigenschaft
∀α, β ∈ V(C) : α ≡ β ⇒ ∀L ∈ L(C) : L(α) ss∼ L(β)) . (5.4)
Fu¨r α ∈ V bezeichne [α]≡ die A¨quivalenzklasse von α in ≡, fu¨r τ /∈ V sei [τ ]E die
Vereinigung aller A¨quivalenzklassen der in τ vorkommenden Variablen.
[α]≡ = {β | α ≡ β }
[τ ]≡ = { [α]≡ | α ∈ V(τ) }
Falls C eine Restriktion p(τn) entha¨lt, oder eine Gleichung τ1 = τ2, sodaß [α]≡ ∈ [τ ]≡
fu¨r α, τ ∈ {τ1, . . . , τn}, dann hat C keine Lo¨sung.
Beweis. Wir nehmen an es ga¨be eine solche Substitution. Da p nach Definiti-
on strukturelle A¨hnlichkeit erzwingt, muß fu¨r jede erfu¨llende Substitution S auch
S(α)
ss∼ S(τ) gelten. Andererseits folgt aus α E∼ β aber auch S(α) ss∼ S(β) und wegen
der Transitivita¨t von
ss∼ gilt auch S(β) ss∼ S(τ). Da β ein Subterm von τ ist, mu¨ßte
S(τ) einen zu sich selbst strukturell a¨hnlichen Subterm enthalten, was aber nach
Definition der strukturellen A¨hnlichkeit unmo¨glich ist. 
Man beachte, daß die Bedingung [α]≡ ∈ [τ ]≡ den normalen ”occur-check“ α ∈ V(τ)
umfaßt. Daru¨ber hinaus gilt Lemma 5.17 auch fu¨r strukturelle Gleichheit erzwingende
Pra¨dikate (siehe Korollar 5.7).
Diese Beobachtung kann man benutzen, um eine terminierende Transformationsre-
lation =⇒3 zu konstruieren, die in Abbildung 5.4 angegeben ist. Der wesentliche
Unterschied zur Relation =⇒2 besteht darin, daß immer ganze Klassen strukturell
a¨quivalenter Variablen durch entsprechende strukturelle Muster ersetzt werden, wie
sie durch die A¨quivalenzrelation E indiziert werden. Zur Vereinfachung wurde die Re-
gel S aus =⇒2 in zwei Regeln aufgeteilt: S1 ersetzt die Variable α durch β falls beide
Variablen in der Restriktionsmenge C vorkommen. Anwendung von S2 fu¨hrt zu einer
Ersetzung aller Variablen der A¨quivalenzklasse [α]E durch ein Muster, das strukturell
a¨quivalent zu τ ist. Nach dieser Ersetzung sind alle Variablen aus [α]E in der resultie-
renden Restriktionsmenge gelo¨st. Dabei sei SS(τ, {α1, . . . , αn},W ) eine vollsta¨ndige
Menge minimaler Substitutionen die keine Variablen aus W involvieren, sodaß fu¨r
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jedes αi, S(αi) ein strukturelles Muster fu¨r τ ist und außerdem V(S(αi)) 6= V(S(αj))
fu¨r alle i 6= j ∈ 1..n.
=⇒3 verwendet daru¨berhinaus zur fru¨hzeitigen Erkennung unlo¨sbarer Restriktions-
probleme ein spezielles Restriktionsproblem > als Repra¨sentant der Klasse aller un-
lo¨sbaren Restriktionsprobleme.
Zur Manipulation von A¨quivalenzrelationen verwenden wir die folgende Notation:
Eα ist die A¨quivalenzrelation E ohne die A¨quivalenzklasse [α]E .
{β/α}E ist die A¨quivalenzrelation E die man durch Umbenennung
von α in β erha¨lt. Diese Operation ist nur definiert, falls
α ∈ [β]E .
E +R ist der transitive und symmetrische Abschluß der Relation
E ∪R.
|E| ist die Anzahl der A¨quivalenzklassen in E.
Satz 5.18. =⇒3 ist wohldefiniert, vollsta¨ndig und terminiert falls die A¨quivalenzre-
lation E die Gleichung 5.4 erfu¨llt. Eine Normalform unter =⇒3 ist entweder > oder
in atomar gelo¨ster Form.
Beweis. Man beachte, daß falls E die Gleichung 5.4 erfu¨llt und E,C =⇒3 E′, C′ gilt,
E′ auch die Gleichung 5.4 erfu¨llt. Die Wohldefiniertheit von =⇒3 folgt aus der Wohl-
definiertheit von =⇒2, da jede Transformationssequenz in =⇒3, die nicht die Regeln
F1, F2, Z1 oder Z2 involviert, auf eine Transformationssequenz in =⇒2 abgebildet
werden kann, wenn man die A¨quivalenzrelationskomponente ignoriert und Verwen-
dungen der Regeln S2 und A in Sequenzen von S- und A-Regeln aus =⇒2 u¨bersetzt.
Die Vollsta¨ndigkeit basiert auf Lemma 5.17. Termination folgt durch noethersche In-
duktion u¨ber das Tripel 〈|E|, U(C), S(C)〉, wobei E, U(C) und S(C) wie fu¨r =⇒1
definiert sind. 
Die Transformationsrelationen =⇒1 und =⇒3 ko¨nnen kombiniert werden, wenn sich
die Pra¨dikate in zwei disjunkte Mengen unterteilen lassen: Eine Menge PN nicht re-
kursiv definierter Pra¨dikate und eine Menge PSI struktureller A¨hnlichkeit erzwingen-
der, induktiv definierter Pra¨dikate. Dabei du¨rfen Pra¨dikate aus PSI auf der rechten
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L E,C ∪ {τ = τ} =⇒3 E,C
Z E,C ∪ {f(τn) = f(τ ′n)} =⇒3 E,C ∪ {τ1 = τ ′1, . . . , τn = τ ′n}
T E,C ∪ {p(f1(τ1), . . . , fn(τn))} =⇒3 E,C ∪ S(rk)
falls p(f1(α1), . . . , fn(αn)) − rk ∈ R
und S = {α11 7→ τ11, . . . , αnm 7→ τnm}
S1 E,C ∪ {α = β} =⇒3 {β/α}(E + {(α, β)}), {α 7→ β}(C) ∪ {α=β}
falls α, β ∈ V(C), α 6= β
S2 E,C ∪ {α = τ} =⇒3 E′, S ∪ (~S ◦ {α 7→ τ})(C) ∪ {α = τ}
falls α ∈ V(C), τ /∈ V, [α]E /∈ [τ ]E
und ~S ∈ SS(τ, [α]E − {α},V(C ∪ {α = τ}))
wobei E′ = Eα + EQ({ τ = ~S(β) | β ∈ [α]E })
A E,C ∪ {p(τn)} =⇒3 E′, S ∪ ~S(C ∪ {p(τn)})
falls α, τ ∈ args(p(τn))
sowie root(τ) ∈ F+, [α]E /∈ [τ ]E
und ~S ∈ SS(τ, [α]E ,V(C ∪ {p(τn)}))
wobei E′ = Eα + EQ({ τ = ~S(β) | β ∈ [α]E })
F1 E,C ∪ {f(τn) = g(τ ′n)} =⇒3 E,>
F2 E,C ∪ {p(f1(τ1), . . . , fn(τn))} =⇒3 E,>
falls @ p(f1(α1), . . . , fn(αn)) − rm ∈ R
Z1 E,C ∪ {α = τ} =⇒3 E,>
falls τ /∈ V, [α]E ∈ [τ ]E
Z2 E,C ∪ {p(τn)} =⇒3 E,>
falls ∃α, τ ∈ args(p(τn)), τ /∈ V, [α]E ∈ [τ ]E
Abbildung 5.4: Terminierende Transformation in atomare Restriktionsmengen
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Seite von Ersetzungsregeln fu¨r Pra¨dikate aus PN verwendet werden, aber nicht um-
gekehrt. Typische Beispiele fu¨r solche Pra¨dikate sind p∈ und p↓ aus Abbildung 5.1.
Sei =⇒ns die Menge von Ersetzungsregeln, die man erha¨lt, wenn man die Verwen-
dung von =⇒3-Regeln auf Pra¨dikate aus PSI einschra¨nkt und die Regel
An E,C ∪ {p(τn)} =⇒ns E,C ∪ rm ∪ {τ1 = l1, . . . , τn = ln}
falls p ∈ PN , p(ln) − rm
eine Ersetzungsregel ist,
entfernt von V(C) ∪ V(τn)
hinzufu¨gt.
Satz 5.19. =⇒ns ist wohldefiniert, vollsta¨ndig und terminierend. Eine Normalform
unter =⇒ns ist entweder > oder in atomar gelo¨ster Form.
Beweis. Wohldefiniertheit und Vollsta¨ndigkeit sind klar. Termination folgt durch
noethersche Induktion u¨ber das Komplexita¨tsmaß 〈B(C), |E|, U(C), S(C)〉. Der zwei-
te Teil des Satzes gilt offensichtlich. 
Damit haben wir gezeigt, daß ein Restriktionsproblem C u¨ber nicht rekursiven Pra¨di-
katen, und strukturelle A¨hnlichkeit erzwingenden Pra¨dikaten, in eine Menge atomar
gelo¨ster Restriktionsmengen C1, . . . , Cn transformiert werden kann, deren Lo¨sbar-
keit die Lo¨sbarkeit der urspru¨nglichen Restriktionsmenge impliziert. Das Supremum
der genauesten Vereinfachungen der lo¨sbaren Restriktionsmengen Ci ist dann eine
genaueste Vereinfachung der urspru¨nglichen Restriktionsmenge C.
5.4 Zerlegbare Pra¨dikate
Es verbleibt noch zu zeigen, daß die Lo¨sbarkeit atomarer Restriktionprobleme ent-
scheidbar ist. O.B.d.A. kann man davon ausgehen, daß C keine erfu¨llbaren Restrik-
tionen der Form p(an) mit ai ∈ F0 entha¨lt. Somit entha¨lt jede Restriktion mindestens
eine Typvariable. Man beachte nun, daß die A¨quivalenzrelation
C∼ eine Partition der
Restriktionsmenge C induziert. Wir schreiben
C =
ss∼⊎
i=1..n
Ci
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falls C = C1 unionmulti · · · unionmulti Cn, wobei n = |{[α]C∼ | α ∈ V(C)}| und V(Ci) = [α]C∼ fu¨r eine
α ∈ V(C). Jedes der Ci kann unabha¨ngig gelo¨st werden, und die Lo¨sungen ko¨nnen
zu einer Lo¨sung fu¨r C verknu¨pft werden. Somit verbleiben zwei Sorten von Restrik-
tionsmengen: solche die Basistypen und Typvariablen enthalten und solche die nur
Variablen enthalten. Restriktionsprobleme, die Basistypen enthalten, besitzen nur
Basistyplo¨sungen, d.h. L |= C ⇒ L ∈ V → F0. Restriktionsprobleme, die nur Typ-
variablen enthalten, fu¨hren zu einer Komplikation bei der Lo¨sungssuche: sie ko¨nnen
u.U. eine Lo¨sung besitzen, ohne daß eine Basistyplo¨sung existiert.
Als ein Beispiel fu¨r dieses Pha¨nomen betrachten wir strukturelle Konversionen, an-
gereichert mit Pra¨dikaten fu¨r zwei u¨berladene Operatoren p und q, mit den Erset-
zungregeln
p(a× b) − q(a), q(b)
q(int) − ∅
Das Restriktionsproblem {α / β, β / γ, p(γ)} besitzt zwar die Lo¨sung
{α 7→ int× int, β 7→ int× int, γ 7→ int× int} ,
aber keine Basistyplo¨sung!
Obwohl man in diesem Beispiel sofort eine Lo¨sung angeben kann, ist a priori nicht
klar, daß man die Lo¨sungssuche nach endlich vielen Schritten abbrechen kann, wenn
keine Lo¨sung gefunden wurde. Wir betrachten daher zuna¨chst eine spezielle Darstel-
lung fu¨r Lo¨sungen.
Lo¨sungen fu¨r atomare Restriktionsprobleme u¨ber induktiv definierten, strukturelle
A¨hnlichkeit erzwingenden Pra¨dikaten kann man als Komposition partieller Lo¨sungen
darstellen.
Definition 5.20. Eine Substitution S heißt partielle Lo¨sung fu¨r C0 mit a¨ußeren
Konstruktoren f1, . . . , fk ∈ Fn, falls
1. dom(S) = V(C0) = {α1, . . . , αk}
2. ∀αi : ∃βi1, . . . , βin : S(αi) = fi(βi1, . . . , βin),
3. ∀p(αi1 , . . . , αik ) ∈ C0 : p(fi1(γ1), . . . , fik (γk)) − rm ∈ R
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Falls S eine partielle Lo¨sung C0 ist, kann S(C0) ersetzt werden durch
⊎ss∼
i=1..l Ci. Falls
außerdem noch Lo¨sungen L1, . . . , Ll fu¨r C1, . . . , Cl existieren, dann ist S ◦L1 ◦ · · ·◦Ll
eine Lo¨sung fu¨r C0.
Partielle Lo¨sungen ko¨nnen auf einfache Weise als Ba¨ume gezeichnet werden. Die
Knoten dieser Ba¨ume sind Restriktionsmengen, die A¨ste markieren Substitutionen
bzw. Ersetzungen. Das allgemeine Schema ist in Abbildung 5.5 angegeben, der
Lo¨sungsbaum in Abbildung 5.6 beschreibt eine Lo¨sung fu¨r die Restriktionsmenge
{α / β, β / γ, p(γ)}.
S(C0)
@
@
@
. . . . . . .CnC1
C0
S
,
,
,
,
Abbildung 5.5: Lo¨sungsbaumschema
Betrachtet man sich diesen Lo¨sungsbaum genau, so erkennt man, daß alle Restrik-
tionsmengen mit Ausnahme der Blattknoten die gleiche Anzahl von Variablen ent-
halten. Diese Eigenschaft der Lo¨sungsba¨ume kann durch eine besondere Form der
Ersetzungsregeln garantiert werden.
Definition 5.21. Ein System induktiv definierter Pra¨dikate heißt zerlegbar, falls die
Erfu¨llbarkeit durch links-lineare Ersetzungsregeln der Form
p(f1(α1), . . . , fn(αn)) − rk
beschrieben werden kann und die Menge der A¨quivalenzklassen der A¨quivalenzrela-
tion
rk∼ durch { {α1i, . . . , αni} | i = 1..m } gegeben ist, wobei f1, . . . , fn ∈ Fm.
Man beachte, daß Zerlegbarkeit, im Gegensatz zu struktureller A¨hnlichkeit, ein rein
syntaktisches Kriterium ist, und daher im Falle von benutzerdefinierbaren U¨berla-
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αC β, β C γ, p(γ)
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
α1 × α2 C β1 × β2, β1 × β2 C γ1 × γ2, p(γ1 × γ2)
{int/α2, int/β2, int/γ2}
∅ ∅
α1 C β1, β1 C γ1, q(γ1) α2 C β2, β2 C γ2, q(γ2)
intC int, q(int)intC int, q(int)
{int/α1, int/β1, int/γ1}
rewrite rewrite
rewrite rewrite
{α1 × α2/α, β1 × β2/β, γ1 × γ2/γ}











Abbildung 5.6: Ein Lo¨sungsbaum fu¨r {α / β, β / γ, p(γ)}
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dungen bzw. Konversionen von der Typinferenzkomponente leicht u¨berpru¨ft werden
kann.
Satz 5.22. Sei C eine atomare Restriktionsmenge deren Variablen eine einzelne
C∼-A¨quivalenzklasse bilden. Es ist entscheidbar, ob C gelo¨st werden kann.
Beweis. Zerlegbarkeit impliziert, daß die Menge aller Restriktionsprobleme, die in
einem Lo¨sungsbaum auftreten ko¨nnen, endlich ist (modulo Variablenumbenennun-
gen). Jede Applikation einer partiellen Lo¨sung mit a¨ußeren Konstruktoren fi ∈ Fm
auf eine Restriktionsmenge mit n Variablen, die eine einzelne
C∼-A¨quivalenzklasse bil-
den, fu¨hrt zu m neuen Restriktionsmengen, die jeweils n neue Variablen enthalten.
Daher kann jeder Lo¨sungsbaum so beschnitten werden, daß seine Ho¨he kleiner als die
Anzahl h(n) von Restriktionsmengen u¨ber n Variablen ist. 
Außerdem ist entscheidbar, ob C unendlich viele Lo¨sungen hat, nur Basistyplo¨sungen,
oder ob eine gegebene Substitution eine genaueste Vereinfachung ist.
Satz 5.23. Fu¨r lo¨sbare Restriktionsmengen u¨ber zerlegbaren Pra¨dikaten kann eine
genaueste Vereinfachung effektiv berechnet werden.
Beweis. Aufgrund von Lemma 4.36, Lemma 4.33 und der vorangegangenen Dis-
kussion, genu¨gt es zu zeigen, daß genaueste Vereinfachungen fu¨r atomare Restrik-
tionsmengen C, deren Variablen eine einzelne
C∼-A¨quivalenzklasse bilden, berechnet
werden ko¨nnen. Sei also C eine solche Menge. Falls C einen Basistyp entha¨lt, dann
existieren nur endlich viele Lo¨sungen, deren Supremum eine genaueste Vereinfachung
fu¨r C ist. Falls C nur aus Variablenrestriktionen besteht, mu¨ssen die Bedingungen
(a) und (b) des Lemmas 4.33 u¨berpru¨ft werden.
Falls Bedingung (a) verletzt wird, d.h. es existieren Variablen α und β, sodaß
L |= C ⇒ L(α) = L(β), dann ist {β 7→ α} eine Vereinfachung von C. Diese Vereinfa-
chung fu¨hrt zu einer neuen Restriktionsmenge mit n − 1 Variablen, und kann daher
ho¨chstens n mal angewendet werden. Aber wie wird (b) u¨berpru¨ft?
Man betrachte einen Lo¨sungsbaum fu¨r C = C01 , sodaß L(α) 6= L(β). O.B.d.A. nehme
man an, daß die Mengen der Variablen unterschiedlicher Restriktionsmengen des
Lo¨sungsbaums keine gemeinsamen Elemente besitzen. Dann muß es einen ku¨rzesten
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Pfad w = j1, . . . , jk geben, fu¨r den root(L(α)/w) 6= root(L(β)/w) gilt. Nun existieren
Substitutionen S1, . . . , Sk, Restriktionsmengen C
i
j fu¨r i ∈ 1..k, j ∈ 1..niund Lo¨sungen
Rij |= Cij fu¨r i ∈ 1..k, j ∈ 1..ni, j 6= ji ∨ i = k sodaß L = S1 ◦ · · · ◦ Sk ◦
⋃
i,j 6=ji∨i=k R
i
j
und Si(C
i−1
ji−1) −∗ Ci1 unionmulti · · · unionmulti Cini (siehe Abbildung 5.7). Die Lo¨sungsba¨ume fu¨r
Cij , j 6= ji ∨ i = k ko¨nnen in ihrer Ho¨he auf h(n) beschra¨nkt werden, ebenso wie die
La¨nge des Pfades von C11 nach C
j
jk
. Also kann die Gesamtho¨he des Baumes auf 2h(n)
eingeschra¨nkt werden. Somit erha¨lt man einen endlichen Suchraum fu¨r Ba¨ume, die
Bedingung (b) verletzen.
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Abbildung 5.7: Ein Lo¨sungsbaum, der 4.33 (b) verletzt.
Bedingung (b) wird folgendermaßen u¨berpru¨ft: Fu¨r jede Variable α ∈ V(C) und
Typkonstruktor f ∈ Fm wendet man eine Substitution an, die α durch f(βm) er-
setzt, wobei βm neue Typvariablen sind. Dann u¨berpru¨ft man die Lo¨sbarkeit der
resultierenden Restriktionsmengen. Auf diese Weise erha¨lt man eine Substitution
S = {α1 7→ f1(βm1), . . . , αn 7→ fn(βmn)}, sodaß L |= C ⇒ root(L(αk)) = fk. Offen-
sichtlich ist S eine Vereinfachung von C. Falls S die Identita¨t ist, kann C nicht weiter
vereinfacht werden. Falls die fi Basistypen sind, dann hat C nur Basistyplo¨sungen
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und somit ist S schon eine genaueste Vereinfachung von C.
Ansonsten ist m ≥ 1 und man wendet S auf C an, berechnet die Normalformen von
S(C) unter der Relation =⇒3 und wendet die Suche nach der Verletzung von (b)
rekursiv auf die lo¨sbare Teilmenge C1, . . . , Cl der resultierenden Restriktionsmengen
an. Falls dieser Prozeß terminiert, liefert er genaueste Vereinfachungen A1, . . . , Al von
C1, . . . , Cl. Auf der Basis von Lemma 4.36 erha¨lt man
∧
i=1..lAi ◦ S als genaueste
Vereinfachung von C.
Der gesamte Berechnungsprozeß muß terminieren, da die Lo¨sbarkeit von C eine
obere Schranke fu¨r die Ho¨he von S(α) jeder Vereinfachung S von C festlegt: Sei
H(C) die kleinste natu¨rliche Zahl m0, fu¨r die eine Lo¨sung L |= C existiert, die
height(L(α)) ≤ m0 fu¨r alle α ∈ V(C). Falls H(C) = 1 ist, besitzt C eine Basistyplo¨-
sung. Dies impliziert, daß die obige Substitution S entweder die Identita¨t ist oder C
nur Basistyplo¨sungen besitzt. Fu¨r H(C) > 1 erfu¨llen alle lo¨sbaren Normalformen C′
von S(C) unter =⇒3 die Bedingung H(C′) ≤ H(C)− 1. 
5.5 Diskussion
Die Komplexita¨t der Berechnung sowohl von Lo¨sungen als auch genauester Ver-
einfachungen atomarer Restriktionsmengen scheint zu hoch fu¨r einen praktikablen
Einsatz. Selbst wenn man garantieren kann, daß jedes lo¨sbare Restriktionsproblem
Basistyplo¨sungen besitzt, mu¨ssen im schlimmsten Fall fu¨r ein Restriktionsproblem
u¨ber n Variablen immer noch |F0|n Substitutionen untersucht werden, um die Fra-
ge der Lo¨sbarkeit zu entscheiden und eine allgemeinste Vereinfachung zu berechnen.
Wir zeigen im na¨chsten Kapitel, daß man mit Einschra¨nkungen an die Definition
der Basistypkonversionsordnung und die Definition u¨berladener Operatoren einen
polynomial zeitbeschra¨nkten Algorithmus angeben kann.
Eine weitere Quelle der Ineffizienz des Transformationssystems liegt in der notwendi-
gen Verzweigung bei der Auflo¨sung endlicher U¨berladungen. Hier wa¨re ein gangbarer
Kompromiss, diese Pra¨dikate erst in einer zweiten Phase zu untersuchen, nachdem
man die strukturelle A¨quivalenz erzwingenden Pra¨dikate in atomare Teilprobleme
transformiert hat und dem Anwender eine nicht auflo¨sbare U¨berladung als Typfehler
zu melden, oder eine der U¨berladungsinstanzen als Voreinstellung auszuwa¨hlen.
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Mit diesem Vorgehen ließe sich z.B. der u¨berladene Applikationsoperator von META-
IV sehr gut behandeln, der die Verwendung endlicher Abbildungen an Stelle normaler
Funktionen in Funktionsapplikationen erlaubt: im Falle eines u¨berladenen Applika-
tionsoperators mo¨chte man sicher nicht bei jeder Applikation zur Laufzeit pru¨fen,
ob die angewendete Funktion eine endliche Abbildung ist. Daher wa¨re die fehlende
Abstrahierbarkeit des Applikationsoperators sicher zu verschmerzen.
Die vorgestellte Erweiterung von strukturellen A¨quivalenz erzwingenden Pra¨dikaten
hin zu strukturelle A¨hnlichkeit erzwingenden Pra¨dikaten scheint in erster Linie von
theoretischem Interesse. Einerseits liefert die allgemeinste Vereinfachung eines Re-
striktionsproblems in der Regel kein atomar gelo¨stes Restriktionproblem, was die Ver-
sta¨ndlichkeit solcher Restriktionsprobleme reduziert. Andererseits entha¨lt die Menge
der strukturell a¨hnlichen Muster eines Terms O(2|τ |·|F |) viele Elemente, was zu einer
exponentiell anwachsenden Menge zu untersuchender Restriktionsprobleme fu¨hrt. Im
Gegensatz dazu ist die Menge der strukturell a¨quivalenten Muster einelementig.
Das Effizienzproblem kann man sehr wahrscheinlich lo¨sen, wenn man zu einer Dar-
stellung mit Konstruktorvariablen u¨bergeht und die Konversionsrelation auf Typkon-
struktoren mit Stelligkeit gro¨ßer 0 erweitert: statt C = {α / set(β)} aufzulo¨sen in die
beiden Restriktionsprobleme C1 = {list(α) / set(β)} und C2 = {set(α) / set(β)},
ersetzt man C durch C′ = {κ(α) / set(α)}. Dies kann weiter vereinfacht werden,
in das atomare Restriktionsproblem C′′ = {κ / set , α / β}, wenn man fordert, daß
alle konvertierbaren Typkonstruktoren die gleichen Monotonieeigenschaften bzgl. der
Konversionsrelation / besitzen. Also mu¨ssen beispielsweise alle Typkonstruktoren,
die mit dem Funktionstyp in Relation stehen, im ersten Argument kovariant und im
zweiten kontravariant sein.
Mit dieser Erweiterung ko¨nnte man dann auch auf den u¨berladenen Applikations-
operator verzichten: man definiert map(a, b) / a′ → b′ − a′ / a, b / b′, p=(a) als
Ersetzungsregel und erlaubt somit die Konversion von endlichen Abbildungen in
Funktionen, vorausgesetzt fu¨r a ist der u¨berladene Gleichheitsoperator definiert.
Allerdings entha¨lt dieser Ansatz noch ein verstecktes Problem: ersetzt man in α/β →
γ die Variable α durch den Konstrukturausdruck κ(α1, α2) und transformiert das
Restriktionsproblem in κ/→, β / α1, α2 / γ, dann geht die Information verloren, daß
bei einer spa¨teren Ersetzung von κ durch map zusa¨tzlich die Restriktion p=(α1)
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betrachtet werden muß.
Eine Mo¨glichkeit der Lo¨sung dieses Problems bestu¨nde darin, die Restriktion κ(α1, α2)
/β → γ in der betrachteten Restriktionsmenge C zu belassen, und die Restriktionen
β /α1, α2 /γ nur dann hinzuzufu¨gen, wenn sie noch nicht von C−{κ(α1, α2)/β → γ}
impliziert werden. Die Restriktion κ(α1, α2) / β → γ kann also erst dann aus C ent-
fernt werden, wenn κ durch einen Typkonstruktor ersetzt wird. Wir verzichten auf
eine formale Behandlung.
Noch eine abschließende Bemerkung zur Effizienz: da der Basisschritt der Restrik-
tionsauflo¨sung das Ersetzen einer Typvariablen durch ein strukturelles Muster ist,
kann der bei Unifikationsalgorithmen u¨bliche Trick des structure sharing nicht mehr
eingesetzt werden. Somit gibt es Restriktionsprobleme, die nur mit exponentiellem
Aufwand in atomar a¨quivalente umgewandelt werden ko¨nnen (siehe dazu die Diskus-
sion in Abschnitt 6.4).
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Kapitel 6
Konversionen und U¨berladungen
Im Folgenden untersuchen wir spezielle Aspekte der Konversionstypisierung und zei-
gen, daß sich Lo¨sungen und allgemeinste Vereinfachungen fu¨r Restriktionsprobleme
mit strukturellen Konversionen (Abschnitt 6.1) und parametrischen U¨berladungen
(Abschnitt 6.2) bei geeigneten Einschra¨nkungen an die Definition der Konversions-
ordnung und der U¨berladungsinstanzen effizient berechnen lassen. Anschließend zei-
gen wir, wie Konversionstypisierungen mit U¨berladungen durch Elimination unno¨-
tiger Restriktionen vereinfacht werden ko¨nnen (Abschnitt 6.3). Eine Diskussion der
Ergebnisse und verwandter Arbeiten beschließt das Kapitel.
6.1 Erfu¨llbarkeit von Konversionsbedingungen
Nach Satz 5.18 la¨ßt sich die Lo¨sbarkeit der Konversionstypisierung zuru¨ckfu¨hren auf
die Lo¨sbarkeit eines Systems von Konversionsbedingungen u¨ber Variablen und Ba-
sistypen, sofern die Konversionsordnung strukturvertra¨glich induktiv ist. Wir wollen
nun untersuchen, unter welchen weiteren Voraussetzungen an die Konversionsord-
nung ein effizientes Verfahren zur Bestimmung der Lo¨sbarkeit von Konversionsbedin-
gungen angeben werden kann. Von besonderem Interesse ist dabei die Frage nach der
Berechnung einer genauesten Vereinfachung.
Sei C eine Menge von Konversionsbedingungen der Form a / b, mit a, b ∈ F0 ∪ V,
im Folgenden kurz Konversionsproblem genannt. Die Menge der in C vorkommenden
Basistypen und Typvariablen bezeichnen wir mit atoms(C), V(C) bezeichnet wie
u¨blich die Menge der in C vorkommenden Typvariablen, und types(C) sei definiert
durch types(C) = atoms(C)− V(C).
Eine Normalform eines Konversionsproblems C gema¨ß Satz 5.18 la¨ßt sich als gerich-
teten Graphen betrachten: Die Knoten des Graphen sind die in C vorkommenden
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Variablen und Basistypen (atoms(C)), und fu¨r a / b ∈ C ist (a, b) eine Kante des
Graphen. Der Graph zerfa¨llt i.A. in mehrere Zusammenhangsgebiete, die durch die
A¨quivalenzklassen der Relation
C∼ gegeben sind.
Lemma 6.1 (Letschert). Unter der Annahme, daß / reflexiv ist, hat ein Konversi-
onsproblem genau dann eine Lo¨sung, wenn es eine Lo¨sung gibt, die jeder Typvariablen
einen Basistyp zuordnet.
Beweis. Folgt aus der Tatsache, daß jede erfu¨llende Substitution allen Typvariablen
strukturell a¨quivalente Typen zuordnen muß: Falls die A¨quivalenzklasse einer Varia-
blen α einen Basistyp b entha¨lt, dann muß wegen S(α)
se∼ b auch S(α) ein Basistyp
sein. Allen Variablen einer A¨quivalenzklasse in der kein Basistyp vorkommt, kann
aufgrund der Reflexivita¨t der Konversionsordnung der gleiche Basistyp zugeordnet
werden.1 
Korrollar 6.2. Ein Konversionsproblem C u¨ber einer reflexiven Konversionsord-
nung ist entscheidbar, falls die Menge der Basistypen endlich ist; ist die Menge der
Basistypen dagegen nur abza¨hlbar, dann ist das Konversionsproblem i.A. nur semi-
entscheidbar.
Beweis. Die Semi-Entscheidbarkeit wird schon durch Satz 4.25 garantiert. Fu¨r end-
liche Basistypmengen (|F0| < ∞) ist natu¨rlich auch die Anzahl der Substitutionen
endlich, die den Variablen {α1, . . . , αn} aus C Basistypen zuordnen. Nach Lemma 6.1
hat S genau dann eine Lo¨sung, wenn eine dieser Substitutionen C erfu¨llt. 
Fu¨gt man neben der Reflexivita¨t als zusa¨tzliche Anforderung an die Konversionsord-
nung die Transitivita¨t hinzu, dann erha¨lt man eine Quasiordnung. In einer solchen
Konversionsordnung kann ein Typ t1 sowohl Unter- als auch Obertyp eines Typs
t2 sein. Ein typische Konversionsordnung wa¨re dann z.B. {int / real , real / int}. In
[FM88] wurde von Fuh und Mishra die Vermutung gea¨ußert, daß ein polynomieller
Lo¨sbarkeitstest fu¨r solche Konversionsprobleme existiert. Wand und O‘Keefe zeigten
1Das Resultat wurde erstmals in [Let86] publiziert. Eine a¨hnliche Aussage findet man auch in
[WO89].
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jedoch in [WO89], daß die Frage der Erfu¨llbarkeit fu¨r beliebige partielle Ordnun-
gen NP-vollsta¨ndig ist2. Der Beweis wird durch polynomielle Reduktion des 3-SAT
Problems auf ein spezielles Konversionsproblem gefu¨hrt und la¨ßt sich auf Quasiord-
nungen u¨bertragen, da partielle Ordnungen durch Hinzunahme des Antisymmetrie-
axioms aus Quasiordnungen hervorgehen. Fu¨gt man als zusa¨tzliche Forderung an die
Konversionsordnung noch hinzu, daß zu jeder Teilmenge X ⊆ TF0 eine kleinste obe-
re bzw. gro¨ßte untere Schranke existiert, dann kann man ein lineares Verfahren zur
U¨berpru¨fung der Lo¨sbarkeit angeben.
Die transitive Hu¨lle des Graphen (C∗) beschreibt gerade die Menge aller von C
implizierten Basistypkonversionen:
Proposition 6.3. Fu¨r a, b ∈ TF0(V) gilt: C  {a / b} ⇐⇒ (a, b) ∈ C∗
Auch die Konversionsordnung auf den Basistypen kann als Graph repra¨sentiert wer-
den, der ebenso wie ein Konversionsproblem in disjunkte Teile zerfa¨llt.
K =
⋃
i=1..k
Ki
Ein Konversionsproblem C hat keine Lo¨sung, falls C eine Konversion zwischen zwei
Basistypen impliziert, die in getrennten Partitionen von K liegen. Diese Beobachtung
kann man ausnutzen, um die Lo¨sungssuche zu vereinfachen:
Die Antisymmetrie der Konversionsordnung erzwingt, daß jede erfu¨llende Substitu-
tion alle Variablen eines Zyklus identisch substituiert. Daher kann es keine Lo¨sung
des Konversionsproblems geben, falls C einen Zyklus mit mehr als einem Basistyp
entha¨lt.
Lemma 6.4. Sei a 6= b, (a, b) ∈ C∗ und (b, a) ∈ C∗, dann gilt:
(1) S |= C ⇒ S(a) = S(b)
(2) a ∈ F0 ∧ b ∈ F0 ⇒ 6|= C
Beweis. Wegen a / b ⇒ S(a) / S(b) und b / a ⇒ S(b) / S(a) folgt S(a) = S(b) aus
der Antisymmetrie der Konversionsordnung; (2) ist offensichtlich. 
2Zur Definition des Begriffs NP-vollsta¨ndig siehe z.B. [GJ79]
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Zur Elimination von Zyklen kann das bekannte Verfahren zur Berechnung von star-
ken Zusammenhangskomponenten [AHU74, Abschnitt 5.5] eingesetzt werden, das
sich in O(max(|Knoten|, |Kanten|)) implementieren la¨ßt. Das Verfahren berechnet
die gro¨bste Partition P =
⊎
Pi der Knoten eines Graphen, sodaß v, w ∈ Pi ⇒
{(v, w), (w, v)} ⊆ C∗. Falls eines der Pi mehr als einen Basistyp entha¨lt, dann hat C
keine Lo¨sung. Ansonsten ko¨nnen wir aus jedem der Pi einen Repra¨sentanten r(Pi)
auswa¨hlen, alle Variablen von Pi in C durch r(Pi) ersetzen und das resultierende
Problem vereinfachen. Dabei sei
r(Pi)
def
=
b falls Pi ein b ∈ F0 entha¨lt,α fu¨r irgendein α ∈ Pi.
Die U¨berpru¨fung, ob eine Zusammenhangskomponente Pi mehr als einen Basistyp
entha¨lt, la¨ßt sich auf einfache Weise in das Verfahren integrieren und a¨ndert nichts
an der Zeitschranke.
Satz 6.5. Sei S die Substitution, die jedem α ∈ V(C) den Repra¨sentanten der α
umfassenden starken Zusammenhangskomponente zuordnet und C′ das Konversions-
problem, das man durch Anwenden von S auf C und Elimination von Gleichungen
der Form a / a erha¨lt. Dann gilt:
1. S ist eine vereinfachende Substitution von C,
2. C′ ist azyklisch.
Beweis. (1) folgt aus Lemma 6.4, (2) ist offensichtlich. 
Die Antisymmetrie ist allerdings keine hinreichende Bedingung fu¨r die effiziente Kon-
struktion einer Lo¨sung. Es kann dennoch exponentiell viele Lo¨sungen geben. Beispiel:
Cn = { int / αi | i = 1..n } ∪ {αi / real | i = 1..n }
Hier ist jede Substitution S mit S(αi) ∈ {int , real} eine Lo¨sung; somit gibt es 2n
Lo¨sungen fu¨r C.
Lemma 6.6. Sei C ein azyklisches Konversionsproblem mit types(C) = ∅. Dann ist
die identische Substitution eine genaueste Vereinfachung von C.
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Beweis. Es ist klar, daß die Identita¨t eine vereinfachende Substitution fu¨r C ist,
nach Lemma 4.33 verbleibt somit zu zeigen, daß:
(a) ∀α, β ∈ V(C) : ∃L |= C : L(α) 6= L(β)
(b) ∀α ∈ V(C) : ∃L1, L2 |= C : root(L1(α)) 6= root(L2(α))
(a) C entha¨lt mindestens 2 Typvariablen α, β fu¨r die o.B.d.A. (α, β) ∈ C∗ oder
(β, α) 6∈ C∗. Sei b1 / b2 eine gu¨ltige Konversion zwischen b1, b2 ∈ F0. Die Substitution
L(γ)
def
=
b1 falls (γ, α) ∈ C∗,b2 sonst
ist eine Lo¨sung fu¨r C: Eine Konversionsbedingung β / β′ ist nur dann nicht erfu¨llt,
wenn L(β) = b2 und L(β
′) = b1. Aus der Definition von L folgt (β′, α) ∈ C∗, was
zusammen mit β / β′ auch (β, α) ∈ C∗ impliziert. Dies steht im Widerspruch zur
Zyklenfreiheit von C.
(b) Fu¨r jeden Typ t ∈ TF ist die Substitution Lt = {αi 7→ t} eine Lo¨sung von C.
Da o.B.d.A. |TF | > 1, existieren Lt1 , Lt2 mit root(Lt1(α)) = root(t1) 6= root(t2) =
root(Lt2(α)). 
Von Reynolds [Rey85] und spa¨ter von Letschert [Let86] wurde von der Konversions-
ordnung verlangt, daß zu je zwei Typen t1, t2 entweder u¨berhaupt kein gemeinsamer
Obertyp (bzw. Untertyp) existiert, oder aber ein kleinster (bzw. gro¨ßter), die mit
t1 unionsq t2 (bzw. t1 u t2) bezeichnet werden. Mit anderen Worten: die Konversionsord-
nung bildet einen Verband, bzw. eine endliche Vereinigung disjunkter Verba¨nde.
Diese Eigenschaft der Konversionsordnung legt folgendes Verfahren nahe: Berechne
fu¨r jede Variable α die Menge der unteren Schranken in C
LC(α) = { b ∈ F0 | b / α ∈ C∗ }
Falls LC(α) keine kleinste obere Schranke besitzt, dann gibt es keine Lo¨sung des
Konversionsproblems. Ansonsten kann man die Substitution S1 mit
S1(α) =unionsqLC(α)
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auf das Konversionsproblem anwenden und fu¨r die verbleibende Menge von Variablen
die Menge der oberen Schranken in S1(C) berechnen.
UC(α) = { b ∈ F0 | α / b ∈ C∗ }
Hat US1(C) keine gro¨ßte untere Schranke, dann schla¨gt die U¨berpru¨fung fehl. Im
anderen Fall ist S2 ◦ S1 mit
S2(α) =uUC(α)
eine Lo¨sung des Konversionsproblems.
Das Verfahren ist zwar wohldefiniert, aber nicht vollsta¨ndig, d.h., es schla¨gt manch-
mal fehl, obwohl eine Lo¨sung existiert: Fu¨r das Konversionsproblem
{ b1 / α, α / b, β / b2, β / α }
mit der Konversionsordnung
{ b1 / b, b2 / b }
ist S1(α) = b1. Der aus der Anwendung von S1 resultierende Konversionsgraph
{ b1 / b, β / b1, β / b2 }
besitzt keine Lo¨sung, da b1 und b keine gemeinsame untere Schranke besitzen. Das
Konversionsproblem ist allerdings lo¨sbar mit der Substitution
{α 7→ b, β 7→ b2 }
Das Problem liegt darin, daß die mo¨glichen Belegungen von β sowohl durch UC(β)
als auch durch die Wahl von S1(α) eingeschra¨nkt werden, was bei der Konstruk-
tion von S1 aber nicht beru¨cksichtigt wird. Es ist klar, daß auch eine Umkehrung
der Vorgehensweise, also Beginn mit den maximalen Elementen der Konversionsord-
nung, nicht weiterhilft. Fordert man jedoch, daß jede Zusammenhangskomponente
der Konversionsordnung einen Verband bildet, dann existieren zwei ausgezeichnete,
wohldefinierte Substitutionen Sunionsq und Su mit
Sunionsq(α) = unionsqLC(α)
Su(α) = uUC(α)
und es gilt
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Satz 6.7. Ein azyklisches Konversionsproblem mit types(C) ⊆ Kk hat genau dann
eine Lo¨sung, wenn fu¨r alle a / b aus C die Ungleichung Sunionsq(a) / Su(b) erfu¨llt ist. In
diesem Fall gilt Sunionsq |= C und Su |= C. Daru¨ber hinaus ist die Substitution Sg mit
Sg(α)
def
=
b falls b = Sunionsq(α) = Su(α),α sonst
eine genaueste Vereinfachung von C.
Beweis. Man beachte zuna¨chst, daßunionsq ∅ = ⊥k undu ∅ = >k, wobei ⊥k das kleinste
und >k das gro¨ßte Element in Kk sind. Da Kk ein Verband ist, existieren Supremum
und Infimum fu¨r beliebige Teilmengen X ⊆ Kk, sodaß Sunionsq bzw. Su wohldefiniert sind.
Sei L eine Lo¨sung fu¨r C. Wir zeigen, daß
(1) Sunionsq(a) / Sunionsq(b) ,
(2) Su(a) / Su(b) und
(3) Sunionsq(a) / Su(b)
fu¨r alle a / b ∈ C gu¨ltige Konversionen sind. Dazu unterscheiden wir vier Fa¨lle:
a ∈ F0, b ∈ F0: Dann ist a/b nach Voraussetzung eine gu¨ltige Konversion, da L sonst
keine Lo¨sung wa¨re. Offensichtlich gelten wg. S(a) = a und S(b) = b
die Gleichungen 1–3.
a ∈ F0, b ∈ V: Wegen a ∈ LC(b) und S(a) = a und x/xunionsqy gilt a /unionsqLC(b) = Sunionsq(b)
und damit (1). Da a / L(b) eine gu¨ltige Konversion ist, muß L(b) /
uUC(b) gelten und damit folgen (2) und (3) aus der Transitivita¨t
von /.
a ∈ V, b ∈ F0: Wegen b ∈ UC(a) und x u y / x gilt Sunionsq(a) =uUC(a) / b = Su(b) =
Sunionsq(b) und damit (2) und (3). Da L(a)/b eine gu¨ltige Konversion ist,
mußunionsqLC(a) /L(a) gelten und damit folgt (1) aus der Transitivita¨t
von /.
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a ∈ V, b ∈ V: Aus a / b ∈ C folgt LC(a) ⊆ LC(b) bzw. UC(b) ⊆ UC(a) und damit
auchunionsqLC(a)/unionsqLC(b) bzw.uUC(b)/uUC(a), sodaß (1) und (2)
erfu¨llt sind. Da L(a) / L(b) eine gu¨ltige Konversion ist, muß sowohl
Sunionsq(a) = unionsqLC(a) / L(a) als auch L(b) /uUC(a) = Su(a) gelten.
Wegen L(a) / L(b) folgt Sunionsq(a) / Su(b) und damit (3).
Falls Sunionsq(a) / Su(b) fu¨r alle a / b ∈ C, dann sind sowohl Sunionsq als auch Su Lo¨sungen von
C. Sg ist offensichtlich eine Vereinfachung von C, aus Lemma 4.33 folgt, daß Sg(C)
nicht weiter vereinfacht werden kann. 
Die Menge der oberen bzw. unteren Schranken muß wegen der Zyklenfreiheit von C
nicht wirklich berechnet werden: man berechnet in einem ersten Schritt eine topo-
logische Sortierung der Knoten des Graphen. Die Substitutionen Sunionsq und Su ko¨nnen
dann in zwei Durchga¨ngen u¨ber die Sortierung berechnet werden.
Definition 6.8. Eine topologische Sortierung eines Graphen G = (V,E) ist eine
bijektive Abbildung pi : V → 1..|V | derart, daß fu¨r alle (v, w) ∈ E die Ungleichung
pi(v) < pi(w) gilt.
Bekanntermaßen3 hat ein Graph genau dann eine topologische Sortierung, wenn er
azyklisch ist. Eine topologische Sortierung kann in O(|V |+ |E|) Zeiteinheiten berech-
net werden.
Algorithmus 6.1. Berechnung von Sunionsq, Su. Sei C ein atomares Konversionsproblem
mit types(C) ⊆ K und n = |V(C)|.
for i := 1 to n do
Sunionsq(pi−1(i)) :=unionsq {Sunionsq(a) | (a, pi−1(i)) ∈ C }
for i := n downto 1 do
Su(pi−1(i)) :=u {Su(a) | (pi−1(i), a) ∈ C }
Satz 6.9. Algorithmus 6.1 berechnet Sunionsq und Su korrekt in O(V(C) + |C|) Schritten.
Beweis. Die Zeitabscha¨tzung ergibt sich aus der Tatsache, daß fu¨r jede Variable α
alle direkten Vorga¨nger in C zur Berechnung von Sunionsq(α) bzw. alle Nachfolger zur
3Siehe z.B. [Meh84].
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Berechnung von Su(α) inspiziert werden mu¨ssen. Zum Beweis der Korrektheit zeigt
man die Schleifeninvarianten
(1) ∀j < i : Sunionsq(pi−1(j)) =unionsqLC(pi−1(j))
(2) ∀j > i : Su(pi−1(j)) =uUC(pi−1(j))
(1) Fu¨r i = 1 ist die Behauptung offensichtlich erfu¨llt. Sei also i > 1 und (1) gelte fu¨r
j < i. Sei α = pi−1(j).
Sunionsq(α) =unionsq {Sunionsq(a) | a / α ∈ C }
=unionsq {unionsqLC(a) | a / α ∈ C } (*)
=unionsq ⋃
a/α∈C
LC(a)
=unionsqLC(α)
Gleichung (*) folgt aus pi(a) < pi(α) und der Induktionshypothese.
(2) Analog (1), wobei i = n die Induktionsverankerung ist, und der Induktionsschritt
von j > i nach i erfolgt:
Su(α) =u {Su(a) | α / a ∈ C }
=u {uUC(a) | α / a ∈ C }
=u ⋃
α/a∈C
UC(a)
=uUC(α) 
Die Bedingung Sunionsq(α)/Su(α) kann anschließend mit linearem Aufwand in der Anzahl
der Konversionsbedingungen u¨berpru¨ft werden. Insgesamt folgt daraus:
Satz 6.10. Ein Konversionsproblem C ⊆ V ∪ Fo ist in O(max(n,m)) entscheidbar,
falls die Konversionsordnung auf Basistypen in disjunkte Verba¨nde zerfa¨llt. Falls eine
Lo¨sung existiert, dann gibt es auch eine genaueste Vereinfachung.
Wir erhalten den folgenden Algorithmus:
Algorithmus 6.2. Unterteile das Konversionsproblem C in seine Zusammenhangs-
komponenten C1, . . . , Cn und fu¨hre fu¨r jedes der Ci die nachfolgenden Schritte aus.
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1. Eliminiere Zyklen in Ci.
2. U¨berpru¨fe ob ein k existiert mit types(Ci) ⊆ Kk.
3. Berechne Su(Ci), Sunionsq(Ci)
4. U¨berpru¨fe ob Sunionsq(a) / Su(b) fu¨r alle a / b ∈ Ci eine gu¨ltige Konversion ist.
5. Berechne Sg(Ci) und eliminiere redundante Gleichungen.
6. Berechne die transitive Reduktion des Ergebnisgraphen Sg(Ci)
red.
Die Substitution Sg ◦ Sc ist eine genaueste Vereinfachung fu¨r C.
Dieses Verfahren kann mit einem Aufwand von O(max(n ∗ ered, n, e)) implementiert
werden, wobei ered die Anzahl der Kanten des transitiv reduzierten Graphen ist.
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Die Forderung nach dem Zerfall der Konversionsordnung in eine Menge disjunkter
Verba¨nde scheint auf den ersten Blick eine starke Einschra¨nkung zu sein. Die Erfah-
rungen mit der Entwicklung des SAMPλE-Typsystems haben gezeigt, daß man durch-
aus sinnvolle Konversionsordnungen finden kann, die dieser Einschra¨nkung genu¨gen.
Beispielsweise ist es mo¨glich alle Zahltypen der Sprache in einer Kette anzuordnen
nat / int / rat / real / double / complex
und sonst gar keine Basistypkonversionen zu erlauben.
6.2 Konversionen und parametrische U¨berladungen
Wenden wir uns nun dem Problem der Lo¨sbarkeit zyklenfreier Restriktionsmen-
gen zu, die neben strukturellen Konversionsbedingungen auch parametrische U¨ber-
ladungsrestriktionen beinhalten. Wir geben Bedingungen an, unter denen sich die
Lo¨sbarkeit eines Restriktionsproblems und eine genaueste Vereinfachung des Pro-
blems effizient berechnen la¨ßt.
4Siehe z.B. [Sim89] fu¨r einen linearen Algorithmus zur Berechnung einer minimalen transitiven
Reduktion.
5In der aktuellen SAMPλE-Implementierung sind alle beschriebenen Schritte direkt in den Infe-
renzalgorithmus integriert, um mo¨gliche Typfehler in Teilausdru¨cken sofort melden zu ko¨nnen.
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Die einfachste Mo¨glichkeit die Lo¨sbarkeit von Konversionsmengen mit u¨berladungs-
sortierten Typvariablen zu garantieren, ist die Forderung, daß fu¨r jede Teilmenge von
u¨berladenen Operatoren X entweder {b ∈ K | X↑b} = ∅ oder {b ∈ K | X↑b} = K
gelten soll.6 In Worten: entweder ein u¨berladener Operator ist fu¨r keinen Basistyp ei-
ner starken Zusammenhangskomponente der Konversionsordnung definiert, oder aber
auf allen Typen der Zusammenhangskomponente. A¨quivalent dazu ist die Forderung
∀o : {b ∈ K | o↑b} = ∅ ∨ {b ∈ K | o↑b} = K
In diesem Fall beantwortet das Verfahren des letzten Abschnitts schon die Frage der
Lo¨sbarkeit und liefert außerdem die genaueste Vereinfachung des Konversionspro-
blems. Leider erfu¨llt das SAMPλE-Typsystem diese Bedingung nicht, da int und real
eine Zusammenhangskomponente bilden und beispielsweise die Operatoren pred und
succ nur fu¨r int definiert sind und der Operator / nur fu¨r real zula¨ssig ist (siehe
Seite 43).
Weniger restriktiv ist dagegen die Forderung
∀K.∀b ∈ K.∀X.
X↑K ∩ AK(b) 6= ∅ =⇒ unionsq (X↑K ∩ AK(b)) ∈ X↑KX↑K ∩ BK(b) 6= ∅ =⇒ u (X↑K ∩ BK(b)) ∈ X↑K (6.1)
wobei
X↑K = {b ∈ K | X↑b} , 7
AC(a) = {b | (a, b) ∈ C∗} , 8
BC(a) = {b | (b, a) ∈ C∗} .
In Worten: fu¨r jeden Basistyp b einer starken Zusammenhangskomponente, und fu¨r
jede Teilmenge u¨berladener Operatoren X sind die folgenden Bedingungen erfu¨llt.
a) Entweder ist kein Operator fu¨r einen Basistyp, der in der Konversionsordnung
oberhalb von b liegt, definiert, oder die Menge der Basistypen oberhalb von b,
fu¨r die alle Operatoren in X definiert sind, besitzt eine kleinste untere Schranke
6Zur Vereinfachung der Notation schreiben wir X↑τ falls {p(τ) | p ∈ X} erfu¨llbar ist und αX
fu¨r X = {p | p(α) ∈ C} bei bekanntem C.
8Man beachte, daß ∅↑K = K gilt, sodaß fu¨r X = ∅ Gleichung (6.1) immer erfu¨llt ist.
8A steht fu¨r above, B steht fu¨r below.
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gema¨ß Konversionsordnung, fu¨r die ebenfalls alle Operatoren in X definiert
sind.
b) Entweder ist kein Operator fu¨r einen Basistyp, der in der Konversionsordnung
unterhalb von b liegt, definiert, oder die Menge der Basistypen unterhalb von b,
fu¨r die alle Operatoren in X definiert sind, besitzt eine gro¨ßte obere Schranke
gema¨ß Konversionsordnung, fu¨r die alle Operatoren in X definiert sind.
Fu¨r eine Sprache mit laufzeitauflo¨sbaren U¨berladungen und Konversionen, wie z.B.
SAMPλE, ist leicht einzusehen, warum dies eine notwendige Forderung ist. Angenom-
men ein Operator o mit U¨berladungsschema $→ τ wird auf einen Wert c vom Typ b
angewendet, dann muß anhand des Typs b entschieden werden, welche U¨berladungs-
instanz von o zur Berechnung von o(c) eingesetzt wird. Eine eindeutige Auswahl
dieser Instanz ist nur dann mo¨glich, wenn in der Konversionsordnung der Basistypen
ein kleinstes Element existiert, fu¨r das o eine U¨berladungsinstanz besitzt.
Fu¨r Sprachen, deren Semantik u¨ber eine U¨bersetzung in eine rein parametrisch poly-
morphe Zwischensprache definiert wird, scheint die Forderung zumindest sinnvoll, da
sie die manuelle Herleitung von Typisierungen erleichtert und somit fu¨r den Program-
mierer leichter nachzuvollziehen ist, allerdings scheint sie nicht zwingend erforderlich
zu sein.
Satz 6.11. Sei C ein Restriktionsproblem mit types(C) ⊆ K und Sou, Sounionsq definiert
durch
Sou(αX) =u (X↑K ∩ BK(u {Sou(b) | b ∈ (AC(αX)− {αX})}))
Sounionsq(αX) =unionsq (X↑K ∩ AK(unionsq {Sounionsq(a) | a ∈ (BC(αX)− {αX})}))
und Sg definiert wie in Satz 6.7 und die Konversionsordnung auf den Basistypen
erfu¨lle Gleichung (6.1). C hat genau dann eine Lo¨sung, wenn fu¨r alle a / b aus C die
Ungleichung Sounionsq(a) / S
o
u(b) erfu¨llt ist und X↑Sounionsq(αX) ∧X↑Sou(αX) fu¨r alle α ∈ V(C)
gilt. In diesem Fall gilt Sounionsq |= C und Sou |= C. Die Substitution Sg ist eine genaueste
Vereinfachung von C.
Beweis. Daß Sounionsq und S
o
u wohldefiniert sind, folgt durch noethersche Induktion u¨ber
die Ordnung a ≤ b ⇐⇒ a / b ∈ (C∗ ∩ V2) fu¨r Sou, bzw. ≥ fu¨r Sounionsq, unter Verwendung
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von Bedingung (6.1). Auf die gleiche Weise zeigt man, daß fu¨r jede Lo¨sung L |= C,
L(α)/Sounionsq(α) (noethersche Induktion u¨ber ≤) und Sou(α)/L(α) fu¨r alle α ∈ V(C) gilt
(noethersche Induktion u¨ber ≥).
Sei L eine Lo¨sung fu¨r C. Wir zeigen, daß
(1) Sounionsq(a) / S
o
unionsq(b) ,
(2) Sou(a) / S
o
u(b) und
(3) Sounionsq(a) / S
o
u(b)
fu¨r alle a / b ∈ C gu¨ltige Konversionen sind. Dazu unterscheiden wir vier Fa¨lle:
a ∈ F0, b ∈ F0: Dann ist a/b nach Voraussetzung eine gu¨ltige Konversion, da L sonst
keine Lo¨sung wa¨re. Offensichtlich gelten wg. S(a) = a und S(b) = b
die Gleichungen 1–3.
a ∈ F0, b ∈ V: Wegen a ∈ BC(b) − {b} und S(a) = a und x / x unionsq y gilt a / D(b),
wobei D(b) =unionsq {Sounionsq(b′) | b′ ∈ BC(b)−{b}}; und da D(b)/unionsq (X↑K∩
AK(D(b))) gilt, folgt (1) aus der Transitivita¨t von /.
Da a / L(b) eine gu¨ltige Konversion ist, und wie o.a. L(b) / Sou(b)
gelten muß, folgen (2) und (3) aus der Transitivita¨t von /.
a ∈ V, b ∈ F0: Wegen b ∈ AC(a)− {a} und x u y / x gilt E(a) / b = Sou(b) = Sounionsq(b),
wobei E(a) = u {Sou(a′) | a′ ∈ AC(a) − {a}}. Wegen u (X↑K ∩
BK(E(a))) / E(a) folgt (2) und (3).
Da L(a) / b eine gu¨ltige Konversion ist, und wie o.a. Sounionsq /L(a) gelten
muß, folgt (1) aus der Transitivita¨t von /.
a ∈ V, b ∈ V: Aus a / b ∈ C und der Definition von Sounionsq folgt Sounionsq(a) ∈ {Sounionsq(b′) | b′ ∈
BC(b) − {b}} und damit Sounionsq(a) / D(b) und wegen D(b) /unionsq (X↑K ∩
AK(D(b))) = Sounionsq(b) folgt (1).
Analog folgt (2): Aus a / b ∈ C und der Definition von Sou folgt
Sou(b) ∈ {Sou(a′) | a′ ∈ AC(a) − {a}} und damit E(a) / Sounionsq(b) und
wegen u (X↑K ∩ BK(E(b))) / E(b) folgt Sou(a) / Sou(b).
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Da L(a) / L(b) eine gu¨ltige Konversion ist, muß sowohl Sounionsq(a) / L(a)
als auch L(b) / Sou(b) gelten. Wegen L(a) / L(b) folgt S
o
unionsq(a) / S
o
u(b)
und damit (3).
Falls Sounionsq(a) / S
o
u(b) fu¨r alle a / b ∈ C, dann sind sowohl Sounionsq als auch Sou Lo¨sungen von
C. Sg ist offensichtlich eine Vereinfachung von C, aus Lemma 4.33 folgt, daß Sg(C)
nicht weiter vereinfacht werden kann. 
Beispiel: die in Abbildung 3.3 auf Seite 43 angegebene U¨berladungsannahme der
vordefinierten SAMPλE-Operatoren erfu¨llt mit der Basistypkonversionsordnung int /
real die Bedingung (6.1). Allgemein gilt:
Proposition 6.12. Falls jede Zusammenhangskomponente der Konversionsordnung
eine Kette bildet, ist Bedingung (6.1) fu¨r beliebige U¨berladungsannahmen erfu¨llt.
Beweis. Folgt aus der Tatsache, daß jede Teilmenge einer Kette wiederum eine
Kette ist und somit einen Verband bildet. Daher besitzt jede Teilmenge B ⊆ K ein
kleinstes und gro¨ßtes Element in B. 
Die Berechnung der Substitutionen Sounionsq und S
o
u erfolgt analog Algorithmus 6.1 unter
Ausnutzung der topologischen Sortierbarkeit des Restriktionsproblems C.
Algorithmus 6.3. Berechnung von Sounionsq und S
o
u. Sei n = |V(C)| und pi eine topolo-
gische Sortierung von C.
for i := 1 to n do
Sounionsq(pi
−1(i)) :=unionsq (X↑K ∩ AK(unionsq {Sounionsq(aX) | (aX , pi−1(i)) ∈ C }))
for i := n downto 1 do
Sou(pi
−1(i)) :=u (X↑K ∩ BK(u {Sou(aX) | (pi−1(i), aX) ∈ C }))
Satz 6.13. Algorithmus 6.3 berechnet Sounionsq und S
o
u korrekt in O(V(C)+ |C|) Schritten.
Beweis. Man beachte, daß sowohl AK(b) und BK(b) als auch X↑K nicht von dem
konkreten Restriktionsproblem abha¨ngen. Damit kann auch die Schnittmenge X↑K ∩
AK(b) bzw. X↑K∩BK(b) vorab berechnet werden. Somit gilt die gleiche Zeitabscha¨t-
zung wie fu¨r Algorithmus 6.1. Die Korrektheit folgt durch Induktionsbeweis analog
zu Satz 6.9. 
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Fu¨r Restriktionsprobleme, die nur Typvariablen enthalten, kann man aufgrund des
DEXPTIME-Resultats fu¨r parametrische U¨berladungen im Allgemeinen keinen effi-
zienten Algorithmus erwarten. Fordert man jedoch, daß lo¨sbare Restriktionspobleme
immer Basistyplo¨sungen besitzen, kann man den obigen Algorithmus fu¨r jede Zusam-
menhangskomponente anwenden, um die Lo¨sbarkeit zu u¨berpru¨fen. Das SAMPλE-
System erfu¨llt diese Anforderung.
6.3 Vereinfachung von Konversionstypaussagen
Konversionstypisierungen, wie sie von Algorithmus D berechnet werden, ko¨nnen recht
komplex werden. Wie der Einsatz einer ersten Version der SAMPλE-Umgebung mit
Konversionstypinferenz gezeigt hat, treten in der praktischen Anwendung Restrik-
tionsmengen auf, deren Gro¨ße linear mit der Gro¨ße let-freier Lambdaterme wa¨chst.
Wir stellen nun kurz eine Methode von Fuh und Mishra vor [FM89], mit deren Hil-
fe die Restriktionsmengen in Konversionstypisierungen verkleinert werden ko¨nnen,
und zeigen dann, wie man die Methode erweitert, um parametrische U¨berladungen
behandeln zu ko¨nnen.9 Das auf parametrische U¨berladungen erweiterte Verfahren
wurde im SAMPλE-System implementiert. Dabei hat sich gezeigt, daß die Metho-
de sehr effizient ist: in der Regel werden Konversionsrestriktionsmengen vollsta¨ndig
eliminiert oder auf wenige Restriktionen reduziert.
Grundlegend fu¨r die Entwicklung der Vereinfachungsverfahren ist die Definition einer
”
sta¨rkeren“ Instanzrelation, die mehr Typaussagen in Relation setzt, als die
”
schwa¨-
chere“ Instanzrelation von Mitchell [Mit84].
Definition 6.14. Eine Typaussage C′,Γ ` M : τ ′ ist eine verzo¨gerte Instanz 10 von
C,Γ `M : τ , falls die folgenden Bedingungen erfu¨llt sind:
(1) C′  S(C)
(2) C′  S(τ) / τ ′
(3) C′  Γ′(x) / S(Γ(x)) ∀x ∈ FV (M)
9Man beachte, daß durch die Verkleinerung der Restriktionsmengen auch sa¨mtliche bisher vor-
gestellten Algorithmen zur Berechnung von Lo¨sungen bzw. genauester Vereinfachungen effizienter
ablaufen.
10engl.
”
lazy instance“.
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Bedingung (1) ist in beiden Instanzrelationen gleich, Bedingung (2) ersetzt die Be-
dingung S(τ) = τ ′ und Bedingung (3) ersetzt Γ′ = S(Γ).
Fu¨r den praktischen Einsatz bedeutet die verzo¨gerte Instanzrelation, daß die von
Algorithmus D berechnete Typaussage C,Γ ` M : τ vereinfacht werden kann, falls
eine Substitution S existiert, welche die Bedingungen der verzo¨gerten Instanzrela-
tion erfu¨llt. Wie in [FM89] gezeigt, genu¨gt es, Substitutionen zu betrachten, die
Typvariablen durch atomare Typen ersetzen. Da V(C) endlich ist, kann man suk-
zessive alle Substitutionen aufza¨hlen, die keine reinen Variablenumbenennungen sind
und Variablen aus V(C) auf Basistypen oder andere Variablen aus V(C) abbilden,
die Bedingungen 1–3 pru¨fen, die Substitution anwenden und die Restriktionsmenge
anschließend gema¨ß der Implikationsrelation vereinfachen. Da jedesmal mindestens
eine Variable ersetzt wird, muß dieser Prozeß terminieren, sodaß man eine minimale
Typisierung erha¨lt.
Bedauerlicherweise erfordert die Aufza¨hlung der Substitutionen exponentiellen Auf-
wand, sodaß dieses Verfahren fu¨r den praktischen Einsatz untauglich erscheint. Fuh
und Mishra beobachteten jedoch, daß die Mehrzahl der vereinfachenden Substitution
nur einzelne Variablen involvieren, die man außerdem noch relativ einfach bestimmen
kann.
Dazu werden von Fuh und Mishra zwei Methoden definiert: die erste ersetzt nur
interne Typvariablen, d.h. solche Variablen, die weder in τ , noch in Γ frei vorkommen,
die zweite ersetzt externe Variablen, d.h. solche, die in τ und Γ vorkommen.
Wir betrachten zuerst die Ersetzung interner Typvariablen.
Definition 6.15. Ein atomarer Typ r ∈ atoms(C) G-subsumiert α ∈ V(C), ge-
schrieben α ≤G r, falls die folgenden Bedingungen erfu¨llt sind:
(a) AC(α)− {α} ⊆ AC(r),
(b) BC(α)− {α} ⊆ BC(r).
Darauf aufbauend, wird eine Transformationsrelation 7→G auf Typisierungen de-
finiert: C,Γ ` M : τ 7→G SC,Γ ` τ , falls S = {α 7→ r} fu¨r α ≤G r und
α /∈ FV (Γ) ∪ V(τ). Fuh und Mishra zeigen, daß 7→G eine Funktion auf Typisie-
rungen definiert, sodaß jede Typisierung eine, bis auf Variablenumbenennungen und
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die A¨quivalenz von Restriktionsmengen, eindeutige Normalform unter dem transiti-
ven Abschluß von 7→G besitzt. Daru¨ber hinaus gilt fu¨r Typaussagen t, t′ mit t 7→G t′,
daß sowohl t eine verzo¨gerte Instanz von t′ als auch t′ eine verzo¨gerte Instanz von
t ist. Somit kann 7→G zur Vereinfachung von Typaussagen verwendet werden, ohne
daß die
”
principal type“ Eigenschaft der Typaussage verloren geht.
In dem um parametrische U¨berladungen erweiterten Typsystem mu¨ssen fu¨r die De-
finition der G-Subsumierung nur die U¨berladungsrestriktionen fu¨r die zu ersetzende
Typvariable beru¨cksichtigt werden.
Definition 6.16 (U¨berladene G-Subsumption). Ein atomarer Typ r ∈ atoms(C)
G-subsumiert α ∈ V(C), falls die folgenden Bedingungen erfu¨llt sind:
(a) AC(α)− {α} ⊆ AC(r),
(b) BC(α)− {α} ⊆ BC(r),
(c) ops(α) ⊆ Ops(r),
wobei
Ops(r) =
ops(r) falls r ∈ V,{o | o↑r} falls r ∈ F0.
Da ≤G fu¨r den u¨berladenen Fall eine Teilrelation der Definition von Fuh und Mishra
ist, lassen sich die Ergebnisse ohne weiteres u¨bertragen. Wie von den Autoren ange-
merkt, la¨ßt sich das Verfahren mit einem Aufwand der Ordnung O(n3) implementie-
ren, wobei n = |V(C)|.
Die zweite Transformation ersetzt externe Typvariablen. Zuna¨chst beno¨tigen wir ei-
ne Hilfsfunktion pol, welche beschreibt, in welche Richtung eine Typvariable α kon-
vertiert wird, wenn eine Typausdruck τ in einen strukturell a¨quivalenten Typ τ ′
konvertiert wird.
Definition 6.17 (Polarita¨t).
pol(α, τ) =

{1} falls τ = α ∈ V,
∅ falls τ = β ∈ V, β 6= α,
pol(τ1)
− ∪ pol(τ2) falls τ = τ1 → τ2,⋃n
i=1 pol(α, τi) sonst.
194 Kapitel 6. Konversionen und U¨berladungen
wobei S− = {−x | x ∈ S}.
Diese Definition nimmt an, daß sa¨mtliche Typkonstruktoren in allen Argumenten ko-
variant sind, nur der Funktionstypkonstruktor ist im ersten Argument kontravariant.
Entha¨lt pol(α, τ) eine 1, so kommt α in τ kovariant vor und erzeugt eine Restriktion
der Form α / a, d.h. τ / τ ′  α / a. Entha¨lt pol(α, τ) eine −1, so kommt α in τ
kontravariant vor und erzeugt eine Restriktion der Form a / α, d.h. τ / τ ′  a / α.
Man beachte, daß beide Fa¨lle zugleich auftreten ko¨nnen: in α→ α kommt α ko- und
kontravariant vor. Gilt α /∈ V(τ), liefert pol(α, τ) die leere Menge.
Definition 6.18. Ein atomarer Typ r ∈ atoms(C) S-subsumiert α ∈ V(C) in τ ,
geschrieben α ≤S r in C und τ , falls eine der folgenden Bedingungen erfu¨llt sind:
(a) pol(α, τ) = {1} ∧ BC(α)− {α} ⊆ BC(r),
(b) pol(α, τ) = {−1} ∧ AC(α)− {α} ⊆ AC(r).
Damit wird wiederum eine Transformationsrelation zur Vereinfachung von Typaus-
sagen definiert: C,Γ `M : τ 7→S RC,RΓ `M : Rτ , falls R = {α 7→ r} fu¨r α ≤S r in
C und typeclosure(Γ,M, τ), wobei
typeclosure(Γ,M, τ) = Γ(x1)→ . . .→ Γ(xn)→ τ
fu¨r dom(Γ) = {x1, . . . , xn}
Fuh und Mishra zeigen, daß jede Typisierung eine eindeutige Normalform unter 7→S
besitzt, bis auf Variablenumbenennung und A¨quivalenz von Konversionsmengen. Au-
ßerdem sind t, t′ mit t 7→S t′ wiederum a¨quivalente Typaussagen bzgl. der verzo¨gerten
Instanzrelation.
Die Anpassung der S-Subsumption an den u¨berladenen Fall folgt dem gleichen Mu-
ster wie die Anpassung der G-Subsumption.
Definition 6.19 (U¨berladene S-Subsumption). Ein atomarer Typ r ∈ atoms(C)
S-subsumiert α ∈ V(C) in τ , falls eine der folgenden Bedingungen erfu¨llt sind
(a) pol(α, τ) = {1} ∧ BC(α)− {α} ⊆ BC(r) ,
(b) pol(α, τ) = {−1} ∧ AC(α)− {α} ⊆ AC(r) .
und zusa¨tzlich ops(α) ⊆ Ops(r) gilt.
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Die Polarita¨t der in τ vorkommenden Typvariablen la¨ßt sich in O(|τ |) Schritten
berechnen und in einer Datenstruktur mit O(1)-Zugriff speichern. Damit wird der
Aufwand zur Berechnung der S-Transformation von dem Term O(|V(C)|3) dominiert.
Zum Abschluß geben wir einige im SAMPλE-System u¨berpru¨fte Beispiele an, welche
die Auswirkung der G- und S-Transformationen fu¨r den u¨berladenen Fall illustrieren.
Fu¨r Beispiele ohne U¨berladungen konsultiere man [FM89] oder [Reh97].
Die Funktionen f , g und h, mit den Definitionen
f x y ≡ if 3 = 4.5 then x else y
g x y ≡ if x = 3 then x else y
h x y ≡ if x < y then x else y
besitzen vor der Vereinfachung die allgemeinsten Typen
f : α → β → η | α / γ, β / γ, int / δ, real / δ, δ{=} ,
g : α → β → η | α / γ, β / γ, int / δ, α / δ, δ{=} ,
h : α → β → η | α / γ, β / γ, α / δ, β / δ, δ{<} .
Nach der Vereinfachung ergeben sich folgende Typen:
f : α → α → α ,
g : α → α → α | int / α, α{=} ,
h : α → β → η | α / γ, β / γ, α / δ, β / δ, δ{<} .
Das letzte Beispiel zeigt, daß sich manche Typisierungen nicht vereinfachen lassen.
Die folgenden Beispiele zeigen, daß durch die Hinzunahme von strukturellen Konver-
sionen die Leistungsfa¨higkeit der Typsystems tatsa¨chlich gesteigert wird.
Der Ausdruck 3+4.5 ist in SAMPλE mit dem Typ real |∅ typisierbar (da int /real eine
gu¨ltige Konversion und real → real → real eine U¨berladungsinstanz von + ist). Dies
ist weder in einem reinen parametrischen U¨berladungssystem noch in einem reinen
Konversionssystem mo¨glich.
Mit dem kombinierten System kann nun auch eine generische Funktion zu Addition
von Listen beliebiger Zahltypen definiert werden: add ≡ foldl (+) 0. Die Funktion
add hat den polymorphen Typ ∀α.list(α)→ α|int / α, α{+}, d.h., add kann auf alle
Listen angewendet werden, deren Elementtyp ein Subtyp von int ist und fu¨r den
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der u¨berladene Operator + definiert ist. Man beachte, daß add auch auf leere Listen
angewendet werden kann, im rein parametrisch u¨berladenen Fall mu¨ßte man entweder
den Listenparameter auf nicht leere Listen beschra¨nken, oder sich auf die Summation
von ganzen bzw. reellen Zahlen durch die Wahl von 0 bzw. 0.0 beschra¨nken.
6.4 Diskussion
Die Literatur zum Thema Typinferenz mit Subtypen ist zu umfangreich, als daß
eine vollsta¨ndige Wu¨rdigung im Rahmen der vorliegenden Arbeit mo¨glich wa¨re. Wir
beschra¨nken uns daher auf Typsysteme mit strukturellen Konversionen.11
Fuh und Mishra pra¨sentierten in [FM88] einen Algorithmus, der die Erfu¨llbarkeit von
Konversionsbedingungen durch eine U¨berpru¨fung der Restriktionsmenge auf Inkonsi-
stenzen garantieren sollte. Wie sich spa¨ter herausstellte [WO89], war der Algorithmus
unvollsta¨ndig, d.h. nicht alle unerfu¨llbaren Restriktionsmengen wurden erkannt.
In der Vero¨ffentlichung des Autors u¨ber eingeschra¨nkte Typen [Kae92] mußte aus
Platzgru¨nden auf den Algorithmus zur Berechnung einer genauesten Vereinfachung
fu¨r atomare Restriktionsmengen verzichtet werden, obwohl die Algorithmen schon
vollsta¨ndig implementiert waren und sich im praktischen Einsatz des SAMPλE -
Systems bewa¨hrt hatten. Daher wurde das Thema spa¨ter von Henglein und Rehof
fu¨r reine Konversionsprobleme ohne U¨berladungen in [HR97] erneut aufgegriffen. Die
Autoren entwickelten genau die gleichen Algorithmen zur Berechnung der Lo¨sbarkeit
und einer genauesten Vereinfachung, wie die in Abschnitt 6.1 vorgestellten.
Die Kombination von Konversionstypisierung mit polymorphen LET-Konstrukt wur-
de von Henglein in [Hen96] untersucht. Henglein verwendet dazu eine modifizierte
Instanzrelation fu¨r Typaussagen, die sognannte
”
halbstarke“ Instanz, die sich von
der verzo¨gerten Instanz von Fuh und Mishra durch die Bedingung Γ′ = SΓ′ statt
C′  Γ′ / S(Γ) unterscheidet. In dieser Arbeit wurden auch Reduktionseigenschaften
behandelt und gezeigt, daß Konversionstypisierungen fu¨r strukturelle Konversionen
11Fu¨r die Typisierung objektorientierter Sprachen mit einfacher Vererbung beno¨tigt man die Exi-
stenz eines gro¨ßten Typs, in den alle anderen, also auch nicht strukturell a¨quivalente, konvertierbar
sind. Mithin gilt t/Object fu¨r beliebige t und damit kann der wichtige Schritt der strukturellen An-
passung von Konversionsrestriktionen nicht mehr erfolgen. In rein funktionalen Sprachen scheint
ein solcher Typ nicht zu existieren; daher nennt Reynolds ihn wohl auch
”
Unsinns-Typ“ [Rey85].
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abgeschlossen sind unter βη-Reduktion und let-Konversion, wobei die Kontravarianz
der Konversion von Funktionstypen entscheidend fu¨r die Herleitung der Konsistenz
der β-Reduktion ist.
Hoang und Mitchell [HM95] untersuchten die Komplexita¨t von Konversiontypisie-
rungen in einem Kalku¨l ohne polymorphes LET-Konstrukt unter wohldefinierten
Instanzrelationen und zeigen u.a., daß es Terme gibt, deren Typisierung Restrikti-
onsmengen erfordern, die linear mit der Gro¨ße der Terme wachsen. Bemerkenswert
ist dabei, daß dieses Resultat unabha¨ngig von der verwendeten Instanzrelation ist.
Minimale Typisierungen, d.h. Typisierungen mit einer minimalen Anzahl von Typ-
variablen und Restriktionen fu¨r atomare Konversionen, wurden von Rehof in [Reh97]
untersucht. Der Autor wies nach, daß minimale Typisierungen bzgl. der verzo¨gerten
Instanzrelation immer existieren, daß die von Fuh und Mishra definierten Transfor-
mationen jedoch nicht immer eine minimale Typisierung liefern. Der Grund dafu¨r
ist die Existenz von Instanzen, welche die gleichzeitige Substitution mehrerer Typ-
variablen erfordern. Die G- und S-Transformation substituiert jedoch immer nur
eine einzige Typvariable. Daru¨ber hinaus zeigt Rehof, daß Lambda-Terme existieren,
deren minimale Typisierung Typausdru¨cke und Konversionsgraphen mit 2n verschie-
denen Typvariablen erfordern und verbessert somit das o.a. Resultat von Hoang und
Mitchell. Allerdings wird fu¨r die Herleitung dieses Ergebnisses die Basistypkonversi-
onsordnung {a / c, a / d, b / d, b / c} beno¨tigt, die offensichtlich keinen Verband bildet.
Somit bleibt unklar, inwieweit das Resultat auch fu¨r Konversionsordnungen gilt, de-
ren Basistypkonversionen einen Verband bilden. Daru¨ber hinaus muß man auch hier
anmerken, daß in der Praxis solche Konversionsprobleme in der Regel nicht auftreten.
Die einzige dem Autor bekannte Arbeit, die sich mit der Kombination von U¨berla-
dungen und Konversionen bescha¨ftigt, ist [Smi94]. Smith pra¨sentiert einen Inferen-
zalgorithmus zur Berechnung eines allgemeinsten Typs, der in etwa zwischen den
Algorithmen C und D liegt: Vereinfachungen der berechneten Restriktionsmengen
werden dort nur im LET-Konstrukt let x = M1 in M2 nach der Analyse von M1
erlaubt, bevor M2 analysiert wird, und nur dann, wenn der berechnete Typ und die
Restriktionsmenge keine in der Umgebung gebundenen Typvariablen enthalten.
Der Vereinfachungsalgorithmus fu¨r eine Typisierung C,Γ `M : τ ist folgendermaßen
aufgebaut: zuna¨chst werden alle Konversionsrestriktionen strukturell angepasst, um
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atomare Konversionsrestriktionsmengen zu erhalten. Danach werden Zyklen elimi-
niert, da Smith, ebenso wie im SAMPλE-Sytem, eine partielle Konversionsordnung
voraussetzt. Anschließend werden die folgenden Schritte solange ausgefu¨hrt, bis keine
weitere Vereinfachung mehr mo¨glich ist: suche eine Variable α ∈ (V(τ |C) − FV (Γ))
und einen atomaren Typausdruck b, sodaß C  {α 7→ b}C ∪{α 7→ b}τ /τ gilt, ersetze
die Variable in C und τ durch b, entferne erfu¨llte Restriktionen und berechne die
transitive Reduktion des so erhaltenen Graphen.
Smith erla¨utert sein Verfahren an einer Reihe von Beispielen, die vermuten lassen,
daß sein Algorithmus die gleichen Vereinfachungen berechnet, wie das von uns vor-
gestellte Verfahren. Anders als Fuh und Mishra, gibt Smith jedoch keinen forma-
len Korrektheitsbeweis an, der zeigen wu¨rde, daß die transformierten Typisierungen
a¨quivalent bzgl. der Instanzrelation auf Typisierungen sind. Daru¨ber hinaus ist das
Verfahren wesentlich ineffezienter als die Algorithmen von Fuh und Mishra: in jedem
Schritt stehen O(|V(C)| · |C|) Paare zur Auswahl, und die U¨berpu¨fung der Implika-
tionsrelation erfordert mindestens O(|C|2) Schritte, sodaß man einen Aufwand von
O(|C|4) annehmen kann. Auch dazu fehlt jede Aussage in [Smi94].
Smith erwa¨hnt, daß bei einer Einschra¨nkung der U¨berladungsinstanzdefinitionen auf
die schon in Abschnitt 3.3 auf Seite 50 erwa¨hnte Typkonstruktoreigenschaft ausreicht,
um die Erfu¨llbarkeit von Restriktionsmengen mit U¨berladungen und Konversionen
zu garantieren, schließt jedoch mit der Bemerkung: “But to get an efficient algorithm
it will be necessary to restrict the subtype relation. This remains an area of further
study”. Mit der vorliegenden Arbeit haben wir gezeigt, daß die Typkonstruktorei-
genschaft keine notwendige Bedingung fu¨r die Entscheidbarkeit der Erfu¨llbarkeit ist
und auch nicht ausreicht, um die Lo¨sbarkeit von SAMPλE-Restriktionsmengen zu
entscheiden. Daru¨ber hinaus haben wir Bedingungen formuliert, die eine effiziente
Lo¨sbarkeit von Restriktionsproblemen mit U¨berladungen und strukturellen Konver-
sionen garantieren.
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Rekursive Typen entstehen auf natu¨rliche Weise als Lo¨sungen von Unifikationspro-
blemen der Form α = τ(α), wobei τ(α) ein Term ist, der α als echten Teilterm
entha¨lt. Dieses Unifikationsproblem besitzt einen eindeutig bestimmten allgemein-
sten Unifikator σ = [t/α], mit t = τ(τ(τ(τ(...))), wenn man den Termbegriff auf
unendliche Terme erweitert.
Im Kontext der Typkonzepte fu¨r funktionalen Programmiersprachen sind unendliche
Typen aus mindestens zwei Gru¨nden von Interesse: Zum einen bieten sie die Mo¨glich-
keit Selbstapplikation und damit auch die in [Bar81, Fel88] definierten Fixpunktkom-
binatoren Υ , Θ, und Υcbv zu typisieren, zum anderen erlauben sie die Verwendung
des aus der denotationalen Semantik bekannten Typkonstruktors disjunkte Summe
[Sto77, Sch86].
Dem Fixpunktkombinator
Υ ≡ λf.(λx.f(xx))(λx.f(xx))
wird in den u¨blichen denotationalen Modellen des Lambda-Kalku¨ls eine Funktion
zugeordnet, die eine als Parameter gegebene Funktion f auf ihren kleinsten Fixpunkt
fixf abbildet. Es liegt daher nahe, Υ den endlichen Typ
Υ : ∀α.(α→ α)→ α
zuzuordnen und Υ als vordefinierten Bezeichner bzw. Konstante zu betrachten. Eine
andere Mo¨glichkeit ist die Einfu¨hrung zwei neuer Sprachkonstrukte
M ::= . . . | fix x.M | letrec x =M1 in M2
mit den Typisierungsregeln
[FIX]
Γ + [x : τ ] `M : τ
A ` fix x.M : τ
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und
[LETREC]
Γ + [x : τ1] `M1 : τ1 Γ + [x : τ1] `M2 : τ2
Γ ` letrec x =M1 in M2 : τ2
Sowohl die Semantik als auch die Typisierungsregeln dieser Konstrukte lassen sich
direkt aus den folgenden Definitionen ableiten :
fix x.E
def
= Υ(λx.E)
letrec x = E1 in E2
def
= let x = fix x.E1 in E2
Im Hindley-Milner Typsystem kann die rechte Seite der obigen Definition von Υ je-
doch nicht typisiert werden, da man x die Lo¨sung der Gleichung type(x) = type(x)→
α als Typ zuordnen mu¨ßte. La¨ßt man solche Lo¨sungen zu, dann bereitet die Typisie-
rung von Υ keine Schwierigkeiten:
Sei t = t → α, A = [x : t → α], B = [f : α → α] und E = λx.f(xx). Dann gilt
mit A ∪ B ` x : t auch A ∪ B ` x : t → α und A ∪ B ` xx : α. Daraus folgt
A ∪ B ` f(xx) : α, bzw. B ` E : t → α. Wegen t = t → α gilt aber auch B ` E : t
und somit erha¨lt man nach Anwendung der [APP]- und [ABS]-Regel B ` EE : α
bzw. [] ` λf.EE : (α→ α)→ α.
Interessanterweise fu¨hren rekursive Typen dazu, daß jeder geschlossene λ-Term typi-
sierbar ist. Es gilt na¨mlich
Satz 7.1 ([Cop85]). Sei Γ eine Typannahme, die jedem x ∈ FV (M) den Typ
zuordnet, der die Gleichung t = t → t erfu¨llt, dann ist Γ ` M : t eine gu¨ltige
Typisierung.
Der Beweis erfolgt durch Induktion u¨ber die Definition der Typisierbarkeit. Natu¨rlich
ist dieses Ergebnis fu¨r Sprachen mit Typkonstanten ohne Belang.
Rekursive disjunkte Summen entstehen u.A. bei der Charakterisierung der semanti-
schen Bereiche in denotationalen Semantikdefinitionen. So ist z.B. die Gleichung
V = Int⊕ [V 7→ V ]
eine Beschreibung des semantischen Bereichs einer Sprache mit elementarem Typ
ganzer Zahlen und Funktionen ho¨herer Ordnung. Die entsprechende Typgleichung
lautet:
type(V ) = int⊕ (type(V )→ type(V ))
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7.1 Regula¨re Ba¨ume
Die Darstellung der Theorie regula¨rer Ba¨ume orientiert sich im Wesentlichen an
Courcelle[Cou83].
Definition 7.2 (Ba¨ume). Ein geordnetes Alphabet ist ein Paar (F, ρ) wobei F eine
nicht notwendigerweise endliche Menge ist und ρ : N → N jedem f ∈ F einen Rang
ρ(f) zuordnet. Die Menge der Symbole mit Rang i {f ∈ F |ρ(f) = i} wird mit Fi
bezeichnet. Ein Baum u¨ber einem geordneten Alphabet ist eine partielle Abbildung
t : N∗+ → F deren Urbild dom(t) den folgenden Bedingungen genu¨gt:
1. dom(t) ist pra¨fix-abgeschlossen, d.h. ∀µ, ν ∈ N∗+ gilt
µ ν ∈ dom(t)⇒ µ 6= ⇒ µ ∈ dom(t)
2. ∀µ ∈ N∗+, 1 ≤ i ≤ j : µ i ∈ dom(t)⇒ µ i ∈ dom(t)
3. falls t(µ) = f und ρ(f) = k dann gilt: µ i ∈ dom(t) ⇐⇒ 1 ≤ i ≤ k
Wir verwenden die folgenden Bezeichnungen:
M∞(F ) die Menge aller Ba¨ume u¨ber F .
M(F ) die Menge aller endlichen Ba¨ume u¨ber F :
M(F ) = {t ∈M∞(F ) | |dom(t)| <∞}
t/µ der Teilbaum t′ von t mit Wurzelposition µ: t′ = λν.t(µν)
subtrees(t) die Menge aller Teilba¨ume von t: {t/µ | µ ∈ dom(t)}
Definition 7.3 (Regula¨re Ba¨ume). Ein Baum t heißt regula¨r, falls er nur endlich
viele verschiedene Teilba¨ume entha¨lt. Die Menge R(F ) der regula¨ren Ba¨ume u¨ber F
ist gegeben durch: R(F ) = {t ∈M∞(F ) | |subtrees(t)| <∞}.
Satz 7.4. Die folgenden Eigenschaften regula¨rer Ba¨ume sind eine unmittelbare Kon-
sequenz der Definitionen:
1. M(F ) ⊂ R(F ) ⊂ M∞(F ), falls F mindestens zwei Symbole mit einem Rang
≥ 2 entha¨lt.
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2. Jeder Teilbaum eines regula¨ren Baums ist regula¨r.
3. Die Anzahl der Symbole eines regula¨ren Baums ist endlich.
4. Die Menge der regula¨ren Ba¨ume ist abgeschlossen unter den F-Operationen:
t1, . . . , tn ∈ R(F ), f ∈ Fn ⇒ f(t1, . . . , tn) ∈ R(F ).
Von besonderem Interesse fu¨r die Erweiterung der Resultate aus Kapitel 4 ist die
Tatsache, daß regula¨re Ba¨ume durch Gleichungssysteme dargestellt werden ko¨nnen:
Ein regula¨res Gleichungssystem ist eine endliche Menge von Gleichungen der Form
S = 〈x1 = u1, . . . , xn = un〉.
u¨ber den Unbekannten X = {x1, . . . , xn}. Dabei sind die ui Elemente aus M(F ∪X),
d.h. sie haben die Form f fu¨r f ∈ F0 oder f(xi1 , . . . , xik ) fu¨r ein f ∈ Fk und
xik ∈ 1..n. Die Lo¨sung eines solchen Gleichungssystems ist ein n-Tupel (t1, . . . , tn)
mit der Eigenschaft ti = ui[t1/x1, . . . , tn/xn] fu¨r alle i.
Satz 7.5. Jedes regula¨re Gleichungssystem hat eine eindeutige Lo¨sung in R(F ).
Jeder regula¨re Baum ist Teil der Lo¨sung eines regula¨ren Gleichungssystems.
Beweis. Zu Teil 1 siehe [Cou83]. Das einen regula¨ren Baum t repra¨sentierende Glei-
chungssystem S(t) kann auf folgende Weise konstruiert werden: Sei {s1, . . . , sn} =
subtrees(t), wobei o.B.d.A s1 = t. Fu¨r jedes si sei xi eine Variable. Ist si von der
Form f(si1 , . . . , sik ) dann entha¨lt S(t) die Gleichung xi = f(xi1 , . . . , xik ). Da S(t)
nach Konstruktion regula¨r ist, gibt es eine eindeutige Lo¨sung (t1, . . . , tn) fu¨r S(t) mit
t1 = t. 
Eine alternative Darstellung fu¨r regula¨re Ba¨ume erha¨lt man u¨ber die sogenannten
rationalen Ausdru¨cke.
Definition 7.6 (Rationale Ausdru¨cke). Sei Q eine (abza¨hlbare) Menge von Va-
riablen. Ein rationaler Ausdruck r ist ein Element der durch die abstrakte Syntax
r := v | µv.r | f(r1, . . . , rn)
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induzierten freien Termalgebra RΣ(Q). Ein rationaler Ausdruck ist wohlgeformt, falls
fu¨r jeden Teilausdruck der Form µv.r gilt: v ∈ FV (r) und r ist von der Form
f(r1, . . . , rn). Hierbei sind V bzw. FV in der u¨blichen Weise definiert:
V(v) = {v} FV (v) = {v}
V(f(rn)) = V(r1) ∪ · · · ∪ V(rn) FV (f(rn)) = FV (r1) ∪ · · · ∪ FV (rn)
V(µv.r) = V(r) ∪ {v} FV (µv.r) = FV (r)− {v}
Die Anwendung von Substitutionen S(r) ist in der u¨blichen Weise definiert. Dabei
muß nur sichergestellt werden, daß S keine durch µ gebunden Variablen involviert.
Dies kann durch α-Konversion der durch µ gebundenen Variablen immer erreicht
werden. Wir identifizieren daher regula¨re Ausdru¨cke, die sich nur in den Namen der
gebunden Variablen unterscheiden.
Ein wohlgeformter regula¨rer Ausdruck steht fu¨r einen regula¨ren Baum, den man
durch unendliche Expansion der µ-Teilausdru¨cke erha¨lt. Dazu definiert man die Ex-
pansion T (r) von r wie folgt:
T (v) = v
T (f(tn)) = f(T (t1), . . . , T (tn))
T (µv.t) = T (t[µv.f(tn)/v])
Nach Definition einer A¨quivalenzrelation ≈ mit t1 ≈ t2 ⇐⇒ T (t1) = T (t2) kann
man Typdeduktionssysteme durch Erweiterung mit einer Regel der Form
[REC]
Γ `M : τ τ ≈ τ ′
Γ `M : τ ′
direkt auf regula¨ren Ausdru¨cken definieren (siehe z.B. [Bar92]).
Jeder rationale Ausdruck kann auf einfache Weise in ein regula¨res Gleichungssystem
transformiert werden und umgekehrt. Wir geben dazu zwei Funktionen mksys bzw.
mkexpr an, die das Gewu¨nschte leisten:
mksys(r) =

(v, ∅) falls t = v ∈ Q,
mkeq(v, r′) falls r = µv.r′,
mkeq(v′, r) fu¨r eine neue Variable v′ sonst,
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wobei
mkeq(v, f(rn)) = (v, S ∪ {v = f(r′n)})
mit S = S1 ∪ · · · ∪ Sn
und (r′i, Si) = mksys(ri) fu¨r i = 1..n.
Fu¨r die Umkehrung beno¨tigen wir zuna¨chst eine Hilfsdefinition. Sei E ein regula¨res
Gleichungssystem. Eine Variable x kommt als Teilterm einer Variablen y in E vor
(x E y), falls eine Gleichung y = f(..x..) in E existiert. Die transitive Hu¨lle der
Relation E bezeichnen wir mit +E . Der Index E kann weggelassen werden wenn
aus dem Kontext eindeutig hervorgeht welches Gleichungssystem gemeint ist. Die
Funktion mkexpr wird damit wie folgt definiert:
mkexpr(v,E) = me(v, ∅)
wobei
me(v, Z) =

v falls v ∈ Z ∨ v /∈ V(E),
µv.f(rn) falls v = f(xn) ∈ E, v +E v
und ri = me(xi, Z ∪ {v}),
f(rn) falls v = f(xn) ∈ E, ¬(v +E v)
und ri = me(xi, Z ∪ {v}).
Bei der Umwandlung eines Gleichungssystems in einen rationalen Ausdruck und wie-
der zuru¨ck ko¨nnen redundante Gleichungen entstehen. Betrachtet man den Term t,
der als erste Komponente der Lo¨sung des Gleichungssystems
S = 〈x = y × y, y = y → z, z = int〉
auftritt, so wird t durch den rationalen Ausdruck
(µy.y → int) × (µy.y → int)
a¨quivalent repra¨sentiert. Die Ru¨ckumwandlung dieses Ausdrucks resultiert jedoch in
dem Gleichungssystem
S′ = 〈x = y1 × y2, y1 = y2 → z1, y2 = y2 → z2, z1 = int, z2 = int〉
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das gegenu¨ber dem Ausgangssystem S zwei zusa¨tzliche Variablen (und damit auch
Gleichungen) entha¨lt. Man sieht, daß rationale Terme keine minimale Darstellungs-
form fu¨r regula¨re Ba¨ume sind. Fu¨r das Beispiel ist klar, wie man S′ in S u¨berfu¨hren
kann: na¨mlich durch Ersetzen von y2, z2 durch y1 bzw. z1 und Eliminieren der dann
zweifach vorkommenden Gleichungen y1 = y1 → z1 bzw. z1 = int. Allgemein erha¨lt
man den folgenden
Satz 7.7. Sei ∼ eine A¨quivalenzrelation auf den in E vorkommenden Variablen mit
der Eigenschaft
x ∼ y ∧ x = f(xn) ∈ E ∧ y = g(yn) ∈ E
⇒ g = f ∧ ∀i = 1..n : xi ∼ yi
(7.1)
dann ist die Reduktion von E nach E/∼ ein zu E a¨quivalentes Gleichungssystem,
d.h., zu jeder Variablen x ∈ E gibt es eine Variable y in E/∼ sodaß x ∼ y und tx = ty,
wobei tx die x entsprechende Komponente der Lo¨sung des Gleichungssystems E und
ty die y entsprechende Komponente der Lo¨sung des Gleichungssystems E/∼ ist.
Beweis. Siehe [Cou83]. 
Die Minimierung des Gleichungssystems erfolgt durch Berechnung der gro¨bsten A¨qui-
valenzrelation, die Gleichung (7.1) erfu¨llt. Dies kann mit dem Aufwand O(n · logn)
implementiert werden (siehe z.B. [AHU74, Kapitel 4.13]).
7.2 Restriktionsauflo¨sung
Wir beginnen mit den positiven Resultaten: da R(F ) einen vollsta¨ndigen metrischen
Raum bildet, ko¨nnen fu¨r endliche Ba¨ume definierte Pra¨dikate eindeutig auf unend-
liche, und damit auch auf regula¨re Ba¨ume fortgesetzt werden. Fu¨r parametrische
U¨berladungen haben wir schon in Abschnitt 3.4.3 einen unita¨ren Unifikationsalgo-
rithmus fu¨r endliche Terme angegeben. Daher ist fu¨r diesen Fall die Existenz eines
allgemeinsten Typs mit atomar gelo¨ster Restriktionsmenge gesichert. Daru¨ber hinaus
ist auch die denotationale Semantik regula¨rer Typausdru¨cke eindeutig definiert, wie
die Arbeit von Mc. Queen et. al. [MPS84] gezeigt hat.
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Lemma 7.8. Seien t1, . . . , tn unendliche, strukturell a¨hnliche Ba¨ume und p eine
zerlegbares Pra¨dikat. Die Restriktion p(tn) ist a¨quivalent zu einer unendlichen Men-
ge atomarer Restriktionen
∧
i∈I pi(ai1 , . . . ain), wobei die ai als Bla¨tter der Ba¨ume
t1, . . . , tn vorkommen. Falls die ti regula¨r sind, ist I endlich.
Beweis. Der erste Teil ist offensichtlich. Die Endlichkeit von I fu¨r regula¨re Ba¨u-
me folgt aus der Tatsache, daß jeder regula¨re Baum nur endlich viele verschieden
Teilba¨ume hat. 
Zur Berechnung der endlichen Menge atomarer Restriktionen geben wir zwei Trans-
formationsregeln an. Sie unterscheiden sich von den in Abschnitt 5.3 angegebenen
durch die Hinzunahme einer Restriktionsmenge H, welche die schon betrachteten
Restriktionen aufnimmt. Damit wird die Termination der Transformation sicherge-
stellt.
H,C ∪ {c} =⇒ H,C
falls c ∈ H und ∃τ ∈ args(c) : τ = µα.τ ′
H,C ∪ {p(f1(τn1), . . . , fm(τnm))} =⇒ H ∪ {p(f1(τn1), . . . , fm(τnm))}, C ∪ S(rk)
falls p(f1(αn1), . . . , fm(αnm)) − rk ∈ R
und S = {α11 7→ τ11, . . . , αnm 7→ τnm}
und {p(f1(τn1), . . . , fm(τnm))} /∈ H
Proposition 7.9. Fu¨r Restriktionsmengen u¨ber strukturell a¨hnlichen regula¨ren Ba¨u-
men, ist =⇒ eine terminierende Transformationsrelation. Falls ∅, C =⇒ H,C′ und
H,C′ eine Normalform unter =⇒∗ ist, dann ist C′ eine atomare Restriktionsmenge
a¨quivalent zu C oder C ist nicht lo¨sbar.
Betrachtet man nur strukturelle A¨quivalenz, wird die zweite Regel wie folgt abgea¨n-
dert:
H,C ∪ {p(f(τ1), . . . , f(τn))} =⇒ H ∪ {p(f(τn1), . . . , f(τnm))}, C ∪ S(rk)
falls p(f(αn1), . . . , f(αnm)) − rk ∈ R
und S = {α11 7→ τ11, . . . , αnm 7→ τnm}
und {p(f(τn1), . . . , f(τnm))} /∈ H
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Der essentielle Schritt bei der Transformation eines beliebigen Restriktionsproblems
in ein a¨quivalentes, atomar gelo¨stes, ist die Ersetzung von Typvariablen durch struk-
turell a¨quivalente bzw. a¨hnliche Muster. Wie wir gezeigt haben, ist dieser Schritt fu¨r
endliche Terme vollsta¨ndig: ist τ ein strukturelles Muster von τ ′, also τ se∼ τ ′ dann
ist jede Instanz von τ ′ auch eine Instanz von τ . Bedauerlicherweise gilt dies nicht fu¨r
regula¨re Ba¨ume.
Definition 7.10. Zwei unendliche Ba¨ume t, t′ sind strukturell a¨hnlich genau dann,
wenn dom(t) = dom(t). Sie sind strukturell a¨quivalent, wenn zusa¨tzlich noch t(pi) =
t′(pi) fu¨r alle inneren Knoten pi gilt, d.h. fu¨r all pi ∈ dom(t) : ∃ν 6=  : pi · ν ∈ dom(t).
Man sieht leicht, daß diese Definition eine konservative Erweiterung der entsprechen-
den endlichen Fa¨lle darstellt.
Man betrachte nun das Restriktionsproblem α/t, wobei t die Lo¨sung des Gleichungs-
systems β = int → β ist.1 Graphisch dargestellt:
 
int
Um dieses Problem in ein a¨quivalentes, atomar gelo¨stes umzuwandeln, mu¨ßte α durch
eine Darstellung aller Ba¨ume ersetzt werden, die strukturell a¨quivalent zu t sind. Als
ersten Ansatz ko¨nnte man es mit t1 versuchen, der Lo¨sung des Gleichungssystems
α = α1 → α.2
 
α1
Klarerweise ist t1 strukturell a¨quivalent zu t. Aber das gilt auch fu¨r t2, der Lo¨sung
von α = α1 → (α2 → α).3
1t = µβ.int → β.
2t1 = µβ.α1 → β.
3t2 = µβ.α1 → (α2 → β).
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 
  @
α2
α1
Nun ist t1 eine echte Instanz von t2, d.h. t1 ≤ t2 ∧ t2  t1, und somit entha¨lt
die Menge der zu t strukturell a¨quivalenten Ba¨ume die folgende, strikt ansteigende
Sequenz regula¨rer Ba¨ume:
...
@
@
 
α2
α1
α3
 
  @
α2
α1
 
α1
< <
 
 
die zu dem folgenden unendlichen, aber nicht regula¨ren Baum t∞ konvergiert:
α1
  @
@
 
α2
α3
 
Mit anderen Worten: zu jeder endlichen Menge strukturell a¨quivalenter regula¨rer
Ba¨ume {t1, . . . , tn}, kann man einen regula¨ren Baum t′ konstruieren, mit dom(t′) =
dom(ti) ∧ ti ≤ t′ ∧ t′  ti fu¨r alle i = 1..n. Insgesamt folgt daraus:
Lemma 7.11. Sei t eine regula¨rer Baum. Dann gibt es keine Repra¨sentation der
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zu t strukturell a¨quivalenten regula¨ren Ba¨ume durch ein endliche Menge regula¨rer
Muster.4
Damit bricht der Ansatz der Reduktion beliebiger Restriktionsprobleme in endliche
atomare Restriktionsmengen durch Berechnung einer strukturelle A¨quivalenz erzwin-
genden Substitution in sich zusammen.
Vermutung 7.12. Fu¨r Restriktionstypsysteme u¨ber zerlegbaren, induktiv definierten
Pra¨dikaten kann die Existenz eines allgemeinsten Typs mit atomarer Restriktions-
menge nicht garantiert werden.
Verzichtet man auf Vollsta¨ndigkeit des Typinferenzalgorithmus, kann man eine Ap-
proximation von t∞ wa¨hlen, also beispielsweise t1, α durch t1 ersetzen und dann mit
Hilfe der Transformationsrelation =⇒, da der Funktionstypkonstruktor Kontravari-
ant ist, das folgende atomar gelo¨ste System erhalten: int / α1. Wa¨hlt man t2, erha¨lt
man int / α1, int / α2.
Wir geben in Abbildung 7.1 ein Regelsystem an, das diesen Transformationsprozeß
fu¨r beliebige Restriktionsprobleme formal beschreibt. Dabei benutzen wir µS.τ als
Abku¨rzung fu¨r µα1. . . .µαn.τ , wobei S = {αn} und µ{}.τ = τ . Man beachte, daß
µα.τ = α, falls α /∈ V(τ).
Wir betrachten das Regelsystem an einem Beispiel: das Restriktionsproblem α /
f(β, γ), β / α, δ / α hat keine endliche Lo¨sung. Wir nehmen an, daß die Variablen α,
β und δ in einer gemeinsamen A¨quivalenzklasse liegen. Eine Anwendung der Erset-
zungsregel S2 fu¨hrt dann zur Ersetzung von α, β und δ durch eine neue Kopie eines
zu dem Ausdruck µ[α]E .f(β, γ) strukturell a¨quivalenten Musters. Wegen
µ[α]E .f(β, γ) ≈ µα.µβ.µδ.f(β, γ) ≈ µβ.f(β, γ)
ist
{α 7→ µβ.f(β, γ), γ 7→ µβ.f(β, γ2), γ 7→ µβ.f(β, γ2)}
eine mo¨gliche strukturelle Gleichheit erzwingende Substitution.
4Man ko¨nnte vermuten, daß bei einer endlichen Basistypmenge nur regula¨re Instanzen von t∞
konstruierbar sind; es genu¨gen jedoch 2 Basistypen a, b, um eine monomorphe Instanz zu erzeugen,
die nicht regula¨r ist: wa¨hle z.B. a, b, a, a, b, b, a, a, a, b, b, b, . . . fu¨r α1, α2, α3, . . . .
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H H,E,C ∪ {c} =⇒r H,E,C
falls c ∈ H und ∃τ ∈ args(c) : τ = µα.τ ′
L H,E,C ∪ {τ = τ} =⇒r H,E,C
Z H,E,C ∪ {f(τn) = f(τ ′n)} =⇒r H ∪ {f(τn) = f(τ ′n)}, E,
C ∪ {τ1 = τ ′1, . . . , τn = τ ′n}
falls {f(τn)=f(τ ′n)} /∈ H
T H,E,C ∪ {p(f1(τn1), =⇒r H ∪ {p(f1(τn1), . . . , fk(τnk))}, E, C ∪ S(rm)
. . . , fk(τnk))} falls p(f1(αn1), . . . , fk(αnk)) − rm ∈ R
und S = {α11 7→ τ11, . . . , αnk 7→ τnk}
und {p(f1(τn1), . . . , fk(τnk))} /∈ H
S1 H,E,C ∪ {α = β} =⇒r SH, {β/α}(E + {(α, β)}), SC ∪ {α = β}
falls α, β ∈ V(C), α 6= β und S = {α 7→ β}
S2 H,E,C ∪ {α = τ} =⇒r S′(H), E′, S ∪ S′(C) ∪ {α = τ}
falls α ∈ V(C), τ /∈ V und ~S ∈
SS(µ[α]E .τ, [α]E − {α},V(C ∪ {α = τ}))
wobei S′ = ~S ◦ {α 7→ τ} und
E′ = Eα + EQ({µ[α]E .τ = ~S(β) | β ∈ [α]E−α})
A E,C ∪ {p(τn)} =⇒r ~SH,E′, S ∪ ~S(C ∪ {p(τn)})
falls α, τ ∈ args(p(τn)), root(τ) ∈ F+
und ~S ∈ SS(µ[α].τ, [α]E ,V(C ∪ {p(τn)}))
wobei E′ = Eα + EQ({µ[α]E .τ=~S(β) | β ∈ [α]E})
F1 E,C ∪ {f(τn) = g(τ ′n)} =⇒r E,>
F2 E,C ∪ {p(f1(τn1), =⇒r E,>
. . . , fk(τnk))} falls @ p(f1(αn1), . . . , fk(αnk)) − rm ∈ R
Abbildung 7.1: Terminierende Transformation in atomare Restriktionsmengen fu¨r
rekursive Typen
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7.3 Diskussion
Obwohl das o.a. Verfahren nur eine Anna¨herung an einen vollsta¨ndigen Algorithmus
darstellt, wurden im mehrja¨hrigen Einsatz in der SAMPλE-Programmierumgebung
keine Probleme festgestellt. Dies liegt wahrscheinlich daran, daß die meisten Pro-
gramme, die
”
echte“ Konversionen verlangen, ohne rekusive Typen typisiert werden
ko¨nnen und die meisten Programme die rekursive Typen erfordern, ohne Konversio-
nen typisiert werden ko¨nnen. Fu¨r diese beiden Fa¨lle ist unser Algorithmus vollsta¨n-
dig. Und fu¨r die verbleibenden Programme, die beide Konzepte gleichzeitig beno¨ti-
gen, scheint die implementierte Heuristik gut zu funktionieren.
In [AC91] wurde die Frage der Entscheidbarkeit von t/t′ untersucht, fu¨r monomorphe
regula¨re Typen t, t′, d.h. V(t) = V(t′) = ∅. Wie die vorliegende Arbeit und die u.a.
Artikel zeigen, ist die Frage ∃S : Sτ1 / Sτ2 wesentlich komplexer. Außerdem unter-
scheidet sich die betrachtete Konversionstheorie von den strukturellen Konversionen
durch die Existenz eines minimalen und eines maximalen Typs. Fu¨r strukturelle
Konversionen ist die Frage der Konvertierbarkeit monomorpher Typausdru¨cke durch
unser Verfahren ebenfalls positiv beantwortet.
In [TW93] wurde gezeigt, daß die Lo¨sbarkeit von Konversionsrestriktionsmengen fu¨r
den Fall der strukturellen Konversionen fu¨r regula¨re Typen in DEXPTIME liegt und
damit entscheidbar ist. Der Beweis erfolgt u¨ber eine Reduktion auf das Leerheitspro-
blem von Bu¨chi-Atomaten. Aufgrund von Lemma 7.1 ko¨nnen die Restriktionsmen-
gen jedoch nicht auf atomar gelo¨ste zuru¨ckgefu¨hrt werden. Damit entfa¨llt auch die
in Abschnitt 6.3 beschriebene Vereinfachung von Restriktionsmengen. Da die Gro¨ße
der Restriktionsmengen linear mit der der Programmgro¨ße wachsen kann, muß die-
se Methode fu¨r den praktischen Einsatz skeptisch beurteilt werden. Daru¨berhinaus
scheint das Verfahren nicht auf Typsysteme mit U¨berladungen u¨bertragbar zu sein.
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Resultate und Ausblick
Ziel dieser Arbeit war die Entwicklung eines Typsystems, das U¨berladungen, impli-
zite strukturelle Konversionen und regula¨re Typen kombiniert. Daß dies gelungen
ist, zeigen sowohl die theoretischen Ergebnisse als auch die Implementierung der
Typinferenzkomponente in der SAMPλE-Programmierumgebung, die mehrere Jahre
erfolgreich in Forschung und Lehre an der TU Darmstadt eingesetzt wurde.
Durch die Einschra¨nkung auf parametrische U¨berladungen konnte ein polynomial
zeitbeschra¨nkter Typinferenzalgorithmus fu¨r let-freie Lambda-Terme mit u¨berlade-
nen Operatoren entwickelt werden, der in der praktischen Anwendung gegenu¨ber
dem parametrisch polymorphen Fall keine Nachteile erkennen la¨ßt. Wir haben ge-
zeigt, daß sich sa¨mtliche Resultate des rein parametrischen Polymorphismus auf den
parametrisch u¨berladenen Fall u¨bertragen. Außerdem erlaubt die Methode die voll-
sta¨ndige Erweiterung auf regula¨re Typen.
Da jedoch einige sinnvolle U¨berladungen nicht parametrisch und auch Konversionen
in dem System nicht handhabbar sind, haben wir den Begriff der eingeschra¨nkten
Typen eingefu¨hrt und gezeigt, daß sich damit u.a. parametrische U¨berladungen, be-
liebige endliche U¨berladungen und strukturelle Konversionen darstellen lassen. Dabei
ist das System der eingeschra¨nkten Typen vo¨llig allgemein gehalten: es erlaubt belie-
bige Restriktionen und hat, wie andere Autoren gezeigt haben, Anwendungen auch
außerhalb der Typinferenz fu¨r U¨berladungen und Konversionen.
Das wichtigste Resultat der Einfu¨hrung eingeschra¨nkter Typen ist sicher die Tatsa-
che, daß wir zeigen konnten, daß Let-Polymorphismus vo¨llig unabha¨ngig von der Art
der Restriktionen funktioniert. Dies wurde durch die Einfu¨hrung eines generischen
Typdeduktionssystems mit einem zugeho¨rigen wohldefinierten und vollsta¨ndigen In-
ferenzalgorithmus erreicht. Damit kann man sich bei der Untersuchung neuer Re-
striktionstypen auf den Mechanismus der Restriktionsauflo¨sung konzentrieren, ohne
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jedesmal einen neuen Inferenzalgorithmus angeben und als korrekt und vollsta¨ndig
beweisen zu mu¨ssen.
Mit der Einfu¨hrung des abstrakten Konzepts der Vereinfachungen gelang es, einen
allgemeinen Rahmen zu schaffen, der es erlaubt, den Inferenzalgorithmus durch An-
wenden vereinfachender Substitutionen parallel zum Aufsammeln der Restriktionen
zu verbessern, was in einer effizienter ablaufenden Typinferenz resultiert. Daru¨ber
hinaus bietet das Konzept der allgemeinsten Vereinfachungen die Mo¨glichkeit der
Qualita¨tsbeurteilung des Resultats der Restriktionsauflo¨sung: berechnet der Inferen-
zalgorithmus eine Restriktionsmenge, die nicht weiter vereinfacht werden kann, so ist
er sicher als optimal zu bezeichnen.
Mit unseren Untersuchungen zur Lo¨sung von Konversionsproblemen in Kombination
mit parametrischen U¨berladungen haben wir gezeigt, daß man sehr wohl effizien-
te Algorithmen zur Restriktionsauflo¨sung angeben kann, wenn man nur geeignete
Einschra¨nkungen an das Zusammenspiel von U¨berladungen und Konversionen stellt.
Das SAMPλE-Typsystem erfu¨llt diese Einschra¨nkungen. Allerdings sollte man nicht
vergessen, das viele der Komplexita¨tsresultate in der Praxis scheinbar wenig Aus-
sagekraft bzgl. der gespu¨rten Effizienz der Typinferenz haben. Daher wa¨re es sicher
sinnvoll, mit einer Implementierung zu experimentieren, die komplexere Restriktions-
systeme behandeln kann.
Fu¨r das System der parametrischen U¨berladungen haben wir bewiesen, daß U¨berla-
dungen prinzipiell sowohl zur U¨bersetzungszeit als auch zur Laufzeit aufgelo¨st wer-
den ko¨nnen, beide Methoden haben Vor- und Nachteile. Die Auswahl wird dabei
stark durch die Semantik der Sprache und die Implementierung des Laufzeitsystems
beeinflußt. U¨berladungsauflo¨sung zur Laufzeit ist nur mo¨glich, wenn man auf kon-
textabha¨ngige U¨berladungen (z.B. u¨berladene Konstanten) verzichtet und wenn die
Repra¨sentation der Werte jedes Typs zur Laufzeit ein eindeutiges Typkennzeichen
besitzt. Dies impliziert insbesondere, daß isomorphe, aber unterschiedliche abstrak-
te Datentypen zur Laufzeit mit einer im Prinzip u¨berflu¨ssigen Typkennzeichnung
markiert werden mu¨ssen.
Fu¨r das SAMPλE-System haben wir uns fu¨r die Auflo¨sung von U¨berladungen und
Konversionen zur Laufzeit entschieden. Dies ist mo¨glich, da nur Operationen auf
elementaren Datentypen eine echte Konversion erfordern. Dadurch kann es pas-
215
sieren, daß z.B. eine Liste sowohl Werte vom Type int als auch Werte vom Typ
real entha¨lt. Dies entspricht in etwa dem Vorgehen in ga¨ngigen LISP- und Scheme-
Implementierungen. Im Unterschied zu diesen Systemen vermuten wir jedoch, daß
das SAMPλE-Typsystem das Nichtauftreten von Typfehlern zur Laufzeit garantiert.
Diese Bemerkung fu¨hrt uns direkt zu den offenen Problemen, bzw. Gebieten, die man
noch genauer untersuchen ko¨nnte:
Ein formaler Beweis des beru¨hmten Milner Satzes “well-typed programs can’t go
wrong” fu¨r das SAMPλE-System mit Konversionen und U¨berladungen steht noch
aus. Dazu mu¨ßte man entweder ein denotationales Modell fu¨r Typausdru¨cke mit Re-
striktionsmengen entwickeln, oder wenigstens eine operationale Semantik angeben,
und die Abwesenheit von Laufzeittypfehlern fu¨r typisierbare Programme beweisen.
Unklar ist dabei jedoch, wie man die Abwesenheit unauflo¨sbarer U¨berladungen be-
handelt.
Eine weitere Alternative wa¨re die Angabe einer U¨bersetzung in eine rein parametrisch
polymorphe Sprache, wie wir sie fu¨r das parametrisch u¨berladene System angegeben
haben. Hier mu¨ßte gezeigt werden, daß das u¨bersetzte Programm korrekt typisierbar
ist.
Außerdem sollte man die Konsistenz von βη-Reduktion und Typsystem formal un-
tersuchen. Ausgangspunkt ko¨nnte hier die Arbeit von Henglein [Hen96] sein. Hier
erwarten wir keine gro¨ßeren Probleme.
Zum Abschluß die enervierendste Frage: ist die Instanzrelation fu¨r strukturelle Kon-
versionen und parametrische U¨berladungen entscheidbar? Formal: gegeben 2 belie-
bige eingeschra¨nkte Typen τ1|C1 und τ1|C2, existiert eine Substitution S, sodaß
τ2 = Sτ1 und C2  SC1 gilt? Die Beantwortung diese Frage ist wichtig, da man dem
Programmierer die Spezifikation der Typen deklarierter Bezeichner erlauben mo¨chte.
Man beachte, daß dieses Problem die Frage der Erfu¨llbarkeit von Restriktionsmengen
beinhaltet (wa¨hle τ1 = τ2 und C2 = ∅).
Fu¨r den allgemeinen Fall beliebiger struktureller Gleichheit erzwingender Pra¨dikate
kombiniert mit parametrischen und endlichen U¨berladungen gibt es sicher keinen ef-
fizienten Algorithmus, da ja schon die Lo¨sbarkeit parametrischer U¨berladungsrestrik-
tion in DEXPTIME liegt. Fraglich ist, ob die in Kapitel 6 formulierten Einschra¨n-
kungen an Konversionsrelation und U¨berladungen ausreichen, um eine (effiziente)
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Lo¨sbarkeit sicherzustellen. Die Frage ist sicher entscheidbar, wenn man nur solche
Instanzierungen zula¨ßt, die durch atomare Typersetzungen aus dem allgemeinsten
Typ entstehen.
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Anhang A
Notation
N die Natu¨rlichen Zahlen
N+ die Natu¨rlichen Zahlen ohne 0
2M die Potenzmenge u¨ber M
M∗ Wortmonoid u¨ber M
 die leere Sequenz eines Wortmonoids
µ, ν Variablen u¨ber einem Wortmonoid
µ·ν Konkatenation in einem Wortmonoid
x, y, z Variablen in Lambdatermen
α, β, γ Typvariablen
xn x1, . . . , xn
a, b, c atomare Typausdru¨cke (Variablen oder Basistypen)
τ Typausdru¨cke
σ Typschemata
Γ Typzuweisungen der Form [x1:τ1, . . . , xn:τn] bzw.
[x1:σ1, . . . , xn:σn]
t/p Subterm von t an Position p
f : A→ B (partielle) Abbildung von A nach B
dom(f) Urbildbereich der partiellen Abbildung f
rng(f) Bildbereich der partiellen Abbildung f
f|M Einschra¨nkung einer Abbildung auf M
|M | Kardinalita¨t von M wobei |M | ∈ N ∪ {∞}
R∗ Transitive Hu¨lle einer Relation R
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