Abstract -The asymmetry of Daubechies' scaling functions and wavelets can be diminished by minimizing a special second moment in time for the wavelet generating discrete-time lter. The moment is involved in an uncertainty relation for discrete-time signals. Other measures of asymmetry are addressed too and corresponding results compared.
I INTRODUCTION
Daubechies' wavelets are continuous-time functions whose mother wavelet has a nite support width. They constitute an orthonormal basis for the functions of nite energy 1, 2]. Moreover the mother wavelet w( ) has the highest number of vanishing moments for a given support width, where N vanishing moments mean 
The impulse response g(t) has 2N coe cients. It can be chosen to be causal 5] and to start at t = 0. In that case we can choose L = N ?1 and obtain that h(t) is also causal and starts at t = 0, i.e. we have h(t) = (?1) t g (2N ? 1 ? t).
In order to nd P(!) we have to solve the classical spectrum factorization problem which involves trigonometric polynomials. The equation (5) can be rewritten using the associated ztransform 6] and assuming that we are looking for g(t) real (i.e. we are dealing with trigonometric polynomials which have real coe cients) as
We see that if z 0 is a zero of (6) then z ?1 0 is too. That means the factorization is not unique.
We have the choice for each real zero z 0 of including it or its reciprocal z ?1 0 to P(z). Similarly, for each pair of complex conjugate zeros (z 0 ; z 0 ) the choice is to include the pair or its reciprocal ((z 0 ) ?1 ; z ?1 0 ) to a solution.
The most popular choice is to have all zeros in P(z) inside and on the unite circle. That gives G(!) which is a minimum phase function 5]. The corresponding \extremal phase" 2] scaling function v( ) and wavelet w( ) are quite asymmetric. This is not a desirable property in many applications (e.g. in image processing) where there is no any reason to treat with di erent absolute weights what is on the left or on the right from (or before or after) a signal point we are looking at. In a loose sense we can consider the inner product of a wavelet and a signal as a kind of odd or even derivative of the signal. If the signal is a polynomial of degree N ? 1, its Nth derivative is zero. The same result can be obtained from the inner product with a wavelet having N vanishing moments. The derivatives are local operators and they treat a signal antisymmetricly (odd order) or symmetricly (even order).
To have the scaling function v( ) and the wavelet w( ) symmetric (note that we really mean symmetric or antisymmetric) V (!) in (2) and W(!) in (3) must have linear phases. That implies that G(!) must have linear phase too, i.e. g(t) must have an axis of symmetry. It is well known 2] that the factorization (6) can give G(!) with a linear phase only in the trivial case when N = 1.
That corresponds to Haar's wavelets where the mother wavelet is the di erence between the characteristic functions of the intervals 0; 1 2 ) and 1 2 ; 1], and the basic scaling function is the characteristic function of the interval 0; 1]. We conclude that for N > 1 we can not nd a factorization which will produce symmetric wavelets.
If the orthonormality and strict symmetry is required, it is possible to resort to: complex wavelets of order 6; 10; 14; 18; 7]; multiwavelets (several scaling functions) 8]; in nite support wavelets 9]; and M-ary wavelets, M 3 8] . Note that in all these cases we need extra computations compared to the Daubechies' wavelet case. When the orthonormality is not required, the simplest solution to the symmetry problem implies use of biorthogonal wavelets 10].
If we want only to diminish the asymmetry of binary orthonormal wavelets, we can resort to 2]: wider-support wavelets, e.g. coi ets; lter-coe cient ipping; and appropriate factorization of G(!). We are going to reconsider the last approach and to look for factorizations that provide wavelets and scaling functions which are \the most symmetric". Of course there is an open question how to measure the closeness to symmetry. 
II MINIMIZATION OF A TIME-LOCALIZATION MEASURE AND SYMMETRY
Note that m 2 (T; 0) will be small for signals highly concentrated around ! = and that it emphasizes the importance of localization for the signals whose smooth (\low frequency") versions have signi cant energies compared to the total signal energies. The gravity center T g ( ) that minimizes m 2 (T; ) with respect to the choice of T is given by 12, 13] T
More speci cally, T g (0) is the ordinary gravity center of a low frequency part (positioned at Z? 1 2 ) of a considered signal. We will consider now as an alternative measure of closeness to symmetry:
The motivation for that will soon become clear. The best factorization for G(!) will be the one which gives the minimum of (9).
Note that di erent factorizations do not change the spectral magnitude of G(!), jG(!)j, but only its phase (!). This is because the new factorization P 1 (z) is obtained from the old one P 0 (z) by multiplying the latter by all pass functions. E.g. assume we want to exclude the zero z 0 from P 0 (z) and to include its reciprocal (z 0 ) ?1 . Then we have P 1 (z) = P 0 (z)jz 0 j z ? ( Let us introduce now a second moment in frequency given by 11]
Since jG(!)j does not change with di erent factorizations we conclude that M 2 (0) is xed in this case. Further we can see that the product of the second moment in time and second moment in frequency
is minimal for our choice of the best factorization. Hence, g(t) that minimizes (9) has the best timefrequency localization too. The wavelets obtained using this g(t) will be called the best localized 
The optimal functions for (11), i.e. those reaching the lowest uncertainty limit, are given by 12] After using the above expression for T g (0) we see that our claim is true also for (15).
2
We can interpret now our criterion as the one which minimizes the nonlinearities of phase for low frequencies using a mean square measure. Also, we can say that it nds g(t) with the lowest value of group delay variance for low frequencies. When (!) is linear, T g (0) is equal to the ordinary gravity center of a signal and (14) is zero. Note that the importance of the nonlinearities is weighted by the energy spectral density jG(!)j 2 . In general G(!) is a low frequency function, and our criterion emphasizes the minimization of the phase nonlinearities in the frequency region where G(!) has high energy concentration. It disregards the nonlinearities if they belong to the region of small signal energy. \The least asymmetric" criterion does not make any distinction based on frequencies. It may discard a factorization because of a nonlinearity with a small energy importance.
The emphasis of low frequencies is reasonable from a perceptional point of view: it is more important to have the symmetry of smooth and wide areas than of details. In signal processing context, we can say that it is important to have the symmetry of signals, not of \noise".
III COMPARISONS OF RESULTS OBTAINED BY USING DIFFERENT ASYMMETRY MEASURES
For N = 2; 3; ; 10 vanishing moments, we have found the coe cients of g(t) for \the best localized wavelets". They di er from \the least asymmetric" case when N = 7; 9; 10. For these values of N they are given in Table 1 . Figures 1-3 give plots of the basic scaling functions and mother wavelets for N = 7; 9; 10 in \the least asymmetric" and \the best localized" case. The subjective evaluation is that \the best localized" case gives better symmetry. Especially this is clear for the scaling functions in general, and for the mother wavelet with seven vanishing moments. For N = 9 \the best localized" wavelet is more \antisymmetric" than \the least asymmetric" one and for N = 10 we can not favor any of these two wavelets. When the wavelet generating lter G(!)
is more symmetric the scaling function (2) is too. The wavelet (3) can be, in this case, either more symmetric or antisymmetric. Which one of these two possibilities will appear depends on the wavelet generating ler order and applied factorization. The phase nonlinearities of the wavelet generating lter are especially high in the transition region between the pass-band and stop-band. The e ects of the transition region are stronger for wavelets than for scaling functions because of the di erence in their construction, see (2) and (3). Besides \the least asymmetric" (LA) and \the best localized" (BL), we tested a few other criteria for the estimation of the phase nonlinearities. We have considered the variance of uniformly weighted group delay (GD) as a criterion:
Next the variance of energy weighted group delay was considered:
This quantity is actually equivalent to the ordinary variance (OV) of the signal energy distribution in time. We also tested the phase variance (PV) criterion:
and as the last one, we calculated the variance of group delay weighted by the cosine window (CW):
The quantities 0 u , 0 e , and 0 c are the corresponding mean values of the group delay. The new criteria do not give any new results compared to those obtained by using the minimum phase (MF), LA and BL criteria. Table 2 shows the groups of criteria giving the same coe cients as the result of \symmetrization" for N = 2; 3; : : : ; 10. The criteria corresponding to the same coe cients are in parentheses. As can be seen the BL criterion is the most often di erent (three times) from the LA criterion.
IV CONCLUSION
Since \symmetry is good for the eye, and orthogonality is good for the algorithm" 8], it is important to make binary orthonormal Daubechies' scaling functions and wavelets more symmetric by choosing appropriately the phase of the wavelet-generating-lter transfer function. Di erent criteria can be used for minimization of phase nonlinearities. The most direct approach, the minimization of maximal phase excursion from the linear phase, does not provide always the best symmetrization. It is shown that the minimization of a time-localization measure can give better results, especially for scaling functions. Tables   1 The coe Table 2 : Groups of criteria giving the same coe cients for \the most symmetric" wavelets, where the criteria are: the minimum phase (MF), \least asymmetric" (LA), phase variance (PV), group delay (GD), ordinary variance (OV), cosine-windowed group delay (CW) and \best localized" (BL) 
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