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Abstract 
The present study seeks to develop a robust system-scale heat transfer model for a sensible heat 
storage system. A novel mechanism to simulate axial dispersion and heat loss from the boundary 
of the sensible heat system to the environment is introduced. The most challenging topics to 
develop a robust heat transfer model are related to heat loss term, selecting the more reliable 
method to calculate heat transfer coefficient between fluid and solid, and investigating the effect 
of neglecting temperature dependency of materials properties. As the storage heat system has a 
vertical storage vessel, the dominant heat transfer mechanism from the boundaries of the vessel 
is free heat convection. In other words, there is no heat loss from the walls except the heat loss 
happening between walls of the vessel and the ambient by free convection. This model shows 
heat transfer coefficient is a function of time because of the changing hot zone length. The hot 
zone length is increased over time and this causes increase of Grashof number and finally 
Nusselt number or heat convection coefficient to the ambient. Material property changes are 
another matter considered in the model. The temperature of the system is varied considerably 
(absolute temperature is designed to change by roughly a factor of two) over a storage cycle and 
this affects the material properties of the solid beads and fluid flow. Results show that 
considering this point has a very significant effect when temperatures are (as expected in 
application) far above the ambient.  
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Introduction 
Ambient energy can be deﬁned as energy that is not stored explicitly, but is available in the 
surroundings. Various sources of ambient energy have been explored. These sources have the 
advantages that they are essentially free, their conversion mechanisms are clean, and the source 
has a potentially inﬁnite lifespan. Unlike ambient energy, fixed energy density sources have a 
limited amount of energy available, such as batteries or engines, and after the energy available 
has been exhausted, the source needs to be replaced or fuel refilled.  
Among the several types of ambient energy (renewable energy), solar energy is the largest 
source and may be used as thermal energy in conventional thermal power plants, or converted 
into electrical power directly using photovoltaic panels. One difficulty of using solar energy is 
that it is not available 24 hours per day so some form of storage is required. Thermal energy  
storage  systems  use  materials  that  can  be  kept  at  high  temperatures  in  insulated 
containers.  The  heat  retrieved  can  then  be  used  in  conventional  thermal  power  plants  for 
power  generation  at  times  when  sunlight  is  not  available,  when  weather  conditions  are 
not favorable, or when a lager power is needed (combining storage with incident radiation). 
This study focuses on the use of packed beds of solid particles, with air as a heat transfer 
medium, to store  thermal  energy  in  a  solar  thermal  power  plant  at  low and high 
temperatures. A heat transfer model for analyzing and evaluating time dependent properties of 
the packed bed system is developed. The heat transfer model accounts the effect of free 
convection in wall boundaries, time dependent material properties due to temperature change by 
time. 
Moreover, several experimental tests were done in a packed bed system of alumina spheres to 
determine the validity of our robust model. Different sizes of alumina beads and inlet pressures 
were tested, and the experimental data were compared with modeling results.  
Results show that for high inlet temperature, the effect of temperature dependent material 
properties due to the time dependent temperature cannot be neglected and using two separate 
heat transfer equations for solid and fluid parts which are conjugated by local heat transfer is 
3 
 
more accurate than assuming that the packed bed media and fluid space are a homogeneous 
system with solid and fluid parts in local thermal equilibrium at all times and using one equation. 
This thesis is structured as follows. Chapter 1 gives a general introduction to the previous 
investigation and researches about various methods of storing thermal energy and available 
technologies in this research of area. Moreover analytical studies carried out in the past few 
decades are reviewed. In chapter 2, mathematical development of the thermal model is described. 
It is shown that heat transfer in a packed bed system can be modeled by 1-D approximations 
instead of 3-D or 2-D models when the ratio of tube height to diameter is larger than 10 for a 
cylindrical thermal storage systems. In the following chapter, Chapter 3, the equipment that was 
used for the experimental measurements and different conditions is explained. In addition, 
numerical method used for solving the governing equations of thermal storage system described 
in chapter 2 is presented. Chapter 4 is meant to serve as a discussion and comparison of the 
experimental data and the results of the modeling. In order to estimate effect of some 
simplifications of mathematical model, such as assuming temperature independency for material 
properties, experimental data obtained from experimental set up explained in chapter 3 are used. 
The closing chapter, conclusion, contains a summary of the study and results. 
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1. Literature Review 
According to the researches of Li [1], low energy density, periodicity of availability and 
magnitude fluctuation are the natural characteristics of most ambient energies, including solar 
energy, wind power and ocean currents. Kolb [2] mentioned that these characteristics of ambient 
energy sources create a demand for energy storage because living, working and especially 
industry need high energy densities with no fluctuation of magnitude and intermittence of 
availability. Most of the energy harvested from ambient energy sources store in the form of heat. 
Schmidt et al [3], Hasnain [4], Herrmann et al. [5], and Zalba et al. [6] studied various methods 
of storing thermal energy, for different temperature ranges. Schmidt et al. [3] carried out 
numerous experiments to analyze one direction heat transfer through heat storage systems. 
Packed beds, thermal regenerators and heat storage exchangers were included in their 
examinations. Hasnain [4] reviewed available technologies for thermal energy storage and 
discussed their positive and negative features. He compared sensible heat storage and latent heat 
storage. The former raises the temperature of a medium such as rocks while the latter includes a 
phase change, so the phase change material (PCM) has a vital role. Zalba et al. [6] reviewed 
previous works on TES systems with solid-liquid phase change and developed new types of TES 
systems with PCMs for use in vehicles. The development of such devices is especially valuable 
for cold climate regions. 
Maximum thermal efficiency will be obtained when energy can be withdrawn at the highest 
temperature at which the fluid carrying the energy delivers energy to the thermal storage system. 
In this way thermal energy storage can be classified into two classes. The first is direct storage of 
the energy-carrying fluid. The second is a two medium heat storage system: this system includes 
a fluid for carrying heat energy and a solid material or liquid to store the energy. Hermann et al. 
[7] created the first generation of direct heat storage including two storage tanks, one for hot 
fluid and the other for cold fluid with application to solar energy storage. In the charging process, 
low temperature fluid is pumped to the solar field and then heated fluid from the field is stored in 
the hot tank. When needed, high temperature fluid is pumped to the power plant and then 
returned to the cold tank. The second generation of direct storage system has only one tank with 
hot fluid maintained at top of cold fluid [8-12]. In the two-medium heat storage system [13], 
there are three techniques to store thermal energy; sensible heat, latent heat or chemical energy. 
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Figure 1 demonstrates all techniques to store solar thermal energy. The storage medium 
temperature increase, phase change materials and chemical reactions are used in sensible heat 
storage, latent heat storage and thermochemical storage, respectively. Among all these 
techniques, sensible heat storage is the most simple and inexpensive energy storage system. 
Despite some benefits of latent heat storage over sensible heat storage, for very high temperature 
systems, it appears that sensible heat storage is superior due to the designing and economic 
features.  
 
Figure 1. Overview of thermal energy storage systems, adapted from [14]. 
Coutier et al. [15] mentioned that generally the most suitable unit for storing heat from solar 
systems uses air to transfer heat to a packed bed. During the charge process, air heated by solar 
radiation is usually flowed through the packed bed from top to bottom to heat the storage 
material. Air at lower temperature (ambient, for example) flows to collectors to be heated again. 
When the bed is fully charged its temperature becomes nearly uniform, with some gradient due 
to wall loss to the environment. If the storage energy is needed, the flow direction is reversed. In 
this process called discharge, the low temperature air enters to the bed and extracts heat from 
storage material. After heated air delivers heat to a building or process for use, it returns to the 
bed to repeat the cycle. For solving governing equations which model heat transfer through the 
bed, a numerical method is applied and result of modeling and experimental are compared. In 
addition optimal values to design rock-bed storage are investigated.  
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After introducing some studies about economical system storage methods, in the following 
paragraphs, analytical studies carried out in the past few decades are reviewed.  
The packed bed heat transfer method originated from the investigations of Schumann [16]. His 
study considers a liquid which flows through a porous prism. In his investigation, temperature of 
liquid and solid are function of time and location. In addition, the porous prism has uniform 
temperature and its sides are adiabatic and liquid cannot penetrate. For modeling heat transfer 
between fluid and solid, the well-known empirical forms for the transfer of heat from a liquid in 
turbulent motion to a solid were applied. Finally, he presented a one-dimensional two-phase 
model for a packed bed system in which the thermal capacity of the fluid, axial conduction in the 
bed material and fluid are ignored.  
Thermal behavior of an iron sphere packed bed in which sodium is used as heat transfer fluid is 
investigated by Pomeroy [17]. He simplified the mathematical model of transient heat transfer of 
packed bed and investigated the effect of sodium flow speed, iron sphere size and bed 
dimensions on the total discharge time. He noted that in the sodium/iron storage system, 
conduction resistance in the iron, convective resistance between the sodium and the iron and 
axial conduction in the sodium and iron are three factors which affect the thermocline 
broadening.  
Mumma et al. [18] used finite difference methods to solve the heat transfer problem for the 
packed bed but they concluded that finding temperature distribution by this method is 
excessively time consuming. After that, in 1980, Sowell et al. [19] replaced finite difference 
methods with a more accurate and efficient model based on convolution theory. 
Saez et al. [20] presented a more generalized method for simulating thermal behavior of a packed 
column which includes axial thermal dispersion and intra-particle conduction effects. These 
features can have noticeable effect on the operation of a solar energy storage system but have 
usually been neglected. They showed if Biot number (which is defined as ratio of convective 
heat transfer coefficient multiplied by characteristic length over thermal conductivity of the 
storage material) is << 1, then neglecting intra-particle effects is reasonable; otherwise this effect 
should be included. This model is applied for investigating operation of a rock bed subjected to 
transient inlet temperature.  
7 
 
Atear [21] carried out numerous experiments in a wide range of temperature to choose the best 
materials for sensible heat storage. He mentioned that sensible heat storage systems are simple in 
design but their disadvantage is their big size. According to this issue, heat capacity is the most 
important aspect to select a material for sensible heat storage system. Their results show 
temperature level of the application defines the storage material. Water was suggested for 
temperature below 100 °C and refractory bricks for temperatures up to 1000 °C.  
Hasnain [4] discussed about development of energy storage technologies and the materials used 
for storage. He reported that salty water, petroleum based oils and molten salts can be used as 
liquid storage materials in place of water. Also as solid storage materials at all range of 
temperature solid materials such as rocks, metals, concrete, sand and bricks can be used. Among 
all solid materials, cast iron is the most popular, as it exceeds the energy density level of water. 
However, stone or brick are generally used as storage materials because they are less expensive 
than cast iron.  
Numerous numerical simulations to model heat transfer in a packed bed were carried out by 
Ismail et al. [22]. These investigations were done in both sensible and latent heat thermal storage 
systems. The work considered four fundamental classes of models, the continuous solid phase 
models, Schumann's model, the single phase models and intra-particle model. The effect of void 
fraction, flow rate variations, wall thermal losses, particle size and material and variation of fluid 
inlet temperature were studied. Time periods of both charging and discharging processes are 
functions of fluid thermal capacity. This means that higher thermal capacity causes higher heat 
transfer rate and consequently shorter thermal charging and discharging time periods. Decreasing 
pressure drop, increasing Nusselt number and heat transfer due to increasing particle size are 
some conclusions of their investigation. They reported void fraction as an effective parameter 
characterizes amount of stored heat energy and also pressure drop. Amount of particle mass 
increases due to void fraction reduction. An increase in particle mass causes an increase thermal 
storage capacity of the bed. Finally there is an increase in heat transfer area and pressure drop 
due to an increased thermal storage capacity. The exit temperature is affected by temperature 
variable fluid properties, particle size and storage material properties. 
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Aly et al. [23] carried out numerical studies on the effects of distinct properties of solid and fluid 
parts on the thermal behavior of packed beds during thermal charging process. They modeled the 
temperature fields of solid and fluid parts by a transient one-dimensional two-phase model. Two 
coupled partial differential equations described thermal behavior of solid and fluid. One of the 
most important conclusions of their work is that the properties of the solid phase and the choice 
of material affect the rate of charging and the storage capacity of the bed. For example higher 
thermal conductivity of the solid phase increases the allowable charging rate and causes a higher 
temperature rise throughout the bed for a certain charging period. A comparison between three 
distinct materials as storage material shows that the steel packed bed represents a higher storage 
rate and capacity relative to the rock bed. Its thermal storage performance is much better than 
that of aluminum bed except during first 2 hours of charging. The aluminum bed shows a better 
storage performance compared with that of rock only during the first 6 hours of charging.  
In the present study, thermal storage to store heat from solar thermal fields is a target, although 
other sources of heat (e.g. fossil fuel combustion) could be used. For such applications, the heat 
is used for electricity generation, and high temperature improves the thermodynamic conversion 
efficiency. Hence, the need to consider high temperature system with good stratification and low 
cost (a notable gap in the literature) is a motivation for the present study.  
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2. Thermal Model 
The heat transfer between a flowing fluid and stationary particles has been the subject of many 
theoretical and numerical investigations. Using 3-D and 2-D models for analyzing heat transfer 
in a packed bed which has a large domain is computationally intensive. Therefore to analyze 
large scale packed beds, usually, models which include 1-D approximations are commonly used. 
It has been agreed by many that if the ratio of vessel height to diameter is larger than 10, then 
cylindrical thermal storage systems can be treated as plug flow for a wide range of Reynolds 
numbers and so 1-D modeling is acceptable.  
Modeling of heat storage in a packed bed can be divided into two groups. The first group 
includes the models in which the solid and gas phases are modeled as a homogeneous system, 
yielding a single phase or one-equation model. The analysis can be significantly simplified by 
assuming that at any point in the solid-fluid porous matrix the two temperatures are the same. 
The second group includes models where the packed bed is represented by two distinct phases, 
solid and fluid, a two phase or two-equation model. Analysis of heat transfer in this case involves 
solving two coupled energy equations, one for the solid material and one for the fluid. Thus the 
solution is represented by two temperature functions.  
2.1. A Generalized Mathematical Modeling 
In general, the thermal storage system considered here is a porous medium, through which a 
fluid flows and heat transfer between the solid and fluid occurs. In Figure 2, a control volume of 
an element dx in the packed bed is shown. The positive direction of x is defined according to 
fluid direction and x=0 is inlet in analysis of charge and discharge processes. For modeling 
thermal behavior of packed beds, some assumptions are made to simplify the analysis. These 
include: the bed geometry is cylindrical; the bed material has infinite conductivity in the radial 
direction; there is no temperature gradient inside the particles, the fluid is assumed to be in plug 
flow; no heat losses to the environment occur from the top and bottom of the system; no 
radiation heat transfer occurs between the fluid and solid, and between particles in the bed; there 
is no heat generation inside the bed. 
10 
 
 
Figure 2. Schematic of the heat transfer domain showing heat transfer between the beads and the air, radial 
conduction of the fluid, and the axial loss through the walls. 
An important simplification made in the analysis of the packed bed is based on the assumption 
that temperature variation in the lateral direction is negligible, so that the temperature at any 
cross section is taken to be uniform. This assumption can be justified by using definition of a 
vessel scale Biot number as: 
  : 1air out eff f s
eff
h R
k k k
k
     (2.1) 
In which outR  is outer diameter of the vessel. For uniform temperature in the lateral direction to 
be approximately true, 1Bi . 
By applying above assumption, now the system can be modeled as one dimensional but due to 
the heat loss from the tank wall, the physics of the system is two dimensional. To include radial 
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effects in temperature distribution, it is necessary to formulate the principle of conservation of 
energy in the control volume analysis. 
2.1.1. Energy Balance in the Heat Transfer Fluid 
Conservation of energy for the element shown in Figure 2 requires that: 
 
in g outE E E E    
(2.2) 
where  
E = rate of energy change within element  
inE = rate of energy added to element  
gE = energy generation rate per unit volume  
outE = rate of energy removed from element 
By neglecting heat loss from fluid, the terms can be written as 
 f
f cp c
T
E c A dx
t




 
(2.3) 
 0gE   
(2.4) 
 ˆ
in xE q mh   
(2.5) 
 
,
ˆ
ˆx
out x f s
q h
E q dx m h dx dq
x x
   
            
 
(2.6) 
So, the thermal energy balance of the fluid in the control volume dx will be: 
                  
   
  
          
   
  
          
   
         
   
  
   (2.7) 
The cross-sectional area of the tank of interest is constant,  
         
  (2.8) 
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Where   is called void fraction.  The porosity of a material or void fraction is defined as the ratio 
of the void volume to the total volume which includes solid and fluid part. That is, 
             (2.9) 
Now Fourier's law is applied to describe heat conduction, yielding 
 
2
2
f fx
x f c f c
T Tq
q k A k A
x x x
 
    
  
 (2.10) 
Using the definition of enthalpy change and a Taylor’s series expansion gives: 
 
, ,
ˆ
ˆ f
p f f p f
Th
h c T c
x x

  
 
 (2.11) 
The term dqf,s is the local rate of conjugate heat transfer between the solid beads and the fluid, 
and it appears as a source term in the coupled set of energy equations for the solid and fluid (of 
opposite sign in the two equations). To calculate amount of dqf,s, we need the heat transfer area 
between solid and fluid per unit length of tank ,denoted as As,f, and heat transfer coefficient hf,s 
for the heat convection between the heat transfer fluid and the packing material. 
 
 
Figure 3. Top and 3-D view of  the Element 
These two parameters depend on the flow condition, packing condition of thermal storage 
material and fluid properties. Detailed discussions of As,f and hf,s will be presented in the 
following. Thus: 
                         . (2.12) 
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For convenience, volumetric heat transfer coefficient is defined as: 
            
    
  
 . (2.13) 
The last term we need to define is a mass flow rate. If we assume the volumetric flow rate is Q, 
then: 
                . (2.14) 
Combining the above equations gives the fluid equation as: 
       
   
  
          
   
  
   
    
   
               (2.15) 
The last term in the right hand-side is the conjugate heat transfer and couples to the equation for 
the solid temperature, Ts. 
2.1.2. Energy Balance in the Solid Thermal Storage Material 
For the energy balance of the solid, conservation of energy for the element shown in figure 3 
requires that: 
 in g outE E E E    (2.16) 
In the application of interest, the solid thermal storage material is stationary. The energy added to 
the solid includes axial conduction and heat delivered from the passing fluid: 
                               (2.17) 
Energy is removed by axial conduction and heat loss to ambient, thus:  
           
   
  
           (2.18) 
The rate of energy change within the control volume is 
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   (2.19) 
As there is no source of energy generation, 0gE  . 
Substituting equations (2-17) to (2-19) into equation (2-16) gives the energy balance for the 
solid: 
                               
   
  
           
   
         
   
  
   (2.20) 
Recalling that cross-sectional area of the tank occupied by solid material is constant  
   21s inA R    (2.21) 
Using Fourier's law to describe heat conduction gives: 
 
2
2
s x s
x s s s s
T q T
q k A k A
x x x
  
    
  
 (2.22) 
To calculate heat lost from the system to ambient we need to know the heat transfer area between 
solid and fluid per unit length of tank denoted as Aloss and overall heat transfer coefficient Uloss.  
                          (2.23) 
where: 
                (2.24) 
Here Uloss describes radial heat loss due to conduction through the insulation and steel and due to 
natural convection from the vessel. This parameter depends on ambient temperature, insulation 
thickness, material properties of the insulation, external diameter of the storage and its geometry. 
Detailed discussions will be presented below. For convenience, a volumetric overall heat transfer 
coefficient is defined as: 
15 
 
              
     
        
  (2.25) 
Combining equations (2.21) to (2-25) gives the dimensional form of the solid energy eqution: 
        
   
  
    
    
   
 
 
     
                             (2.26) 
2.2. Dimensionless Form of Governing Equation 
We introduce the following dimensionless variables: 
   
    
      
 (2.27) 
 
   
  
   
 
 
(2.28) 
   
 
 
 (2.29) 
 
  
    
 
 
 
(2.30) 
Where H is vessel high, Tin is inlet fluid temperature, T∞ is ambient or low temperature and    is 
a fluid velocity in an empty pipe. These variables are used in equations (2.20) and (2.26), to yield 
dimensionless governing equations for the heat transfer fluid and solid material:  
Fluid: 
  
2
2
1f f f
fs f s
af
St
X Pe X
  
 

  
   
  
 
(2.31) 
Solid: 
    
2
2
1s s
fs f s w f
as
St St
Pe X
 
    


 
    
 
 (2.32) 
in which: 
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(2.33) 
     
        
         
  
(2.34) 
  
    
 
  
          
  
(2.35) 
   
      
      
 
 
   
  (2.36) 
 
 
    
 
  
          
  (2.37) 
2.3. Overall Heat Transfer Coefficient between Vessel and Ambience 
While the governing equations of the thermal storage system are solved for the axial temperature 
distribution, the physics of the system is two dimensional because of the heat loss from the tank 
wall. Here, dqloss is the heat loss from the system, and the overall heat transfer coefficient is used 
to model the heat loss through the insulation and steel wall to the ambient air. This radial heat 
loss is schematically illustrated in figure 4.  
 
Figure 4. Schematic of radial heat loss with conduction through the insulation and steel with natural 
convection from the vessel 
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A surface temperature is initially assumed, allowing a local free convection heat transfer 
coefficient to be determined at each axial position. The heat loss from the packed bed is then 
determined, allowing the steel wall to continue to heat up as the bed heats. The surface 
temperature on the outside of the steel vessel can be calculated iteratively from an energy 
balance at the surface: 
  
 
               
            
 
 
 
 
    
 
 
                   
     
 
 
              (2.38) 
The overall heat transfer coefficient for this loss is given by:  
       
 
               
            
 
 
     
 (2.39) 
It should be noted that the heat transfer coefficient between the fluid and solid, hfs, is sufficiently 
small that it has small impact on the overall value of Uloss. Thus, the temperature in the bed can 
be used to approximate the inner wall temperature of the insulation. Also, the resistance of the 
steel wall can be neglected as the thermal conductivity of the steel is three orders of magnitude 
more conductive than the insulation.  
2.4. Free Convection Heat Transfer from the Steel Vessel 
From [24], the local Nusselt number for natural convection on a vertical cylinder with uniform 
surface temperature is 
        
           
 
            
 
   
 
               
              
 
    
 
      
    
 (2.40) 
where the Grashof number is defined as 
       
                
 
  
 
               
 
               
 (2.41) 
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and here x is a characteristic dimension of the body. For a horizontal cylinder it is the diameter 
and for a vertical it is a dimension in the vertical direction. β is the coefficient of thermal 
expansion of the fluid, also known as compressibility factor. For ideal gases it is given by: 
   
 
     
 
 
           
 (2.42) 
Thus, the heat transfer coefficient is coupled with the steel wall surface temperature. As the bed 
heats up, heat flows radially through the insulation and subsequently heats the steel. This causes 
the natural convection to change in the axial direction (though this model does neglect 
subsequent axial conduction in the steel). The surface temperature at each axial position is used 
to calculate a corresponding local heat transfer coefficient. While this is not exactly correct, as 
the correlations are for a cylinder with uniform surface temperature, it is a reasonable 
approximation that will be shown to agree well with experimental results.   
 
5. Schematic of hot and cold zone in free convection mechanism 
2.5. Fluid and Solid Material Properties Relation 
Since the thermal energy storage system can experience a wide range of temperatures, the fluid 
and solid physical properties are change significantly due to temperature dependence. Fluid 
material properties relations can be found by using polynomial fitting of tabulated data of 
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previous works
1
. Figures 6a and 6b are result of third order polynomial fitting for heat capacity 
and second order polynomial fitting for thermal conductivity
 
of air. 
 
 
Figure 6a. third polynomial fitting for heat capacity 
of the air 
Figure 6b. second polynomial fitting for thermal 
conductivity
 
of air 
The heat capacity and thermal conductivity of air are given, respectively, by  
              
    
              
                     
 
    
  (2.43) 
             
                        
 
   
  (2.44) 
The density of dry air can be calculated using the ideal gas law, expressed as a function of 
temperature and pressure: 
    
  
  
  
  
   (2.45) 
Sutherland's formula can be used to derive the dynamic viscosity of an ideal gas as a function of 
the temperature (White-1991): 
     
    
   
 
 
  
 
 
  
  (2.46) 
                                                          
1
 http://www.engineeringtoolbox.com/air-properties-d_156.html 
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where μ0 and T0 are referenced values and C is an effective temperature, called Sutherland 
constant, which is a characteristic of the gas. The viscosity parameters of the Sutherland-law for 
air are: 
          
                       
                       
Temperature range for 2% error in temperature is 170-1900 [
o
K].
2
 
The velocity changes due to changes in gas density. This is accounted via the ideal gas law by 
dividing the volumetric flow rate by the cross sectional area. This change is defined as:  
      
 
    
  
    
 
          
 
    
  
    
 
 
     
  
  (2.47) 
 
 
Figure 7a. Linear fitting for density of alumina. Figure 7b. Third order polynomial fitting for 
thermal heat capacity of alumina. 
  
Figure 7c. Third order polynomial fitting for 
thermal conductivity of alumina. 
Figure 7d. Thermal diffusivity of alumina. 
                                                          
2
 http://en.wikipedia.org/wiki/Viscosity 
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Solid material properties relations also can be described by a polynomial fitting of tabulated 
data
3
. Figures 7a -7d are the result of polynomial fitting for density and for thermal conductivity 
and heat capacity
 
of alumina. The relation are given as: 
 29.84 10 4020s sT
     (2.48) 
 
7 3 3 2
, 5.467 10 1.967 10 2.453 191.3p s s s sc T T T
        (2.49) 
 8 3 5 22.469 10 9.509 10 0.124 61.76s s s sk T T T
         (2.50) 
2.6. Heat Transfer Coefficient of Air in the Packed Bed 
The rate of heat transfer from fluid to solid is controlled by the convective heat transfer 
coefficient. In this section, correlations for the effective heat transfer coefficients between the 
solid particles and the fluid will be discussed.  
2.6.1. Gnielinski Method [25] 
One of the most reliable methods for calculating heat transfer coefficient of air seems to be the 
correlations by Gnielinski [25]. He made a thorough investigation on gas and liquid heat and 
mass transfer in packed beds of spheres, cylinders and other shapes and obtained the following 
correlation: 
                       (2.51) 
                   (2.52) 
                 
    (2.53) 
                                                          
3 http://www.ceramics.nist.gov/srd/summary/scdaos.htm 
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 (2.54) 
             
         
   
 (2.55) 
In the above equations, the effective diameter for particle heat transfer is the area equivalent 
diameter of a sphere. For example if the particles are cubic with side of a then equivalent 
diameter is
3
2
eqR a

 . Compared to single particles, the heat transfer coefficients in a packed 
bed are higher by a factor of f(ε).   
These equations are said to be valid for 0.26 <ε<0.935; 0.7<Pr<104; Re/ε<2×104.  The Reynolds 
number, Prandtl number and heat transfer coefficient are defined as: 
    
      
 
 (2.56) 
    
      
  
 (2.57) 
where db is the diameter of the beads particle. Using the calculated Nusselt number, the heat 
transfer coefficient will be: 
          
  
  
 (2.58) 
2.6.2. Nellis et al. Method [26] 
Another method that can be used for calculating heat transfer coefficient between the primary 
thermal storage material (porous media) and heat transfer fluid can be found from Nellis and 
Klein works [26]. In this method, h is calculated directly by: 
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0.278 2 30.191 Re Pr
f
c
mc
h
A
   (2.59) 
where the Reynolds number is defined by 
 
4
Re char
f
Gr

 , (2.60) 
where G is the mass flux of fluid through the porous bed and equals to: 
 2
in
m
G
R
  (2.61) 
Here rchar is defined as the characteristic radius of the filler material which equals to: 
 
0.25
1
b
char
d
r




 (2.62) 
for spherical solid filler. Here, db is the nominal diameter of a bead, if it is not perfectly 
spherical. 
2.7. Heat Transfer Area between Solid and Fluid  
The governing equations for the temperature and energy exchange between the thermal storage 
material and the heat transfer fluid are generally the same for all the thermal storage systems. 
However, the heat transfer area between the solid thermal storage material and heat transfer fluid 
for different types of storage systems can be different. In Pei Wen Li et al. [27] considering 
spherical beads as a filler material, the heat transfer area between beads and fluid per unit length 
of tank was denoted as Af,s. Therefore, the unit of Af,s is in meters. For spherical filler materials, 
Af,s is obtained through the following steps: 
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1- The volume of beads in a unit length Δx of tank is given as:  
  
2
1
4
in
total
D
V dx

   (2.63) 
2- One sphere has a volume of:  
 
3
6
b
sphere
d
V

  (2.64) 
3- Therefore, in the length of Δx in the tank, the number of beads is:  
  
2
3
3
1
2
in
b
D
N dx
d
   (2.65) 
4- The total surface area of beads is then determined:  
    
2 2
2
, 3
3 3
1 1
2 2
in in
f s b
b b
D D
A dx d dx
d d

        (2.66) 
5- Finally the heat transfer area between beads and fluid per unit length of tank is:  
  
23
1
2
in
fs
b
D
A
d

   (2.67) 
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3. Experimental and Analytical Method 
This chapter presents the equipment that was used for the experimental measurements and 
different conditions under which temperature distribution in the thermal storage system was 
obtained. In addition, the numerical method used for solving the governing equations for the 
thermal storage system developed in the previous chapter is presented. 
3.1. Experimental Setup 
The experimental set up explained here is in pilot scale. The schematic of the equipment is 
shown in figure 8. In all the experiments, air is used as the fluid which carries the energy in or 
out of the system. The air is provided by an air compressor (Universal Air Products UR57T2-
10E3). Since water vapor or other impurities can affect the thermal performance of the system, 
the air is filtered before entering the heaters. For simulating hot gas which is produced by solar 
energy in industrial scale, in experimental scale the air flows to one of two heater configurations 
depending on the pressure. The limitation of low pressure heater (Mycropyretics Heaters 
International MTA925-12) can be up to 45 psi, and the high pressure heaters (Advent Electric, 
Model F075844) can be operated up to 450 psi.  
 
Figure 8. Air flow schematic before reaching the storage vessels 
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The path of flow is set by a series of valves arranged differently for charge and discharge 
process. Since the hot gas temperature is still high even after passing through the storage vessel, 
to moderate its temperature before existing from the system, the air flows through a heat 
exchanger (cooler). The energy storage process is shown schematically in figure 9.  
 
Figure 9. Two storage vessels in the direction of energy storage 
The storage vessel has a total inner diameter of 9.25 inch and outer diameter of 10.75 inch. There 
is small gap between inner surface of vessel and insulation which is 0.157 inch. After that, there 
is thick internal insulation with thickness of 3.25 inch. After insulation, again there is a small gap 
which is 0.055 inch. The packed bed diameter is 2.25 inch. Between the storage zone and 
insulation is filled with 0.1875 inch silicon rubber for the results used for model validation. This 
was not present when the system ran at higher temperature. The height vessel is 10 ft. Figure 10 
shows schematic of different layers which build the inner part of vessel. 
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Figure 10. Schematic of different layers which build the inner part of vessel  
All of the experiments in this study used alumina beads as the packing material and air as a heat 
transfer fluid. The physical properties of alumina make it particularly well suited for thermal 
energy storage applications.  
Resolution of thermocouples, assembly measures temperature, is 0.005 in non-dimensional units 
of temperature for the maximum temperature up to 600 °C. The operating pressure in the inlet is 
approximately one atmosphere and pressure gauges which are located in the inlet and outlet of 
the packed bed confirmed that the pressure drop in our system is small.   
The vessels are filled with alumina spheres (Saint-Gobain Denstone 99; 99% Al2O3) that act as 
the storage material. The physical properties of alumina make it particularly well suited for 
thermal energy storage applications, and the thermal diffusivity, thermal conductivity, and heat 
capacity as a function of temperature are shown in figure 11.  
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Figure 11. The thermal diffusivity, thermal conductivity, and heat capacity of the alumina beads used as 
storage material as a function of temperature  
3.2. Numerical Method and Solution to Governing Equations 
The energy equation for working fluid and solid material are discretized by applying the finite 
difference method. For solving such PDEs, the finite difference method is simple to use and 
acceptable for simple geometry like that of the packed bed, and it is used here. As the packed bed 
problem is an unsteady problem, discretization is performed for both time and axial position.  
3.2.1. Finite Difference Method [28] 
Using finite difference approximations in solving differential equations is one of the oldest 
methods. This method was introduced by L. Euler for one dimension domain at 1798 and 
extended to two dimensions by Runge at 1908. Since the early 1950s, applying finite difference 
method as a numerical technique has been considered extensively and numerous theoretical 
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studies have addressed stability, accuracy and convergence of this method. Applying finite 
difference method generally includes the following steps: 
1. Gridding the solution domain. 
2. Discretizing derivatives of governing equation by using finite difference schemes and 
converting differential equations to a set of algebraic equations. 
3. Solve the system of algebraic equations computationally. 
4. Analyze the stability and error of the results. 
3.2.1.1. Some Commonly Used Finite Difference Formulas [29] 
Three forms of finite difference method which are commonly considered include forward, 
backward, and central differences.   
A forward difference uses the function values at x and x + h in the form of: 
       h f x f x h f x     (3.1) 
A backward difference uses the function values at x and x – h: 
       h f x f x f x h     (3.2) 
Finally, the central difference is given by 
   
1 1
2 2
h f x f x h f x h
   
      
     
(3.3) 
In all equations, depending on the application, the spacing h may be variable or constant. 
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Figure 12. Finite Difference Approximations [29]  
Finally, the n
th
-order forward, backward, and central differences are respectively given by: 
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(3.6) 
The derivative of a function f at a point x is defined by the limit: 
  
      
0 0
lim lim
h
h h
f xf x h f x
f x
h h 
 
    (3.7) 
The same formula is used for the backward difference: 
  
      
0 0
lim lim
h
h h
f xf x f x h
f x
h h 
 
    (3.8) 
And for central difference:  
 
 
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 
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       
(3.9) 
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The relationship of these higher-order differences with the respective derivatives is very 
straightforward: 
  
  
 
  
 
  
 2
n n nn
h h h
n n n n
f x f x f xd f
x O h O h O h
dx h h h
 
       (3.10) 
3.2.1.2. Error of Finite Difference Scheme  
The difference between exact analytical and approximate solution is defined as a finite difference 
error. There are two sources that cause error in finite difference methods round-off error, which 
relates to computer rounding of decimal quantities, and truncation error or discretization error 
resulting from representing a continuous function by a finite number of values. To solve a 
problem by the finite difference method, the problem's domain should be discretized. As it is 
shown in figure 13, this is done by dividing the domain into a uniform or non-uniform grid.    
 
Figure 13. The finite difference method relies on discretizing a function on a grid  
The local truncation error is usually expressed using capital-O notation. This error refers to the 
error from a single application. The local truncation error is  i if x f   where  if x is the 
exact value and if  shows the numerical value. Analyzing the local truncation error requires 
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calculation the remainder term of a Taylor polynomial. The Lagrange form of the remainder for
 0f x h  is: 
  
 
 
( 1)
1
0
1 !
n
n
n
f
R x h h
n
  

 (3.11) 
3.2.1.3. Stability and Convergence [30] 
Before introducing the methods used for checking the convergence of numerical approximation, 
some definitions are presented here. Two norms usually applied for calculating absolute size of a 
vector are the maximum norm, defined as: 
 
1
max i
i M
 
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  (3.12) 
And the Euclidean norm, defined as: 
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 Equations (3.14) and (3.14) are generalizations of the n-norm, in a way that: 
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  (3.14) 
According to equation (3.15), 
j
i is convergent of order (p, q) towards the solution ψ if in the 
limit of , 0t x   ,  
      ,
p qj
ij t i x O t O x                (3.15) 
The Lax equivalence theorem says that: 
 if a finite-difference scheme is linear, stable, and accurate (i.e. consistent) of order (p, q), then 
it is convergent of order (p, q). 
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According to the above statement, stability of the method is needed as well as consistency. If the 
numerical results increase more rapidly than physical solution then the method will be 
categorized as unstable system. By considering the Lax equivalence theorem, stability of the 
scheme is obtained whenever for any time, constant CT can be found such that:  
 
0 for allj TC j t T     (3.16) 
CT can change by time but not by Δt or Δx. For many conservation laws the norm of the physical 
solution does not depend on time, such that numerical solutions with this property will not be 
changed: 
 
0 for allj j   (3.17) 
The condition (3.17) is stronger than (3.16). One of the simplest methods for investigating the 
stability is the energy method but it cannot be used generally. Equation (3.18) calculates the sum 
of all squares of the numerical solution. 
  
2
j
i
i
  
(3.18) 
Periodic boundary conditions are required for this stability method. Considering the first-order 
upwind method for the linear advection equation and the Courant number μ from (3.11) leads to 
(3.19) equation: 
  1 11
j j j
i i i   

    
(3.19) 
By squaring on both sides and summing over the index i we find: 
           2 2 221 21 11 2 1j j j j ji i i i i
i i
                (3.20) 
with 
34 
 
    
2 2
1
j j
i i
i i
     (3.21) 
Then shift one index in a periodic domain: 
 
1 2 1 2 2
1 1
j j j j j
i i i i i
i i i i
     
     
      
     
     (3.22) 
(Schwartz inequality) we will have  
          
2 2 221 21 2 1j j ji i i
i i
               (3.23) 
Such the total energy of the numerical solution does not become greater. (3.24)  is the condition 
for gaining (3.23): 
  1 0    (3.24) 
If μ ≥ 0, (3.24) will be 0 ≤ μ ≤ 1, that shows in this limit the first order upwind scheme is stable. 
And if μ is negative, we will have a contradiction to (3.24). The stability for the downwind 
scheme cannot be proven. The stability criteria for the upwind scheme are shown in (3.35): 
 
0 1
t
c
x

 

 
(3.25) 
This implies that the physical velocity c should not be greater than the grid velocity Δx/Δt. 
Therefore, the upwind scheme is called conditionally stable. While on the contrary the 
downwind and the central scheme are unconditionally unstable. 
3.2.2. Discretizing Governing Equation by Applying Finite Difference Method 
The energy equation for working fluid and solid material are discretized by applying the finite 
difference method in this section.  As defined in previous section, finite difference method is 
based on dividing the domain under study in a finite number of nodes, in each of which the 
unknown parameter is calculated. The vessel under consideration is filled with alumina beads as 
a solid thermal storage material and air as a fluid which carries the heat.  In general, the 
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thermocline thermal storage systems can be modeled as systems that have porous medium, 
through which a fluid flows and heat transfer between the solid and fluid occurs. As derived in 
chapter 2, the non-dimensional governing equations for the system are: 
Fluid: 
    
  
 
   
  
 
 
    
    
   
             
(3.26) 
Solid: 
 
   
  
 
 
    
    
   
                         
(3.27) 
Shown in figure 14 is a one-dimensional control volume of an element dx in the packed bed. For 
convenience in analysis, the positive direction of coordinate z is set to be always identical to the 
fluid flow direction. In the energy charge process hot fluid flows into the vessel from the top, and 
thus x = 0 is at the top of the vessel. During heat discharge process, cold fluid flows into the 
vessel from bottom to extract heat from the solid material, and this makes x = 0 at the bottom of 
the vessel. 
For the fluid phase time derivative, the void fraction and area are independent of time and are 
hence taken out of the derivative. The time derivative was discretized using fully implicit 
forward scheme. For the diffusion term, second order central differencing scheme was used, 
whereas for the convection term and time derivative, forward differencing scheme was applied. 
There are two cases investigated. In the first case, material and fluid properties are not 
temperature dependent and in the second ones properties are temperature dependent. 
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Figure 14. Schematic of the heat transfer domain and element 
The final discrete equations for heat transfer fluid and heat storage solid material for all internal 
nodes are in the form: 
Temperature Independent Case: 
Fluid: 
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t t t t t
f j f j f j f j
t t t
f j f j f j t t
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 (3.28) 
Solid: 
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 (3.29) 
Temperature Dependent Case: 
Fluid: 
37 
 
 
 
, 1 , 1 , 1 ,
, 1 , , 1
, , ,2
,
21
t t t t t
f j f j f j f j
t t t
f j f j f j t t t
fs j f j s jt
af j
t x
St
Pe x
   
  
 

  
 
 
 
 
 
 

 (3.30) 
Solid: 
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where the subscript ‘j’ and the superscript ‘t’ denote the spatial and temporal position 
respectively. 
There is a special case in which fluid flow is cut off and there is no flow in the system. In this 
case, there are stationary fluid and solid beads in the bed which interchange heat with each other 
and ambient. So we have: 
Temperature Independent Case: 
Fluid (no flow): 
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Solid (no flow): 
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 (3.33) 
Temperature Dependent Case: 
Fluid (no flow): 
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(3.34) 
Solid (no flow): 
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(3.35) 
3.2.3. Non-Dimensional Parameters 
Each of the non-dimensional parameters mentioned above is a function of solid material and heat 
transfer fluid properties. There are two cases that can be investigated. In the first case, material 
and fluid properties are not temperature dependent and in the second, properties are temperature 
dependent.  
Temperature Independent Case: 
If the range of temperature is not large, neglecting variation of the properties with temperature is 
reasonable. Then properties of solid material are calculated by using solid initial temperature and 
heat transfer fluid properties are calculated by using fluid inlet temperature. Using temperature 
dependent air property functions gives 
   
0
0
0
f
inlet
inletPT
T P
   (3.36) 
      
3 27 4 1
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 (3.2) 
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 (3.4) 
Alumina properties are calculated by using initial temperature distribution of solid part: 
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  2 3 3
09.84 10 4.02 10ss
kg
m
T 
 
      
 
 (3.5) 
      
3 2
0 07 3 2
,
05.467 10 1.967 10 2.453 1.913 10s sp s s
J
T T T
g K
c
k
     
 
 



  (6.41) 
      8
2
05
3
0 02.469 10 9.509 10 0.124 61.76s s s s
W
k T T T
m K
      


 
 
 
 (7.42) 
Putting the values of material properties in equations of non-dimensional parameters gives:  
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As it can be seen in the above equations, the only coefficient which is time dependent is a 
Stanton number of the wall. This dependence results from changing warm length as the bed heats 
or cools. 
Temperature Dependent Case: 
In some conditions, due to the large variation of the properties with temperature, it is important 
to implement the temperature-dependence of properties. Since the temperature is a function of 
time and position, temperature-dependent coefficients should be calculated at every time step 
and for every node. As we do not know temperature distribution of ‘t+Δt’, we use temperature 
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distribution at time ‘t’ for calculating property values. By using temperature dependent air 
properties, these are: 
 
t
j No Pressure Dropt tinlet
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and for solid properties:  
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The non-dimensional parameters are: 
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3.2.4. Heat Transfer Coefficient of Air in the Packed Bed 
The rate of heat transfer from fluid to solid is controlled by the convective heat transfer 
coefficient. For calculating this parameter, we used Gnielinski and Nellis et al methods.  
3.2.4.1. Gnielinski Method 
The correlations by Gnielinski [25], for calculating heat transfer coefficient between fluid and 
solid are given in previous chapter. In this part, these equations are introduced in the programing 
format. 
Temperature Independent Case: 
If assumed air and alumina properties are not changed by the temperature, then Prandtl and 
Reynolds numbers can be obtained by using the material properties calculated. So Prandtl and 
Reynolds numbers are not changed by the time and location and consequently heat transfer 
coefficient between air and solid is constant with time.   
Temperature Dependent Case: 
It is assumed void fraction and velocity are not function of location and time. On the other hand, 
since properties are changed by temperature variations the Nusselt number and thus heat transfer 
coefficient change with time and location, such that we have. 
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3.2.4.2. Nellis et al. Method 
Another method that can be used for calculating the heat transfer coefficient between the primary 
thermal storage material (porous media) and heat transfer fluid can be found from Nellis & Klein 
works [26]. 
Temperature Independent Case: 
Using the material property functions, their values are obtained. Because properties are constant,   
Prandtl and Reynolds numbers are fixed and consequently the heat transfer coefficient between 
air and solid is constant with time.   
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Temperature Dependent Case: 
Using the calculated material property values which are changed by temperature, gives Prandtl 
and Reynolds numbers as: 
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And thus the heat transfer coefficient is 
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3.2.5. Free Convection Heat Transfer from the Steel Vessel 
Free convection heat transfer from the steel vessel is a function of the outer surface temperature 
and heated length. So this parameter is changed by time. This surface temperature in the hot zone 
is not constant, but we use the correlations which are for a cylinder with uniform surface 
temperature. It is a reasonable approximation that agrees well with experimental results.  From 
Le Fevre et al. [24], the local Nusselt number for natural convection on a vertical cylinder with 
uniform surface temperature is given in a previous chapter. The heat transfer coefficient is 
coupled with the steel surface temperature and length of hot zone. As the bed heats up, heat 
flows radially through the insulation and subsequently heats the steel and so for each time step, 
the heat transfer coefficient should be recalculated as: 
      
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and thus: 
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3.2.6. Boundary and Initial Conditions 
After discretizing the governing equations by applying the finite difference method, temperature 
can be calculated by defining suitable initial and boundary conditions. In numerical modeling of 
the charge and discharge process, the inlet and outlet remain in the same position but the 
temperature of the air in the inlet is changed. However, in industrial scale, the flow direction 
during discharge is reversed and the inlet and outlet positions are switched. In most cases, the 
following initial and boundary conditions have to be fulfilled: Adiabatic conditions for the fluid 
phase at the outlet should be satisfied; the initial temperature distributions of the solid and fluid 
should be specified; the inlet temperature at all times should be specified; the mass flow rate and 
inlet pressure should be known. The boundary and initial conditions used in the modeling are 
summarized in table 1. 
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Table 1. The summarized boundary and initial conditions 
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*  ,f chX t and  ,s chX t are the fluid and solid temperature, respectively, which are related to 
the end of charge process. 
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4. Experimental Measurements and Modeling Results 
This chapter discusses the experimental results, and compares them with the results of the 
modeling presented in the earlier chapters. There are different parameters which affect 
temperature profile throughout the entire packed bed and sometimes using simplified model 
leads to noticeable error in results. In order to estimate effect of some simplifications, such as 
assuming temperature independence for material properties, the validated model is applied in the 
simulating of charge and discharge processes in the packed bed. For validating the model, the 
experimental results obtained from the approaches explained in a previous chapter are used.   
4.1. Experimental Results 
Our experimental investigations study the effect of bead diameter (3 mm, 6 mm), flow rate and 
operating pressure (10, 20 and 30 atm), on the temperature profile during charge, discharge and 
hold processes. There are two different groups of experiment. In the first group which focused 
more on the pressure effect, the flow rate is about 17.9 scfm. And second group investigates the 
effect of flow rate and beads size on temperature distribution in which inlet pressure is 1 atm.  
 In most of the experiments, the main focus is on the storage case, but analysis will be provided 
on the recovery and hold as well.  
Air exiting the compressor is fully humidified at the exit temperature (~60
o
C), which does not 
affect the storage results when the air temperature is greatly raised by the heaters since the 
saturation pressure is a strong function of temperature. However, during the recovery process the 
water vapor condenses at the top of the vessel (T~25
o
C). The subsequent evaporate cooling, 
which occurs when the water flows via gravity down the packed bed where it reaches the thermal 
front, is an experimental artifact that skews the recovery data. Because of this effect, we added 
an air dryer to the flow loop.  
The pressurized air is provided by an air compressor. The air is then filtered to remove oil 
particulates and dried to remove water vapor. If a lower flow rate is desired in the experiment, a 
bypass valve is manually adjusted to lower the total flow. The air then flows to one of two heater 
configurations (depending on the pressure) to simulate hot gas from the solar field.  The flow 
path is set by a series of valves, depending on whether heat is being stored or recovered. After 
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passing through the storage vessel, the air flows through a heat exchanger to lower its 
temperature before venting it to the atmosphere.  
In this part, results of a second group of experiments which focused more on the effect of flow 
rate and bead diameter are plotted. As it is mentioned above, the inlet pressure in all of these 
experiments is 1 atm and heater temperature is 150 
o
C. These experiments divided into nine 
cases. The detailed information for each case is summarized in table 2.   
Table 2. Detail information of each experiment 
Case Number 
 1 2 3 4 5 6 7 8 9 
6mm (Bead Size) * * * * *     
3mm (Bead Size)      * * * * 
Qmax (Flow Rate) * * * *  * * *  
Qmin (Flow Rate)     *    * 
Long (Time Length) * *   * * *  * 
Short (Time Length)   * *    *  
Charge   * * * * * * * * * 
Discharge *  *  * *  * * 
Hold on  *  *   *   
In this table, Qmax=21.7 [SCFM] and Qmin=10 [SCFM]. Also long and short are related to the 
time length. “Long” experiment is continued until steady state condition and the time length in 
the short one is 25 minutes, approximately. During a heat charging process, hot fluid is injected 
from the bottom of the vessel, whereas cold fluid is pumped out from the top. The opposite is 
true for the heat discharge process, during which hot fluid is pumped out from bottom of the tank 
and cold fluid is injected into the tank from the top. In the hold process, flow is cut off 
completely. In some of the experiments a charge and a discharge processes are both done. In this 
kind of experiment, the resting time between charge and discharge is negligible. In a second 
kind, after charge process, flow is cut off and we have the hold case, in which system rests for 
about 12 hours. Typical values of dimensionless parameters defined in previous chapters are 
given in table 3.  
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Table 3. Typical values of dimensionless parameters 
Parameter Qmin– 6mm Qmax– 6mm Qmin– 3mm Qmax– 3mm 
Re 950-1150 2000-2600 480-585 1025-1270 
Stf,s 120-150 95-130 285-380 230-315 
Stw 1x10
-5
-7x10
-5
 2x10
-6
-3.5x10
-5
 5x10
-6
-7.5x10
-5
 2x10
-6
-3.5x10
-5
 
κ 1.8x10
-4
-2.6x10
-4
 1.7x10
-4
-2.6x10
-4
 1.7x10
-4
-2.6x10
-4
 1.7x10
-4
-2.6x10
-4
 
1/Peaf 1x10
-6
-2x10
-6
 1x10
-6
-2x10
-6
 1.2x10
-6
-2x10
-6
 1.2x10
-6
-2x10
-6
 
1/Peas 4x10
-7
-6x10
-7
 4x10
-7
-6x10
-7
 4x10
-7
-6x10
-7
 4x10
-7
-6x10
-7
 
Figure 15 to figure 22 shows the air temperature at dimensional locations x=0.5, 1.5, 2, 2.5, 3.5, 
4, 4.5, 5.5, 6.5, 7, 7.5, 8, 8.5, 9, 9.5 and 10 as a function of time for different beads size and flow 
rate for charge, discharge and hold processes. In all these plots, outlet pressure is 1 atm and 
heater temperature is fixed on 150 
o
C.   
Dimensionless temperature of special locations along the vessel, mentioned above, has been 
plotted against time in figure 15. In this experiment flow rate is 21.7 scfm and bead size is 6 mm. 
The total charge process duration is approximately 7000 seconds and there is less than 1000 
seconds rest time between charge and discharge process. Duration of the discharge process is 
approximately 6000 seconds. During the charge process, the hot fluid enters the vessel from 
bottom of the tank and temperature increases over time until the steady state condition. One 
interesting point in this plot is that, in the steady state condition, the temperature of end locations 
are less then inlet. This observation is because of heat loss from the system.  During the 
discharge process, the cold fluid enters the vessel from top and in the end of this process 
approximately all locations have the same temperature inlet cold fluid.   
In figure 16, the experimental data of case 2 are shown. The difference between case 1 and case 
2 is in the recovery part. In the experiment for which results are shown in figure 16, after steady 
sate condition of charge process, the fluid cuts off and temperature decreases because of heat lost 
from the system. As it can be seen in this plot, after more than 60000 seconds, the system 
remains above ambient temperature.    
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Figure 15. The temperature distribution along the height in the storage vessel at different time points during 
charge and discharge process for long time. Q=21.7 scfm, Bead size=6mm. (case 1) 
 
 
Figure 16. The temperature distribution along the height in the storage vessel at different times during 
charge and hold process for long time. Q=21.7 scfm, Beads size=6mm. (case 2) 
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In figure 17, the experimental data of case 3 is shown. In this experiment, the entire duration of 
the charge process is approximately 1200 seconds. As can be seen in this plot, the temperature of 
the locations which are far from the inlet, almost do not change.       
 
Figure 17. The temperature distribution along the height in the storage vessel at different times during 
charge and discharge process for short time. Q=21.7 scfm, Bead size=6mm. (case 3) 
In figure 18, results of case 4 are shown. In this experiment, after 1200 seconds charge process, 
the flow cuts off. The heat lost from vessel wall is the reason of temperature decrease over time. 
The total time for losing all stored heat is about 2500 seconds for this special case. 
Figure 19 shows experimental data of case 5 in which flow rate is 10 scfm. In this experiment, a 
charge process is continued until steady state and then followed by discharge process. The total 
time to reach steady state condition is about 12000 seconds. Also total time for extracting stored 
heat completely in the discharge process is almost 8000 seconds. By comparing result of case 5 
and 1, in which only flow rates are different, one can conclude by increasing the mass flow rate, 
total time for full charge and discharge will decrease. In addition, heat loss of the system with 
larger flow rate is less and the temperature increase in it is more. Higher flow rate thus has 
certain benefits. 
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Figure 18. The temperature distribution along the height in the storage vessel at different times during 
charge and hold process for short time. Q=21.7 scfm, Bead size=6mm. (case 4) 
 
 
Figure 19. The temperature distribution along the height in the storage vessel at different times during 
charge and discharge process for long time. Q=10 scfm, Bead size=6mm. (case 5) 
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Figure 20 to figure 23 have been plotted for the 3mm beads. In figure 20, the flow rate is again 
21.7 scfm but the size of beads decreases. Total duration of full charge for this case is 8000 
seconds and full discharge is about 6000 seconds.  
 
Figure 20. The temperature distribution along the height in the storage vessel at different times during 
charge and discharge process for long time. Q=21.7 scfm, Bead size=3mm. (case 6) 
Figure 21 has been plotted for a full charge process that followed by hold on process. As it can 
be seen, the duration of hold on is so long and it shows acceptable insulation of the system. 
Figure 22 is for the experimental results of case 8. In this experiment, we have short charging 
process. And as a conclusion, short discharge process. Effect of bead size on temperature profile 
will be discussed based on the model result. One of the most important differences between large 
and small bead size is a void fraction.  
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Figure 21. The temperature distribution along the height in the storage vessel at different times during 
charge and hold process. Q=21.7 scfm, Bead size=3mm. (case 7) 
 
   
Figure 22. The temperature distribution along the height in the storage vessel at different times during 
charge and hold process for a short duration experiment. Q=21.7 scfm, Bead size=3mm. (case 8) 
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Figure 23 shows result of flow rate 10 scfm. 
 
Figure 23. The temperature distribution along the height in the storage vessel at different times during 
charge and hold process for long duration experiment. Q=10 scfm, Bead size=3mm. (case9) 
4.2. Modified Model  
We will validate our model by using obtained experimental data. We first explain different 
validations done by using our experimental data in each step of our work for modifying the 
governing equation of the model. This involves evaluating of the heat lost term, selecting the 
more reliable method for calculating heat transfer coefficient between fluid and solid, and 
investigating the effect of neglecting temperature dependence of materials properties.     
4.2.1. Heat Loss to the Ambient 
Key point to model heat loss is which part of the system is to determine responsible for losing 
heat, fluid part or solid part. That is, we need to decide where heat loss term has to add to solid 
equation or fluid one or both. This issue can be clarified by comparing experimental data and 
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modeling results at different inlet pressure. The experimental data of 10 atm, 20 atm and 30 atm 
are available. So according to the data from experimental investigations, figure 24 was plotted. 
This figure demonstrates that temperature distribution is not a strong function of inlet pressure; 
when pressure increases from 10 atm to 30 atm the profiles of dimensionless temperature are 
almost the same.  
 
Figure 24. The temperature distribution along the height in the vessel tank at different times for different 
inlet pressure (experimental data). Q=17.79 scfm, Tin=150 
o
C 
If heat loss term is added to the fluid equation of the model, by changing the inlet pressure, 
temperature distribution will be affected significantly which is shown in figure 25. This figure 
indicates poor agreement between experimental data and modeling results. Thus the heat lose 
term can not be in the fluid equation. Applying the heat loss term to the solid equation gives a 
very good agreement with experimental data. The basis for this is that the solid holds the bulk of 
the heat and thus the loss should be accounted here as well. 
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Figure 25. The temperature distribution along the height in the tank vessel at different times for different 
inlet pressure (modeling Results). Q=17.79 scfm, Tin=120 
o
C, e=0.35 
4.2.2. Wall Free Convection Heat Transfer Coefficient 
To account for the heat loss, an interesting issue needs to be considered. Heat lost from the 
system is a function of Stanton number of the wall or in the other words heat transfer coefficient 
of the wall. As it is shown in figure 26, the results of smaller Stanton number have better 
agreement with the first step of experiment and over time these results match better with result of 
larger Stanton number.  
From this observation, one can conclude the Stanton number of the wall is not constant over 
time. Because the only mechanism that controls the heat loss from the vessel is free heat 
convection, we focused on this mechanism. As explained in previous chapters, the free 
convection heat transfer coefficient is a function of hot zone length and surface temperature. 
Both of these parameters increase with time, and consequently the free convection heat transfer 
coefficient or Stanton number of the wall will change with time. This affects heat loss of the 
storage. But we should mention here, this effect is only important in pilot scale experiment and 
57 
 
by increasing the size of storage system this effect is found to be negligible, based on our 
modeling. 
 
Figure 26. Comparison of experimental data with modeling results for different values of Stanton number of 
the wall. Pin=30 atm, Q=17.9 scfm, Tin=120 C 
 Also, Figure 27 shows modeling results of surface temperature. As it can be seen, the 
temperature is changed in the range of 300-305 K. So assumption of constant surface 
temperature in each time step is acceptable.  
 
Figure 27. Modeling result for surface temperature. Pin=30 atm, Q=17.9 scfm, Tin=120 
o
C 
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4.2.3. Comparison of Temperature-Dependent and Constant Properties 
Figure 28 shows a comparison between experimental data and simulation results for constant and 
temperature- dependent solid and fluid properties. The test conditions, for a given heat charge 
process, are inlet pressure=30 [atm], inlet fluid temperature=120 [
o
C], flow rate=17.9 [SCFM], 
and void fraction=0.35. All of the fluid and solid properties are evaluated at the inlet temperature 
of 120
o
C for the case with constant properties. As can be observed in figure 28, there is better 
agreement between experimental data and modeling using temperature-dependent material 
properties result than constant properties  
 
Figure 28. Comparison of simulation results for constant and temperature dependent solid and fluid 
properties with experimental result. Pin=30 atm, Q=17.9 scfm, Tin=120 C 
The most important parameter is the solid heat capacity, which affects the amount of energy that 
can be stored. Its value is under-predicted in the hot region and over-predicted in the cold region 
when constant properties are considered. Therefore, the temperature profile is slightly over-
predicted for constant properties in the hot region, while the opposite effect is more pronounced 
in the cold region.  
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4.3. Comparison of Modeling Results and Experimental Data 
Using the modeling of previous chapters, the heat charge and discharge are simulated. The 
predicted temperatures at several locations of the storage height at different time instances during 
the charge and discharge processes are compared to the experimental data. In spite of 
unavoidable uncertainties in the experimental test, the agreement between the temperature 
variation from experiment and modeling predictions is quite acceptable. This comparison firmly 
validates the current modeling and its numerical solution method. The test conditions for a given 
experimental data are listed in table 4. 
Table 4. The test conditions for a given experimental data 
Charge Process Discharge Process 
Inlet temperature: 150 [
o
C] 
Inlet pressure: 1 [atm] 
Air flue rate: 21.7 and 10 [SCFM] 
Beads size: 6[mm] 
Inlet temperature: 27 [
o
C] 
Inlet pressure: 1 [atm] 
Air flue rate: 21.7 and 10 [SCFM] 
Beads size: 6[mm] 
Charge Process 
During the charge process, at the initial time the storage system has a initially uniform 
temperature equal to room temperature. The temperature reading from the thermocouples at the 
top of the storage vessel provides the inlet fluid temperatures in a charge process. Temperature 
distribution along the height in the storage system at different times is shown in figure 29 to 
figure 31.The experimental data which are compared with modeling results are for two different 
flow rates and two different ending conditions. One of the end conditions is steady state and the 
other one is for 1100 seconds into the charge process. Based on the measurements, the 
temperature in all the locations increases gradually and in the steady state experiment, at the end 
of the charging process, the temperature in all locations are sufficiently high (figure 30 and 31). 
Because of the heat loss from the system, the end location cannot reach maximum temperature 
even if the experiment is continued for longer time. Using the initial temperature distribution and 
the inlet fluid temperature, together with the properties listed in table 4, simulation results were 
obtained and are shown in figure 29 and figure 30 for the temperature of the fluid and beads. The 
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typical values of the dimensionless parameters are listed in table 3. The agreement between the 
experimental data and the modeling simulation is very satisfactory for charge process. 
 
Figure 29. Comparison of predicted fluid and solid temperature with experimental data for short charge 
process. Pin=1 atm, Q=21.7 scfm, Tin=150 C, Bead size=6mm. Time interval=100 second 
 
Figure 30. Comparison of predicted fluid and solid temperature with experimental data for long charge 
process. Pin=1 atm, Q=21.7 scfm, Tin=150 C, Bead size=6mm. Time interval=200 second 
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Figure 31. Comparison of predicted fluid and solid temperature with experimental data for short charge 
process. Pin=1 atm, Q=10 scfm, Tin=150 C, Bead size=6mm. Time interval=200 second 
Discharge Process 
A heat discharge experiment was conducted under the conditions listed in table 4. Since in the 
discharge process the initial condition can be differed according to the moment the flow rate 
direction is reversed, here modeling results are compared with experimental data for two 
different initial conditions. In figure 32, the experimental data are shown for a condition in which 
the flow rate is reversed after 1200 seconds of charging. In this figure the time interval between 
lines is 100 seconds. Experimental data in figure 33 and figure 34 are for the case in which heat 
discharge process begins immediately after the system reached its steady state condition by flow 
rate 21.7 scfm and 10 scfm, respectively. In these two plots, information for every 200 seconds 
has been plotted. Using the measured initial temperature distribution from the charge process and 
the inlet fluid temperature together with the properties listed in table 4, simulation results are 
obtained and compared with the test data in figures 32-34. The ranges of dimensionless 
parameters are listed in table 3. Once more, the agreement between the experimental data and the 
modeling is satisfactory. 
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Figure 32. Comparison of predicted fluid and solid temperature with experimental data for short discharge 
process. Pin=1 atm, Q=21.7 scfm, Tin=150 
o
C, Bead size=6mm. Time interval=100 second 
 
Figure 33. Comparison of predicted fluid and solid temperature with experimental data for long discharge 
process. Pin=1 atm, Q=21.7 scfm, Tin=150 
o
C, Bead size=6mm. Time interval=200 second 
63 
 
 
Figure 34. Comparison of predicted fluid and solid temperature with experimental data for short discharge 
process. Pin=1 atm, Q=10 scfm, Tin=150 
o
C, Bead size=6mm. Time interval=200 second 
 
Figure 35. The temperature distribution along the height in the storage vessel at different times during hold 
process for stoppage of flow after 1200 second charge. Bead size=6mm. Time interval=1000 second 
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Hold process: 
In figures 35 and 36, only modeling results for hold cases have been plotted. In the first plot, the 
flow rate cuts off after 1200 seconds charge process and in the second one after full charge 
condition. Time interval between lines is 1000 second. 
 
Figure 36. The temperature distribution along the height in the storage vessel at different times during hold 
process for stoppage of flow after full charge. Bead size=6mm. Time interval=1000 second 
4.4. Parametric Studies 
In this section, the effect of different parameters such as bead size, flow rate, thermal storage 
diameter and thickness of insulation. on the temperature profile of fluid and solid, in the packed 
bed are investigated. These results can be useful to allow more reasonable judgment of the effect 
of each parameter in the thermal storage system performance. It is known by Bindra et al. [31] 
that in packed bed storage, a sharp temperature gradient will lead to maximum exergy efficiency 
and utilization of storage volume. Therefore, the ideal way of storing and recovering thermal 
energy from packed beds is to have a sharp temperature front progression through the bed.  
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4.4.1. Inlet Temperature 
Dimensionless fluid temperature and Nusselt number have been plotted against dimensionless 
length for different inlet fluid temperature in figures 37 and 38, respectively. In these simulations 
inlet pressure is 30 atm, flow rate is 17.9 SCFM and void fraction is 0.35. As it can be seen from 
Figure 37, temperature gradient for the simulation with inlet temperature 150 
o
C is the sharpest. 
It means the exergy efficiency of this simulation is more than the simulations with inlet 
temperature 250 & 650 
o
C. So from this figure one can conclude that axial dispersion increases 
when inlet temperature increases and this matter has an undesirable effect in system operation. 
This issue can be concluded from figure 38 too. According to Bindra et al. [31], axial dispersion 
increases by increasing Stanton number of fluid-solid or increasing Nusselt number of fluid-
solid. As it is shown in figure 38, the Nusselt number will change in larger range for larger inlet 
fluid temperature. 
 
Figure 37. Dimensionless fluid temperature against dimensionless length for different inlet fluid temperature. 
Pin=30 atm, Q=17.9 scfm, Bead size=6mm, e=0.35. 
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Figure 38. Nusselt number against dimensionless length for different inlet fluid temperature. Pin=30 atm, 
Q=17.9 scfm, Bead size=6mm, e=0.35. 
4.4.2. Bead Size 
The effect of particle size is demonstrated in Figure 39. This figure indicates that particle size 
does not have a considerable effect on the temperature profile. The sharpness of the temperature 
gradient approximately is the same for bead size 3, 6 and 9 mm and it represents that bead size 
variation cannot affect the exergy efficiency. Ismail [22] noted that the models, in which the 
thermal diffusion inside the solid particles is ignored, seem to be less affected by the variation in 
the particle size. But he mentioned if thermal diffusion inside the solid particles and pressure 
drop are considered in the model, the Nusselt number, the heat transfer area per unit bed volume 
and hence the heat transfer between fluid and solid particles will be affected considerably.  
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Figure 39. Dimensionless fluid temperature against dimensionless length for different beads size. Pin=1 atm, 
Q=10 scfm, Tin=150 C, e=0.4. 
4.4.3. Flow Rate 
The variation of the mass flow rate causes a corresponding variation in the Reynolds and the 
Nusselt numbers and consequently varies the heat transfer coefficients between the fluid-solid 
particles and also the fluid-wall. As seen in figure 40, due to increase the flow rate, speed of heat 
propagation in vessel will be increased. One of the most important reasons for this phenomenon 
is increase of flow rate leads to high flux of exergy into bed, this issue is demonstrated in figure 
41. On the other hand, heat lost from the system will be decreased if flow rate increases. In the 
figure 42, Stanton number of the wall has been plotted along the dimensionless length for two 
flow rates. As it can be seen in this figure, for larger flow rate, Stanton number is smaller and it 
means there is smaller heat lost from the system for larger flow rate. 
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Figure 40. Dimensionless fluid temperature against dimensionless length as a function of flow rate. Pin=1 atm, 
Bead size: 6mm, Tin=150 
o
C, e=0.4. 
 
Figure 41. Heat transfer coefficient between fluid and solid against dimensionless length as a function of flow 
rate. Pin=1 atm, Bead size: 6mm, Tin=150 
o
C, e=0.4. 
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Figure 42. Stanton number of the wall against dimensionless length as a function of flow rate. Pin=1 atm, Bead 
size: 6mm, Tin=150 
o
C, e=0.4. 
4.4.4. Void Fraction  
In figure 43, fluid temperature profile along the packed bed has been plotted for different void 
fraction. This comparison shows the void fraction has a significant effect on system operation. 
This noticeable difference between results of various void fractions comes from difference in 
amount of solid/fluid mostly inventory of heat. Actually small void fraction means the amount of 
cold solid particle in the system is more in comparison with large void fraction. Increasing 
portion of cold part leads to reduce temperature increase rate.  
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Figure 43. Dimensionless fluid temperature against dimensionless length as a function of flow rate. Pin=1 atm, 
Bead size: 6mm, Tin=150 C, Q=21.7 scfm. 
4.4.5. Size of Vessel 
As it has been discussed, a larger diameter is advantageous because of a favorable surface to 
volume ratio and reduced relative heat loss to the environment. The results for flow diameters 
from 4 to 100 inch are shown in figure 44. In each case, the simulated insulation thickness is the 
same as the large vessel from these experiments, 3.25 inch thickness, and the simulated vessel is 
steel. Also, the pressure is set to 30 atm and the velocity is fixed at 0.0645 m/s, which is the 
velocity of the experimental baseline for the 3.5 inch flow vessel at 30 atm and 17.9 scfm.  
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Figure 44. Dimensionless fluid temperature against dimensionless length for bed diameters from 4 inch to 100 
inch. Pin=30 atm, Bead size: 6mm, Tin=150 C, axila velocity,u=0.0645m/s. 
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Conclusions 
An ideal sensible heat system should be able to deliver energy at the temperature as close as 
possible to the temperature at which the energy is stored. This condition occurs when there is no 
heat loss from the boundaries of the system and a sharp thermal front. As is explained in the 
previous chapters because of the axial dispersion heat loses from the walls of the vessel by free 
heat convection mechanism. The present study introduces modified heat transfer model of the 
packed bed type of the sensible heat systems. The heat transfer model is validated with 
experimental data and results show very good agreement. Results show heat loss from the system 
is a function of heat transfer coefficient of the wall. Also the modeling results of smaller Stanton 
number have better agreement with the first step of experiment and over time these results match 
better with results of larger Stanton number. From this observation, one can conclude the Stanton 
number of the wall is not constant over time. Results show free convection heat transfer 
coefficient or Stanton number of the wall will increase by the time and this matter increases heat 
loss of the storage. It can be observed from the results that appropriate heat transfer model is 
obtained when material properties are temperature dependent. There is a very good agreement 
between experimental data and temperature dependent material properties results. 
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