Evaluating Adversarial Robustness for Deep Neural Network
  Interpretability in fMRI Decoding by McClure, Patrick et al.
Evaluating Adversarial Robustness for Deep Neural
Network Interpretability in fMRI Decoding
Patrick McClure1, Dustin Moraczewski2, Ka Chun Lam1, Adam Thomas2, and Francisco Pereira1
1Machine Learning Team, National Institute of Mental Health
2Data Science and Sharing Team, National Institute of Mental Health
Abstract
While deep neural networks (DNNs) are being increasingly used to make predic-
tions from high-dimensional, complex data, they are widely seen as uninterpretable
“black boxes”, since it can be difficult to discover what input information is used to
make predictions. This ability is particularly important for applications in cognitive
neuroscience and neuroinformatics. A saliency map is a common approach for
producing interpretable visualizations of the relative importance of input features
for a prediction. However, many methods for creating these maps fail due to
focusing too much on the input or being extremely sensitive to small input noise. It
is also challenging to quantitatively evaluate how well saliency maps correspond
to the truly relevant input information. In this paper, we develop two quantitative
evaluation procedures for saliency methods, using the fact that the Human Con-
nectome Project (HCP) dataset contains functional magnetic resonance imaging
(fMRI) data from multiple tasks per subject to create ground truth saliency maps.
We then introduce an adversarial training method that makes DNNs robust to small
input noise, and demonstrate that it measurably improves interpretability.
1 Introduction
Deep neural networks (DNNs) are becoming increasingly used in cognitive and computational
neuroscience for a variety of classification and regression tasks, including diagnosing diseases and
predicting subject traits from brain imaging data [1, 2]. In these areas, however, accurate predictions
on new subjects are not enough. Knowing what, in input space (e.g. brain structure or brain activation),
contains the information that allows the model to make its predictions is often at least as important.
In neuroimaging, this information is crucial to developing a deeper understanding of the relationship
between brain function and how it manifests in data. This will also be crucial for translational
applications, such as modulation of brain function. The recent availability of very large imaging
datasets is starting to allow the development of deep learning models that can outperform classical
machine learning techniques in neuroimaging applications [3, 4]. However, their adoption has been
slowed, in part, by the perception that such models are inscrutable (i.e. that techniques for producing
visualizations of how input changes affect the output are inaccurate, brittle, or challenging to use).
For the specific application of task decoding (i.e. predicting which cognitive state a subject is in)
from functional magnetic resonance imaging (fMRI) data, the most commonly used models are linear.
To interpret these prediction models, the model weights are projected into input space (e.g. regression
weights for each voxel) [5, 6]. However, this method does not work for large, non-linear models,
such as DNNs. There have been many attempts to open up the DNN "black box" [7]. One of the
most popular methods is creating saliency maps, visualizations of the input space highlighting the
features that drive prediction. These saliency maps are functions of a prediction model and a specific
input. Two common failure modes for methods that generate saliency maps are that they: (1) generate
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explanations that are almost entirely a function of the specific input and not sensitive to the learned
parameters of the model and (2) generate explanations that dramatically change in the presence of
even extremely small input noise [8, 9]. Two proposed methods for dealing with both of these issues
are locally smoothing saliency maps [10] and improving the robustness of DNNs to small input noise
using adversarial training [11, 12, 13]. However, these methods are often evaluated in situations
where getting a quantitative measure of gradient quality is very difficult.
In this paper, we propose two quantitative evaluation criteria for interpretability and use them to
compare the performance of different saliency map methods. These criteria take advantage of the
fact that, for certain datasets, ground truth saliency maps can be computed. To illustrate the rationale
for these evaluation criteria, and compare the quality of the various methods, we carry out these
evaluations in a synthetic dataset that mimics brain activation. We also apply several saliency-based
interpretability methods to linear and DNN models trained to perform fMRI task prediction (i.e.
decoding) using the Human Connectome Project (HCP) dataset [14]. Our experimental results
indicate that making DNNs robust to small input noise, via adversarial training, can greatly improve
the interpretability of saliency maps, without adversely affecting decoding performance.
2 Methods
2.1 Prediction Models
Multinomial Regression In multinomial regression, each class (e.g decoded task), yi, has a weight
for each input feature (e.g. voxel), resulting in a weight matrix W with one weight vector wi per
class. These weights are then multiplied by the input features, x, to yield a vector z = Wx, with
one logit zi per class i. A softmax function, σ(zi) =
exp(zi)∑
j exp(zj)
, is then applied to the resulting
vector, computing σ(Wx). The output of the softmax is a probability distribution over classes that is
parameterized by W , pW (y|x). When incorporating L2 regularization, training becomes maximum a
posteriori (MAP) estimation, argmaxW pW (y|x)p(W ), with a Gaussian weight prior, p(W ).
Neural Networks In many cases, a multinomial regression model operating on input features cannot
separate all of the classes. Artificial neural networks (NNs) are models that can learn to compute
new features that are non-linear functions of the original input features, yielding a new feature space
where classes can be separated. A NN consists of functions ("layers") applied sequentially. A layer, l,
takes the form of multiplying the input to the layer, xl, by a weight matrix, Wl, and then applying a
non-linearity, fl, resulting in new features fl(Wlxl). For multi-class classification, the final layer
usually uses a softmax non-linearity, similar to multinomial regression, producing pW (y|x).
2.2 Interpretability
Interpreting using Input Gradients One possible definition of the interpretability of a prediction
model is the degree to which it is possible to understand the relationship between the input and output
variables that it learned. For linear regression, this is usually done by looking at the learned weights,
as they directly reflect how much changing an input variable would change the output variable (i.e.
the gradient of the output with respect to the input). However, linear regression weights are not
always straightforward to interpret, as discussed in [15]. In our classification setting, interpretability
translates into being able to understand what, in the input space, allows the model to distinguish
classes (i.e. how changing the input variables changes the probability of each class). Formally, this is
the gradient with respect to the input variables, ∇xpW (y|x). This is different from the gradient with
respect to the learned parameters (e.g. weights) of the model, ∇W pW (y|x), which is computed in
gradient-based optimization methods to find parameters that make the training data more likely given
the model. Note, also, that the gradients for DNNs are dependent on the inputs; this is in contrast to
linear regression, which has the same gradient for every input.
Quantitative Evaluation of Interpretability We propose two quantitative evaluation criteria for
the interpretability of gradient-based saliency maps for a classification model. We will use them to
compare a variety of methods for producing saliency maps, which will be introduced in the rest of
this section. The experimental results are presented in Section 3, using both synthetic and real data.
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Figure 1: Visualization of saliency maps for synthetic test data predictions, for the two quan-
titative evaluations we introduce. a: The average saliency maps for the correct class and their
Pearson correlations with the corresponding "template - average" map. b: The average saliency maps
for other classes and their correlations with the corresponding "pairwise template difference" map.
Given that it will be easier to describe the evaluation criteria with reference to illustrative examples,
we introduce the synthetic dataset here.
The synthetic dataset contains 2D images that are simplified analogues of brain activation maps.
The "brain" in these maps can be in one of three classes: A, B, or C. Each class has a characteristic
template of activation, made up of 6 activation regions, shown in row 1 of Figure 1a, together with the
average of the three templates. Each class template (e.g. A) has a region that is completely specific to
it, and appears in no other class. In addition, it has two other regions that are shared with one other
class (e.g. AB and AC). Finally, it has three other regions that are present in all classes (e.g. ABC).
Our first evaluation criterion aims to answer the question, "What in the input space allows the model
to make a correct prediction?" For activation maps, it is whatever activation departs from the average
activation across all classes. We quantify this by computing the pixelwise correlation between a
saliency map for the correct class of an image and the "template - average" image (i.e. the difference
between the correct class template and the average of the three templates) for each test image. We
will call this "template - average" image a class informative activation map (row 2 of Figure 1a). The
values in this map should reflect the relative importance of class-specific versus shared activation, in
terms of carrying information about the class. This map will be the ground truth for the gradient-based
saliency maps produced for each class by the various methods we consider. These are shown in rows
3-7 of Figure 1a, together with their average Pearson correlation with the ground truth across test
examples.
Our second evaluation criterion aims to answer the question, "What in the input space are the
important differences between classes?" The answer to this, given an image of a particular class (e.g.
A), are the changes in activation that would be needed to transform it into an image of another class
(e.g. B). We will call this the pairwise class activation difference map, shown in row 1 of Figure 1b.
The saliency map for class B, with a input from class A, should approximate this map. We quantify
this by computing the pixelwise correlation between a saliency map for a class (e.g. B), given an
image of another class (e.g. A), and the pairwise class activation difference map (e.g. B-A). This map
will be the ground truth for the gradient-based saliency maps produced for each class transformation,
by the various methods we consider. These are shown in rows 2-6 of Figure 1b, together with their
average correlation with the ground truth across test examples.
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Issues with Input Gradients Unlike the derivative of a logit, the derivative of the probability,
∇xpW (y|x), is dependent on the confidence of the network. This can be an issue if a model is
overconfident, since predicted probabilities close to 0 or 1 will make the derivatives be very close
to 0. To prevent this, we perform temperature scaling for the evaluated models, as suggested by
[16]. In temperature scaling, a temperature parameter, t, is introduced into the softmax function,
σ(z)i =
exp(zi/t)∑
j exp(zj/t)
. The temperature parameter can then be set by taking an already trained model,
fixing its weights, and finding the t that results in the lowest negative log-likelihood on the validation
data. This will result in a model whose predicted probabilities better match the data, since the negative
log-likelihood penalizes being confident on incorrect predictions.
An additional complication of using gradients of non-linear models for interpretation stems from the
fact the gradients are dependent on the inputs. An advantage of an input-specific gradient is that one
can compute which input changes are important for a given example (e.g. what would transform a
diseased brain into a healthy one). Conversely, a potential disadvantage is that these input-specific
gradients may not directly correspond to important population-level changes.
Another issue for complex, non-linear models is that the gradients are often not robust to small input
changes. This can cause very similar inputs to have drastically different output probabilities. This
reduces interpretability of gradients and enables easy creation of adversarial examples [9, 12, 17, 18].
SmoothGrad One popular method for dealing with the lack of robustness in NN gradients is
SmoothGrad [10], which averages out the gradients around an input by estimatingEδ[∇xpW (y|x+δ)]
where p(δ) = N (δ;0, Iσ2δ ). In practice, Monte-Carlo sampling is used to estimate this expectation
by adding random noise, δ, sampled from p(δ), to an input, calculating the input gradient for each of
these noisy inputs, and then averaging over the gradients produced for these different noisy samples.
Several papers have reported that this improves the interpretability of NN gradients [8, 10], although
there are no guarantees on this leading to robust gradients. We include SmoothGrad in all experiments,
and show the gradients for the synthetic data models in row 6 of Figure 1a.
Adversarial Training Making DNNs robust to small noise has been proposed as means of in-
creasing interpretability [12, 19]. Adversarial training seeks to make a model robust to adversarial
examples, by preventing small changes in inputs from dramatically changing the output. This is
achieved by creating new training inputs by added adversarial noise. The adversarial noise is deter-
mined by calculating the input change that will change the output the most. In the original adversarial
training papers, the adversarial noise was computed using a gradient step for the input gradient at a
real input example, using the fast gradient sign method [17, 18]. Recently, projected gradient descent
(PGD) has been used to improve adversarial training by performing multiple gradient steps when
generating adversarial noise [20]. For PGD, the goal is to find the adversarial noise that will either
optimally decrease the probability of the correct class of a training input (a.k.a. targeted adversarial
noise) or optimally increase the probability of an incorrect class (a.k.a. non-targeted adversarial noise)
while staying close to the input example. A common definition of staying close to the input example
is restricting the adversarial noise, δ, to have a small L2-norm (i.e. keeping the Euclidean distance be-
tween the input example and the adversarial example small). Generating a non-targeted, L2 adversarial
example using PGD is achieved by optimizing argminδ(x,y) pW (y|x+ δ(x,y)) s.t. ‖δ(x,y)‖2 ≤ .
Adversarial noise can be found by performing this optimization, and then adding it to the respective
input in order to generate an adversarial example. These adversarial examples can then be used to
calculate the parameter gradients for one parameter update step. For relatively small models, such
as our synthetic data experiment, this can work well. However, this is computationally expensive
and can be prohibitive if using large DNNs. Recently, [19] proposed simultaneous generation of
adversarial examples, by optimizing the adversarial noise, and updating of the model parameters,
thus significantly speeding up adversarial training. We developed a version of this method that uses
example-specific L2 adversarial noise, instead of universal L∞ noise (see Algorithm 1).
2.3 Related Work on Interpreting Task Decoding Prediction Models
There are many different studies doing task decoding on the Human Connectome Project (HCP)
dataset we also use. [6] built several different linear prediction models for a wide variety of tasks
across datasets (in addition to HCP, Archi [21], Brainomics [22], and Camcan [23]). [6] projected
the weights of multinomial regression models into input space. This is equivalent to looking at the
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Algorithm 1 m-step Minibatch Adversarial Training
Require: Set of training minibatches D, Model parameters W , noise bound , learning rate τ , hop
steps m
1: while not converged do
2: for minibatch B ∈ D do
3: for (x, y) ∈ B do
4: δ(x,y) ← 0 . Initialize adversarial noise
5: for i = 1, ...,m do
6: gW ← E(x,y)∈B
[∇W log pW (y|x+ δ(x,y))] . Get parameter gradients
7: W ←W + τgW . Update parameters
8: for (x, y) ∈ B do
9: gadv ← ∇xpW (y|x+ δ(x,y))
]
. Get input gradients
10: if ‖gadv‖2 > 0 then
11: ν ∼ U(0, ) . Sample adversarial step size
12: δ(x,y) ← δ(x,y) − νgadv/‖gadv‖2 . Update adversarial noise
13: if ‖δ(x,y)‖2 >  then
14: δ(x,y) ← δ(x,y)/‖δ(x,y)‖2 . Rescale the adversarial noise
gradient of one the logits with respect to the input. This does not account for the softmax and the
weights for all classes, which can lead to reduced interpretability, as illustrated by the comparison of
the multinomial regression weight and the multinomial regression gradient saliency maps in Figure 1.
Several other studies used DNNs, with some type of gradient-based visualization method. [24]
trained a 3D convolutional neural network (CNN) to predict the same seven HCP tasks from 4D
fMRI data and used guided backprop to visualize input features. However, guided backprop has
been shown to not necessarily visualize the input features learned by a CNN [8]. They found that the
gradient-based saliency maps had high values in the same location as general linear model (GLM)
voxelwise activation image for the task. They also found that the saliency maps matched the GLM
better than a searchlight local multivariate [25] analysis. [26] trained LSTM recurrent neural networks
(RNNs), with an added input-cell attention mechanism, to decode gambling, relational processing, or
working memory from 4D fMRI HCP data. They showed that the added input-cell attention improved
the ability to visualize the RNN features of early LSTM layers, by computing the gradients of the
input with respect to the output, and validated these visualizations using synthetic data. However, the
gradient maps used in this study are not robust in general [12]. [27] trained LSTM recurrent neural
networks (RNNs) to decode whether a subject was seeing a body, a face, a place, or a tool using 4D
fMRI HCP data. They visualized the RNN features using layerwise relevance prop (LRP), which
is not robust to small input noise [9]. They found that the resulting gradient maps showed similar
patterns to both those found by a GLM and NeuroSynth relevance maps for the different tasks [28].
Across these studies, the saliency methods are mainly evaluated by comparisons to brain activation
reference images. They usually ignore that the model is focused on identifying activation that
distinguishes each task from others, rather than all of the activation that is present in that task. This
paper addresses both this evaluation issue and the above-mentioned problems with the previously
used interpretability methods by: (1) using class-specific information to evaluate interpretability and
(2) using the gradients of adversarially robust DNNs in producing saliency maps.
3 Experiments
3.1 Prediction Experiments
Synthetic Data As described in Section 2.2, the synthetic dataset contains 2D images that are
simplified analogues of brain activation maps in one of three classes: A, B, or C. Each class activation
template (top row of Figure 1a) contains 32× 32 = 1024 pixels. Each activation region is a 3× 3
pixel square, so ∼ 7% of the "brain" will contain activation. Pixels belonging to an activation region
have a value of 1, background pixels have a value of 0. We generated 1000 examples of each class
for train, validation, and test sets, respectively. Each example was produced by taking the template
for the corresponding class and corrupting it with pixelwise independent Gaussian noise (σ = 0.5).
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Synthetic Data Prediction Models and Results We trained both an L2-penalized multinomial
linear regression and a NN with L2 regularization, with a 20 unit fully connected layer with ReLU
non-linearities and a 7 unit fully connected layer with a softmax non-linearity, to predict which of the
three classes (i.e. A, B, or C) generated an image. Models were trained with full-batch Adam and the
NN was trained with and without 3-step PGD adversarial training with  = 1. Each model was able
to perfectly classify the test data. For SmoothGrad, σδ = 0.3.
fMRI Data For our main evaluation, we used 3D volume task fMRI activation maps from the
Human Connectome Project 1200 dataset (HCP1200) distribution, for the 965 subjects that had
them. We randomly split subjects into groups of 788 (training), 92 (validation), and 95 (test), taking
care to keep siblings within the same set. For each subject, HCP1200 contains activation maps for
several conditions within each of seven tasks (described in [29]): working memory, gambling, motor,
language, social, relational, and emotion. In our experiments, each class will be one task, with the
example being the activation map contrasting the main task condition with a control condition (See
Table 1 in the Supplementary Materials for more details.) Input-output pairs, (x, y), were created by
individually z-scoring these activation maps and labelling them with their respective task.
fMRI Prediction Models and Results For classifying task from HCP 3D activation maps, we
trained an L2-penalized multinomial linear regression model, a 3D CNN with L2 regularization,
and a 3D CNN with 4-step minibatch adversarial training (Algorithm 1). The CNN uses 3× 3× 3
filters, with 5 convolutional layers (32, 32, 64, 64, 64 filters and ReLU nonlinearities) and one final
softmax layer (See Table 2 in the Supplementary Materials for more details). These were all trained
using Adam [30] and a batch size of 32. The CNNs were also trained with weight normalization
[31]. Hyperparameters, such as the L2 coefficient and adversarial noise bound, were set using the
validation data. For SmoothGrad, a standard deviation of 2.0 was used. For adversarial training,
the adversarial noise bound, , was set to 95, which corresponds to a noise of 0.1 (i.e. 10% of a
standard deviation) per voxel. The test set accuracies were 97.43%, 98.39%, and 98.07% for the
linear model, the CNN, and the CNN with adversarial training, respectively. These accuracies were
not significantly different (p > 0.05, corrected), per paired t-tests across test subjects.
3.2 Evaluation of gradient-based saliency maps
3.2.1 Class Informative Activation
Synthetic data The first criterion introduced in Section 2.2 evaluates how well a gradient-based
saliency map for a class, generated from an input image with that class, identifies class-informative
activation. The ground truth for this is the class informative activation map (the difference between
the class template and the average template across all classes), shown in row 2 of Figure 1a. Each
gradient-based saliency map method we consider produces, for each example, a map that depends on
its class. The average of these across test examples is shown in rows 3-7 of Figure 1a. The evaluation
measure for each test example map is its pixelwise correlation with the class informative activation
map, yielding a sample of correlation values. We use a two-sided paired t-test to compare whether
the average correlation for any two methods is different, with Bonferroni correction to account for all
of the pairwise comparisons being carried out.
We found that the multinomial regression gradients significantly increased the correlation with
the class informative activation maps, compared to the multinomial regression weights (p < 0.01,
corrected). This interpretability improvement was expected, because the weights for one class do not
take into consideration the softmax and the weights for the other classes. We also found that the NN
gradients significantly outperformed the multinomial regression gradients (p < 0.01, corrected) and
that using SmoothGrad did not significantly increase the correlation of the NN gradients with the task
informative activation maps (p > 0.05, corrected). Adversarial training significantly increased the
correlation between the gradient and class informative activation maps compared to the NN gradients
(p < 0.01, corrected) and the SmoothGrad gradients (p < 0.01, corrected).
fMRI data We computed a ground truth class informative activation map for each decoding class
for each subject, by subtracting a subject’s average example across classes from the subject’s average
example of each class. Figure 3a shows the average examples for three classes (row 1), and the
corresponding class informative activation maps (row 2). The saliency maps produced with the
various methods are shown for one class (Language) in column 1 of Figure 3b.
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(a) (b)
Figure 2: The average Pearson correlations, with standard errors, for saliency maps on the
HCP test set, for the linear multinomial regression model, convolutional neural network
(CNN), CNN with SmoothGrad, and CNN with adversarial training (Adv.). a: The average
correlations versus the task informative activation map, across all test subjects. b: The average
correlations versus the pairwise class activation difference map, across all tasks and test subjects.
In order to evaluate each saliency map method, we computed the voxelwise correlation between
the map produced for each input example, with the gradient for its correct class, and the class
informative activation map. This yields a sample of correlation values for each method; the average
correlations for each method are shown in Figure 2a. Per paired t-tests as described above, the CNN
with adversarial noise had a statistically higher correlation (p < 0.001, corrected) than all of the other
methods, while the linear model had a statistically lower correlation (p < 0.001, corrected) than all
of the other methods. Additionally, using SmoothGrad significantly (p < 0.001, corrected) increased
the correlation of the CNN gradients with the task informative activation maps.
3.3 Pairwise Class Activation Differences
Synthetic data The second evaluation criterion introduced in Section 2.2 evaluates how well the
saliency map for a class B, given an input from class A, identifies the changes in activation that would
be needed to transform the input from class A to class B. The ground truth for this, in the synthetic
data, is the pairwise class activation difference map, the difference between the template images for
classes B and A. This is shown, for every possible transition, in the first row of Figure 1b.
We applied this approach to the saliency maps produced by all of the methods, as shown in rows 2-6
in Figure 1b. For each test example, each method produces a saliency map indicating what it would
require to transform the example to a given class. Each of those saliency maps is then correlated with
the corresponding pairwise class activation difference map, yielding an average correlation value
across possible classes; across test examples, this results in a sample of correlation values. For any
two methods, we used a two-sided paired t-test to determine if their average correlation was different.
We used Bonferroni correction to account for all of the pairwise comparisons. We found that the
multinomial regression gradients increased the correlation with the task activation difference maps,
compared to the multinomial regression weights (p < 0.001, corrected). We also found that the NN
gradients significantly outperformed the multinomial regression gradients (p < 0.001, corrected)
and that using SmoothGrad slightly decreased the correlation of the NN gradients with the task
activation difference maps (p < 0.001, corrected). Adversarial training lead to a large increase
in correlation between the gradient and task activation difference maps compared to both the NN
gradients (p < 0.001, corrected) and the SmoothGrad gradients (p < 0.001, corrected).
fMRI data We computed ground truth class pairwise activation difference maps for each pair of
classes for each subject, by subtracting a subject’s average activation map, across conditions, for
each class from the average maps of all other classes. We applied this approach to the gradient-based
saliency maps for each possible class produced for each test example by each of the evaluated
methods. In Figure 3b, we show the average gradient-based saliency map produced by each method
for the Language class, applied to the average example of the Language (column 1), WM (column 2),
and Motor (column 3) classes. Note how these gradient maps remove the most prominent activation
in the maps of the correct class (column 1), when transforming to a different class (columns 2 and 3).
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(b)
Figure 3: Visualization of gradient-based saliency maps for a test subject from the HCP test
data. a: In row 1, the coronal, sagittal, and axial views of "glass brains" of the examples for three
classes, Language, Working Memory (WM), and Motor. In row 2, the class informative activation
map obtained by subtracting the average example across classes from the Language example (column
1) and the pairwise class activation difference maps for WM (column 2) and Motor (column 3) with
respect to Language. b: The average gradient-based saliency maps (rows 1-4) for the Language class,
applied to the example of the Language (column 1), WM (column 2), and Motor (column 3) classes.
(Each "glass brain" was individually scaled using the 99.9999th percentile across the brain.)
For each method, and across all test examples, we correlated the pairwise gradient-based saliency
maps with the corresponding pairwise class activation difference maps, yielding an average correlation
value across incorrect classes; across test examples, this results in a sample of correlation values. For
any two methods, we used a two-sided paired t-test to compare whether their average correlation
was different. We used Bonferroni correction to account for all of the pairwise comparisons. The
average correlations for the different methods are shown in Figure 2b.) Per two-sided paired t-tests
as described earlier, the CNN with adversarial noise had a higher correlation (p < 0.001, corrected)
than all the other methods, while the linear model had a lower correlation (p < 0.001, corrected) than
all the other methods. SmoothGrad significantly better than the CNN (p < 0.001, corrected).
4 Discussion
In this paper, we introduced two quantitative criteria to evaluate the interpretability of gradient-based
saliency map methods. The criteria leverage the fact that we can compute ground truths for such maps
for a given input example, for both its correct class and other classes. We first evaluated methods
on a synthetic dataset that is a simplified analogue of neuroimaging data, to demonstrate the criteria
and verify that they produced the desired quantitative results. We then evaluated them on HCP, a
large neuroimaging dataset commonly used for decoding the task being performed by a subject. We
obtained very consistent results across both synthetic and HCP datasets. First, CNN gradient-based
saliency maps have improved interpretability, when compared to standard linear methods. Second,
using adversarial training improves the interpretability of CNN gradients, even when compared
to SmoothGrad. This indicates that adversarial training is a promising approach, relative to other
methods. The most obvious direction for future work is to address the limitations of using gradients,
which are first-order (i.e. linear), local approximations of the optimization landscape. This should
increase the interpretability of complex machine learning models and their widespread adoption in
the scientific community.
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Table 1: The contrast to task mapping used to create labels for the HCP data. Note that, in the absence
of a relevant control condition, we used the average of the condition versus baseline contrasts.
HCP Task Contrasts or Conditions Used
working memory 2-BACK versus 0-BACK contrast
gambling average of REWARD and PUNISH versus baseline
motor average of LF,LH,RF,RH,T versus baseline
language MATH versus STORY contrast
social TOM versus RANDOM contrast
relational REL versus MATCH contrast
emotion FACES versus SHAPES contrast
Table 2: The 3D convolutional neural network architecture used for HCP fMRI task decoding.
Layer Filter Stride Padding Non-linearity Pooling
1 32x3x3x3 1 1 ReLU 2x2x2 Avg.
2 32x3x3x3 1 1 ReLU 2x2x2 Avg.
3 64x3x3x3 1 1 ReLU 2x2x2 Avg.
4 64x3x3x3 1 1 ReLU 2x2x2 Avg.
5 64x3x3x3 1 1 ReLU 2x2x2 Avg.
6 7x57768256 - - Softmax -
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