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Enumerative Coding for Grassmannian Space
Natalia Silberstein and Tuvi Etzion, Fellow, IEEE
Abstract—The Grassmannian space Gq(n, k) is the set of all
k−dimensional subspaces of the vector space Fnq . Recently, codes
in the Grassmannian have found an application in network coding.
The main goal of this paper is to present efficient enumerative
encoding and decoding techniques for the Grassmannian. These
coding techniques are based on two different orders for the Grass-
mannian induced by different representations of k-dimensional
subspaces of Fnq . One enumerative coding method is based on
a Ferrers diagram representation and on an order for Gq(n, k)
based on this representation. The complexity of this enumerative
coding is O(k5/2(n−k)5/2) digit operations. Another order of the
Grassmannian is based on a combination of an identifying vector
and a reduced row echelon form representation of subspaces. The
complexity of the enumerative coding, based on this order, is
O(nk(n − k) log n log log n) digits operations. A combination of
the two methods reduces the complexity on average by a constant
factor.
Index Terms—enumerative coding, Grassmannian, identifying
vector, Ferrers diagram, partitions, reduced row echelon form.
I. INTRODUCTION
Let Fq be a finite field of size q. The Grassmannian space
(Grassmannian, in short), denoted by Gq(n, k), is the set of
all k-dimensional subspaces of the vector space Fnq , for any
given two integers k and n, 0 ≤ k ≤ n. It is well known [1]
that |Gq(n, k)| =
[
n
k
]
q
, where
[
n
k
]
q
is a q-ary Gaussian
coefficient, defined by
[
n
k
]
q
=
k−1∏
i=0
qn−i − 1
qk−i − 1 , (1)
where
[
n
0
]
q
= 1, and
[
n
k
]
q
= 0 if k > n or k < 0.
Coding (and related designs) in the Grassmannian was
considered in the last forty years, e.g. [2–8]. Koetter and
Kschischang [9] presented an application of error-correcting
codes in Gq(n, k) to random network coding. This application
has motivated extensive work in the area [10–20]. A natu-
ral question is how to encode/decode the subspaces in the
Grassmannian in an efficient way. By encoding we mean a
transformation of an information word into a k-dimensional
subspace. Decoding is the inverse transformation of the k-
dimensional subspace into the information word.
To solve this coding problem, we will use the general enu-
merative coding method which was presented by Cover [21].
Let {0, 1}n denote the set of all binary vectors of length n.
Let S be a subset of {0, 1}n. Denote by nS(x1, x2, . . . , xk)
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the number of elements of S for which the first k coordinates
are given by (x1, x2, . . . , xk), where x1 is the most significant
bit. A lexicographic order of S is defined as follows. We say
that for x, y ∈ {0, 1}n, x < y, if xk < yk for the least index k
such that xk 6= yk. For example, 00101 < 00110.
Theorem 1: [21] The lexicographic index (decoding) of
x ∈ S is given by
indS(x) =
n∑
j=1
xj · nS(x1, x2, . . . , xj−1, 0).
Let S be a given subset and let i be a given index. The
following algorithm finds the unique element x of the subset
S such that indS(x) = i (encoding).
Inverse algorithm [21]: For k = 1, . . . , n, if i ≥
nS(x1, x2, . . . , xk−1, 0) then set xk = 1 and i = i −
nS(x1, x2, . . . , xk−1, 0); otherwise set xk = 0.
Remark 1: The coding algorithms of Cover are efficient if
nS(x1, x2, . . . , xj−1, 0) can be calculated efficiently.
Cover [21] also presented the extension of these results to
arbitrary finite alphabets. For our purpose this extension is more
relevant as we will see in the sequel. The formula for calcu-
lating the lexicographic index of x ∈ S ⊆ {1, 2, 3, . . . ,M}n is
given as follows.
indS(x) =
n∑
j=1
∑
m<xj
nS(x1, x2, . . . , xj−1,m). (2)
Enumerative coding has various applications and it was
considered in many papers, e.g. [22–24]. Our goal in this
paper is to apply this scheme to the set of all subspaces in
a Grassmannian, using different lexicographic orders. These
lexicographic orders are based on different representations of
subspaces. Lexicographic orders also have other applications,
e.g. in constructions of lexicographic codes (lexicodes) [25].
The rest of this paper is organized as follows. In Section II
we discuss different representations of subspaces in the Grass-
mannian. We define the reduced row echelon form of a k-
dimensional subspace and its Ferrers diagram. These two con-
cepts combined with the identifying vector of a subspace [18]
will be our main tools for the representation of subspaces.
We also define and discuss some type of partitions which
have an important role in our exposition. In Section III we
present a new lexicographic order for the Grassmannian based
on a representation of a subspace by its identifying vector and
its reduced row echelon form. For this order we describe an
enumerative coding method, whose computation complexity is
O(nk(n − k) logn log logn) digit operations per subspace. In
Section IV we discuss the more intuitive order for the Grass-
mannian based on Ferrers diagram representation and present
a second enumerative coding method for the Grassmannian.
In Section V we show how we can combine the two coding
methods mentioned above to find a more efficient enumerative
coding for the Grassmannian. In Section VI we summarize our
results and discuss some related problems.
2II. REPRESENTATION OF SUBSPACES AND PARTITIONS
In this section we give the definitions for two concepts
which are useful in describing a subspace in Gq(n, k): Ferrers
diagram (which is defined in connection to a partition) and
reduced row echelon form. Based on these concepts we present
two representations for subspaces from which our enumerative
coding techniques will be induced. Representation of subspaces
is also important in other problems related to the Grassmannian.
For example, in constructing error-correcting codes in the
Grassmannian [18,26].
A partition of a positive integer m is a representation of
m as a sum of positive integers, not necessarily distinct. We
order this collection of integers in a decreasing order. The
partition function p(m) is the number of different partitions
of m [1,27,28].
A Ferrers diagram F represents a partition as a pattern of
dots with the i-th row having the same number of dots as the
i-th term in the partition [1,27,28] (In the sequel, a dot will be
denoted by a ” • ”). A Ferrers diagram satisfies the following
conditions.
• The number of dots in a row is at most the number of
dots in the previous row.
• All the dots are shifted to the right of the diagram.
Remark 2: Our definition of Ferrers diagram (see [18]) is
slightly different form the usual definition [1,27,28], where the
dots in each row are shifted to the left of the diagram.
A k-dimensional subspace X ∈ Gq(n, k) can be represented
by a k × n matrix, whose rows form a basis for X . Such a
k × n matrix is in reduced row echelon form (RREF in short)
if the following conditions are satisfied.
• The leading coefficient (pivot) of a row is always to the
right of the leading coefficient of the previous row.
• All leading coefficients are ones.
• Every leading coefficient is the only nonzero entry in its
column.
For a given subspace X , there is exactly one matrix in RREF
and it will be denoted by RE(X). For simplicity, we will
assume that the entries in RE(X) are taken from Zq instead of
Fq, using an appropriate bijection.
The Ferrers tableaux form of a subspace X , denoted by
F(X), is obtained by removing from each row of RE(X)
the leading coefficient and the zeroes to the left of it. All
the remaining entries are shifted to the right. F(X) defines a
unique representation of X . The Ferrers diagram of X , denoted
by FX , is obtained from F(X) by replacing the entries of
F(X) with dots.
Example 1: We consider a 3-dimensional subspace X of F72
with the following 3× 7 matrix in RREF given by
RE(X) =


1 0 0 0 1 1 0
0 0 1 0 1 0 1
0 0 0 1 0 1 1

 .
Its Ferrers tableaux form and Ferrers diagram are given by
F(X) =
0 1 1 0
1 0 1
0 1 1
and FX =
• • • •
• • •
• • •
, respectively.
Let |F| denote the size of a Ferrers diagram F , i.e., the
number of dots in F . A Ferrers diagram of a k-dimensional
subspace has size at most k · (n− k). It can be embedded in a
k× (n− k) box. Let p(k, η,m) be the number of partitions of
m whose Ferrers diagram can be embedded into a box of size
k × η. The following result was given in [27, pp. 33-34].
Lemma 1: p(k, η,m) satisfies the following recurrence rela-
tion:
p(k, η,m) = p(k, η − 1,m− k) + p(k − 1, η,m) (3)
with the initial conditions
p(k, η,m) = 0 if m < 0 or m > η · k and p(k, η, 0) = 1.
Let F be a Ferrers diagram of size m embedded in a k×(n−
k) box. The number of k-dimensional subspaces whose Ferrers
diagram is F , is equal to qm. By (1) this implies the following
theorem [1, p. 327] which shows the connection between the
q-ary Gaussian coefficients and partitions.
Theorem 2: For any given integers k and n, 0 < k ≤ n,[
n
k
]
q
=
k(n−k)∑
m=0
αmq
m,
where αm = p(k, n− k,m).
The order defined in Section IV is based on Theorem 2. We
order the subspaces by the size of their Ferrers diagrams. The
order of Ferrers diagrams with the same size is explained in
Section IV. Two subspaces with the same Ferrers diagrams are
ordered lexicographically by their Ferrers tableaux forms. This
order seems to be the most natural order of Gq(n, k). But, a less
natural representation, which follows, and its related order, will
lead to a more efficient enumerative coding.
Each k-dimensional subspace X ∈ Gq(n, k) has an identify-
ing vector v(X) [18]. v(X) is a binary vector of length n and
weight k, where the ones in v(X) are exactly in the positions
(columns) where RE(X) has the leading coefficients (of the
rows).
Let X ∈ Gq(n, k) be a k-dimensional subspace. The ex-
tended representation, EXT(X), of X is a (k + 1) × n
matrix obtained by combining the identifying vector v(X) =
(v(X)n, . . . , v(X)1) and the RREF RE(X) = (Xn, . . . , X1),
as follows
EXT(X) =
(
v(X)n . . . v(X)2 v(X)1
Xn . . . X2 X1
)
.
Note, that v(X)n is the most significant bit of v(X). Also, Xi
is a column vector and v(X)i is the most significant bit of the
column vector
(
v(X)i
Xi
)
.
Example 2: Consider the 3-dimensional subspace X of Ex-
ample 1. Its identifying vector is v(X) = 1011000 and its
extended representation is given by
EXT(X) =


1 0 1 1 0 0 0
1 0 0 0 1 1 0
0 0 1 0 1 0 1
0 0 0 1 0 1 1

 .
The extended representation is redundant since the RREF
define a unique subspace. Nevertheless, this representation will
lead to more efficient enumerative coding. Some insight for this
will be the following well known equality given in [1, p. 329].
Lemma 2: For all integers q, k, and n, such that k ≤ n we
have [
n
k
]
q
= qk
[
n− 1
k
]
q
+
[
n− 1
k − 1
]
q
. (4)
3The order defined in Section III is based on Lemma 2 (applied
recursively). Note that the number of subspaces in which
v(X)1 = 1 is
[
n− 1
k − 1
]
q
and the number of subspaces in which
v(X)1 = 0 is qk
[
n− 1
k
]
q
.
Remark 3: A simple connection between (3) and (4) was
given in [29, p. 68].
III. CODING BASED ON EXTENDED REPRESENTATION
In this section we define a lexicographic order for the
Grassmannian based on the extended representation. We present
an enumerative coding technique for the Grassmannian using
this order and discuss its complexity.
A. Order for Gq(n, k) Based on the Extended Representation
Let {x} denote the value of x = (x1, x2, ..., xr) ∈ Zrq (or
x = (x1, x2, ..., xr)
T ∈ Zrq), where the vector x is viewed as a
number in base-q notation. Let {i}q be the base-q representation
of the nonnegative integer i. The resulting vector is either a row
vector or a column vector depending on the context.
Let X,Y ∈ Gq(n, k) be two k-dimensional subspaces and
EXT(X), EXT(Y ) be the extended representations of X and
Y , respectively. Let i be the least index such that EXT(X)
and EXT(Y ) have different columns. We say that X < Y if{
v(X)i
Xi
}
<
{
v(Y )i
Yi
}
. Clearly, this definition induces an
order for Gq(n, k).
Example 3: For X,Y, Z ∈ G2(6, 3) whose EXT(X),
EXT(Y ) and EXT(Z) are given by
EXT(X) =


1 1 1 0 0 0
1 0 0 0 1 0
0 1 0 0 0 0
0 0 1 1 0 0

 ,
EXT(Y ) =


1 1 0 1 0 0
1 0 0 0 0 0
0 1 1 0 0 0
0 0 0 1 0 0

 ,
EXT(Z) =


1 1 0 0 1 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0

 ,
we have Y < X < Z .
B. Enumerative Coding Based on Extended Representation
Let N
(
vj . . . v1
Xj . . . X1
)
be the number of elements in
Gq(n, k) for which the first j columns in the extended rep-
resentation are given by
(
vj . . . v1
Xj . . . X1
)
.
Remark 4: We view all the q-ary vectors of length k + 1 as
our finite alphabet. Let S be the set of all q-ary (k + 1)× n
matrices which form extended representations of some k-
dimensional subspaces. Now, we can use Cover’s method to
encode/decode the Grassmannian. In this setting note that
N
(
vj . . . v1
Xj . . . X1
)
is equivalent to nS(x1, x2, . . . , xj), where(
vi
Xi
)
has the role of xi.
Let wj denotes the weight of the first j entries of v(X), i.e.,
wj =
∑j
ℓ=1 vℓ.
Lemma 3: For 1 ≤ j ≤ n we have
N
(
vj . . . v1
Xj . . . X1
)
=
[
n− j
k − wj
]
q
.
Proof: Let X be a k-dimensional subspace in Gq(n, k) for
which the first j columns in the extended representation are
given by
(
vj . . . v1
Xj . . . X1
)
. Then in the last n − j entries of
v(X) there are k−wj ones, and the wj last rows of n− j last
columns of EXT(X) have only zeroes. Therefore, restriction
of EXT(X) to the first (k + 1) − wj rows of the last n − j
columns defines a subspace in Gq(n − j, k − wj). Hence, we
have
N
(
vj . . . v1
Xj . . . X1
)
=
[
n− j
k − wj
]
q
.
Theorem 3: Let X ∈ Gq(n, k) be a subspace, where
EXT(X) =
(
vn . . . v2 v1
Xn . . . X2 X1
)
.
Then the lexicographic index (decoding) of X , IEXT(X), is given
by
IEXT(X) =
n∑
j=1
(vjq
k−wj−1+(1−vj) {Xj}
qwj−1
)
[
n− j
k − wj−1
]
q
(5)
Proof: By (2) we have that IEXT(X) is equal to
n∑
j=1
∑
(
u
W
)
<
(
vj
Xj
)N
(
u vj−1 . . . v1
W Xj−1 . . . X1
)
. (6)
To compute the jth summand of (6), we distinguish between
two cases.
Case 1: vj = 1. It implies that Xj has weight one, and
its bottom wj−1 + 1 entries (as a column vector) are an
one followed by wj−1 zeroes, i.e., Xj = {qwj−1}q. Hence,
EXT(X) has the form(
vn . . . vj+1 1 vj−1 . . . v1
Xn . . . Xj+1 {qwj−1}q Xj−1 . . . X1
)
.
Therefore, a subspace Y ∈ Gq(n, k) is lexicographically pre-
ceding X , where EXT(Y ) has the same first j − 1 columns as
EXT(X), if and only if EXT(Y ) has the form(
v′n . . . v
′
j+1 0 vj−1 . . . v1
Yn . . . Yj+1 Yj Xj−1 . . . X1
)
.
Note, that Yj has zeroes in the last wj−1 entries (since the
leading coefficients of the last wj−1 rows are contained in
(Xj−1 · · · X1)). The first k − wj−1 entries of Yj can have
any values.
Therefore, in this case the jth summand of (6) is equal to
qk−wj−1−1∑
s=0
N
(
0 vj−1 . . . v1
{s · qwj−1}q Xj−1 . . . X1
)
which is equal by Lemma 3 to
qk−wj−1
[
n− j
k − wj−1
]
q
. (7)
Case 2: vj = 0. Since wj−1 =
∑j−1
ℓ=1 vℓ, it follows that the
4last wj−1 entries of Xj are zeroes, i.e., {Xj} is a multiple of
qwj−1 . Hence, EXT(X) has the form(
vn . . . vj+1 0 vj−1 . . . v1
Xn . . . Xj+1 Xj Xj−1 . . . X1
)
.
Therefore, a subspace Y ∈ Gq(n, k) is lexicographically pre-
ceding X , where EXT(Y ) has the same first j − 1 columns as
EXT(X), if and only if EXT(Y ) has the form(
v′n . . . v
′
j+1 0 vj−1 . . . v1
Yn . . . Yj+1 {s · qwj−1}q Xj−1 . . . X1
)
,
where 0 ≤ s ≤ {Xj}
qwj−1
− 1.
Thus, in this case the jth summand of (6) is equal to
{Xj}
q
wj−1 −1∑
s=0
N
(
0 vj−1 . . . v1
{s · qwj−1}q Xj−1 . . . X1
)
,
which is equal by Lemma 3 to
{Xj}
qwj−1
[
n− j
k − wj−1
]
q
. (8)
Finally, combining equations (7) and (8) in Case 1 and Case 2
implies equation (5).
Example 4: Let X ∈ G2(6, 3) be a subspace represented by
EXT(X) =


0 1 0 1 1 0
0 1 1 0 0 1
0 0 0 1 0 0
0 0 0 0 1 1

 .
By Theorem 3 we have that
IEXT(X) = 5 ·
[
5
3
]
2
+ 23 ·
[
4
3
]
2
+ 22 ·
[
3
2
]
2
+ 1 ·
[
2
1
]
2
+2 ·
[
1
1
]
2
+ 0 ·
[
0
0
]
2
= 928.
Now, suppose that an index 0 ≤ i <
[
n
k
]
q
is given. En-
coding Algorithm A finds X ∈ Gq(n, k) such that IEXT(X) = i.
Encoding Algorithm A:
Set i0 = i, w0 = 0.
For j = 1, 2, ..., n do
• if wj−1 = k then set vj = v(X)j = 0, wj = wj−1,
Xj= {0}q, and ij = ij−1;
• otherwise
– if ij−1 ≥ qk−wj−1
[
n− j
k − wj−1
]
q
then set
vj= v(X)j = 1, wj = wj−1 + 1, Xj = {qwj−1}q,
and ij = ij−1 − qk−wj−1
[
n− j
k − wj−1
]
q
;
– otherwise let val =
⌊
ij−1/
[
n− j
k − wj−1
]
q
⌋
and set
vj= v(X)j = 0, wj = wj−1, Xj = {val ∗ qwj−1}q,
and ij = ij−1 − val ∗
[
n− j
k −wj−1
]
q
.
Form the output
EXT(X) =
(
vn . . . v2 v1
Xn . . . X2 X1
)
.
Theorem 4: Encoding Algorithm A finds the subspace X ∈
Gq(n, k), such that IEXT(X) = i.
Proof: First we will show that the output of the algorithm
is a k-dimensional subspace. In other words, we will prove
that the weight wn of identifying vector of the resulting
subspace X is equal to k. We observe that the first ”if” of the
algorithm implies that wn ≤ k. Note also that ij ≥ 0 for all
1 ≤ j ≤ n. Suppose that wn = k − t for some t > 0. Let
n− k + t ≤ j′ ≤ n be the last index where v(X)j′ = 0. Then
wj′ = k − t − n + j′ = wj′−1. According to the algorithm,
ij′−1 < q
k−wj′−1
[
n− j′
k −wj′−1
]
q
= qt+n−j
′
[
n− j′
t+ n− j′
]
q
= 0
(since t > 0), which contradicts the observation that ij ≥ 0
for each 1 ≤ j ≤ n.
Let Sj be the jth summand of IEXT(X), given in (5), i.e.,
IEXT(X) =
∑n
t=1 St. To prove the theorem it is sufficient to
show that ij = i−
∑j
t=1 St for all 1 ≤ j ≤ n and in = 0. The
proof will be inductive.
By the algorithm, for each coordinate 1 ≤ j ≤ n− k,
ij =


ij−1 − qk−wj−1
[
n− j
k − wj−1
]
q
, if v(X)j = 1
ij−1 − {Xj}qwj−1
[
n− j
k − wj−1
]
q
, if v(X)j = 0
Thus,
ij = ij−1 − v(X)jqk−wj−1
[
n− j
k −wj−1
]
q
− (1− v(X)j) {Xj}
qwj−1
[
n− j
k − wj−1
]
q
= ij−1 − Sj (9)
for all 1 ≤ j ≤ n − k. Thus, for j = 1 we have i1 = i − S1.
We assume that ij = i −
∑j
t=1 St, for j ≥ 1. By (9), ij+1 =
ij−Sj+1, therefore, ij+1 = i−
∑j
t=1 St−Sj+1 = i−
∑j+1
t=1 St.
Now, we will show that for all 0 ≤ j ≤ n, ij is the
lexicographic index of a subspace in Gq(n − j, k − wj) with
given j first columns of its representation matrix. It will
complete the proof since in is the index of subspace in Gq(0, 0)
and thus it is equal to 0.
It is sufficient to prove that ij <
[
n− j
k −wj
]
q
for all 0 ≤
j ≤ n. The proof will be inductive. For j = 0 we observe that
i0 = i <
[
n
k
]
q
is given. Assume that ij−1 <
[
n− j + 1
k −wj−1
]
q
.
We will show that ij <
[
n− j
k −wj
]
q
. We distinguish between
two cases.
Case 1: ij−1 ≥ qk−wj−1
[
n− j
k −wj−1
]
q
. Then, by the
algorithm, vj = 1, wj = wj−1 + 1, and ij =
ij−1 − qk−wj−1
[
n− j
k − wj−1
]
q
. By the assumption, ij <[
n− j + 1
k −wj−1
]
q
−qk−wj−1
[
n− j
k − wj−1
]
q
and thus by Lemma 2,
ij ≤
[
n− j
k − wj−1 − 1
]
q
=
[
n− j
k −wj
]
q
.
Case 2: ij−1 < qk−wj−1
[
n− j
k − wj−1
]
q
. Then, by the algorithm,
vj = 0, wj = wj−1, and
ij = ij−1 −
⌊
ij−1/
[
n− j
k −wj−1
]
q
⌋ [
n− j
k − wj−1
]
q
< (
⌊
ij−1/
[
n− j
k −wj−1
]
q
⌋
+ 1)
[
n− j
k −wj−1
]
q
5−
⌊
ij−1/
[
n− j
k −wj−1
]
q
⌋ [
n− j
k − wj−1
]
q
=
[
n− j
k −wj−1
]
q
,
since we can write ⌊ab ⌋ ≤ a < (⌊ab ⌋ + 1)b for all positive
integers a and b.
Example 5: Let q = 2, n = 6, k = 3, and i = 928. By
using the Encoding Algorithm A we will find the subspace
X ∈ G2(6, 3) such that IEXT(X) = i. We apply the following
steps of the algorithm.
j = 1: i0 = 928 < 2
3
[
5
3
]
2
= 1240 and hence v1 = v(X)1 =
0, val = ⌊928/155⌋= 5, X1 =
(
1
0
1
)
, and i1 = 928−5·155 =
153.
j = 2: i1 = 153 ≥ 23
[
4
3
]
2
= 120 and hence
v2 = v(X)2 = 1, X2 =
(
0
0
1
)
, and i2 = 153− 120 = 33.
j = 3: i2 = 33 ≥ 22
[
3
2
]
2
= 28 and hence v3 = v(X)3 = 1,
X3 =
(
0
1
0
)
, and i3 = 33− 28 = 5.
j = 4: i3 = 5 < 2
1
[
2
1
]
2
= 6 and hence v4 = v(X)4 = 0,
val = ⌊5/3⌋ = 1, X4 =
(
1
0
0
)
, and i4 = 5− 3 = 2.
j = 5: i4 = 2 ≥ 21
[
1
1
]
2
= 2 and hence v5 = v(X)5 = 1,
X5 =
(
1
0
0
)
, and i5 = 2− 2 = 0.
j = 6: w5 = 3 = k and hence v6 = v(X)6 = 0,
X6 =
(
0
0
0
)
, and i6 = i5 = 0.
Therefore, we obtain a subspace X ∈ G2(6, 3) whose
extended representation is given by
EXT(X) =


0 1 0 1 1 0
0 1 1 0 0 1
0 0 0 1 0 0
0 0 0 0 1 1

 .
C. Complexity
We consider the complexity of computation of lexicographic
index IEXT(·) in (5). Note that all the integers that we use in the
calculations are q-ary integers. Let M [a, b] denotes the number
of operations for the multiplication of two q-ary integers of
length a and b. It is known [30, p. 634], that for a > b,
M [a, b] = a log b log log b.
First, we calculate the length of the q-ary integer which
represents the largest Gaussian coefficient in (5). This Gaussian
coefficient is[
n− 1
k
]
q
=
(qn−1 − 1) · · · (qn−k − 1)
(qk − 1) · · · (q − 1) ,
and hence this length is less than k(n− k).
If wj = wj−1 then[
n− j
k − wj−1
]
q
=
[
n− (j + 1)
k − wj
]
q
· q
n−j − 1
qn−k−j+wj − 1 . (10)
If wj = wj−1 + 1 then[
n− j
k − wj−1
]
q
=
[
n− (j + 1)
k − wj
]
q
· q
n−j − 1
qk−wj+1 − 1 . (11)
The Gaussian coefficients in (5) can be derived from the
identifying vector. Their computation is done by (10) and (11).
Hence, the complexity for computation of all the Gaussian
coefficients that we need in (5) is O(nM [k(n− k), n]).
Since multiplication or division by qi is done by a shift of i
digits, there are n− k indices where vj = 0, and the length of
{Xj} is k, it follows that the complexity of these operations is
O((n − k)M [k(n− k), k]). Finally, in (5) there are at most n
additions of integers whose length is at most k(n−k+1), and
therefore the complexity of these operations can be omitted.
Hence, the complexity of computation of IEXT(·) in (5) is
O(nM [k(n− k), n]), i.e., O(nk(n− k) logn log logn).
Therefore, we have proved the following theorem:
Theorem 5: The computation complexity of the lexico-
graphic index (decoding) in (5) is O(nk(n−k) log n log logn)
digits operations.
If k < log n log logn then the Gaussian coefficients in (5)
can be computed more efficiently. For their computation we can
use Lemma 2. To compute
[
n
k
]
q
we need to compute
[
η
κ
]
q
for all η and κ such that 0 ≤ κ ≤ k and 0 ≤ η − κ ≤ n− k.
It requires at most k(n− k) additions of integers whose length
is at most k(n− k), and a total of at most k(n− k) shifts. All
other computations do not change and can be omitted from the
total complexity. Thus, we have
Theorem 6: If min{k, n − k} < logn log logn, then the
computation complexity of the lexicographic index in (5) is
O(n2 min{k, n− k}2) digits operations.
Finally, in a similar way we can show that the computation
complexity of Encoding Algorithm A is the same as the
computation complexity given for the decoding in Theorem 5
and in Theorem 6.
IV. CODING BASED ON FERRERS TABLEAUX FORM
In this section we present an enumerative coding for the
Grassmannian based on the Ferrers tableaux form represen-
tation of k-dimensional subspaces. Note, that even so this
enumerative coding is less efficient, it is more intuitive and
might have its own applications. Lexicodes based on the related
order, were found to be larger than the known codes [26].
A. Enumerative Coding for Ferrers Diagrams of the Same Size
Let F be a Ferrers diagram of size m embedded in a k×(n−
k) box. We represent F by an integer vector of length n− k,
(Fn−k, ...,F2,F1), where Fi is equal to the number of dots in
the i-th column of F , 1 ≤ i ≤ n − k. Note, that the columns
are numbered from right to left and that 0 ≤ Fi+1 ≤ Fi ≤ k
for all 1 ≤ i ≤ n−k−1. Let F and F˜ be two Ferrers diagrams
of the same size. We say that F < F˜ if Fi > F˜i for the least
index i such that Fi 6= F˜i, i.e., in the least column where they
have a different number of dots, F has more dots than F˜ . This
is similar to the lexicographic order defined in the literature for
unrestricted partitions, e.g. [31], [32, pp. 93-98].
Let Nm(Fj , ...,F2,F1) be the number of Ferrers diagrams
of size m embedded in a k × (n− k) box, for which the first
j columns are given by (Fj , ...,F2,F1).
Lemma 4: If 1 ≤ j ≤ n− k and 0 < m ≤ k(n− k) then
Nm(Fj , ...,F2,F1) = p(Fj, n− k − j,m−
j∑
i=1
Fi).
Proof: The lemma is an immediate consequence from
the fact that F = (Fn−k, ...,F2,F1) is a Ferrers diagram
with m dots embedded in a k × (n − k) box if and only if
6(Fn−k, ...,Fj+1) is a Ferrers diagram with m−
∑j
i=1 Fi dots
embedded in an Fj × (n− k − j) box.
Remark 5: We view the set Zk+1 = {0, 1, . . . , k} as our
finite alphabet since 0 ≤ Fi ≤ k. Let S be the set of all (n−k)-
tuples over Zk+1 which represent Ferrers diagrams embedded
in a k × (n− k) box. In other words, (Fn−k, ...,F2,F1) ∈ S
if and only if 0 ≤ Fi ≤ Fi−1 ≤ k for each 2 ≤ i ≤ n − k.
Now, we can use Cover’s method to encode/decode the set of
Ferrers diagrams with m dots embedded in a k× (n− k) box.
In this setting note that Nm(Fj , ...,F2,F1) is equivalent to
nS(x1, x2, . . . , xj), where Fi has the role of xi.
Theorem 7: Let F = (Fn−k, ...,F2,F1) be a Ferrers dia-
gram of size m embedded in a k × (n − k) box. Then the
lexicographic index (decoding), indm, of F among all the
Ferrers diagrams with the same size m is given by
indm(F) =
n−k∑
j=1
Fj−1∑
a=Fj+1
p(a, n− k− j,m−
j−1∑
i=1
Fi− a), (12)
where we define F0 = k.
Proof: By (2) we have that
indm(F) =
n−k∑
j=1
Fj−1∑
a=Fj+1
Nm(a,Fj−1, ...,F2,F1).
The theorem follows now from Lemma 4.
Remark 6: The summation in Theorem 7 is over larger
values, while the summation in (2) is over smaller values, due
to the defined order (F < F˜ if Fi > F˜i for the least index i).
Theorem 7 implies that if we can calculate p(k, η,m) effi-
ciently then we can calculate indm(F) efficiently for a Ferrers
diagram of size m embedded in a k × (n− k) box.
Now suppose that an index 0 ≤ i < p(k, n− k,m) is given.
Encoding Algorithm B finds a Ferrers diagram F of size m
embedded in a k × (n− k) box, such that indm(F) = i.
Encoding Algorithm B:
Step 1: Set F0 = k, ℓ1 = 0, h = i, i0 = i;
• while h ≥ Nm(F0 − ℓ1) set h = h − Nm(F0 − ℓ1),
ℓ1 = ℓ1 + 1;
• set F1 = F0 − ℓ1, and i1 = h;
Step 2: For j = 2, ..., n− k do
• if
∑j−1
i=1 Fi = m then set Fj = 0;
• otherwise do
begin
– set ℓj = 0, h = ij−1;
– while h ≥ Nm(Fj−1 − ℓj ,Fj−1, ...,F1) set h = h−
Nm(Fj−1 − ℓj,Fj−1, ...,F1), ℓj = ℓj + 1;
– set Fj = Fj−1 − ℓj , and ij = h;
end {begin}
Step 3: Form the output F = (Fn−k, ...,F2,F1).
Remark 7: We did not join Step 1 and Step 2, since
Nm(Fj−1 − ℓj ,Fj−1, ...,F1) is not defined for j = 1.
B. Order for Gq(n, k) Based on Ferrers Tableaux Form
Let X, Y ∈ Gq(n, k) be two k-dimensional subspaces
and let FX , FY be the related Ferrers diagrams. Let x =
(x1, x2, ..., x|FX |) and y = (y1, y2, ..., y|FY |) be the entries
vectors of F(X) and F(Y ), respectively. These entries are
numbered from right to left, and from top to bottom.
We say that X < Y if one of the following conditions holds.
• |FX | > |FY |;
• |FX | = |FY | and FX < FY ;
• FX = FY and {x} < {y}.
Clearly, this definition induces an order for Gq(n, k).
Example 6: Let X,Y, Z,W ∈ G2(6, 3) be given by
F(X) =
1 1 1
1 1 1
1
, F(Y ) =
1 0 1
0 0
1 1
,
F(Z) =
1 1 1
1 1
0
, F(W ) =
1 1 1
1 1
1
.
FZ = FW and by definition Z < W . Clearly, |FX | = |FY | >
|FZ | and FY < FX . Thus, Y < X < Z < W .
C. Enumerative Coding Based on Ferrers Tableaux Form
In this subsection, we use the given order of Ferrers tableaux
forms and Theorem 2 for enumerative coding for Gq(n, k).
Theorem 8: Let X ∈ Gq(n, k), FX be the Ferrers diagram
of X , and let x = (x1, x2, ..., x|FX |) be the entries vector
of F(X). Then the lexicographic index (decoding) of X ,
IndF(X), defined by the order based on Ferrers tableaux form,
is given by
IndF(X) =
k(n−k)∑
i=|FX |+1
αiq
i + ind|FX |(FX)q|FX | + {x}, (13)
where αi, |FX |+ 1 ≤ i ≤ k(n− k), is defined in Theorem 2.
Proof: To find IndF (X) we have to calculate the number
of k-dimensional subspaces which are preceding X according
to the order defined above.
1) All the k-dimensional subspaces with Ferrers diagrams
which have more dots than FX are preceding X . Their
number is
∑k(n−k)
i=|FX |+1
αiq
i
.
2) There are ind|FX |(FX) Ferrers diagrams with |FX |
dots which are preceding X . Hence, there are
ind|FX |(FX)q|FX | k-dimensional subspaces whose Fer-
rers diagrams have |FX | dots and preceding X .
3) Finally, the number of k-dimensional subspaces whose
Ferrers diagram is FX which are preceding X is {x}.
Example 7: Let X ∈ G2(6, 3) be the subspace of Example 4,
whose Ferrers tableaux form and Ferrers diagram are
F(X) =
1 1
0
1
and FX =
• •
•
•
.
By Theorem 8 we have that
IndF(X) =
9∑
i=5
αi2
i + ind4(FX)24 + {(1011)}.
Since α5 = 3, α6 = 3, α7 = 2, α8 = 1, α9 = 1 (see [1, pp.
326-328]), ind4(FX) = 0, and {(1011)} = 11, it follows that
IndF(X) = 1323.
Now suppose that an index 0 ≤ i <
[
n
k
]
q
is given.
Encoding Algorithm C finds a subspace X ∈ Gq(n, k) such
that IndF (X) = i.
7Encoding Algorithm C:
Set i0 = i.
For j = 0, . . . , k(n− k) do
• if ij < αk(n−k)−jqk(n−k)−j then set
|FX |= k(n− k)− j, FX = ind−1|FX|(⌊
ij
qk(n−k)−j
⌋);
{ij−⌊ ijqk(n−k)−j ⌋qk(n−k)−j}q is assigned to x (the entries
vector of F(X)) and stop;
• otherwise set ij+1 = ij − αk(n−k)−jqk(n−k)−j .
D. Complexity
We consider the complexity of the calculation of the lex-
icographic index IndF(X), for X ∈ Gq(n, k), whose Ferrers
diagram is FX = (Fn−k, ...,F2,F1). We will use the following
lemma concerning partitions to find a bound on the length of
q-ary integers which represent the value of p(k, n− k, i).
Lemma 5: For any given n, k, and i, we have
p(k, n− k, i) < eπ
√
2
3 i
.
Proof: Clearly, p(k, n − k, i) ≤ p(i), where p(i) is the
number of unrestricted partitions of i. It is known [1, p. 160]
that p(i) < eπ
√
2
3 i and the lemma follows.
Theorem 9: The computation complexity of the lexico-
graphic index (decoding) in (14) is O(k5/2(n − k)5/2) digit
operations.
Proof: First, we combine the expressions in (12) and (13)
to obtain:
IndF (X) =
k(n−k)∑
i=|FX |+1
p(k, n− k, i)qi + {x}
+ q|FX |
n−k∑
j=1
Fj−1∑
a=Fj+1
p(a, n− k− j, |FX | −
j−1∑
i=1
Fi − a). (14)
By the recurrence relation of Lemma 1, we can compute the
table of p(j, ℓ, i) for j ≤ k, ℓ ≤ η, and i ≤ m with no
more than mkη additions. By Lemma 5 each integer in such
addition has O(
√
k(n− k)) digits. Therefore, the computation
of all the values which are needed from the table takes
O(k5/2(n− k)5/2) digit operations.
The number of additions in (14) is O(k(n−k)). Each integer
in this addition has O(k(n − k)) digits (as a consequence of
Lemma 5 and the powers of q in (14)). The multiplication by
qi is a shift by i symbols. Hence, these additions and shifts do
not increase the complexity.
Similarly, we can prove the following theorem.
Theorem 10: The computation complexity of Encoding Al-
gorithm C is O(k5/2(n− k)5/2) digit operations.
Remark 8: If k(n − k) − |FX | is a small integer then the
complexity of the computation becomes much smaller than
the complexity given in Theorems 9 and 10. For example,
if |FX | = k(n − k) then the complexity of the enumerative
decoding is O(k(n− k)) since IndF (X) = {x} in (14).
It is worth to mention in this context that the number of
operations in the algorithms can be made smaller if we will
consider the following two observations [27, p. 47]:
• If m1 < m2 ≤ kη2 then p(k, η,m1) ≤ p(k, η,m2).
• p(k, η,m) = p(k, η, kη − m) and hence we can assume
that m ≤ kη2 .
V. COMBINATION OF THE CODING TECHNIQUES
By Theorems 5, 6, and 9, it is clear that the enumerative
coding based on the extended representation is more efficient
than the one based on Ferrers tableaux form. But, for some of
k−dimensional subspaces of Fnq the enumerative coding based
on Ferrers tableaux form is more efficient than the one based
on the extended representation (see Remark 8). This is the
motivation for combining the two methods.
The only disadvantage of the Ferrers tableaux form coding
is the computation of the αi’s and ind|FX |(FX) in Theorem 8.
This is the reason for its relatively higher complexity. The
advantage of this coding is that once the values of the αi’s
and the value of ind|FX |(FX) are known, the computation of
IndF(X), for X ∈ Gq(n, k), is immediate. Our solutions for
the computation of the αi’s and ind|FX |(FX) are relatively not
efficient and this is the main reason why we suggested to use
the enumerative coding based of the RREF and the identifying
vector of a subspace. The only disadvantage of this enumerative
coding is the computation of the Gaussian coefficients in (5). It
appears that a combination of the two methods is more efficient
than the efficiency of each one separately. The complexity will
remain O(nk(n − k) logn log logn), but the constant will be
considerably reduced on the average. This can be done if there
won’t be any need for the computation of the αi’s and the
computation of ind|FX |(FX) will be efficient.
It was proved in [9] that qk(n−k) <
[
n
k
]
q
< 4qk(n−k) for
0 < k < n. Thus, more than 14 of the k-dimensional subspaces
in Gq(n, k) have the unique Ferrers diagram with k(n − k)
dots, where the identifying vector consists of k ones followed
by n− k zeroes. All the codewords of the Reed-Solomon-like
code in [9] have this Ferrers diagram. Note that most of the
k-dimensional subspaces have Ferrers diagrams with a large
number of dots. We will encode/decode these subspaces by
the Ferrers tableaux form coding and the other subspaces by
the extended representation coding. We will choose a set SF
with a small number of Ferrers diagrams. SF will contain the
largest Ferrers diagrams. The Ferrers tableaux form coding will
be applied on these diagrams.
We say that a subspace X ∈ Gq(n, k) is of Type SF if FX ∈
SF . In the new order these subspaces are ordered first, and their
internal order is defined as the order of the Ferrers tableaux
forms in Section IV. The order of the other subspaces is defined
by the order of the extended representation in Section III. We
define a new index function Icomb as follows:
Icomb(X) =
{
IndF (X) FX ∈ SF
IEXT(X) + ∆X(SF ) otherwise
, (15)
where ∆X(SF ) is the number of subspaces of Type SF , which
are lexicographically succeeding X by the extended represen-
tation ordering. These ∆X(SF ) subspaces are preceding X in
the ordering induced by combining the two coding methods.
We demonstrate the method for the simple case where SF
consists of the unique Ferrers diagram with k(n− k) dots.
Lemma 6: Let SF be a set of Ferrers diagrams, embedded
in a k× (n−k) box, which contains only one Ferrers diagram,
the unique one with k(n−k) dots. Let X ∈ Gq(n, k), X 6∈ SF ,
RE(X) = (Xn, . . . , X1), and let ℓ, 0 ≤ ℓ ≤ n − k − 1, be
the number of consecutive zeroes before the first one (from
the right) in the identifying vector v(X). Then ∆X(SF ) =∑ℓ
i=1(q
k − 1− {Xi})qk(n−k−i).
8Proof: If ℓ = 0 then v(X)1 = 1 and hence there are no
subspaces of Type SF which are lexicographically succeeding
X and hence ∆X(SF ) = 0. For 1 ≤ ℓ ≤ n − k − 1, let
X1, ..., Xℓ be the first ℓ columns of RE(X). All the subspaces
of Type SF in which the value of the first column is greater
than {X1}, are lexicographically succeeding X . There are
(qk − 1 − {X1})qk(n−k−1) such subspaces. All the subspaces
of Type SF in which the first i−1 columns, 2 ≤ i ≤ n−k−1,
are equal to the first i − 1 columns of RE(X), and the value
of the ith column is greater than {Xi}, are lexicographically
succeeding X . There are (qk − 1 − {Xi})qk(n−k−i) such
subspaces. Therefore, there are
∑ℓ
i=1(q
k−1−{Xi})qk(n−k−i)
subspaces of Type SF which are lexicographically succeeding
X by the extended representation ordering.
Example 8: Let X be the subspace of Example 4. By
Example 4 we have IEXT(X) = 928, and by Lemma 6 we
have ∆X(SF ) = (23 − 1 − 5)23·2 = 27. Hence, Icomb(X) =
IEXT(X) + ∆X(SF ) = 928 + 128 = 1056.
Now, suppose that an index 0 ≤ i <
[
n
k
]
q
is given.
Based on (15) and Lemma 6 we can find the subspace X such
that Icomb(X) = i, where SF consists of the unique Ferrers
diagram with k(n−k) dots. We omit the details of the encoding
algorithm.
VI. CONCLUSION
Three methods of enumerative coding for the Grassmannian
are presented. The first is based on the representation of
subspaces by their identifying vector and their reduced row
echelon form. The second is based on the Ferrers tableaux form
representation of subspaces. The complexity of the first method
is superior on the complexity of the second one. The third
method is a combination of the first two. On average it reduces
the constant in the first term of the complexity compared to the
complexity of the first method. Improving on these methods is
a problem for future research.
The enumerative coding is based on an order for the Grass-
mannian related to a specific representation. This order can be
used to form lexicographic codes [25] in the Grassmannian.
To our surprise some of these lexicographic codes form the
best known error-correcting codes in the Grassmannian. For
example, a lexicode of size 4605 in G2(8, 4) with minimum
subspace distance 4 (see [9] for the distance definition) was
generated based on Ferrers tableaux form order (compared to
the largest previously known code of size 4573 generated by a
multilevel construction [18]). These codes also revealed a new
method to form error-correcting codes in the Grassmannian.
This topic is considered in [26].
Construction of a lexicode might require to generate all
subspaces of Gq(n, k) by the given lexicographic order. Usually,
this does not require to use the enumerative coding since the
subspaces are generated one after another. By using one of
our orders it is not difficult to prove that given a subspace
X ∈ Gq(n, k), it takes no more than O(kn) digit operations to
generate the next subspace.
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