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Abstract
The accuracy of compound Poisson approximation to the sum S = w1S1+w2S2+· · ·+wNSN
is estimated. Here Si are sums of independent or weakly dependent random variables, and wi
denote weights. The overall smoothing effect of S on wiSi is estimated by Le´vy concentration
function.
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1 Introduction
Let us consider typical cluster sampling design: the entire population consists of different clusters,
and the probability for each cluster to be selected into the sample is known. The sum of sample
elements then is equal to S = w1S1 + w2S2 + · · · + wNSN = w1(X11 + X12 + · · · + X1n1) +
· · · + wN (XN1 + XN2 + · · ·XNnN ). Here wi denote weights, which are inversely proportional to
probabilities to be selected into sample.
We explain motivating idea of this paper by considering simple example, when N = 2 and
w1 = w2 = 1. We want to estimate d(S1 + S2, Z1 + Z2), where d(·, ·) denotes some probabilistic
metric. The majority of metrics allows the following simplification
d(S1 + S2, Z1 + Z2) 6 d(S1 + S2, Z1 + S2) + d(Z1 + S2, Z1 + Z2) 6 d(S1, Z1) + d(S2, Z2). (1)
Such approach is reasonable only if both final estimates are of similar order. Otherwise, by ne-
glecting S2, we can significantly worsen the overall estimate of the accuracy of approximation. For
example, let S1 have just few summands and d(S1, Z1) = O(1). Let S2 have a large number of
summands. Then, neither S1 + S2 nor Z1 + S2 differ much from S2 and, it is natural to expect
d(S1 +S2, Z1 + S2) to be small. If this is the case, we say that S2 has smoothing effect on S1. Our
aim is investigation of such smoothing effects.
Weighting can radically change the structural properties of S. For example, even if all Si are
lattice, the sum S is not necessarily lattice random variable. Therefore, the standard approaches
(Tsaregradski’s inequality, Stein’s method) are inapplicable.
We introduce necessary notation. Let F (resp. M) denote the set of probability distributions
(resp. finite signed measures) on R. The Dirac measure concentrated at a is denoted by Ia, I = I0.
All products and powers of finite signed measuresW ∈ M are defined in the convolution sense, and
W 0 = I. The exponential of W is the finite signed measure defined by exp{W} = ∑∞m=0Wm/m!.
We denote by Ŵ (t) the Fourier–Stieltjes transform of W ∈ M.
The Kolmogorov (uniform) norm ‖W ‖K and the total variation norm ‖W ‖ of W ∈ M are
defined by
‖W ‖K = sup
x∈R
|W ((−∞, x])|, ‖W ‖ =W+{R}+W−{R},
2
respectively. Here W = W+ −W− is the Jordan-Hahn decomposition of W . Note that ‖W ‖K 6
‖W ‖, ‖WV ‖K 6 ‖W ‖ · ‖V ‖K . If F ∈ F , then ‖F ‖K = ‖F ‖ = 1. For F ∈ F , h > 0 Le´vy’s
concentration function is defined by
Q(F, h) = sup
x
F{[x, x+ h]}.
All absolute positive constants are denoted by the same symbol C. Sometimes we supply C
with indices. We also assume usual convention
∑b
j=a = 0 and
∏b
j=a = 1, if b < a.
2 Known results
As a rule, the limiting behavior of weighted sums is investigated with the emphasis on weights, for
example, see [12], [17], [20] and the references therein. In our paper, emphasis is on the structure
of random variables.
Let us assume that all distributions have finite thee absolute moments. Then the Berry-Esseen
theorem can be used: ∥∥∥ n∏
i=1
Fi − Φ(µ, σ2)
∥∥∥
K
6
C1
∑n
i=1 β3i(∑n
i=1 σ
2
i
)3/2 . (2)
Here β3i and σ
2
i are the third absolute moment and variance of Fi, respectively. In many cases, the
accuracy in (2) is of the order O(n−1/2). However, this is not the case when random variables form
triangular array and are close to zero.
Hipp [10] considered smoothing effect in general case of nonnegative random variables with
some probability mass at zero. Here we present one improvement of Hipp’s result by Roos, which
follows from the more general proposition in [16]. Let all Bi be concentrated on (0,∞) and all
pi < 1, then
∥∥∥ n∏
i=1
(
(1− pi)I + piBi
)− exp{ n∑
i=1
pi(Bi − I)
}∥∥∥
K
6
pi2
4
n∑
i=1
p2i
1− piQ(H˜, µi). (3)
Here µi =
∫
xdBi(x) and H˜ = exp
{∑n
i=1 pi(1− pi)(Bi− I)/2
}
. The smoothing effect is estimated
by Q(H˜, µi). Note that estimate without smoothing effect is equal to Cmin(
∑n
1 p
2
i ,maxi pi), see
Theorem 2.1, p.97 in [1].
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Apart from the accompanying compound Poisson distribution as in (3) we consider the second
order (signed) compound Poisson approximations, such as
exp
{ n∑
i=1
(
pi(Bi − I)− p2i (Bi − I)2/2
)}
.
Analogues of (3) have been obtained for this approximation in [16]. For similar approximations see
[2], [3], [15], and the references therein.
Note that lower bound estimates of compound Poisson approximation to weighted sums have
been investigated in [5].
3 Results
1. Sums of 1-dependent random variables. First we consider the case, when random variables
are non-identically distributed, that is, S = w1S1 + w2S2 + · · ·+ wNSN and
Sm =
nm∑
i=1
Xmi, m = 1, . . . , N.
We assume that Sm and Sj are independent when m 6= j. On the other hand, we allow weak
dependence of variables in each sum. Let Xm1,Xm2, . . . ,Xmnm be 1-dependent. We recall that
the sequence of random variables {Xj}j≥1 is called k-dependent if, for 1 < s < t < ∞, t− s > m,
the sigma algebras generated by X1, . . . ,Xs and Xt,Xt+1 . . . are independent. Though further on
we consider 1-dependent variables, it is clear that, by grouping consecutive summands, the sum of
k-dependent variables can be reduced to the sum of 1-dependent ones.
We consider the case when all Xmk are concentrated at 0, 1, 2 . . . . Factorial moments of Xmk
are defined by
ν
(m)
j (k) = EXmk(Xmk − 1) · · · (Xmk − j + 1), j = 1, 2, . . . , m = 1, . . . , N, k = 1, . . . , nm.
Let
Γm1 =
nm∑
k=1
ν
(m)
1 (k), Γm2 =
1
2
nm∑
k=1
[ν
(m)
2 (k)− (ν(m)1 (k))2] +
nm∑
k=2
Cov(Xm,k−1,Xmk).
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The distribution of wmSm we denote by Fm. Next we define approximating measures:
Πm = exp{Γm1(Iwm − I)}, Π =
N∏
m=1
Πm = exp
{ N∑
m=1
Γm1(Iwm − I)
}
,
Gm = exp{Γm1(Iwm − I) + Γm2(Iwm − I)2}, G =
N∏
m=1
Gm,
M1 = exp
{
0.025
N∑
m=1
Γm1(Iwm + I−wm − 2I)
}
.
Finally, we define remainder terms. Let Ê+(Y1, Y2) = EY1Y2 + EY1EY2 and
Rm0 =
n∑
k=1
{
ν
(m)
2 (k) + (ν
(m)
1 (k))
2 + EXm,k−1Xmk
}
,
Rm1 =
n∑
k=1
{
(ν
(m)
1 (k))
3 + ν
(m)
1 (k)ν
(m)
2 (k) + ν
(m)
3 (k)
+[ν
(m)
1 (k − 2) + ν(m)1 (k − 1) + ν(m)1 (k)]EXm,k−1Xmk
+Ê+(Xm,k−1(Xm,k−1 − 1),Xmk) + Ê+(Xm,k−1,Xmk(Xmk − 1))
+EXm,k−2Xm,k−1Xmk + EXm,k−2EXm,k−1Xm,k
+Ê+(Xm,k−2,Xm,k−1)EXmk
}
.
Theorem 3.1 Let, for m = 1, 2, . . . , N ; k = 1, 2, . . . , nm, ν
(m)
1 (k) 6 1/100, ν
(m)
2 (k) 6 ν
(m)
1 (k),
ν
(m)
3 (k) <∞ and
nm∑
k=1
ν
(m)
2 (k) 6
Γm1
20
,
nm∑
k=2
|Cov(Xm,k−1,Xmk)| 6 Γm1
20
. (4)
Then, for any h > 0,
‖F −Π ‖K 6 C2Q(M1, h)
N∑
m=1
Rm0
{
wm
h
min
(
1,Γ
−1/2
m1
)
+min
(
1,Γ−11
)}
, (5)
‖F −G ‖K 6 C3Q(M1, h)
N∑
m=1
Rm1
{
wm
h
min
(
1,Γ−1m1
)
+min
(
1,Γ
−3/2
1
)}
. (6)
Remark 3.1 The choice of approximation in (6) is by no means restricted to G. For example,
let Γm2 > 0. Then, taking into account Theorem 3.5 and corresponding Lemmas from [7] , it is
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possible reformulate (6) for the negative binomial approximation.
As an application of Theorem 3.1 let us consider weighted sums of 2- runs. Two-runs statistic
and its generalization k-runs statistic are one of the best investigated cases of sums of weakly
dependent discrete random variables, see [3], [4], [8], [13], [19] and the references therein. Let
Xmi = ηmiηm,i+1, where ηmi ∼ Be(pm), (i = 1, 2, . . . , nm + 1) are independent Bernoulli variables.
Then Sm is the sum of 1-dependent Bernoulli random variables. It is known that, if nm > 3,
pm 6 1/5, then
Γm1 = np
2
m, Γm2 =
nmp
3
m(2− 3pm)− 2p3m(1− pm)
2
, Rm1 6 Cnmp
4
m,
‖Fm −Gm ‖K 6 ‖Fm −Gm ‖ 6 C pm√
nm
, (7)
see [13]. Therefore, the standard application of the triangle inequality as in (1) leads to estimate
‖F −G ‖K 6 C
N∑
m=1
pm√
nm
. (8)
Let us assume that wm ≍ C. If all pm are sufficiently small, then conditions of Theorem 3.1 are
satisfied. Therefore, taking h = minwm/2 in (18), we obtain
‖F −G ‖K 6 CQ(M1, h)
N∑
m=1
p2m 6
C
∑N
m=1 p
2
m√∑N
m=1 nmp
2
m
. (9)
Estimate (9) can be much smaller than (8). If pi = p, then the smoothing effect is very obvious:
‖F −G ‖K 6 C(N)p√
n1 + n2 + · · ·+ nN vs ‖F −G ‖K 6 C(N)p
(
1√
n1
+ · · ·+ 1√
nN
)
.
Note that due to 1-dependence we can not apply (3).
2. Sums of independent random variables satisfying Franken’s condition. Theorem’s
3.1 conditions can be relaxed if all random variables are independent. Let us consider typical case of
clustered sample assuming that, in each sum, all random variables are independent and identically
distributed. More precisely, let, for m = 1, 2, . . . , N , Hm be concentrated on lattice 0, wm, 2wm, . . . ,
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that is, Hm = pm0I + pm1Iwm + pm2I2wj + . . . . We denote jth factorial moment of Hm by
νj(m) =
∞∑
k=0
k(k − 1) · · · (k − j + 1)pmk
and assume Franken’s condition
λm := ν1(m)− ν21(m)− ν2(m) > 0. (10)
Franken [9] proved that, if the main probabilistic mass of nonnegative integer-valued random vari-
able is concentrated at zero and unity, then the distribution of sum of such variables can be ap-
proximated by Poisson distribution quite accurately (see also [11]). Franken’s condition means that
ν1(m) 6 1 and ν2(m) 6 ν1(m). It is much weaker than Theorem’s 3.1 assumptions ν1(m) 6 1/100,
ν2(m) 6 ν1(m) and (4).
Theorem 3.2 Let ν3(m) < ∞, nm ∈ N and let condition (10) be satisfied, (m = 1, 2, . . . , N).
Then, for all h > 0,
∥∥∥ N∏
m=1
Hnmm − exp
{ N∑
m=1
nmν1(m)
(
Iwm − I
)} ∥∥∥
K
6 C4Q(M2, h)
×
N∑
m=1
nm(ν2(m) + ν
2
1(m))
{
wm
h
min
(
1,
1√
nmλm
)
+min
(
1,
1
nmλm
)(
1 +
ν1(m)
λm
)}
(11)
and
∥∥∥ N∏
m=1
Hnmm − exp
{ N∑
m=1
nm
(
ν1(m)
(
Iwm − I
)
+
ν2(m)− ν21(m)
2
(Iwm − I)2
)}∥∥∥
K
6 C5Q(M2, h)
N∑
m=1
nm[ν3(m) + ν1(m)ν2(m) + ν
3
1(m)]
×
{
wj
h
min
(
1,
1
nmλm
)
+min
(
1,
1
(nmλm)3/2
)(
1 +
ν1(m)
λm
)}
. (12)
Here M2 is symmetric distribution with M̂2(t) = exp
{
−∑Nl=1 nlλl sin2(twl/2)}.
For any Bernoulli variable Franken’s condition is satisfied. Therefore, assuming h = minmwm/2
and applying (18), we obtain the following corollary.
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Corollary 3.1 Let Hm = (1− pm)I + pmIwm , wm ≍ C, pm 6 C6 < 1, m = 1, . . . , N . Then
∥∥∥ N∏
m=1
Hnmm − exp
{ N∑
m=1
nmpm
(
Iwj − I
)} ∥∥∥
K
6 C
( N∑
i=1
nipi
)−1/2 N∑
m=1
min{nmp2m,
√
nmp
3/2
m }. (13)
It is easy to check, that if N = n, nj = 1, then up to constant we get the classical estimate of
Poisson approximation to the Poisson-binomial distribution with ”magic factor” : C
∑n
1 p
2
m
(∑n
1 pj
)−1/2
.
We also can use (13) for comparison to various known estimates. Let, in Corollary 3.1, N = 2
and n1p1 > 1, n2p2 > 1. Then the estimates in (2), (3) and (13) are of the order
1√
n1p1 + n2p2
,
n1p
2
1 + n2p
2
2√
n1p1 + n2p2
,
p1
√
n1p1 + p2
√
n2p2√
n1p1 + n2p2
,
respectively. Here we used (18) for upper bound estimate in (3). It is easy to check, that the
last estimate always has better order than the second one. Moreover, if p1 and p2 tend to zero
sufficiently fast, the last estimate is sharper than the Berry-Esseen estimate.
3. Generalized Poisson-binomial distribution. We further relax assumptions on the
structure of random variables and consider the case when all random variables are independent and
have some probability mass at zero. The supports of random variables are unnecessary discrete
and they might not have any finite absolute moment apart from the first one. We assume that
random variables in each sum are identically distributed. In principle, we consider the case similar
to the one considered in (3). However, we take an advantage of the fact that not all distributions
are different. Let µm1 =
∫
R
|x|Bm{dx} and let ReB̂m(t) denote the real part of B̂m(t).
Theorem 3.3 Let Bj ∈ F , 0 6 pj 6 C˜7 < 1, µm1 <∞ (j = 1, . . . , N). Then, for any h > 0,
∥∥∥ N∏
m=1
((1 − pm)I + pmBm)nm − exp
{ N∑
m=1
nmpm(Bm − I)
}∥∥∥
K
6 C8Q(M3, h)
N∑
m=1
nmp
2
m
{
µm1
h
min
(
1,
1√
nmpm
)
+min
(
1,
1
nmpm
)}
(14)
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and
∥∥∥ N∏
m=1
((1− pm)I + pmBm)nm − exp
{ N∑
m=1
(
nmpm(Bm − I)− nm
2
p2m(Bm − I)2
)}∥∥∥
K
6 C9Q(M3, h)
N∑
m=1
nmp
3
m
{
µm1
h
min
(
1,
1
nmpm
)
+min
(
1,
1
(nmpm)3/2
)}
. (15)
Here M3 is symmetric distribution with M̂3(t) = exp
{∑N
l=1 0.5nlpl(1− pl)
(
ReB̂l(t)− 1
)}
.
Remark 3.2 (i) Though the accuracy of approximation is similar to that of previous Theorems,
the structure of approximating Compound Poisson distribution is much more complicated.
(ii) If, Bm{[0,∞)} = 1, µm1 ≍ C, (m = 1, 2, . . . , N) then by (18) we can obtain estimate
similar to (13). Therefore, it is not difficult to construct examples similar to the ones, considered
for the previous theorem, and demonstrating the effect of smoothing.
(iii) If nj = 1, N = n, then (14) is a version of (3) for Bm{R} = 1. On the other hand, if all
Bm{[0,∞)} = 1, then (3) is more accurate than (14).
4 Auxiliary results
Further we need the following lemmas.
Lemma 4.1 Let F,G ∈ F , h > 0 and a > 0. Then
Q(F, h) 6
(
96
95
)2
h
∫
|t|61/h
∣∣∣F̂ (t)∣∣∣ dt, (16)
Q(F, h) 6
(
1 +
(
h
a
))
Q(F, a), (17)
Q(exp{a(F − I)}, h) 6 C√
aF {|x| > h} . (18)
If, in addition, F̂ (t) > 0, then
h
∫
|t|61/h
|F̂ (t)|dt 6 CQ(F, h). (19)
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Lemma 4.1 contains well-known properties of Levy’s concentration function (see, for example, [1],
Chapter 2).
For h ∈ (0,∞) and a finite nonnegative measure G on R, set |G|h− = supx∈RG{(x, x + h)}.
Lemma 4.2 ([6]) Let W1,W2 ∈ M with W1{R} = 0, and set W =W1 +W2. For y ∈ [0,∞), let
ρ(y) = min
{|W+|y−, |W−|y−}.
Then, for arbitrary h ∈ (0,∞) and r ∈ (0, 1), we have
‖W ‖K ≤ 1
2r
‖W1 ‖+ 1
2pi r
∫
|t|<1/h
∣∣∣Ŵ2(t)
t
∣∣∣dt+ 1 + r
2r
ρ(4 η(r)h),
where η(r) ∈ (0,∞) is defined by the equation
1 + r
2
=
2
pi
∫ η(r)
0
sin2(x)
x2
dx.
Lemma 4.3 ([6]) For F ∈ F , W ∈ M with W{R} = 0, and ϑ ∈ (0,∞), we have
|(WF )+|ϑ− ≤ 1
2
‖W ‖ |F |ϑ−. (20)
From Lemmas 4.2 and 4.3 and (16) and (19) the following result follows
Lemma 4.4 Let h > 0, W ∈ M, W{R} = 0, P ∈ F , M be distribution with nonnegative
characteristic function and |P̂ (t)| 6 CM(t), for |t| 6 1/h. Then
‖WP ‖K 6 C
∫
|t|61/h
∣∣∣Ŵ (t)P̂ (t)
t
∣∣∣dt+ C ‖W‖Q(P, h)
6 C
(
sup
|t|61/h
|Ŵ (t)|
|t| ·
1
h
+ ‖W‖
)
Q(M,h).
Proof. We apply Lemma 4.2 with W1 = 0, W = W2 = WP , and r = 0.5. Then by (17) and
(20) we have
ρ(4 η(r)h) 6 C|(WP )+|4η(r)h 6 ‖W ‖Q(P, 4η(r)h) 6 C‖W ‖Q(P, h).
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Moreover, applying (16) and (19), we prove that
Q(P, h) 6 Ch
∫
|t|61/h
|P̂ (t)|dt 6 Ch
∫
|t|61/h
M̂(t) dt 6 CQ(M,h)
and ∫
|t|61/h
|P̂ (t)|dt 6 C 1
h
h
∫
|t|61/h
M̂(t) dt 6
1
h
CQ(M,h).
This, obviously, completes the proof of Lemma. 
Lemma 4.5 Let M ∈ F be concentrated on integers, ∑∞k=−∞ |kM{k}| < ∞. Then, for all γ > 0
and υ ∈ R,
‖M ‖2 6
(1
2
+
1
2piγ
)∫ pi
−pi
(
γ|M̂ (t)|2 + 1
γ
∣∣∣(M̂(t)e−itυ)′∣∣∣2) dt.
Lemma 4.5 has been proved in [14].
Lemma 4.6 Let conditions of Theorem 3.1 be satisfied. Then, for all t ∈ R, m = 1, . . . , N ,
|F̂m(t)|, |Ĝm(t)|, |Π̂m(t)| 6 exp{−0.26Γm1 sin2(tm/2)}, (21)
|F̂m(t)− Ĝm(t)| 6 CRm1|zm(tm)|3ψ2.6m , (22)∣∣∣(exp{−itmΓm1}(F̂m(t)− Ĝm(t)))′
tm
∣∣∣ 6 CRm1|z(tm)|2(1 + |z(tm)|2Γm1)ψ2.6m
6 CRm1|z(tm)|2ψ2m, (23)
|F̂m(t)− Π̂(t)| 6 CRm0|z(tm)|2ψ2.6m , (24)∣∣∣(exp{−itmΓm1}(F̂m(t)− Π̂m(t)))′
tm
∣∣∣ 6 CRm0|z(tm)|ψ2m. (25)
Here tm = twm, z(tm) = e
itm − 1, ψm = exp{−0.1Γm1 sin2(twm/2)}.
All estimates in Lemma 4.6 follow from Lemmas 7.4, 7.6, 7.7 and the proof of theorem 5.1 in [7].
5 Proofs
As in previous Section z(t) = eit − 1, tm = twm, ψm = exp{−0.1Γm1 sin2(twm/2)}. We use the
notation θ for all quantities satisfying |θ| 6 1.
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Proof of Theorem 3.1. By properties of the total variation norm
‖F −G ‖K =
∥∥∥ N∏
m=1
Fm −
N∏
m=1
Gm
∥∥∥
K
6
N∑
m=1
∥∥∥ (Fm −Gm)m−1∏
l=1
Fl
N∏
l=m+1
Gl
∥∥∥
K
=
∥∥∥ (Fm −Gm) exp{−0.05Γm1(Iwm − I)}∥∥∥
K
×
∥∥∥ exp{0.05Γm1(Iwm − I)}m−1∏
l=1
Fl
N∏
l=m+1
Gl
∥∥∥
K
=:
N∑
m=1
‖WmPm ‖K . (26)
Note that exp{−0.05Γm1(Iwm − I)} is signed measure of finite variation.
Applying (21) we obtain
|P̂m(t)| 6 Cψm
N∏
l 6=m
ψ2.6l 6M1(t).
Similarly, from (22) it follows that
|W (t)| 6 CRm1|z(tm)|3ψ2.6m ψ−1m 6 CRm1|z(tm)|2wm|t|ψ1.6m 6 CRm1min(1,Γ−1m1)ψ0.5m wm|t|.
Here ψm = exp{−0.1Γm1 sin2(twm/2)}. Applying Lemma 4.4 we obtain
‖WmPm ‖K 6 CQ(M1, h)
{
Rm1min
(
1,Γ−1m1
)wm
h
+ ‖Wm ‖
}
. (27)
It remains to estimate ‖Wm ‖. Since, total variation norm is invariant to scale change, further
we assume wm = 1, tm = t. Then, applying Lemma (4.6), we obtain
|Ŵm(t)| 6 CRm1min(1.Γ−3/2m1 )ψ2m,∣∣∣( exp{−0.9itΓm1}Ŵm(t))′
t
∣∣∣ 6 ∣∣∣(exp{−itΓm1}(F̂m(t)− Ĝm(t)))′
t
∣∣∣ exp{0.1Γm1 sin2(t/2)}
+C|F̂m(t)− Ĝm(t)|Γm1| sin(t/2)| exp{0.1Γm1 sin2(t/2)}
6 CRm1 sin
2(t/2)ψ1.5m (1 + Γm1 sin
2(t/2)) 6 CRm1min(1,Γ
−1
m1)ψm.
Taking into account the last two estimates and, applying Lemma 4.5 with γ = max(1,
√
Γm1),
12
υ = 0.9Γm1, we get
‖Wm ‖ 6 CRm1min(1,Γ−3/2m1 ).
Substituting the last estimate estimate into (27) and (26) we complete the proof of (6). The proof
of (5) is very similar and, therefore, omitted. 
Proof of Theorem 3.2. The estimates are proved exactly by the same arguing as in the proof
of Theorem 3.1. Let
D̂m(t) = exp
{
ν1(m)z(tm) + (ν2(m)− ν21(m))
z2(tm)
2
}
,
V̂m(t) =
(
Ĥnmm (t)− D̂nmm (t)
)
exp{−0.5nmλmz(tm)},
Lm = exp
{
0.5λm(Iwm − I)
}m−1∏
l=1
Hnll
N∏
l=m+1
Dnll .
Then ∥∥∥ N∏
m=1
Hnmm −
N∏
m=1
Dnmm
∥∥∥
K
6
N∑
m=1
‖VmLm ‖K . (28)
Distribution Hm and approximation Dm, for the case wm = 1, were investigated in numerous
papers. Let r1(m) = ν
3
1(m) + ν1(m)ν2(m) + ν3(m). Taking into account Lemmas 2 and 3 in [18]
and proof of Theorem 3 in [11] we can write the following expressions
Ĥm(t) = 1 + ν1(m)z(tm) +
ν2(m)
2
z2(tm) + θCν3(m)|z(tm)|3,(
Ĥm(t)
)′
tm
= 1 + ν1(m)(z(tm))
′ +
ν2(m)
2
(z2(tm))
′ + θCν3(m)|z(tm)|2,
|Ĥm(t)|, |D̂m(t)|, | exp{ν1(m)z(tm)}| 6 exp{−2λm sin2(tm/2)},
|Ĥm(t)− exp{ν1(m)z(tm)}| 6 C(ν21(m) + ν2(m))|z(tm)|2,
|(Ĥm(t)− exp{ν1(m)z(tm)})′tm | 6 C(ν21(m) + ν2(m))|z(tm)|,
|Ĥm(t)− D̂m(t)| 6 Cr1(m)|z(tm)|3,
|(Ĥm(t)− D̂m(t))′tm | 6 Cr1(m)|z(tm)|2.
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Therefore, |Lm(t)| 6 CM̂2(t), and
|V̂m(t)| 6 Cnm|Ĥm(t)− D̂m(t)| exp{nmλm sin2(tm/2)− 2(nm − 1)λm sin2(tm/2)}
6 C exp{−nmλm sin2(tm/2)}r1(m)|z(tm)|3
6 C exp{−0.5nmλm sin2(tm/2)}r1(m)min(1, (nmλm)−1)wm|t|.
Applying Lemma 4.4 we obtain
‖VmLm ‖K 6 CQ(M2, h)
{
nmr1(m)min
(
1, (nmλm)
−1
)wm
h
+ ‖Vm ‖
}
. (29)
It remains to estimate ‖Vm ‖. Total variation norm is invariant to scale change. Therefore, we
can assume wm = 1, tm = t. For the sake of brevity we use the following notation omitting the
dependence on t and m:
ω = exp{−0.5nmλm sin2(t/2)}, u1 = Ĥ(t) exp{−itν1(m)}, u2 = D̂(t) exp{−itν1(m)}.
Taking into account relations from above, we can write |V̂m(t)| 6 ω2r1(m)min(1, (nmλm)−3/2) and
|(V̂m(t) exp{−nmν1(m)it+ 0.5nmλmit})′| = |
(
(unm1 − unm2 ) exp{0.5nmλm(1 + it− eit)}
)′|
6 nm|unm−11 u′1 − unm−12 u′2|ω−2 + |unm1 − unm2 |0.5nmλm|z(t)|ω−2
6 nm|u1|nm−1|u′1 − u′2|ω−2 + nm|u′2||unm−11 − unm2 |ω−2
+|unm1 − unm2 |0.5nmλm|z(t)|ω−2
6 nm|u′1 − u′2|ω2 +Cn2m(ν2 + ν1)r1(m)|z(t)|4ω2 + Cn2mλmr1(m)|z(t)|4ω2
6 Cnmr1(m)|z(t)|2ω1.5
(
1 + nm[ν1(m) + λm]|z(t)|2ω0.5
)
6 Cnmr1(m)ω
(
1 +
ν1(m)
λm
)
min
(
1,
1
nmλm
)
.
Applying Lemma 4.5 with γ = max(1,
√
nmλm), υ = nmν1(m)− 0.5nmλm, we get
‖Vm ‖ 6 Cnmr1(m)
(
1 +
ν1(m)
λm
)
min
(
1,
1
(nmλm)3/2
)
. (30)
14
Combining the last estimate with (29) and (28) we complete the proof of (12). The proof of (11)
is very similar and , therefore, omitted. 
Proof of Theorem 3.3. Similarly to the proof of previous Theorem we prove that
∥∥∥ N∏
m=1
((1− pm)I + pmBm)nm − exp
{ N∑
m=1
pm(Bm − I)
}∥∥∥
K
6
N∑
m=1
‖UmTm ‖K .
Here
Ûm(t) =
[
((1− pm) + pmB̂m(t))nm − exp{nmpm(B̂(t)− 1)}
]
× exp{0.5nmpm(1− pm)(1− B̂m(t))},
T̂m(t) = exp{0.5nmpm(1− pm)(B̂m(t)− 1)}
×
m−1∏
j=1
((1 − pj) + pjB̂j(t))nj
N∏
j=m+1
exp{njpj(B̂j(t)− 1)}.
Taking into account general estimate, |B̂m(t)− 1|2 6 2|ReB̂m(t)− 1| we obtain:
| exp{pm(B̂m(t)− 1)}| = exp{pm(ReB̂m(t)− 1)},
| exp{pm(B̂m(t)− 1)− 0.5p2m(B̂m(t)− 1)2}| 6 exp{pm(1− pm)(ReB̂m(t)− 1)},
|1 + pm(B̂m(t)− 1)− exp{pm(B̂m(t)− 1)}| 6 Cp2m|B̂m(t)− 1|2 6 Cp2m|ReB̂m(t)− 1|1/2µm1|t|,
|1 + pm(B̂m(t)− 1)− exp{pm(B̂m(t)− 1)− 0.5p2m(B̂m(t)− 1)2}| 6 Cp3m|ReB̂m(t)− 1|µm1|t|,.
Consequently,
|T̂m(t)| 6 exp
{
0.5
N∑
m=1
nmpm(1− pm)(ReB̂m(t)− 1)
}
= M̂3(t), (31)
|Ûm(t)| 6 Cnm|1 + pm(B̂m(t)− 1)− exp{pm(B̂m(t)− 1)}| exp{0.5pm(1− pm)(ReB̂m(t)− 1)}
6 Cnmp
2
mµm1|t|min
(
1,
1√
nmpm
)
. (32)
Moreover, due to the properties of total variation norm,
‖Um ‖ 6 ‖
(
(I + pm(I1 − I))nm − exp{nmpm(I1 − I)}
)
exp{0.5nmpm(1− pm)(I − I1)} ‖.
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Arguing similarly as in the proof of (30) we prove that
‖Um ‖ 6 Cnmp2mmin
(
1,
1
nmpm
)
. (33)
From Lemma 4.4 and (31)–(33) we obtain (14). The proof of estimate (15) is very similar and ,
therefore, omitted. 
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