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There is presented a stability concept (para-stability) which, for compact 
sets, coincides with ordinary stability, and for closed noncompact sets has 
better properties than stability. Namely, it is preserved under intersections 
and products, and can be characterized in terms of continuous functions with 
a Liapunov-like property. A second concept, asymptotic parastability (related 
similarly to asymptotic stability) is also treated. 
1. INTROOUCTI~N 
This paper treats several stability properties applying to closed sets, 
with emphasis on descriptions in terms of Liapunov functions. Here we 
shall focus on ordinary and asymptotic stability; a preceding paper treated 
absolute stability [3], and a subsequent one will be concerned with uniform 
stability and semistability. 
The reason for wishing to study noncompact sets is not merely esthetic: 
it is the principal problem in one important application of dynamical system 
theory. Consider a nonautonomous differential system in n-space, dx/dt = 
f(r, t); given that x(t) s 0 is a solution, in what sense, and under what 
conditions, is it stable ? The standard reduction to an autonomous system 
in (n + l)-space, 
often yields a dynamical system, within which we wish to determine stability 
properties of the set M = (0) x Rf. Observe that M is closed, noncompact, 
and positively invariant. Hence M is always absolutely stable and uniformly 
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stable, since our system is parallelizable; on the other hand, it is shown 
in [l] that &’ is never stable nor an attractor. Properties such as these, always 
present or always absent, naturally yield no information about our situation. 
The reason for being interested in Liapunov-like characterization is 
twofold. Traditionally, stability concepts are judged by “what they do” to 
Liapunov functions. Second, it is known that such functions may provide 
some information of a quantitative nature [2, 2.7.31. To be more precise, 
we already know that Liapunov functions characterize absolute stability [3]; 
therefore we will need other objects in order to describe stability concepts 
weaker than, or unrelated to, absolute stability. Often this is done by 
weakening or omitting entirely continuity of the functions involved (occa- 
sionally the result is hardly more interesting than the observation that a 
subset is positively invariant iff its characteristic function increases along 
trajectories). We propose another approach in Definition 1; originally the 
author came upon these functions when studying several uniform stability 
concepts [4, IV, 1.163. 
Much as we regret adding to the plethora of existing stability concepts, 
we will introduce two new ones: the para- versions of ordinary and asymptotic 
stability. The justification is that, on passing from compact to closed 
noncompact sets, the classical concepts lose their applicability (see above) 
and also their nice properties (see the introduction to Section 3 and to [3]). 
A positive reason is offered by Lemmas 20 and 30. 
Some of our results are contained in the table of implications below. 
The properties usually involve a closed set in a normal phase space (excep- 
tion: absolute -+ para, see Corollary 25). The two boxes indicate concepts 






. - stability 
-vpara-stability 
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points of gen- 
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The notation and terminology usually conforms to [3] and [4]. A’set IM 
is called a-stable iff DE+(M) = M, where D,+ is the or-th prolongation. 
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2. PARA-LIAPUNOV FUNCTIONS 
A Liapunov function, for a dynamical system ST on a topological space X, 
is a continuous function z, : X -+ Ri which decreases along trajectories (in 
the sense that V(XT~) < V(X) for all t > 0 and x E X). We shall need a 
concept in which the latter requirement is appreciably weakened; it may 
be suggested by the following. 
Assume for the moment that X is metrizable, with a specified distance 
function d. A subset M of X is called stable in Liapunov’s sense iff entire 
positive semitrajectories remain close to M for points sufficiently close to M; 
i.e., iff to every E > 0 there corresponds 6 > 0 such that d(x, M) < 6 
implies d(xnt, M) < E for all t > 0. Thus the function z’ : X + Ii1 defined 
by U(X) = d(x, M) has a property which we now isolate: 
1. DEFINITION. v : X -+ R+ is a para-Liapunov function (for a dynamical 
system v on X) iff d is continuous, and for every E > 0 there exists 8 > 0 
such that 
v(xd) < E for all t 3 0 if v(x) < 6. 
2. Remarks. 2.1. Obviously every Liapunov function is para-Liapunov. 
A class intermediate between these consists of continuous functions 
v : X -+ Rf such that, for some sequence 01, with 0 < 01, + 0, all the sets 
{ZC : V(X) < a,) are positively invariant. (Not every para-Liapunov function 
has this property; e.g., a function whose behavior along a trajectory is like 
eb(2 + sin t).) 
2.2. Every continuous function X -+ R+ bounded away from 0 is para- 
Liapunov; all nonnegative constants are para-Liapunov. If q , ~a are para- 
Liapunov, then so are o1 + r,+ , max(v, , os), min(v, , va), o~vr for 01 E R+; 
and also vu1 . vs if both vie are bounded. If q : R+ -+ R+ is continuous strictly 
increasing with ~(0) = 0, then p 0 v is para-Liapunov iff v is such. For 
future reference we exhibit two further easily proved properties: 
3. LEMMA. 3.1. Let v, w : X --f RRf be continuous, and q, # : R+ + R+ 
continuous, strictly increasing and with ~(0) = 0 = #(O); assume that 
(or merely that this holds at points x with v(x) suficiently small). Then w is 
para-Liapunov isf v is such. 
3.2. For n = 1,2 ,... let v, : X --f [0, l] be para-Liapunov functions, a,, >, 0 
constants with 1 a, < + co. Then C OL,V,, is a para-Liapunov function. 
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4. LEMMA. Let v be a para-Liapunov function on X, and x E X. 
4.1. If v(x) = 0, then also D,+ C v-l(O); thus D+(v-l(O)) = v-l(O) is 
closed positively invariant. 
4.2. If v(xrt) ---f 0 as t + +GO, then Jz+ C v-l(O). 
4.3. If v(yrt) --t 0 as t + + CO for all y in an open neighborhood G of x, 
then 
Jm+(y) C v+(O) for ally E G. 
Proof. This is almost straightforward. If V(X) = 0 and y E D,+, then 
xirti -+ y for some xi + x, ti 3 0. Choose any E > 0, and a S > 0 cor- 
responding to E according to Definition 1. Ultimately u(xi) < 6, so that 
v(x&) < E and hence v(y) < E. Since E was arbitrary, this yields z(y) = 0, 
i.e., y E v-l(O). 
The second assertion is proved similarly; this also is the first step in an 
inductive proof of J,+(y) C v-l(O) f or all y E G in the third assertion. 
Assume IA+(y) C v-l(O) for all y E G and all ordinals h < (Y; thus also 
13~) = +(O) f or all integers n 3 1. Take any x E la+(y), y E G. There 
exist yi + y, zi ---f z with zi E Jn+“(yi) for suitable n = ni , h = & < 01. 
Since G is open, ultimately yi E G; by the inductive assumption, zi E v-i(O), 
and so z E v-l(O) by continuity. 
5. Remark. We will show that the result of 4.1 cannot be extended to 
the second prolongation D,+ ( a f oytiori, Da+). Thus, generally speaking, 
in contrast to Liapunov functions, the effect of para-Liapunov functions 
does not extend beyond the first prolongation. This negative result has the 
positive consequence that we may hope to use para-Liapunov functions for 
characterizing properties which more or less depend only on the first 
prolongation, e.g., stability. 
6. EXAMPLE. Consider the dynamical system on the planar half strip 
X = {(x, y) E R2 : x 3 0, 1 y 1 < l} as suggested by Fig. 1 (obviously all 
points (0, y) must be critical); and set V(X, y) = x. Then ~1 is a para-Liapunov 
function (G > 2-” > 6), and 
infv = 0, supv = +co 
on the boundary Q of X in R2. Note that, for any points p, q on the boundary 
of each significant rectangle, p E D,+ and q E D,+. Therefore p E D,+(q) for 
any pair of points on Q. In particular, if q = (0, y), then v(q) = 0 but 
Q = D,+(q) Q v-‘(O) = WA Y> : I Y I < 1). 
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FIG. 1. Para-Liapunov function distinguishes points in each other’s &set. 
7. LEMMA. Let v be a para-Liapunov function; for 01 > 0 define 
f/, = V(a) = {x : v(xnt) < a for all t > 0). 
7.1. V, is closed, positivezy invariant and v-l(O) = 0 (V, : cy > 01. 
7.2. There exists a sequence [Y, > 0 such that a, ---f 0 and that V(,,) is a 
neighborhood of V(o1,+J for each n. 
Proof. The first assertion is obvious. 
For the second assertion, begin by setting 01~ = 1; at the (n + 1)-st step 
choose CX~+~ so that 201,+r = 6 corresponds to an = E. In particular, 
2%+, 6 % and so ol, < 2-” ---f 0. To show that V(ol,) is a neighborhood 
of V/(Z~+~) fix n, and let xi --f x E V(ol,+,). Then v(x) < anfl < 201,+, , 
so that v(q) < 201,+, ultimately; thus v(xint) < (Y, for all t > 0, i.e., 
xi E v&J. 
8. COROLLARY. With the same notation, the sets G, = intV(“(ol,) have the 
following properties: G, is open positively invariant, G,+l C G, for all n 3 1, 
v-l(O) = n G, = 0 G, . 
There is a partial converse: 
9. PROPOSITION. In a normal phase space X, let {G, 1 n = 1,2,...} be a 
sequence of open positively invariant sets such that Gnfl C G, for all n. Then 
there exists a para-Liapunov function v : X ---f [0, l] such that 
G, C x : v(x) < ; C G,-, , 
1 I (1) 
n G, = n c = v-l(o), X - G, c v-'(l). (2) 
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Proof. Consider the sequence of closed sets z, - Gn+i; here only 
successive terms can intersect, 
(G-1 - G,) n (G, - G,,,) = aG, , 
and the sequence of boundaries SG, is disjoint. 
G, - Gn+l is a normal subspace of X; on its closed subset 8G, u aG,+, 
define a function with values l/n on aG, , l/(n + 1) on aG,+, . There 
exists a continuous extension u : G, - G,,, --+ [l/(n + l), l/n]. If we 
perform this simultaneously for all 71, and let v be 0 on n G, and 1 on 
X - Gr , we obtain a function v : X + [0, 11. It is easily checked that w is 
continuous, and obvious that (1) is satisfied. Hence z, is para-Liapunov 
(for E > 0 choose n > e-l and set S = l/(n + 1). 
10. Remark. If X is perfectly normal (normal and every closed set 
is G,), then we may even take z, such that 
G, = 1x : V(X) < ,‘I, G, = x : v(x) < ; ; 
t I 
then again (2) holds, and z, is of the special type of para-Liapunov function 
described in 2.1. (The construction proceeds as previously, taking v such 
that o = l/n only on SG, for n > 1.) 
11. THEOREM. Let v be a para-Liapunov function such that, for some 
e > 0, 
v(x7rt) -+ 0 us t -+ +co whenever v(x) < 0. (3) 
Then there exists a Liapunov function w which also has property (3) and such 
that v-l(O) = w-l(O), v < w. 
First we prove the following lemma; the assumptions are preserved, 
and P’, is as in Lemma 7. 
12. LEMMA. V, is a neighborhood of V, whenever 01 < /3 in (0, 0). Further- 
more, ;fv(x) < 0, then the net {xrt 1 t E R1> is ultimately in each V, , 0 < 01 < 0. 
Proof. Let xi --f x E V, . Take S > 0 corresponding to E = fi in accord- 
ance with Definition 1. Since V(X) < 01 < 8, we have v(xmt) + 0, and so 
v(xrrs) < S for some s 3 0. From continuity, ultimately also O(X~~TS) < 6, 
and therefore v(xirt) < E = /3 for all t > s. Again from continuity, 
o(xint) < /3(>~r) also for all t E [0, s], at least ultimately. Thus v(xirt) < .I3 
for all t > 0, i.e., xf E V, . Thus V, is a neighborhood of arbitrary x E V, . 
The second assertion is proved similarly, beginning with 6 = 01. 
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Proof of Theorem 11. Define w : X + R1 by 
1 inf(a : m E V,} w(x) = 0 if not. if x E some V, , oI<B 
Then lower semicontinuity of w follows from closedness of V, ; upper 
semicontinuity from Lemma 12; that w decreases along trajectories follows 
from positive invariance of V, ; v ,( w since x E V, implies V(x) < IY; 
v+(O) C w-l(O) since 7.-l(O) = fiti V, . Finally, to verify (3) for w, note 
that w(x) < 0 implies V(X) < 8. 
13. Remarks. 13.1. Theorem 11 enables one to replace para-Liapunov 
functions by Liapunov functions while leaving the corresponding zero-sets 
unchanged, at least in certain situations. However, this is not possible in 
general. For an example, take R+ with a sequence of critical points x, , 
0 < x, ---f 0; all noncritical points move to the right. Then the identity 
function is para-Liapunov, with the origin as its zero-set. However, the 
origin is not the zero-set of any Liapunov function Ri- + R+; indeed, 
it would then have to be absolutely stable [3, 13.21, while obviously even 
Q+(O) == R’. 
13.2. In papers on stability theory one sometimes meets with semi- 
continuous Liapunov functions. The following remarks illustrate the relation 
between these and our para-Liapunov functions; notice, in particular, the 
compactness assumption which seems necessary in 13.4. (These results will 
not be needed subsequently; the simple proofs are omitted.) 
Let j : X --f [0, I] be continuous; define y, Z/J : X --f [0, 1] by 
44 = supj(C,+), #(x) = infj(C,-). 
Then 1c, < j < v, v is lower and # upper semicontinuous, both 9, # decrease 
along trajectories. 
13.3. Assume that f-‘(O) is positively invariant (or, equivalently, that 
f”(0) = y-‘(O)). If f is a para-Liapunov function, then ‘p is continuous 
on j-l(O). 
13.4. If j-l(O) is positively invariant compact, and v is continuous on 
f-l(O) = y-l(O), then j is a para-Liapunov function. 
13.5. If j is a para-Liapunov function, then every continuous function g 
inserted between # and v (i.e., 4 < g < v) is also para-Liapunov. 
3. STABILITY 
We recall that a subset M, of a phase space X, is called (positively) stable 
iff every neighborhood of M contains a positively invariant neighborhood. 
The class of all stable sets and that of compact stable sets have rather 
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contrasting properties. The union of stable sets is stable, but compactness 
need not be preserved. In normal spaces, the intersection of two closed 
stable sets is stable; however, even in Rz, a countable intersection of stable 
sets need not be stable (system: k = 1, j = 0; n-th set: x-axis and the 
half-plane x > n). On the other hand, arbitrary intersections of compact 
stable sets are stable. The product of two stable sets need not be stable 
(example in the introduction of [3]); b t u arbitrary products of compact 
stable sets are stable. 
14. DEFINITION. A subset M of a phase space X will be called (positively) 
para-stable iff M is the intersection of sets P each of which has the following 
property: P = nz=r G, for suitable open positively invariant sets G, such 
that G,+i C G, for all n. 
The formulation is, admittedly, rather involved; but we will see later 
(Theorem 26) that, under rather weak further assumptions, this definition 
can be significantly simplified. First, however, we establish the basic relations 
between our concept and that of ordinary stability and l-stability (for 
absolute stability, see Corollary 25). 
15. LEMMA. Each para-stable set M is the intersection of its closedpositively 
invariant neighborhoods; in particular, M is closed, positively invariant, and 
actually D+(M) = M. 
Proof. In the definition above we see that also P = nc=i G, , and here 
G, is closed, positively invariant, and its interior contains G, 1 P 3 M; now 
merely take intersections over the P’s. Furthermore, D+(M) C D+(G,) C G, , 
since G, is open positively invariant; and we may again take intersections. 
16. LEMMA. In a normal phase space, every closed stable set is para-stable. 
Proof. Begin with any open neighborhood U of M. From the assumptions, 
there exists an open positively invariant neighborhood G, of M disjoint with 
some neighborhood of X - U, and thus GT C U. Continuing in this fashion, 
we obtain a sequence of open positively invariant neighborhoods G, of Mwith 
&+I C Gn . Setting P = n G, , we obtain MC P C U; since U was 
arbitrary, M is the intersection of such sets P, i.e., M is para-stable. 
17. PROPOSITION. In a locally compact Hausdorff phase space, let M be 
a closed subset with compact boundary. Then the following three properties 
are mutually equivalent: 
17.1. M is stable. 
17.2. M is para-stable. 
17.3. M = D+(M). 
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Proof. We have already established 2 3 3; under our assumptions on M 
and the phase space, 2 => 3 follows as in Lemma 16. Finally, 3 => 1 is known 
[4, II, 1.111. 
18. Remark. The difference between stability and para-stability may be 
suggested by the following. Let X be a metric phase space, with the dynamical 
system n parallelizable; let SC X be a global section. Now consider sets 
of the form MTR+ with MC S. Then MnR+ is para-stable iff M is closed; 
on the other hand, if MrR+ is stable, then necessarily M is open in S. Indeed, 
let AZ $ x, - x E M; then X - {x,nn : n = 1,2,...} is a neighborhood of 
MrrRL which contains no positively invariant neighborhoods. 
19. EXAMPLE. We exhibit an example of a closed l-stable set M 
in R2 which is not para-stable. The system is suggested by Fig. 2 with 
M = ((x, 0) : x > O}. The set Q = {(x, y) : y = e@> consists of critical 
points; speaking not too precisely, trajectories above Q are parallel and move 
to the left, trajectories below are horizontal and move to the right. Each 
point (x, y) with x < 0 < y has a single limit point, on Q. 
_- 
Evidently M = M = D+(M) (observe the shape of GrR+ for disc neigh- 
borhoods G of the origin). To show that M is not para-stable, consider 
any sequence of open positively invariant sets G, with G,+r C G, r) M. 
Each G,+i contains a point (0, l ) for small E > 0 (say E < l), so that 
G,,, contains the critical point (-log E, l ); then the open set G, also contains 
this point, whereupon, e.g., (0, 1) E GT. Thus (0, 1) E n < = n G,+r 
although (0, 1) 6 M : M is not para-stable. 
It may be noted that, relative to the usual distance function in R2, the 
set M has the following property: every e-neighborhood contains a positively 
invariant neighborhood. Thus M is l-stable, but it is neither stable nor 
2-stable. 
FIG. 2. The x-axis is l-stable but not para-stable. 
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20. LEMMA. Finite unions, and arbitrary intersections and products, of 
para-stable sets are again para-stable. 
Proof, The union and intersection properties are immediate from the 
definition. For i in an index set, let A& be a para-stable subset of a phase 
space Xi . Then 
~M~=n(Mix~x~), 
z j+1 
and obviously each term in the intersection is para-stable. 
21. Remark. The intersection property (together with the observation 
that the entire phase space X trivially is para-stable) shows that to each 
subset MC X there corresponds a least para-stable set Mp containing M. 
The following relations are then true: 
(Ml u MJp = Mlp u Mzp, (n/r, x MJp = Mlp x Mzp, 
Mp = Mp 1 D+(M) 3 M, 
etc. The following two results provide a constructive description of Mp: 
Mp = n (a-l(O) : z, para-Liapunov, MC v-l(O)}. 
22. PROPOSITION. If v : X + R+ is a para-Liapunov function, then v-l(O) 
is a para-stable G,-set. 
Proof. Corollary 8. 
23. THEOREM. In a normal phase space X, a subset M is para-stable if and 
only if M = n v;‘(O) for suitable para-Liapunov functions vi : X -+ Rf. 
Proof. If such functions vi exist, then M is para-stable according to 
Proposition 22 and Lemma 20. Conversely, if M is para-stable, then the 
required para-Liapunov functions can be constructed according to Proposi- 
tion 9. 
24. COROLLARY. In a normal phase space, a subset is para-stable a# it is 
the intersection of para-stable G6 sets. 
25. COROLLARY. In a para-compact locally compact Hausdorflphase space, 
every closed absolutely stable set is para-stable. 
Proof. See References [3, 151. 
26. THEOREM. Let M be a subset of a regular Lindeloy phase space X; 
then the following properties are mutually equivalent: 
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26.1. M is a para-stable G, set. 
26.2. M = n:+ G, , where the G, are open, positively invariant, and 
have G,,, C G, . 
26.3. M = v-l(O) for some para-Liapunov function v on X. 
Proof. 3 3 2 from Corollary 8, 2 3 3 from Proposition 9, 3 * 1 from 
Proposition 22; we prove 1 => 3. Thus let M be para-stable, and also 
M = nzZP=, H with open H,, . 
First fix 71. For each x E X - H, there exists a para-Liapunov function 
CL, : X + [0, I] such that MC v-l(O), V(X) > 0 (see Theorem 23, noting that 
X is normal since it is para-compact). Thus the sets (x : V(X) > 0} form an 
open cover of the closed, and hence Lindelof, subspace X - H, . There 
exists a countable subcover; the corresponding para-Liapunov functions 
(vu,, / m = 1,2,...} are such that MC v;;(O), for every x E X - H, there 
is v,,(x) > 0 for some m. 
Finally, set ZI = C,“.,=, 2-(1+V%,, . Then v is a para-Liapunov function, 
MC v-l(O), and V(X) > 0 for every x 6 M = n H, . 
The next two theorems involve stability rather than para-stability; the 
second avoids the compactness assumptions of the first. 
27. THEOREM. Let the phase space A’ be Hausdovff, para-compact and 
locally compact; let M be a closed G, subset with compact boundary. Then M is 
stable ;f and onZy ;f M = v-l(O) f or some para-Liapunov function v : X +,R+. 
Proof. If such a function v exists, then M is para-stable and hence stable 
(Propositions 22 and 17). In the converse direction, first decompose X into 
a direct sum (i.e., disjoint open union) of o-compact subsets Xi according 
to [5, XI, 7.31. These summands Xi will then be open, u-compact (hence 
regular, Lindelof), and also invariant [4, I, 2.11.41. In particular, each 
Xi n M is a closed Gs subset in Xi , and is stable in the dynamical system 
obtained from the original by relativization to Xi . 
We proceed to construct suitable para-Liapunov functions v1 = Xi -+ R+. 
First note that, since 6M is compact, it intersects at most finitely many 
members of the open cover {Xi} of X, e.g., 
I = {i : Xi n 6M # a}, card I < co. 
For indices j $ I we have that Xj n M is both open and closed in Xj , and 
we may define a continuous function vuj : Xj --f R+ as 0 on Xi n M and 
1 on Xj - M. For indices i E I we apply Theorem 26 (recall that X, is 
regular Lindekf) and obtain a para-Liapunov function vi : Xi + R+ with 
Xi n M = v;‘(O). 
60 H.kJEK 
Our functions zli now define a function v : X --+ R+ (v(x) = vi(x) if 
x E X,); obviously it is continuous and v-r(O) = M. That v is para-Liapunov 
follows from the fact that all vui are such and that the set I (outside which 
the vi have only two values, 0 and 1) is finite. 
28. THEOREM. Let M be a closed subset of a normal phase space X. Then 
28.1. M is stable a. and only if, for every neighborhood U of M, there exists 
a para-Liapunov function v : X + [0, I] with 
MC v-l(O), x - u c v-y 1). 
28.2. M is a stable Gs set if and only if, for every neighborhood U of AI, 
there exists a para-Liapunov function v : X + [0, I] with 
M = v-l(O), x - u c v-l(l). 
Proof. In both cases, if such a function v exists, then the (arbitrary) 
neighborhood U contains a positively invariant neighborhood V, 
V = {x : v(x) < S} rR’ 
(where 6 > 0 corresponds to E = 1 according to Definition I); thus M is 
stable. 
The converse is, essentially, a repetition of the argument in Lemma 16. 
If M is stable with neighborhood U, there exists a sequence of open positively 
invariant neighborhoods G, of M with G,+i C G, C Gr C U; Proposition 9 
then yields the required para-Liapunov function v : X --f [0, l] with 
MC n G, = V-~(O), X - U C X - GI C v-‘(l). 
If in addition M is a Gs set, then apparently one may arrange matters so 
that M = fi G, . 
4. ASYMPTOTIC STABILITY 
29. DEFINITION. A subset M of a phase X will be termed (positively) 
asymptotically para-stable iff M = nL1 G, for some open positively 
invariant G, such that G,,, C G, and that, for every x E G, , the net 
{xd j t E R1} is ultimately in each G, . 
We observe that the last requirement is merely that C, n G, # ,B for 
each 71. Apparently asymptotically para-stable sets are closed G6 and para- 
stable. The following result is straightforward. 
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30. LEnIM.4. Finite unions, intersections and products of asymptotically 
para-stable sets are again such. 
3 1. Remarks. 31.1. We will see later that, for compact sets, asymptotic 
para-stability is equivalent to asymptotic stability (under further conditions). 
Assuming this, we conclude that asymptotic para-stability is not preserved 
under countable intersections, since asymptotic stability is not; for an 
example, see Fig. 3 below, and consider the asymptotically stable sets 
[I- 1/2n, 1/2n] (this is a simplified version of the example given in [6, Fig. 21). 
\ / a \ 1 / 2 \ 1 / 
/ \ 
-1/2n 0 l/2 n 
Frc:. 3. The origin is the intersection of asymptotically stable para-stable sets. 
31.2. An obvious generalization of our concept would be the class of 
arbitrary intersections of asymptotically para-stable sets. However, the above 
example shows that a compact member of this class need not be asymp- 
totically stable, even in R2 as phase space. Nevertheless, the class has some 
useful properties; e.g., it is closed under the operation of taking arbitrary 
products, and each member is absolutely stable. 
32. LEMMA. In normal phase spaces, asymptotic stability of closed G, sets 
implies asymptotic para-stability. 
Proof. Let M be an asymptotically stable closed G8 set, A+(M) its 
region of attraction. There exist open sets H, with M = nz=:=, H, . Choose 
an open positively invariant G, with M C G, C H1 n A+(M). Take an open 
set V, such that M C VTC V, C G1 , and choose an open positively invariant 
set G, , M C G, C H, n V, . Continuing in this manner we obtain a sequence 
of open positively invariant sets G, such that 
M = () G,, G,,, C G, C A+(M). 
In particular, for every x E G, C A+(M), the net {m-t : t E R1} is ultimately 
in the neighborhood G,, of M. This completes the proof. 
33. THEOREM. Let M be a subset of a normal phase space. Then the following 
conditions are mutually equivalent: 
33.1. M is asymptotically para-stable. 
33.2. M = v-l(O) for some para-Liapunov function v : X + [0, 11 such 
that 
v(mt) --j 0 as t-++cc whenever v(x) < 1. (4) 
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33.3. M = v-l(O) for some Liapunov function v : X + [0, l] with property (4). 
Proof. Obviously 3 * 2; 2 t> I according to Lemma 32; 2 =- 3 follows 
from Theorem 11. 
34. COROLLARY. Every asymptotically para-stable set in a normal phase 
space is absolutely stable. 
Proof. For Liapunov functions v : X--f Rf, the set v-l(O) is absolutely 
stable [3, 13.21. 
35. COROLLARY. In a normal locally compact phase space, a compact G, set 
is asymptotically stable if and only ;f it is asymptotically para-stable. 
Proof. See Lemma 32 for one part of this. For the converse, apply 33.3; 
since M is compact and X locally compact, the sets ~~(0, l ) are arbitrarily 
small neighborhoods of M for E > 0. 
36. COROLLARY. In a normal phase space, every asymptotically para-stable 
set is the countable intersection of asymptotically para-stable neighborhoods. 
Proof. In 33.3, the sets v-l[O, l/z] are asymptotically para-stable. 
37. Remarks. In Lemma 34, normality may be omitted: see Lemma 39. 
In Lemma 35, the G6 assumption may be replaced by invariance of M: 
every compact invariant asymptotically stable set in a locally compact space 
is a G, set [7, 10.71. 
38. DEFINITION. Let M be asymptotically para-stable. The region of 
para-attraction of M is the set A, of all points x such that, for some sequence 
{Gn j n = 1,2,...} satisfying the conditions of Definition 29, the net 
{mt 1 t E R1} is ultimately in Gr . 
39. LEMMA. Let M be asymptotically para-stable. Then Aw is an opw 
invariant set containing M; furthermore, 
Proof. Invariance of A, is immediate, and openness almost so: if x E AM 
then mt E Gr for some t, whereupon ymt E Gi for all y near x. We prove 
Jm+(Aw) C M by induction on ordinals OL > 1 (for normal phase spaces this 
follows from Theorem 33 and Lemma 4). Let xi + x in A,w , ti --f +a, 
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xirrti + y. Choose a sequence (G, j n = 1,2,...) with properties as described 
in Definition 23 and such that (xnt 1 t} is ultimately in G, . Then, for any 12, 
xnt E G,,, for some t; then xi?rt E G,+i ultimately, so that xinti E G,+i 
ultimately (ti ---) + co and G,,, is positively invariant). Hencey E G,,, C G,; 
and, as n was arbitrary, y E 0 G, = M. This shows that J+(A,+,) C M. 
For the inductive step, assume that J,+(A,) C M for all ordinals h with 
1 < X < (Y. In particular, J,+(M) C M, so that Jtn(AM) CM for integers 
n > I. Take any y E J+(x), x E A, . Then there exist xi + x, yi ---)r y with 
yi E JXn(xi) for suitable n = ni, h = hi < 01. Ultimately xi E A, , so that 
.yi E M by inductive assumption, and hence y E lim y, C ht. This shows that 
J,+(A,) C >z(I, and concludes the proof. 
40. COROLLARY. If M is invariant and asymptotically para-stable, then in 
the open invariant set A, - M the dynamical system is dispersive. 
Proof. For x E A, no point in Jz+ C M can be in X - M, thus 
_T,+ n *4,\,7 - :w = m. 
41. COROLLARY. Near an asymptotically para-stable set there are no 
points of generalized recurrence. 
(This follows directly from Lemma 39; in normal phase spaces an alternate 
proof is provided by Theorem 33 and [3, 7.21.) 
42. PROPOSITION. Let M be compact, Gs and asymptotically stable in a 
normal locally compact phase space. Then the region of attraction of M coincides 
with its region of para-attraction. 
Proof. According to Lemma 32, M is asymptotically para-stable. Then, 
obviously, A+(M) C A, . To prove the converse inclusion, let x E A, ; thus 
there exists a Liapunov function v : X + [0, I] with 
h.2 = v-l(O), v(y7Tt) --j 0 if v(y)<l, 
and such that v(xrrt) -+ 0. Take any neighborhood U of M, from the assump- 
tions on M and X, there exists E > 0 such that v-l[O, c) C U. Since 
v(xnt) -+ 0, ultimately v(xvt) < E, and so the net (xn-t 1 t E R} is ultimately 
in U. Thus x E A+(M), proving that A, CA+(M); this concludes the proof. 
43. Remark. Actually we have proved slightly more than was asserted: 
namely, that AM coincides with the set of points x such that v(xrrt) --f 0 
for all Liapunov functions with property 3; in other words, 
AM = n tx : v(xnt) + 0}, 
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intersection taken over all such Liapunov functions. However, in the case 
that M is not compact, it is readily seen that this intersection is usually void. 
44. EXAMPLE. Assume given a parallelizable system, on a normal phase 
space X; let S be a global section, and MC 5’. We have seen in the previous 
section that MrRf is para-stable iff M is closed. Theorem 33 yields that 
MrR+ is asymptotically para-stable iff M is a closed G, set; in the positive case 
the region of para-attraction is the entire space X (set v(xnt) = v(x),+ for 
x E S, t E RI, where v : X--f R+ is continuous with M = q’(O)). 
45, EXAMPLE. Let 3 = Ax define a dynamical system in n-space Rn, 
and assume R” decomposes into the direct sum of invariant linear subspaces 
M- and M+ such that, on M- , all eigenvalues of A have strictly negative 
real parts (as a special case use the Jordan normal form of A and let M+ 
be the “complementary” space where all eigenvalues of A have nonnegative 
real parts). Then M+ is asymptotically para-stable. 
A construction of an appropriate Liapunov function to show this via 
Theorem 33 is not difficult (and is given below); however, a far easier 
approach is the following. We observe that our dynamical system v is 
homeomorphic to the product of two systems: rr partialized to K and M+ , 
respectively; and then M+ corresponds to (0) x M+ . Here both factors are 
asymptotically para-stable (Corollary 35) and we merely apply Lemma 30. 
A Liapunov function may be obtained thus. Every x E R” has x = u + v 
with uniquely determined u EM- , n EM+ ; we set v(x) = I/ u ji. Then 
v : R+ --t R+ is continuous, v-r(O) = M+ , 
for suitable 01 < 0. Furthermore, this yields v(mt) ---z 0 as t + +co, for 
all XE R”. 
46. We conclude with some open questions. 
46.1. In [3] the following stability property was suggested: M is the 
intersection of closed positively invariant neighborhoods of M. Evidently 
this is implied by para-stability, and implies l-stability but not 2-stability. 
I have not been able to obtain an example of such a set which is not para- 
stable. 
46.2. Referring to the diagram of implications in Section 1, para- 
stability it> 2-stability is shown by Example 6. However, I do not have an 
example for the converse (in nice phase spaces, e.g., in Rz). If such an 
example exists, decide whether or not or-stability for all finite 01 implies 
para-stability. 
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