codes are widely used in practical storage systems but their repair bandwidth characterization is still an open problem. RS codes can be viewed as the evaluations of a polynomial over a finite field. Recently, Guruswami and Wootters proposed a repair method for RS codes when the evaluation points are the entire field. Tamo, Ye and Barg achieved the minimum storage regenerating (MSR) bound when the sub-packetization size grows faster than the exponential function of the size of the evaluation points. In this work, we extend these results to accommodate different sizes of the evaluation points. Our schemes provide a flexible tradeoff between the sub-packetization size and the repair bandwidth. In addition, we present a technique for the sub-packetization bound of scalar MSR codes, based on the dimension of some constructed vector space.
I. INTRODUCTION
Erasure code is ubiquitous in distributed storage systems because it can efficiently store data while protecting against failures. Reed-Solomon (RS) code is one of the most commonly used codes because it achieves the Singleton bound, namely, it has the highest possible failure-correction capability for a given redundancy level [1] . Efficient decoding methods of RS codes are established, see, e.g., [2] , [3] , where the number of failures is typically assumed to be more than one. In distributed storage, every codeword symbol corresponds to a storage node, and communication cost between storage nodes needs to be considered when node failures are repaired. In this paper, we study the repair bandwidth of RS codes, defined as the amount of transmission required to repair a single node erasure from the remaining nodes (called helper nodes).
When each node is a single finite field symbol over F = GF (q ), we say the code is scalar; when each node is a vector of finite field symbols in B = GF (q) of length , it is called a vector code or an array code. In both cases, we say the sub-packetizaion size of the code is . Shanmugam et al. [4] first considered the repair of scalar codes. Recently, Guruswami and Wootters [5] proposed a repair scheme for RS codes. The key idea of both works is: rather than directly use the remaining nodes as symbols over F to repair the failed node, they treat them as vectors over the subfield B. If the transmitted subfield symbols from a helper node are linearly dependent, the repair bandwidth can be decreased. For an RS code with length n and dimension k over the field F, denoted by (n, k), [5] achieves the repair bandwidth of n − 1 symbols over B. Moreover, when n = q (called the full-length RS code) and n−k = q −1 , the scheme has optimal repair bandwidth. Dau and Milenkovic [6] improved the scheme by appropriately choosing the transmitted subfield symbols such that the repair bandwidth is optimal for fulllength RS code and any n − k = q s , 1 ≤ s ≤ log q (n − k). The repair of of multiple erasures of RS code is discussed in [7] , [8] .
While the scheme in [5] and [6] is optimal in full-length RS code, the repair bandwidth still has a big gap from the minimum storage regenerating (MSR) bound derived in [9] . In particular, for an arbitrary MDS (maximum distance separable) code, namely, a code that satisfies the Singleton bound, the repair bandwidth, measured in number of symbols over GF (q), is lower bounded by
where the sub-packetizaion size is assumed to be . An MDS code satisfying the above bound is called an MSR code. In fact, most known MSR codes are vector codes, see, e.g., [10] , [11] , [12] , [13] , [14] , [15] , [16] . For the repair of RS codes, Ye and Barg proposed a scheme that asymptotically approaches the MSR bound as n grows [17] , when the subpacketization size is = (n − k) n . Tamo et al. [18] showed an RS code repair scheme achieving the MSR bound where the sub-packetization size is ≈ n n .
Since the existent high-rate MSR code constructions all require large sub-packetization sizes, the lower bound of sub-packetization size for MSR code are widely discussed in [18] , [19] , [20] , [21] . For vector codes, the main idea of these works is to view matrices as elements of a linear vector space and obtain lower bound from the MSR constraints. In [21] , by constructing r k/(log δ +1) linearly independent ma-trices which lie on an 2 dimensional space, it is concluded that the sub-packetizaion satisfies k ≤ 2 log r (log δ + 1), where r = n − k, δ = r/(r − 1). For scalar codes, [18] proposed a lower bound of ≥ e (1+o(1))k log k , which is asymptoticly tight.
The repair bandwidth and sub-packetizaion characterization of RS codes remains an open problem: only the full-length RS code and the MSR-achieving RS code are established. [22] provide small sub-packetization codes for vector codes and in this work, we design three RS code repair schemes using the cosets of the multiplicative group of the finite field F. Note that the RS code can be viewed as n evaluations of a polynomial over F, the evaluation points of the three schemes are part of one coset, two cosets and multiple cosets, respectively, so that the evaluation points size can vary from a very small number to the whole field size. Through the three schemes designed in this paper, we provide a tradeoff between the sub-packetization size and the repair bandwidth. For an (n, k) RS code, our first scheme achieves the repair bandwidth a (n − 1)(a − s) when n < q a , r = n − k > q s and a| . Our second scheme saves almost half the repair bandwidth compared to the naive scheme when n ≤ 2(q a − 1), a| and r < a. The first realization of our third scheme attains the repair bandwidth of r (n + 1 + r(q a − 2)) when n ≤ (q a − 1) log r a and a| . Another realization of the third scheme attains the repair bandwidth of r (n − 1 + (r − 1)(q a − 2)) when /a ≈ m m . When a is small, both realizations of our third scheme are close to the MSR bound. The comparison of our schemes as well as previous works are shown in Table 1 and is discussed in more details in Section III. In addition, we present a technique that improves the results in [19] , [20] , [21] for scalar codes.
The paper is organized as follows. In Section II, we briefly review the Guruswami and Wootters's work and give the definitions used in this paper. In Section III, we present 3 RS repair schemes and compare them. The tradeoff between the sub-packetization size and the repair bandwidth are provided in this part too. In Section IV, we present a technique for the sub-packetization bound of scalar MSR codes. In Section V, we provide the conclusion.
Notation. Throughout this paper, for positive integer i, we use [i] to denote the set {1, 2, . . . , i}. For a finite field F, we denote by F * = F\{0}. A T is the transpose of matrix A. For an element β ∈ F and E is a subset of F, we denote βE = {βs, ∀s ∈ E}
II. PROBLEM SETTINGS AND DEFINITIONS
The RS code RS(A, k) over F = GF (q ) of dimension k with evaluation points A = {α 1 , α 2 , ..., α n } ⊆ F is defined as
where f (x) = u 0 + u 1 x + u 2 x 2 + ... + u k−1 x k−1 and u i ∈ F, i = 0, 1, ..., k−1 are the messages. The length of the code is |A| = n and the number of the parity nodes are defined as r = n−k. When A = F, we call it a full-length RS code. Every evaluation symbol is called a codeword symbol or a storage node. Assume f (α * ) failed and we want to recover it. The amount of message transmitted from the helper nodes are defined as the repair bandwidth b. All the remaining n − 1 nodes are the helper nodes.
Assume B is a subfield of F. In [5] and [6] , the repair schemes transmit symbols of the subfield B from each helper node. If the symbols from the same helper node are dependent, the repair bandwidth decreases. The scheme in [6] achieves the repair bandwidth of b = (n − 1)( − log q r) symbols and is proved to be optimal in the case of A = F. In particular, the scheme uses dual code to compute the failed node, and uses trace function to obtain the transmitted subfield symbols.
From [1] (Thm 4 in Ch.10) we know that for any polynomial p(x) of which the degree is smaller than
We can repair the failed node f (α * ) from
The trace function is defined as
where β ∈ F and B = GF (q) is the base field. It is a linear mapping from F to B and satisfies
for all α ∈ B. Assume we use polynomials p j (x), j ∈ [ ] to generate different dual codewords, combining the trace function and the dual code, we have
where
In fact by [5] , any linear repair scheme of RS code for the failed node f (α * ) is equivalent to choosing appropriate p j (x) of which degree is smaller than r and satisfy the fullrank condition
and the repair bandwidth condition
By choosing appropriate p j (x) satisfying (6), we can reduce the repair bandwidth in (7) . [6] achieves the repair bandwidth of b = (n − 1)( − s) symbols, which is optimal when n = q and r = q s . [17] asymptotically approaches the MSR bound when the sub-packetization size is exponentially large in n. [18] achieves the MSR bound when ≈ n n .
The following lemma is due to the structure of cyclic subgroups [2] (Ch. 2.6), which will be used for the evaluation points in the schemes in this paper.
Proof:
The
Since there are only |E| − 1 nonzero distinct elements in E * and β q −1 = 1, we have t = q −1 |E|−1 and the t cosets are
III. REED-SOLOMON REPAIR SCHEMES
In this section we will discuss our schemes in which the evaluation points are part of one coset, two cosets and multiple cosets.
Scheme in one coset. Assume E = GF (q a ) is a subfield of F = GF (q ) and B = GF (q) is the base field. The evaluation points of the code over F we construct are part of one coset in Lemma 1. We use the polynomials that are similar to [6] but are mappings from E to B, moreover, we multiply them with the basis for F over E to satisfy the full-rank condition.
Theorem 2. There exists an (n, k) RS code over F = GF (q ) of which n < q a , q s ≤ r and a| such that the repair bandwidth is b = a (n − 1)(a − s) symbols over B.
Proof: Assume a field F = GF (q ) is extended by E = GF (q a ), the generating polynomial is g(x) with degree /a and β is the root of g(x) = 0. We focus on the RS
, which is one of the cosets in Lemma 1. Using (4) to reconstruct the failed node f (α * ), similar to [5] , we choose
It is easy to check that the degree of p j (x) is smaller than r since q s ≤ r. When x = α * , we have
Since
For x = α * , by [23] 
Let {η 1 , η 2 , η 3 , ..., η /a } be a set of basis for F over E, the polynomials are chosen as
Now from (7) we can calculate the repair bandwidth
Rather than directly use the schemes in [5] and [6] , our scheme significantly reduced the repair bandwidth when the evaluation points are in a smaller coset. It should be noted that a here can be an arbitrary number that divides and when a = , it is exactly the same scheme in [5] and [6] . 
is easy to check that rank B ({p 1 (α * ), p 2 (α * ), p 3 (α * )}) = 3 and rank B ({p 1 (x), p 2 (x), p 3 (x)}) = 2 for x = α * Then follow in the scheme above we can calculate the repair bandwidth to be b = 24 bits. Remark 1. Scheme in [5] and [6] can be also used in RS code over E with repair bandwidth (n − 1)(a − s), and with /a copies of the Code. Thus they can also reach the repair bandwidth of a (n − 1)(a − s). However, it should be noted that by doing so, the code is a vector code but our scheme constructed a scalar code.
Scheme in two cosets. Now we discuss the scheme when the evaluation points are chosen from two cosets. In this scheme, we choose the polynomials that have full rank when evaluated at the failed node coset, and rank 1 when evaluated at the other coset. We can save almost half the repair bandwidth from the naive scheme, namely, b ≈ 2 (n − 1) by appropriate choice of parameters.
Theorem 4. There exists an (n, k) RS code over F = GF (q ) of which n ≤ 2(q a − 1), a| and r ≤ a such that the repair bandwidth is b < (n − 1) +a 2 symbols. Proof: Assume a field F = GF (q ) extended by E = GF (q a ), the generating polynomial is g(x) with degree /a and β is the root of g(x) = 0. We focus on the RS code RS(A, k) over F of dimension k over F with evaluation points A consist of n/2 points from β m 1 E * and n/2 points from β m 2 E * , where 0 ≤ m 1 = m 2 < q −1 q a −1 . In this case we use the symbols in E to reconstruct the failed node f (α * ),
(15) Similar to [5] , as long as a ≤ r we choose
for j ∈ [ a ]. First we know that the degree of p j (x) is smaller than r. Then we can check the rank in either case,
Then we can conclude that {p j (α * ), j ∈ [ a ]} has full rank. For x from the same coset of α * , the polynomials have rank /a and for x from the other coset, the polynomials have rank 1. Then the repair bandwidth can be calculated from (7) as
In this scheme, a is restricted to r ≤ a < but it has better performance than scheme in one coset in its feasible region.
Example 5. Take (14, 11) RS codes in F = GF (2 9 ) for example. Let β be the primitive element in F, we set a = 3 and A = E * ∪ βE * . Assume α * ∈ βE * , then p j (x), j ∈ [3] is the set {1, x, x 2 }. It is easy to check that when x ∈ βE * the polynomials have full rank and when x ∈ E * the polynomials have rank 1. The total repair bandwidth is 75 bits.
Scheme in multiple cosets. In this part we will extend the schemes [17] , [18] for larger evaluation points size. For [17] , when the sub-packetization size is exponentially large in n, the scheme asymptotically approaches the MSR bound r (n − 1). For [18] , MSR bound is achieved while the subpacketization size is l ≈ n n . In our work, we use the cosets in Lemma 1 to extend the evaluation points chosen in [17] , [18] and provide a tradeoff between the sub-packetization size and the repair bandwidth. Theorem 6. There exists an (n, k) RS code over F = GF (q ) of which n ≤ (q a − 1) log r a and a| such that the repair bandwidth is b < r (n + 1 + r(q a − 2)).
Proof: Assume the field F = GF (q ) is extended by E = GF (q a ), the generating polynomial is g(x) with degree /a and β is the root of g(x) = 0. /a satisfies /a = r m for some integer m. The evaluation points A consist of {βC, β r C, β r 2 C, ..., β r m−1 C}, C ⊆ E * .
We will use (15) to repair the failed node f (α * ). Similar to [17] , for c = 0, 1, 2, ..., a − 1 = r m − 1, write its r-array
Here c varies from 0 to a − 1 except c i = 0 and s varies from 0 to r − 1, so we totally have a polynomials. The subscript j is indexed by c and s, by abuse of notation, we write j ∈ [ a ]. For x ∈ β r i−1 E, it is easy to check that
for some γ ∈ C form a basis for F over E, so {p j (x), j ∈ [ a ]} have full rank. Then we can calculate the repair bandwidth from (7) .
For k > i − 1,
has rank rank E (p j (x)) < ar
Then the repair bandwidth is upper bounded by 2) ).
In this work we increase the evaluation points size, correspondingly the repair bandwidth increases. When a = 1, q = 2, it is exactly the scheme [17] and when a grows, we can provide a tradeoff between the sub-packetization size and the repair bandwidth.
Example 7. Take q = 2, = 16, a = 2 and r = 2, then we have m = 3, n = 9, k = 7. The evaluation points A = βE * ∪ β 2 E * ∪ β 4 E * . Assume α * ∈ β 2 E * , then p j (x) is the set {x s , βx s , β 4 x s , β 5 x s , s = 0, 1}. It is easy to check that when x ∈ β 2 E * , p j (x) is the set {1, β, β 2 , ..., β 7 } forming a basis for F over E. When x ∈ βE * , p j (x) is the set {1, β, β 2 , β 4 , β 5 , β 6 } with rank 6. When x ∈ β 4 E * , p j (x) is the set {1, β, β 4 , β 5 , β 8 , β 9 } with rank at most 6. Then the total repair bandwidth is at most 52 bits. The result is better than (26) because we used approximation in the analysis in (26). Theorem 8. There exists an (n, k) RS code over F = GF (q ) of which n ≤ (q a − 1)m and /a ≈ m m such that the repair bandwidth is b = r (n − 1 + (r − 1)(q a − 2)).
Proof: Define F q (α) to be the field obtained by adjoining α to the base field B = GF (q). Let α i be the primitive element of order p i over B, where p i is the prime number that satisfies r|(p i − 1). Assume the field F = F q (α 1 , α 2 , ...α m , α m+1 , ..., α m+w ) , so E = F q (α m+1 , α m+2 , ..., α m+w ) = GF (q a ) is a subfield of F. The evaluation points A consist of {α 1 C, α 2 C, ..., α m C}, C ⊆ E * . The subfield F i is defined as F i = F q (α j , j = i). The code is defined in K = GF (q ), which is the degree-r of extension over F.
Assume the failed node α * ∈ α i C, Similar to [18] , we construct a vector space S i to be
where β is the generating element of K over F, the operation + is the Minkowski sum of sets.
In [18] it is proved that
In this case we use the symbols in F i to recover the failed node.
where s = 0, 1, ..., p i − 1 and e 1 , e 2 , ..., e p i form the basis for S i over F i . The polynomial is chosen to be
Let
Combine (30) we know that the left side of (31) has full rank, which satisfies (6) . The repair bandwidth can be calculated from (7) b = r (n − 1 + (r − 1)(q a − 2)).
When a = 1, q = 2, this work is exactly the scheme [18] and when a grows, we can provide a tradeoff between the sub-packetization size and the repair bandwidth.
Example 9. Take q = 2, r = 2, = 2 × 3 × 5 × 7 × 11, F = F q (α 1 , α 2 , α 3 , α 4 ), K = GF (2 ) and E = F q (α 4 ) = GF (q 11 ). The evaluation points A = α 1 E * ∪ α 2 E * ∪ α 3 E * . Assume the failed node α * ∈ α 1 E * , so we have S 1 = Span F 1 (1, βα 1 , (1 + β)α 2 1 ), which satisfies (30). It is easy to check that rank F i (p j (x)) = 2 when x ∈ α 1 E * and rank F i (p j (x)) = 1 when x ∈ (α 2 E * ∪ α 3 E * ). The total repair bandwidth is 8186 · /r bits.
Discussion. In this part we will compare the existing and the proposed schemes. They are all defined in a field F = GF (q ) extended by E = GF (q a ) but the size of E may be different in each case. Table I shows the repair bandwidth and the evaluation points size of each scheme. The two schemes in multiple cosets have the similar repair bandwidth and evaluation points size, but the subpacketization in scheme 2 is much larger than it is in scheme 1. In the rest part we will mainly compare our scheme in multiple cosets 1 to other schemes. Figure 1 shows the comparison of our 3 schemes, some single points not shown in the figure are (log 2 = 128, b/(n − 1) = 252), (log 2 = 256, b/(n − 1) = 254) for scheme in one coset and (log 2 = 129, b/(n−1) = 192) for scheme in two cosets. Schemes in [5] , [6] and scheme in [17] are not shown in the figure because they are just the special cases of our schemes. When the evaluation points size is small, scheme in multiple cosets has better performance, it almost reaches the MSR bound. When the evaluation points size approaches the size of F, scheme in one coset has advantages in repair bandwidth. Scheme in two cosets does not have solution when the evaluation points size is too small or too large, but it has better performance in its feasible region than the other two schemes in this figure. Table II shows the results when = 64, r = 4 and q = 2.
IV. A TECHNIQUE FOR THE SUB-PACKETIZATION BOUND OF SCALAR MSR CODES
Achieving optimal MSR repair bandwidth is an desirable property in distributed storage systems. Unlike MSR vector or array code, scalar MSR code has more restrictions on its repair bandwidth and reducing the repair bandwidth will significantly increase the sub-packetization size. In the above schemes, we demonstrated a tradeoff between them and in this section, we will present a technique that improves the results in [19] , [20] , [21] for scalar codes.
In [20] and [21] , a lower bound for MDS array code is given by constructing r k/(log δ +1) linearly independent matrix by the products of the encoding matrices. Since the encoding matrices lie on an 2 dimensional space, they conclude the bound to be k ≤ 2 log r (log δ + 1) where r = n − k, δ = r/(r − 1). In this work, we propose a technique that converts a vector MSR code sub-packetizaion bound into a scalar code bound. The main idea is to view multiplication by a field element as matrix multiplication where the matrices lie on an dimensional space.
Assume a field F = GF (q ) is extended by B = GF (q). Let {ξ 1 , ξ 2 , ..., ξ i } and {γ 1 , γ 2 , ..., γ i } be the dual basis for F over B, for a fixed α ∈ F and an arbitrary v ∈ F, using the trace function, the multiplication of them can be written as
where a i,j are uniquely determined by i=1 ξ i a i,j = αξ j , j ∈ [ ], a i,j ∈ B. We call A = (a i,j ) the matrix corresponding to α.
Then we focus on the (n, k) systematic scalar code over F. The codeword is (v 1 , v 2 , ..., v n ) and we view the last r = n − k nodes to be the parity nodes v k+t = k j=1 α t,j v j , t ∈ [r] for some α t,j ∈ F. Using (36) we can change it to
where A t,j is the corresponding matrix to α t,j , called encoding matrix.
Assume the code reaches MSR bound, to restore v 1 , the n − 1 helper nodes transmit /r symbols each. The symbols transmitted from node j can be written as ⎡
. . .
where s m,i are uniquely determined by i=1 s m,i γ i = β m,j , m ∈ [ r ], s m,i ∈ B, β m,j ∈ F. For example, β m,j can be found in (4) for RS code. repair bandwidth code length restrictions Schemes in [5] , [6] (n − 1)( − s) n =s ≤ r Scheme in [17] < r (n + 1) n = log r Scheme in [18] r (n − 1) n n ≈ Our scheme in one coset a (n − 1)(a − s) n = (q a − 1) q s ≤ r, a|
Our scheme in two cosets < (n − 1) +a 2 n = 2(q a − 1) r ≤ a, a| Our scheme in multiple cosets 1 < r (n + 1 + r(q a − 2)) n = (q a − 1)m /a = r m for some integer m Our scheme in multiple cosets 2 < r (n − 1 + (r − 1)(q a − 2)) n = (q a − 1)m /a ≈ m m for some integer m Now we have presented MSR scalar codes in vector form. The only difference from vector codes is that there are some constrains on the encoding matrix A t,j . 
where α is a symbol in F = GF (q ). Assume α 1 , α 2 , ..., α are independent symbols over B and the corresponding matrices are A 1 , A 2 , ..., A . Then any symbol α ∈ F can be presented as Since α α ∈ F, A A can be presented as the linear combination of A 1 , A 2 , ..., A , the products of A lie on a -dimensional space.
Now any A can be presented as the linear combination of
Similar to [20] and [21] , we can construct r k/(log δ +1) linear independent matrices by the products of encoding matrices, Since they lie on a dimensional space, we can conclude that Theorem 11. The lower sub-packetization bound for MSR scalar code is k ≤ log r (log δ + 1) where r = n − k, δ = r/(r − 1).
Remark 2.
It should be noted that [18] proposed an asymptoticly tight sub-packetization bound for MSR scalar code. Nevertheless, the work in our paper can be used as a a technique that converts a vector MSR code into a scalar MSR code.
V. CONCLUSION
In this paper, we designed three RS code repair schemes to provide a tradeoff between the sub-packetization size and the repair bandwidth. When the sub-packetization size is large, scheme in multiple cosets has better performance, it approaches the MSR bound. When sub-packetization size is small, scheme in one coset has advantages in repair bandwidth. Scheme in two cosets has smaller repair bandwidth with certain parameters in between these two cases. Also, we proposed a technique that converts vector codes into scalar codes and improved the sub-packetization bound for scalar MSR codes. In spite of several tradeoff points we provided in this paper, the function of the sub-packetization size versus the repair bandwidth is still an open question.
