First Searches for Optical Counterparts to Gravitational-wave Candidate Events by Aasi, J. et al.






The following full text is a preprint version which may differ from the publisher's version.
 
 




























DRAFT VERSION 22 OCTOBER 2013
Preprint typeset using LATEX style emulateapj v. 5/2/11
FIRST SEARCHES FOR OPTICAL COUNTERPARTS TO GRAVITATIONAL-WAVE CANDIDATE EVENTS
J. AASI1 , J. ABADIE1 , B. P. ABBOTT1, R. ABBOTT1, T. ABBOTT2, M. R. ABERNATHY1, T. ACCADIA3, F. ACERNESE4,5, C. ADAMS6 ,
T. ADAMS7 , R. X. ADHIKARI1, C. AFFELDT8, M. AGATHOS9 , N. AGGARWAL10 , O. D. AGUIAR11 , P. AJITH1, B. ALLEN8,12,13 ,
A. ALLOCCA14,15 , E. AMADOR CERON12, D. AMARIUTEI16, R. A. ANDERSON1, S. B. ANDERSON1 , W. G. ANDERSON12 , K. ARAI1 ,
M. C. ARAYA1, C. ARCENEAUX17, J. AREEDA18, S. AST13 , S. M. ASTON6 , P. ASTONE19 , P. AUFMUTH13 , C. AULBERT8, L. AUSTIN1 ,
B. E. AYLOTT20, S. BABAK21 , P. T. BAKER22 , G. BALLARDIN23, S. W. BALLMER24, J. C. BARAYOGA1, D. BARKER25,
S. H. BARNUM10 , F. BARONE4,5 , B. BARR26 , L. BARSOTTI10, M. BARSUGLIA27, M. A. BARTON25, I. BARTOS28 , R. BASSIRI29,26 ,
A. BASTI14,30 , J. BATCH25 , J. BAUCHROWITZ8, TH. S. BAUER9, M. BEBRONNE3, B. BEHNKE21 , M. BEJGER31, M.G. BEKER9,
A. S. BELL26 , C. BELL26, I. BELOPOLSKI28, G. BERGMANN8, J. M. BERLINER25, A. BERTOLINI9, D. BESSIS32 , J. BETZWIESER6,
P. T. BEYERSDORF33, T. BHADBHADE29 , I. A. BILENKO34, G. BILLINGSLEY1, J. BIRCH6 , M. BITOSSI14 , M. A. BIZOUARD35,
E. BLACK1, J. K. BLACKBURN1, L. BLACKBURN36, D. BLAIR37, M. BLOM9 , O. BOCK8 , T. P. BODIYA10 , M. BOER38, 142 , C. BOGAN8 ,
C. BOND20 , F. BONDU39 , L. BONELLI14,30 , R. BONNAND40 , R. BORK1 , M. BORN8 , S. BOSE41 , L. BOSI42 , J. BOWERS2 ,
C. BRADASCHIA14, P. R. BRADY12 , V. B. BRAGINSKY34, M. BRANCHESI43,44 , C. A. BRANNEN41 , J. E. BRAU45 , J. BREYER8,
T. BRIANT46, D. O. BRIDGES6, A. BRILLET38, M. BRINKMANN8, V. BRISSON35 , M. BRITZGER8, A. F. BROOKS1, D. A. BROWN24 ,
D. D. BROWN20 , F. BRU¨CKNER20, T. BULIK47 , H. J. BULTEN9,48 , A. BUONANNO49 , D. BUSKULIC3, C. BUY27 , R. L. BYER29 ,
L. CADONATI50 , G. CAGNOLI40 , J. CALDERO´N BUSTILLO51, E. CALLONI4,52 , J. B. CAMP36 , P. CAMPSIE26 , K. C. CANNON53 ,
B. CANUEL23, J. CAO54 , C. D. CAPANO49 , F. CARBOGNANI23 , L. CARBONE20 , S. CARIDE55 , A. CASTIGLIA56, S. CAUDILL12,
M. CAVAGLIA`17, F. CAVALIER35, R. CAVALIERI23, G. CELLA14, C. CEPEDA1, E. CESARINI57, R. CHAKRABORTY1,
T. CHALERMSONGSAK1, S. CHAO58 , P. CHARLTON59, E. CHASSANDE-MOTTIN27, X. CHEN37 , Y. CHEN60 , A. CHINCARINI61,
A. CHIUMMO23 , H. S. CHO62 , J. CHOW63 , N. CHRISTENSEN64, Q. CHU37 , S. S. Y. CHUA63 , S. CHUNG37 , G. CIANI16 , F. CLARA25 ,
D. E. CLARK29 , J. A. CLARK50 , F. CLEVA38 , E. COCCIA57,65 , P.-F. COHADON46 , A. COLLA19,66 , M. COLOMBINI42,
M. CONSTANCIO JR.11 , A. CONTE19,66 , R. CONTE67 , D. COOK25 , T. R. CORBITT2, M. CORDIER33, N. CORNISH22 , A. CORSI68 ,
C. A. COSTA11 , M. W. COUGHLIN69, J.-P. COULON38 , S. COUNTRYMAN28, P. COUVARES24 , D. M. COWARD37 , M. COWART6 ,
D. C. COYNE1 , K. CRAIG26 , J. D. E. CREIGHTON12, T. D. CREIGHTON32, S. G. CROWDER70 , A. CUMMING26 , L. CUNNINGHAM26 ,
E. CUOCO23 , K. DAHL8 , T. DAL CANTON8 , M. DAMJANIC8 , S. L. DANILISHIN37, S. D’ANTONIO57, K. DANZMANN8,13 , V. DATTILO23,
B. DAUDERT1, H. DAVELOZA32, M. DAVIER35 , G. S. DAVIES26 , E. J. DAW71 , R. DAY23 , T. DAYANGA41 , R. DE ROSA4,52 ,
G. DEBRECZENI72, J. DEGALLAIX40, W. DEL POZZO9, E. DELEEUW16, S. DELE´GLISE46, T. DENKER8, H. DERELI38, V. DERGACHEV1,
R. DEROSA2 , R. DESALVO67, S. DHURANDHAR73 , L. DI FIORE4, A. DI LIETO14,30 , I. DI PALMA8, A. DI VIRGILIO14, M. D I´AZ32 ,
A. DIETZ17, K. DMITRY34, F. DONOVAN10 , K. L. DOOLEY8, S. DORAVARI6, M. DRAGO74,75 , R. W. P. DREVER76, J. C. DRIGGERS1,
Z. DU54 , J. -C. DUMAS37 , S. DWYER25 , T. EBERLE8, M. EDWARDS7 , A. EFFLER2, P. EHRENS1 , J. EICHHOLZ16, S. S. EIKENBERRY16,
G. ENDRO˝CZI72, R. ESSICK10 , T. ETZEL1, K. EVANS26 , M. EVANS10 , T. EVANS6 , M. FACTOUROVICH28, V. FAFONE57,65 ,
S. FAIRHURST7, Q. FANG37 , B. FARR77 , W. FARR77 , M. FAVATA78 , D. FAZI77 , H. FEHRMANN8, D. FELDBAUM16,6 , I. FERRANTE14,30 ,
F. FERRINI23, F. FIDECARO14,30 , L. S. FINN79 , I. FIORI23 , R. FISHER24 , R. FLAMINIO40, E. FOLEY18, S. FOLEY10, E. FORSI6,
L. A. FORTE4 , N. FOTOPOULOS1, J.-D. FOURNIER38, S. FRANCO35 , S. FRASCA19,66 , F. FRASCONI14, M. FREDE8, M. FREI56 ,
Z. FREI80, A. FREISE20, R. FREY45 , T. T. FRICKE8, P. FRITSCHEL10, V. V. FROLOV6, M.-K. FUJIMOTO81, P. FULDA16 , M. FYFFE6 ,
J. GAIR69 , L. GAMMAITONI42,82 , J. GARCIA25 , F. GARUFI4,52 , N. GEHRELS36, G. GEMME61 , E. GENIN23 , A. GENNAI14 , L. GERGELY80,
S. GHOSH41 , J. A. GIAIME2,6 , S. GIAMPANIS12, K. D. GIARDINA6, A. GIAZOTTO14, S. GIL-CASANOVA51, C. GILL26 , J. GLEASON16,
E. GOETZ8, R. GOETZ16, L. GONDAN80 , G. GONZA´LEZ2, N. GORDON26 , M. L. GORODETSKY34, S. GOSSAN60 , S. GOSSLER8,
R. GOUATY3 , C. GRAEF8 , P. B. GRAFF36 , M. GRANATA40 , A. GRANT26 , S. GRAS10 , C. GRAY25 , R. J. S. GREENHALGH83,
A. M. GRETARSSON84, C. GRIFFO18 , H. GROTE8, K. GROVER20, S. GRUNEWALD21, G. M. GUIDI43,44 , C. GUIDO6 , K. E. GUSHWA1 ,
E. K. GUSTAFSON1 , R. GUSTAFSON55 , B. HALL41 , E. HALL1 , D. HAMMER12 , G. HAMMOND26 , M. HANKE8 , J. HANKS25 ,
C. HANNA85 , J. HANSON6 , J. HARMS1 , G. M. HARRY86 , I. W. HARRY24 , E. D. HARSTAD45 , M. T. HARTMAN16 , K. HAUGHIAN26 ,
K. HAYAMA81 , J. HEEFNER†,1, A. HEIDMANN46, M. HEINTZE16,6, H. HEITMANN38, P. HELLO35, G. HEMMING23 , M. HENDRY26 ,
I. S. HENG26 , A. W. HEPTONSTALL1, M. HEURS8 , S. HILD26 , D. HOAK50 , K. A. HODGE1 , K. HOLT6, M. HOLTROP87, T. HONG60 ,
S. HOOPER37 , T. HORROM88 , D. J. HOSKEN89 , J. HOUGH26 , E. J. HOWELL37, Y. HU26 , Z. HUA54 , V. HUANG58 , E. A. HUERTA24 ,
B. HUGHEY84 , S. HUSA51 , S. H. HUTTNER26, M. HUYNH12 , T. HUYNH-DINH6, J. IAFRATE2, D. R. INGRAM25 , R. INTA63 , T. ISOGAI10 ,
A. IVANOV1 , B. R. IYER90 , K. IZUMI25 , M. JACOBSON1, E. JAMES1 , H. JANG91 , Y. J. JANG77 , P. JARANOWSKI92 ,
F. JIME´NEZ-FORTEZA51, W. W. JOHNSON2 , D. JONES25 , D. I. JONES93 , R. JONES26 , R.J.G. JONKER9, L. JU37 , HARIS K94 ,
P. KALMUS1 , V. KALOGERA77, S. KANDHASAMY70 , G. KANG91 , J. B. KANNER36 , M. KASPRZACK23,35 , R. KASTURI95,
E. KATSAVOUNIDIS10, W. KATZMAN6 , H. KAUFER13, K. KAUFMAN60 , K. KAWABE25, S. KAWAMURA81 , F. KAWAZOE8, F. KE´FE´LIAN38,
D. KEITEL8, D. B. KELLEY24, W. KELLS1, D. G. KEPPEL8, A. KHALAIDOVSKI8, F. Y. KHALILI34, E. A. KHAZANOV96 , B. K. KIM91 ,
C. KIM97,91 , K. KIM98 , N. KIM29 , W. KIM89 , Y.-M. KIM62 , E. J. KING89 , P. J. KING1 , D. L. KINZEL6, J. S. KISSEL10 , S. KLIMENKO16 ,
J. KLINE12 , S. KOEHLENBECK8, K. KOKEYAMA2, V. KONDRASHOV1 , S. KORANDA12 , W. Z. KORTH1 , I. KOWALSKA47 , D. KOZAK1 ,
A. KREMIN70 , V. KRINGEL8, B. KRISHNAN8 , A. KRO´LAK99,100 , C. KUCHARCZYK29, S. KUDLA2 , G. KUEHN8 , A. KUMAR101 ,
P. KUMAR24 , R. KUMAR26 , R. KURDYUMOV29 , P. KWEE10 , M. LANDRY25 , B. LANTZ29, S. LARSON102 , P. D. LASKY103 , C. LAWRIE26,
A. LAZZARINI1, A. LE ROUX6 , P. LEACI21, E. O. LEBIGOT54, C.-H. LEE62 , H. K. LEE98 , H. M. LEE97 , J. LEE10 , J. LEE18,
M. LEONARDI74,75 , J. R. LEONG8, N. LEROY35, N. LETENDRE3, B. LEVINE25, J. B. LEWIS1 , V. LHUILLIER25, T. G. F. LI9 , A. C. LIN29 ,
T. B. LITTENBERG77, V. LITVINE1, F. LIU104 , H. LIU7 , Y. LIU54 , Z. LIU16 , D. LLOYD1, N. A. LOCKERBIE105, V. LOCKETT18,
D. LODHIA20 , K. LOEW84 , J. LOGUE26 , A. L. LOMBARDI50 , M. LORENZINI57, V. LORIETTE106, M. LORMAND6 , G. LOSURDO43 ,
J. LOUGH24 , J. LUAN60 , M. J. LUBINSKI25, H. LU¨CK8,13 , A. P. LUNDGREN8, J. MACARTHUR26, E. MACDONALD7,
B. MACHENSCHALK8, M. MACINNIS10 , D. M. MACLEOD7, F. MAGANA-SANDOVAL18, M. MAGESWARAN1, K. MAILAND1,
E. MAJORANA19 , I. MAKSIMOVIC106 , V. MALVEZZI57, N. MAN38 , G. M. MANCA8 , I. MANDEL20 , V. MANDIC70 , V. MANGANO19,66 ,
M. MANTOVANI14 , F. MARCHESONI42,107 , F. MARION3 , S. MA´RKA28 , Z. MA´RKA28 , A. MARKOSYAN29 , E. MAROS1 , J. MARQUE23 ,
F. MARTELLI43,44 , I. W. MARTIN26 , R. M. MARTIN16 , L. MARTINELLI38, D. MARTYNOV1 , J. N. MARX1 , K. MASON10 ,
A. MASSEROT3, T. J. MASSINGER24 , F. MATICHARD10 , L. MATONE28 , R. A. MATZNER108, N. MAVALVALA10, G. MAY2 ,
2N. MAZUMDER94, G. MAZZOLO8, R. MCCARTHY25 , D. E. MCCLELLAND63, S. C. MCGUIRE109 , G. MCINTYRE1, J. MCIVER50 ,
D. MEACHER38, G. D. MEADORS55 , M. MEHMET8, J. MEIDAM9 , T. MEIER13, A. MELATOS103 , G. MENDELL25, R. A. MERCER12,
S. MESHKOV1 , C. MESSENGER26, M. S. MEYER6 , H. MIAO60 , C. MICHEL40, E. E. MIKHAILOV88 , L. MILANO4,52 , J. MILLER63,
Y. MINENKOV57 , C. M. F. MINGARELLI20, S. MITRA73 , V. P. MITROFANOV34, G. MITSELMAKHER16, R. MITTLEMAN10, B. MOE12 ,
M. MOHAN23 , S. R. P. MOHAPATRA24,56 , F. MOKLER8 , D. MORARU25 , G. MORENO25 , N. MORGADO40 , T. MORI81 , S. R. MORRISS32 ,
K. MOSSAVI8 , B. MOURS3 , C. M. MOW-LOWRY8 , C. L. MUELLER16, G. MUELLER16, S. MUKHERJEE32, A. MULLAVEY2, J. MUNCH89 ,
D. MURPHY28 , P. G. MURRAY26 , A. MYTIDIS16 , M. F. NAGY72 , D. NANDA KUMAR16 , I. NARDECCHIA19,66 , T. NASH1 ,
L. NATICCHIONI19,66, R. NAYAK110 , V. NECULA16, I. NERI42,82 , G. NEWTON26 , T. NGUYEN63 , E. NISHIDA81 , A. NISHIZAWA81,
A. NITZ24 , F. NOCERA23 , D. NOLTING6, M. E. NORMANDIN32 , L. K. NUTTALL7, E. OCHSNER12, J. O’DELL83, E. OELKER10,
G. H. OGIN1 , J. J. OH111 , S. H. OH111 , F. OHME7 , P. OPPERMANN8, B. O’REILLY6, W. ORTEGA LARCHER32, R. O’SHAUGHNESSY12,
C. OSTHELDER1, D. J. OTTAWAY89 , R. S. OTTENS16, J. OU58 , H. OVERMIER6, B. J. OWEN79 , C. PADILLA18, A. PAI94 , C. PALOMBA19 ,
Y. PAN49 , C. PANKOW12 , F. PAOLETTI14,23, R. PAOLETTI14,15, M. A. PAPA21,12 , H. PARIS25 , A. PASQUALETTI23, R. PASSAQUIETI14,30 ,
D. PASSUELLO14, M. PEDRAZA1, P. PEIRIS56, S. PENN95 , A. PERRECA24, M. PHELPS1, M. PICHOT38, M. PICKENPACK8,
F. PIERGIOVANNI43,44, V. PIERRO67, L. PINARD40, B. PINDOR103 , I. M. PINTO67, M. PITKIN26, J. POELD8, R. POGGIANI14,30 ,
V. POOLE41, C. POUX1 , V. PREDOI7, T. PRESTEGARD70, L. R. PRICE1, M. PRIJATELJ8, M. PRINCIPE67, S. PRIVITERA1, R. PRIX8 ,
G. A. PRODI74,75 , L. PROKHOROV34, O. PUNCKEN32, M. PUNTURO42, P. PUPPO19 , V. QUETSCHKE32, E. QUINTERO1,
R. QUITZOW-JAMES45, F. J. RAAB25 , D. S. RABELING9,48 , I. RA´CZ72 , H. RADKINS25 , P. RAFFAI28,80 , S. RAJA112 , G. RAJALAKSHMI113 ,
M. RAKHMANOV32 , C. RAMET6, P. RAPAGNANI19,66 , V. RAYMOND1 , V. RE57,65 , C. M. REED25 , T. REED114 , T. REGIMBAU38,
S. REID115 , D. H. REITZE1,16 , F. RICCI19,66 , R. RIESEN6, K. RILES55 , N. A. ROBERTSON1,26 , F. ROBINET35, A. ROCCHI57 , S. RODDY6 ,
C. RODRIGUEZ77, M. RODRUCK25 , C. ROEVER8, L. ROLLAND3 , J. G. ROLLINS1 , J. D. ROMANO32 , R. ROMANO4,5 , G. ROMANOV88 ,
J. H. ROMIE6 , D. ROSIN´SKA31,116 , S. ROWAN26 , A. RU¨DIGER8, P. RUGGI23 , K. RYAN25 , F. SALEMI8, L. SAMMUT103 , V. SANDBERG25,
J. SANDERS55 , V. SANNIBALE1, I. SANTIAGO-PRIETO26, E. SARACCO40 , B. SASSOLAS40 , B. S. SATHYAPRAKASH7, P. R. SAULSON24 ,
R. SAVAGE25 , R. SCHILLING8, R. SCHNABEL8,13, R. M. S. SCHOFIELD45, E. SCHREIBER8, D. SCHUETTE8, B. SCHULZ8,
B. F. SCHUTZ21,7 , P. SCHWINBERG25, J. SCOTT26, S. M. SCOTT63, F. SEIFERT1, D. SELLERS6, A. S. SENGUPTA117 , D. SENTENAC23,
A. SERGEEV96, D. SHADDOCK63 , S. SHAH118,9 , M. S. SHAHRIAR77, M. SHALTEV8, B. SHAPIRO29, P. SHAWHAN49 ,
D. H. SHOEMAKER10, T. L. SIDERY20 , K. SIELLEZ38, X. SIEMENS12, D. SIGG25 , D. SIMAKOV8 , A. SINGER1, L. SINGER1,
A. M. SINTES51, G. R. SKELTON12, B. J. J. SLAGMOLEN63, J. SLUTSKY8, J. R. SMITH18, M. R. SMITH1 , R. J. E. SMITH20 ,
N. D. SMITH-LEFEBVRE1, K. SODEN12 , E. J. SON111 , B. SORAZU26 , T. SOURADEEP73, L. SPERANDIO57,65 , A. STALEY28,
E. STEINERT25, J. STEINLECHNER8, S. STEINLECHNER8, S. STEPLEWSKI41, D. STEVENS77, A. STOCHINO63, R. STONE32,
K. A. STRAIN26, S. STRIGIN34, A. S. STROEER32, R. STURANI43,44 , A. L. STUVER6, T. Z. SUMMERSCALES119, S. SUSMITHAN37,
P. J. SUTTON7, B. SWINKELS23, G. SZEIFERT80, M. TACCA27 , D. TALUKDER45, L. TANG32 , D. B. TANNER16, S. P. TARABRIN8,
R. TAYLOR1, A. P. M. TER BRAACK9 , M. P. THIRUGNANASAMBANDAM1, M. THOMAS6 , P. THOMAS25 , K. A. THORNE6,
K. S. THORNE60 , E. THRANE1, V. TIWARI16 , K. V. TOKMAKOV105 , C. TOMLINSON71, A. TONCELLI14,30, M. TONELLI14,30,
O. TORRE14,15 , C. V. TORRES32 , C. I. TORRIE1,26 , F. TRAVASSO42,82 , G. TRAYLOR6, M. TSE28 , D. UGOLINI120 ,
C. S. UNNIKRISHNAN113 , H. VAHLBRUCH13, G. VAJENTE14,30 , M. VALLISNERI60, J. F. J. VAN DEN BRAND9,48 , C. VAN DEN BROECK9,
S. VAN DER PUTTEN9, M. V. VAN DER SLUYS77 , J. VAN HEIJNINGEN9, A. A. VAN VEGGEL26, S. VASS1 , M. VASU´TH72 , R. VAULIN10,
A. VECCHIO20, G. VEDOVATO121 , J. VEITCH9, P. J. VEITCH89, K. VENKATESWARA122, D. VERKINDT3, S. VERMA37 , F. VETRANO43,44 ,
A. VICERE´43,44 , R. VINCENT-FINLEY109, J.-Y. VINET38 , S. VITALE10,9 , B. VLCEK12 , T. VO25 , H. VOCCA42,82 , C. VORVICK25 ,
W. D. VOUSDEN20 , D. VRINCEANU32, S. P. VYACHANIN34, A. WADE63 , L. WADE12 , M. WADE12 , S. J. WALDMAN10, M. WALKER2,
L. WALLACE1, Y. WAN54 , J. WANG58 , M. WANG20 , X. WANG54 , A. WANNER8, R. L. WARD63 , M. WAS8 , B. WEAVER25, L.-W. WEI38 ,
M. WEINERT8, A. J. WEINSTEIN1, R. WEISS10 , T. WELBORN6, L. WEN37 , P. WESSELS8, M. WEST24 , T. WESTPHAL8, K. WETTE8,
J. T. WHELAN56 , S. E. WHITCOMB1,37 , D. J. WHITE71, B. F. WHITING16, S. WIBOWO12 , K. WIESNER8, C. WILKINSON25,
L. WILLIAMS16, R. WILLIAMS1, T. WILLIAMS123, J. L. WILLIS124, B. WILLKE8,13, M. WIMMER8, L. WINKELMANN8, W. WINKLER8,
C. C. WIPF10 , H. WITTEL8, G. WOAN26 , J. WORDEN25 , J. YABLON77 , I. YAKUSHIN6 , H. YAMAMOTO1, C. C. YANCEY49 , H. YANG60 ,
D. YEATON-MASSEY1, S. YOSHIDA123 , H. YUM77 , M. YVERT3, A. ZADROZ˙NY100 , M. ZANOLIN84 , J.-P. ZENDRI121, F. ZHANG10 ,
L. ZHANG1 , C. ZHAO37 , H. ZHU79 , X. J. ZHU37 , N. ZOTOV‡,114 , M. E. ZUCKER10 , AND J. ZWEIZIG1
(THE LIGO SCIENTIFIC COLLABORATION AND THE VIRGO COLLABORATION)
AND
C. AKERLOF55, C. BALTAY125, J. S. BLOOM126 , Y. CAO76 , S. B. CENKO36 , A. ´CWIEK100 , M. ´CWIOK 137 , V. DHILLON71 , D. B. FOX79 ,
A. GAL-YAM127 , M. M. KASLIWAL128 , A. KLOTZ129, M. LAAS-BOUREZ37, 142 , R. R. LAHER76 , N. M. LAW130 , A. MAJCHER100 ,
K. MAŁEK139,131 , L. MANKIEWICZ131, K. NAWROCKI100 , S. NISSANKE76 , P. E. NUGENT126,132 , E. O. OFEK127 , R. OPIELA131,
L. PIOTROWSKI138,137 , D. POZNANSKI133 , D. RABINOWITZ125, S. RAPOPORT63 , J. W. RICHARDS126 , B. SCHMIDT134 , M. SIUDEK131 ,
M. SOKOŁOWSKI140,141,100 , I. A. STEELE135, M. SULLIVAN136, A. F. ˙ZARNECKI137 , AND W. ZHENG126
(Dated: 22 October 2013)
Draft version 22 October 2013
ABSTRACT
During the LIGO and Virgo joint science runs in 2009-2010, gravitational wave (GW) data from three inter-
ferometer detectors were analyzed within minutes to select GW candidate events and infer their apparent sky
positions. Target coordinates were transmitted to several telescopes for follow-up observations aimed at the
detection of an associated optical transient. Images were obtained for eight such GW candidates. We present
the methods used to analyze the image data as well as the transient search results. No optical transient was iden-
tified with a convincing association with any of these candidates, and none of the GW triggers showed strong
evidence for being astrophysical in nature. We compare the sensitivities of these observations to several model
light curves from possible sources of interest, and discuss prospects for future joint GW-optical observations
of this type.
3Subject headings: gravitational waves – binaries: close – stars: neutron – surveys – catalogs
1. INTRODUCTION
Transient gravitational-wave (GW) emission is expected
from highly energetic astrophysical events such as stellar-
core collapses and mergers of binary neutron stars. The
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gravitational-wave signals. A fourth site, GEO600 in Han-
nover, Germany (Grote et al. 2008), also shares data with
LIGO and Virgo.
During the 2009-2010 science run of the LIGO/Virgo
network (Abadie et al. 2012c) we implemented low-latency
searches for GW transients. The analysis software identi-
fied GW event candidates (“triggers”), estimated their statis-
tical significance, and reconstructed likely source positions.
A collection of optical telescopes, as well as the Swift satel-
lite, LOFAR, and the Expanded Very Large Array (EVLA)
(Lazio et al. 2012), provided target of opportunity follow-up
observations to the GW triggers. In earlier publications, we
described the search method and likely sources of both GW
and EM transients (Abadie et al. 2012b,a), as well as the re-
sults of the follow-up observations performed with the Swift
satellite (Evans et al. 2012).
In this paper, we describe the data set collected with optical
telescopes, detail the methods used to search the data for tran-
sients consistent with expected optical counterparts to GWs,
and report the results of this analysis. In this first effort to
use optical instruments to search for transients based on data
from GW detectors, none of the GW triggers showed strong
evidence for being astrophysical in nature. However, search-
ing for transients in a large sky area is a challenging prob-
lem, and uncertainty in the expected light curve and spectrum
of the sought optical counterpart makes the problem harder
still. For this reason, we emphasize the methodologies used
to identify transient phenomena in our data set and to sepa-
rate objects consistent with our target models from those that
are not. In addition, we discuss the results of Monte Carlo
simulations used to test the efficiency of our pipelines in re-
covering various types of transients, and the implications for
future searches of optical counterparts of GW events discov-
ered with next generation observatories.
A variety of astrophysical processes are likely to be
associated with both GW and EM emission. Among
these, gamma-ray bursts (GRBs) are promising sources for
joint GW and EM studies (e.g., Kochanek & Piran 1993;
Kobayashi & Me´sza´ros 2003; Abadie et al. 2012b). GRBs
are traditionally divided in two main classes, long and short
bursts (Kouveliotou et al. 1993), which are thought to be as-
sociated with different progenitors (e.g., Gehrels et al. 2007;
Me´sza´ros 2006, and references therein). Long GRBs are asso-
ciated with “collapsars”, the gravitational collapse of cores of
massive stars (Woosley 1993; MacFadyen & Woosley 1999),
while short GRBs may be produced by mergers of binary sys-
tems of compact objects (neutron-star/neutron-star or black-
hole/neutron-star; e.g., Eichler et al. 1989; Paczynski 1991;
Narayan et al. 1992). A compact binary merger results from
gravitational radiation, producing a characteristic “inspiral”
of the binary orbit and a corresponding strong GW signal
(e.g., Thorne 1987; Shibata & Taniguchi 2011). GW emis-
sion from a collapsar depends on non-spherically-symmetric
flow of material during the collapse, which may be en-
hanced by centrifugal effects if the progenitor is rotating
rapidly (Davies et al. 2002; Fryer et al. 2002; Shibata et al.
2003; Piro & Pfahl 2007; Corsi & Me´sza´ros 2009; Ott 2009;
Romero et al. 2010).
High-energy emission from GRBs is thought to escape as
narrow relativistic jets (e.g., Sari et al. 1999; Harrison et al.
1999; Frail et al. 2001; Racusin et al. 2009), though at least
in the case of the short GRBs, there is uncertainty regard-
ing the angular extent of typical beams (Fong et al. 2012),
as well as how the beaming angle depends on wavelength
5(van Eerten & MacFadyen 2011). Afterglows of both classes
of GRBs have been observed over a wide range of wave-
lengths (Costa et al. 1997; Frail et al. 1997; van Paradijs et al.
1997; Gehrels et al. 2005; Hjorth et al. 2005; Abdo et al.
2009), from times nearly concurrent with the prompt emission
to days later (e.g. Nousek et al. 2006; Molinari et al. 2007;
Racusin et al. 2011, and references therein). Generally, the
observed optical afterglows fade with a temporal power-law
decay, with typical indices between 1 and 1.5 (e.g., Sari et al.
1998; Nakar 2007). A wide range of luminosities have been
observed, with the afterglows of short bursts tending to be
less energetic than the afterglows of long bursts (Kann et al.
2011).
The merger of two neutron stars or a neutron star with a
black hole may lead to a supernova-like transient, as described
by Li & Paczyn´ski (1998). In their model, heavy radioac-
tive elements are formed in the merger ejecta through rapid
neutron capture nucleosynthesis. As the newly formed iso-
topes decay toward stability, they release energy and heat the
ejecta. Thermal emission becomes visible after the ejecta has
expanded enough to allow photons to escape. The expected
transient, referred to as a kilonova throughout this paper, is
roughly isotropic, and the associated light curve is expected to
peak about a day after the merger time (Metzger et al. 2010;
Piran et al. 2013). The model has been supported by a variety
of computational work (Faber & Rasio 2012; Roberts et al.
2011), though some details of the model are still uncertain,
including the amount of mass ejected from the merger and
the physics of the radiative transport. These unknowns lead
to uncertainties in the peak luminosity, time-scale, and color
evolution of the model. For example, Barnes & Kasen (2013)
found that the ejected NS material may have a high opacity,
leading to light curves that peak in infrared rather than optical
wavelengths; this prediction seems consistent with one recent
observation (Tanvir et al. 2013; Berger et al. 2013). For test-
ing purposes, we adopted a simple model which was intended
to mimic the main features of the light curves in Metzger et al.
(2010) and Piran et al. (2013) (See Table 1).
Core-collapse supernovae are expected to emit enough GW
energy to be observable with current detectors within some
fraction of the Milky Way, to distances of perhaps a few
kpc (Ott 2009). A rare class of core-collapse supernovae
is also known to be linked to long GRBs (Galama et al.
1998; Woosley & Bloom 2006; Soderberg et al. 2006). In-
deed, optical follow-ups of GW triggers could catch op-
tical supernovae harboring off-axis GRBs, whose gamma-
ray emission would be missed because the relativistic GRB
jet is not pointed towards earth (Granot et al. 2002; Rhoads
2003; van Eerten et al. 2010). However, unlike the mod-
els discussed above, tracking a supernova light curve re-
quires several days or weeks of observations after the GW
trigger (Doggett & Branch 1985). Slow light curves are
also expected from off-axis GRBs, whose emission is ex-
pected to peak on timescales of weeks to months (e.g.;
van Eerten & MacFadyen 2011). Taking into account that the
LIGO and Virgo detectors are expected to detect more merger
events than core-collapse events, the cadence of our optical
follow-up observations was chosen mainly for shorter optical
transients, but with some observations extending to later times
to possibly catch a slower transient.
The paper is organized as follows: Sec. 2 first gives a
description of the ground-based telescopes involved in the
follow-up program. In Sec. 3, we present the set of GW trig-
gers that were selected and sent as alerts to the telescopes and
we describe their associated follow-up observations. Sec. 4
details the methods employed to search for optical transients
in the collected series of images and Sec. 5 reports the results
of the searches. Finally, estimates of the search sensitivity are
presented in Sec. 6.
2. TELESCOPES INVOLVED IN THE FOLLOW-UP PROGRAM
The optical follow-up program took place during times
when the LIGO and Virgo observatories were operating in
coincidence during 2009 and 2010. This time was divided
into two segments: the “winter” run, between December 2009
and January 2010, and the “autumn” run spanning most of
September and October 2010. The program was executed as
a joint study between the LIGO and Virgo collaborations, and
about ten teams which operated automated and remotely con-
trolled telescopes.
During the winter run, triggers from the LIGO/Virgo net-
work were passed to the TAROT (Klotz et al. 2009) and
QUEST (Baltay et al. 2007) telescopes. For the autumn run,
the optical network was expanded to include Palomar Tran-
sient Factory (Rahmer et al. 2008; Law et al. 2009; Rau et al.
2009), Pi of the Sky (POTS) (Malek et al. 2009), ROTSE
III (Akerlof et al. 2003), SkyMapper (Keller et al. 2007), the
Zadko Telescope (Coward et al. 2010), and the Liverpool
Telescope (Steele et al. 2004). The large number (12) of tele-
scopes participating in the autumn run allowed for better sky
coverage. The main characteristics of these observatories are
listed in Table 2. With the exception of the Liverpool RAT-
Cam and Zadko, they are all equipped with wide field cam-
eras. A wide field of view (FOV) was considered an important
feature for this study, due to the imprecise source localization
of the GW instruments. We expected localizations of a few
tens of square degrees up to 200 square degrees, and so instru-
ments without a wide FOV would be unable to image a signif-
icant fraction of the uncertainty region (Cavalier et al. 2004;
Nissanke et al. 2011; Fairhurst 2011; Klimenko et al. 2011).
However, with the limited sensitive range to an optimally
aligned source (horizon distance) of initial LIGO and Virgo, it
was also possible for an instrument to observe only the most
likely host galaxies for a compact object merger (Abadie et al.
2012b; Kanner et al. 2008; Nuttall & Sutton 2010).
Separate observing plans were constructed for each obser-
vatory. Some of the instruments targeted only the single most
likely field for a given GW trigger, while others observed mul-
tiple fields in an effort to cover an area comparable to the GW
position uncertainty (See table 2). Planned cadences were
also different for each observatory. Generally, the goal was
to observe at least once as quickly as possible to image a po-
tential rapidly fading counterpart. Where possible, attempts
were made to image each field over several nights following
the GW trigger, in order to trace the light curves of potential
transients. The details of the observations are described in
Section 5.
3. GRAVITATIONAL-WAVE TRIGGERS SELECTED FOR
FOLLOW-UP OBSERVATIONS
3.1. Trigger Selection
Triggers for this search were identified with a collec-
tion of low-latency pipelines designed to find transient GW
events in data from the three site LIGO/Virgo network.
Here, we provide a brief summary of the trigger produc-
tion and selection, while a more detailed description is de-
scribed in Abadie et al. (2012b) and Abadie et al. (2012a).
During the winter run, two pipelines were used to identify
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R-BAND LIGHT CURVE MODELS USED FOR SIMULATED INJECTIONS. NORMALIZATIONS USED FOR THE ON-AXIS SHORT GRB AND LONG GRB MODELS
CORRESPOND TO THE FULL RANGE OF OBSERVED ON-AXIS GRB AFTERGLOWS IN EACH CLASS IN THE OBSERVER FRAME, ASSUMING z = 1, FROM
KANN ET AL. (2010, 2011). THE KILONOVA MODEL IS INTENDED TO MIMIC THE LIGHT CURVES SHOWN IN METZGER ET AL. (2010) AND
PIRAN ET AL. (2013).
Source Light Curve Model Normalization Condition
Short GRB L ∝ t−1.1 23-31 mag at 1 day from z = 1
Long GRB L ∝ t−1.1 16-24 mag at 1 day from z = 1
Kilonova L = (1.2 × 1042)t0.43 erg s−1 t < 0.7 days
L = (6.7 × 1041)t−1.29 erg s−1 t > 0.7 days
TABLE 2
CHARACTERISTICS OF INSTRUMENTS INVOLVED IN THE SEARCH. THE COLUMN LABELED “TILES” INDICATES THE MAXIMUM NUMBER OF DIFFERENT
FIELD POSITIONS THAT THE TELESCOPE SEARCHED IN RESPONSE TO A TRIGGER. THE SHOWN LIMITING MAGNITUDES ARE ESTIMATES, UNDER IDEAL
OBSERVING CONDITIONS. THEY ARE LISTED IN r’ BAND FOR RATCAM, r BAND FOR SKYMAPPER, AND R BAND FOR ALL OTHER INSTRUMENTS.
Name Locations FOV (square degrees) Aperture (m) Exposure Time (s) Limiting Magnitude Tiles
Palomar Transient Factory 1 7.3 1.2 60 20.5 10
Pi of the Sky 1 400 0.072 10 11.5 1
QUEST 1 9.4 1 60 20.5 3
ROTSE III 4 3.4 0.45 20 17.5 1
SkyMapper 1 5.7 1.35 110 21.5 8
TAROT 2 3.4 0.25 180 17.5 1
Zadko Telescope 1 0.15 1 120 20.5 5
Liverpool Telescope - RATCam 1 0.0058 2 300 21 1
Liverpool Telescope - SkyCamZ 1 1 0.2 10 18 1
generic short-duration transients of significant signal power,
or “bursts”, and estimate their source positions: the Omega
(Ω) Pipeline (Searle et al. 2008; Abadie et al. 2010a) and the
coherent WaveBurst (cWB) pipeline (Klimenko et al. 2011).
For the autumn run, a third trigger pipeline was added:
the Multi-Band Template Analysis (MBTA) (Beauville et al.
2008; Abadie et al. 2012a), which sought inspiral waveforms
from coalescing compact objects. The autumn run also added
a second instance of cWB, configured to target linearly polar-
ized GW signals, as might be expected from supernovae.
To compare triggers from different pipelines and identify
the ones suitable for observation, follow-up software made
event candidate selections based on the estimated false alarm
rate (FAR) of each trigger. The rate of background false
alarms was estimated by forming a distribution of artificial
triggers from data with one or more data streams shifted by
at least several seconds. Time-shifting data removes corre-
lations of possible gravitational-wave signals between detec-
tors, so this distribution was considered to be free from any
putative signals and represented the rate of triggers not due
to transient GWs (Abadie et al. 2012a; Abadie et al. 2012c).
During the winter run, a FAR threshold of 1 trigger per day
was applied to triggers, and a less significant FAR was ac-
cepted in the last week to exercise the system. For the autumn
run, the FAR threshold was set to 0.25 per day. Triggers which
passed the automated threshold received attention from an on-
call follow-up team. The on-call team checked that the trigger
occurred in high quality data in each interferometer. In addi-
tion, the criteria for manual validation in the winter run in-
cluded demands that the three suggested (see below) QUEST
fields covered a sky area corresponding to a greater than 50%
probability of containing the GW source and that follow-up
requests were sent at a rate of less than one per 24 hours.
The trigger pipelines reported the estimated position of
each candidate GW event as a skymap, a list of probability
densities assigned to pixels in a grid covering the sky. The
grid used pixels approximately 0.4 degrees on a side, selected
to be similar to the degree-scale resolving power of the GW
network (For example, Fairhurst 2011; Klimenko et al. 2011;
Vitale et al. 2012; Nissanke et al. 2011). The large angular
size of the skymaps required a choice of where within the
uncertainty region to observe. To observe the regions most
likely to contain an observable GW source, we used a cata-
log of galaxies within 50 Mpc and Milky Way globular clus-
ters (GWGC, White et al. 2011), thought to be around 70%
complete to 50 Mpc by B-band luminosity. Each pixel in the







where L is the probability of the pixel derived from the GW
data alone; M is the blue light luminosity of the galaxy or
galaxies contained in the pixel, which is used as a proxy for
the star formation rate; and D is the distance to the galaxy
(Nuttall & Sutton 2010). For MBTA triggers, a slightly mod-
ified version of this approach was applied, using the max-
imum distance consistent with the apparent inspiral signal
(Abadie et al. 2012a). The suggested fields for each telescope
were those that maximized the sum of P within the respective
field of view. Unless unobservable due to daylight or geo-
metrical constraints, the suggested fields were passed to each
optical telescope for every GW event candidate that passed
manual validation. However, a more stringent selection was
applied for PTF, and only one GW trigger was sent to PTF.
3.2. Data Set
In the winter run, the on-call team was alerted a total of
nine times. Three of these triggers were vetoed by the on-
call team. Six triggers were approved by the on-call team and
sent to the QUEST and TAROT telescopes with roughly thirty
minutes of latency. Of the six requests, four were rejected as
unobservable by the scheduling software of both telescopes
and two triggers were followed-up with the QUEST telescope.
In addition, two triggers that did not pass the automated FAR
7threshold were selected by the on-call team and passed to the
partner observatories in an effort to expand the winter run data
set (see Table 3).
In the autumn run, only one trigger was manually rejected
due to data quality concerns. Six triggers resulted in alerts
to the observing partners, four of which resulted in follow-up
observations145 (see Table 4). Two of the triggers are worth
special note. The September 16 trigger was recognized by
the on-call team as having a special significance: in addition
to a small estimated FAR, spectrograms of the GW data re-
vealed frequency evolution characteristic of the late inspiral
and merger of two compact objects. This event was later re-
vealed to be a blind hardware injection, a simulated signal
secretly added to the data to test the end-to-end system. The
September 26 event candidate was also discovered with a low
FAR estimate. In subsequent GW data analysis, this trigger
was found to be the most significant cWB trigger above 200
Hz in the time period where H1, L1, and V1 were running
in coincidence in this science run, though was removed from
the analysis based on data quality concerns. The FAR was
measured to be 0.023 events per day, or one such trigger ex-
pected for every 44 days of network livetime. Since these de-
tectors ran in coincidence for a total of 52.2 days throughout
the Virgo science run, this trigger was consistent with expec-
tations for detector noise.
4. SEARCHES FOR OPTICAL TRANSIENTS
A search for optical transients essentially consists of
searching for fading optical point sources in a sequence of
astronomical images. A few characteristics make the search
for GW counterparts unique. First, there is a significant uncer-
tainty regarding the expected light curve from a GW source;
we targeted short duration (hours to days) transients consis-
tent with GRB afterglows and kilonovae light curves. Second,
the poor localization of the GW error box required searching
through a large portion of the sky. This significantly differed
from the arcminute-scale error box used to find optical after-
glows of GRBs discovered by Swift. Finally, we designed au-
tomated pipelines with Monte-Carlo simulations to evaluate
the statistical significance of any apparent counterpart.
The telescopes involved in the program included very dif-
ferent instruments ranging from shallow, very wide-field cam-
eras to meter-class telescopes (Table 2). They collected im-
ages with different cadences and follow-up strategies, lead-
ing to a heterogeneous data set. This has led us to develop
a similarly heterogeneous analysis approach, with techniques
tailored to match the requirements of each observational data
set. Where possible, we leveraged existing software already
in use by the various astronomical teams. The list of tech-
niques which were applied in some, but not all, of the de-
veloped searches included image subtraction, identification of
host galaxies, cuts on shape parameters, automated transient
classifiers, volunteer work by citizen scientists, and consis-
tency checks on light curve properties.
In future searches for optical counterparts to GW sources, a
critical component will be rapidly down-selecting candidate
lists to allocate follow-up resources such as large aperture
photometry and spectroscopy. In this work, we attempted to
unify results from disparate analyses by developing two com-
145 Of the two triggers not observed, one was the first alert generated dur-
ing the autumn run and ROTSE imaged the wrong location due to a software
bug, while the other was too close to the Sun to be observable by any of the
telescopes.
mon search statistics, which were applied in multiple anal-
yses. The first statistic was used to quantify the ability to
reject false positives, and labeled the “false-alarm probabil-
ity” (FAP). The FAP was defined as the probability that a set
of optical images taken with a given telescope in response
to a single GW trigger, and analyzed with a given pipeline,
would lead to a false positive. The FAP could encompass both
false positives arising from technical noise, such as procedure
artifacts, and astrophysical transients not related to the GW
sources, such as M dwarf flares, Galactic variable stars, and
extragalactic AGN and supernovae. For most data sets, we set
a FAP target of 10%. This FAP level was chosen to reduce
the number of false positives to a manageable level, so that
each object passing the selection criteria could, in principle,
be further studied with sensitive photometric and/or spectro-
scopic observations. The second statistic used to characterize
an analysis was the detection efficiency, defined as the recov-
ery rate for simulated optical transients added to representa-
tive images. We measured detection efficiencies for a few dif-
ferent model light curves, using data and analysis procedures
from several different telescopes. The FAP measurements and
the Monte Carlo simulations allowed us to find a good com-
promise between rejection of false positives and reduction of
interesting EM candidates. For example, in a study with the
QUEST and TAROT data, we found that increasing the FAP
to 0.20 would produce less than a 30% improvement in the
sensitive distance range of the search, and so would increase
the sensitive search volume by roughly a factor of two, while
also doubling the number of false positives. This section de-
scribes the different methods that were used to identify po-
tential transients consistent with our models, and reduce false
positives.
4.1. Catalog-Based Search for TAROT, Zadko and QUEST
Observations
This section describes the image analysis pipeline de-
veloped specifically for the TAROT, Zadko Telescope, and
QUEST observations. Unlike other approaches presented in
this work, the pipeline did not use image subtraction but it
extracted a source catalog from each image, and sought tran-
sients by comparing the set of catalogs to a reference. For this
reason, we refer to this pipeline as the “catalog-based search.”
4.1.1. Analysis Pipeline
The search consisted of three main steps applied to the
image set (after dark, flat and sky background level correc-
tions): data photometric calibration, reconstruction of object
light curves, and transient selection to identify possible elec-
tromagnetic counterparts.
TAROT, Zadko Telescope and QUEST observed with a
clear filter. The magnitude zero-point calibration was per-
formed using the USNO-A2.0 catalog (Monet et al. 1998) as
reference and resulted in red equivalent magnitudes. For the
QUEST camera, which is composed of 112 individual CCDs,
calibration was performed separately on each CCD. The dif-
ferent response, data quality, and sensitivity of each CCD pre-
vented managing them as a single mosaic, and the data anal-
ysis was performed CCD by CCD.
The source catalog of each image was extracted using
SExtractor (Bertin & Arnouts 1996). Each list of sources
was spatially cross-correlated with the star catalog USNO-
A2.0 using the tool match (Droege et al. 2006). The ra-
dius used to search for common sources was set to 10′′ for
8TABLE 3
GRAVITATIONAL WAVE TRIGGERS IN THE WINTER RUN
ID Date UTC Pipeline FAR Follow-up
(day−1)
G3821 Dec 29, 2009 15:16:33 Ω 0.66 QUEST collected 12 images
CWB1 Jan 03, 2010 20:37:22 cWB 1.3 Alert sent Jan 7; TAROT collected 6 images
G4202 Jan 06, 2010 06:49:45 Ω 4.5 QUEST collected 9 images
CWB2 Jan 07, 2010 08:46:37 cWB 1.6 QUEST collected 12 images
TABLE 4
GRAVITATIONAL WAVE TRIGGERS IN THE AUTUMN RUN
ID Date UTC Pipeline FAR Follow-up
(day−1)
G19377 Sep 16, 2010 06:42:23 cWB (unmodeled) < 0.01 ROTSE collected 117 images, TAROT collected 20,
Zadko 129, and SkyMapper 21. Blind injection
G20190 Sep 19, 2010 12:02:25 MBTA 0.16 ROTSE collected 257 images, QUEST 23, Zadko
159, and TAROT 3
G21852 Sep 26, 2010 20:24:32 cWB (linear) 0.02 ROTSE collected 130 images, PTF 149, CAT 3 DQ
G23004 Oct 3, 2010 16:48:23 Ω 0.21 ROTSE collected 153 images, QUEST 40, Liverpool
- RATCam 22, Liverpool - SkyCamZ 121, and POTS
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TAROT, 2′′ for Zadko and 3′′ for QUEST. These values took
into account the positional uncertainties in the images and in
the USNO-A2.0 catalog. Sources found to coincide in posi-
tion and luminosity with objects listed in the reference catalog
were excluded from the search. The lists of remaining sources
were then mutually cross-correlated in position to link sources
observed at different times to common astrophysical objects.
This resulted in a light curve for each identified object.
At this point, two types of analyses were conducted to select
GW associated transients and reject background objects. The
on-source analysis was restricted to objects lying in the image
regions associated with galaxies within 50 Mpc 146 and Galac-
tic globular clusters. For each galaxy a circular region with a
radius five times the galaxy’s semi-major axis (as provided by
the GWGC (White et al. 2011)) was analyzed. This region
(which corresponds to an average radius of about 20 kpc) ac-
counted for the typical projected physical offsets observed be-
tween GRB afterglows and their host galaxy centers (Berger
2010, e.g.). The whole-field analysis covered the entire field-
of-view but was limited to bright objects. For the QUEST
telescope, large variations in the sensitivity and image quality
between different CCDs made setting a whole-field magni-
tude threshold unfeasible to search the expected counterparts.
For this reason, we performed only the on-source analysis on
the QUEST data, which allowed us to search for faint tran-
sients while limiting the number of false positives (See Sect.
4.1.2).
For both types of analysis, rapid contaminating transients,
including cosmic rays, asteroids, and CCD noise, were re-
jected by requiring the presence of the object in a minimum
number of consecutive images. Further selection of transient
objects (and hence rejection of background) was performed
by applying thresholds to the initial (first observation) magni-
tude and light curve variability of each source. Variability
was characterized by assuming power-law luminosity dim-
ming with time, L ∝ t−β , corresponding to a linear magni-
tude variation m = 2.5β log10(t) + C. The slope index 2.5β
146 Except for trigger G20190, for which we selected galaxies within 30
Mpc in accordance with the gravitational wave horizon estimated for this
event candidate.
was evaluated for each object. The expected slope indices for
GRB afterglows and kilonova light curves are around 2.5–4
(see Table 1). To seek these transients, we applied a cut which
selected slope indices greater than 0.5. Because of the small
number of repeated observations with QUEST (maximum of
8 for each galaxy), a different variability measurement was
used for this instrument’s analysis. A threshold on the flux
variation between the first and the following nights of obser-
vation was set by requiring a dimming larger than +0.5 mag
(while we expected> +1 based on the light curve models and
the QUEST observational cadence).
Studies of the background events (Sect 4.1.2) and the abil-
ity to detect simulated on-axis GRBs and kilonovae (Sect. 6)
were used to design selection criteria yielding a FAP of un-
der 10% (prior probability that a background event passes all
the selection criteria), while also accepting a wide range of
astrophysical models. The thresholds applied to the variabil-
ity measure (slope index or flux variation) were designed to
detect fading transients while leaving the possibility of de-
tecting light curves showing flaring within short time-scales
(hours). However, recent re-evaluations of kilonova emis-
sion by Barnes & Kasen (2013) and others have indicated that
more realistic values for the opacities of the heavy radioac-
tive elements lead to dimmer and broader light curves. These
would be difficult to detect with the depth and cadence of our
data set.
4.1.2. Background Estimation
The background was estimated by running the analysis over
a series of images obtained from random time permutations
of the real observation images. The first night observations
were excluded from being selected as the first image in each
permuted sequence to remove any astrophysical electromag-
netic counterparts from the data set. The background simula-
tion was repeated 100 times for TAROT and Zadko Telescope
and for all the permutations allowed by the observations for
QUEST.
Genuine optical transients would have lost their regularly
fading light curve in the scrambled image set. Random
sequencing thus erased them while artifacts such as CCD
noise, pixel saturation, bad pixels, errors in the de-blending
9and source association, etc. were just as likely to pass the
pipeline’s selection cuts as with the true sequencing. This
procedure allowed a measurement of the rate of false posi-
tives due to “technical” noise. However, this procedure did
not permit a valuable estimate of the “astrophysical” back-
ground since the randomization reduced the number of iden-
tified astrophysical transients that actually dimmed over time.
A statistically significant estimate of the astrophysical back-
ground would require the study of survey data not associated
with GW triggers, which was not available at this time.
An example of the distribution of technical background
events (after the removal of rapid transients) detected in the
FOV of TAROT for trigger G19377 is shown in Fig. 1. The
cumulative distribution of their initial magnitude is shown in
the left plot, and the FAP as a function of the slope index is in
the central plot. The on-source analysis showed a greatly re-
duced background level compared to the whole-field analysis,
since only objects near a local galaxy were included. In this
example, the nominal slope index threshold of 0.5 reduced the
FAP to less than 1% in the on-source analysis. For the whole-
field analysis, in addition to the same cut on slope index, a
requirement that objects showed an initial flux brighter than
magnitude 14 was needed to reduce the FAP below the 10%
objective.
The “technical background” rate varied significantly be-
tween different instruments due to different fields of view,
limiting magnitudes, image quality, and star crowding. For
TAROT and Zadko, the number per square degree of “techni-
cal false positive” brighter than a reference magnitude of 14.5
mag for TAROT and 15.5 mag for Zadko was evaluated to be
less than 1 per square degree using a slope index threshold of
0.5. For QUEST, the background study was performed CCD
by CCD to account for the different density of false positives
on each CCD. Compared to TAROT and Zadko, the deeper
sensitivity observations of QUEST led to a higher number
of false positives: an average value of 6 per square degree
brighter than 18 mag and with magnitude variation larger than
0.5. Reducing the analysis to the on-source regions allowed
us to lower the density of background transients to less than 1
per square degree.
4.1.3. Analysis Tuning
For TAROT and Zadko the two types of analysis were tuned
to achieve 10% FAP using the on-source and whole-field
backgrounds, respectively. The nominal slope index threshold
(< 0.5) resulted in the target FAP (< 10%) for half of the on-
source analyses. For the other half, a threshold on the initial
magnitude (in the range 12–13 mag) was also required. For
the whole-field analyses, an initial magnitude threshold of 14
mag was demanded for the TAROT follow-up of G19377 and
a threshold of 10 mag for the Zadko follow-up of G19377, and
the Zadko and TAROT follow-up of G20190. For these last
three follow-ups the presence of observations taken months
after the GW trigger allowed the additional requirement of
the object’s presence in the early observations and its absence
in the reference ones.
For the QUEST on-source analysis, two methods were used
to estimate the false positives. First, the background was eval-
uated directly in each on-source area. Due to the low statis-
tics in these areas, a second estimate was also produced by
rescaling the background event counts in the entire CCD to
the on-source area. The target FAP (evaluated by both meth-
ods) was achieved for the majority of galaxies by demanding
a magnitude variation larger than 0.5 between the first night
and follow-up night observations, and an initial magnitude
brighter than 17.5 for G20190, and 18.5 for G23004. For eight
galaxies associated with G23004, stronger thresholds on the
initial magnitude (between 15 and 18.2) were required.
Simulations have been performed for each set of images by
using the exact thresholds applied for the analysis of the data
associated with the GW trigger to prove the ability to detect
likely EM counterparts (GRBs and kilonovae), and to evalu-
ate the search sensitivity for the analysis procedure described
above (see Sect. 6).
4.2. ROTSE Search
The ROTSE-III network consists of four robotic telescopes
at various locations around the world. For each GW trigger
in the autumn run, the telescopes repeatedly observed a single
field. Each field was observed in a series of 30 exposures on
the first night after the trigger time. Follow-up images were
collected over the next 30 nights, with observations spaced
an average of every 2 nights. Each follow-up observation in-
cluded 8 exposures, each 20 or 60 seconds.
We used the existing ROTSE pipeline to analyze the im-
ages taken with the network. Based on the ISIS pack-
age147, which uses a single convolution algorithm described
in Alard & Lupton (1998) and Alard (2000), the ROTSE
pipeline was adapted to use cross correlation to improve im-
age subtraction results. The details of this method can be
found in Yuan & Akerlof (2008). The pipeline was imple-
mented for our analysis to require minimal user interaction
and for large scale processing which enabled characterization
of the background, as described in Nuttall et al. (2012).
The pipeline began by stacking images from the same
night on top of one another to form a coadded image.
SExtractor was used to produce a list of objects and their
coordinates for each coadded image. These images were then
subtracted from the coadded reference image, and several cri-
teria were imposed on any objects found in the subtracted im-
age. Selection criteria included requiring a full width at half
maximum (FWHM) consistent with a point source, seeking
a minimum fractional flux variation between images and a
signal-to-noise ratio (SNR) greater than some amount. The
specific criteria depended on the location of the source in an
image. For example, if a source matched a star or an unknown
object a flux change of 60% was required, whereas if a source
was within 20% of the semi-major axis length from the cen-
ter of a galaxy, but not consistent with a core, only a 3% flux
change was required. The result was several lists of candi-
dates (one from each night), which we combined to produce a
single list of unique candidates which appeared in the images,
and generated light curves for all candidates.
The vast majority of these candidates were due to poor sub-
traction, with a fraction of real but uninteresting transients
(such as variable stars or asteroids). In order to remove con-
taminants from the list of candidate transients, each object
was subjected to a series of cuts. In order to be of interest, the
transient must have appeared on more than one night, shown
a sufficiently decaying light curve 48 hours after the trigger,
and not have been coincident with a known variable source
(from the SIMBAD catalog148) or with a minor planet (Minor
Planet Checker149). These cuts proved efficient at rejecting

















































FIG. 1.— Background plots for TAROT data associated with trigger G19377 obtained by performing the on-source analysis (top plots) and whole-field analysis
(bottom plots). In the left plots, N gives the cumulative number of technical background events found in a permuted set of images above the magnitude threshold
shown on the X-axis, averaged over 100 permutations. The right plots show the FAP as a function of the slope index (in the case of whole-field analysis the
requirement of an initial magnitude brighter than 14 was applied).
lighted if they overlapped with known galaxies or if their light
curves were consistent with a target theoretical light curve
(Metzger et al. 2010; Kann et al. 2011, 2010). They were also




(18−mi)Θ(18−mi)× wi . (2)
Here Θ(x) is the step function, mi is the background-
subtracted magnitude of the transient in image i, and wi is
a weight factor defined by
wi =
{





ti − tGW ≥ 1 day
(3)
where tGW is the time of the GW trigger, ti is the time of
image i. The ranking statistic was designed to prefer events
which were bright within a day of the trigger time and which
appear in multiple images.
The ROTSE false-alarm rate was investigated by processing
sets of images for each of 100 random field locations selected
from the ROTSE archive. Each set contained∼ 240 images of
the field from a month of nominally nightly observing. The
FAP for each GW candidate was estimated by counting the
number of transient objects visible in archived images with a
similar cadence as the images collected for that GW candi-
date. The ranking statistic for each such transient object was
calculated using Equation (2). These studies allowed us to
set thresholds on the ranking statistic to keep the target light
curves, while rejecting contaminants.
4.3. Catalog-Based Search for Pi of the Sky
Pi of the Sky has an unusually wide field-of-view of 20×20
degrees, with a typical limiting magnitude of 11.5 for a 10
second exposure. This allowed the telescope to image a large
part of the sky in response to one LIGO/Virgo trigger, over
40 × 40 degrees on most nights. We used the standard Pi of
the Sky pipeline to analyze the images taken by the telescope.
A detailed description may be found in Malek et al. (2009)
and Sokolowski (2008). The full analysis was carried out in
two steps. First, in each image taken by the telescope, the
Guide Star Catalog (Jenkner et al. 1990) was used to iden-
tify previously unknown sources. Second, Pi of the Sky’s
nova recognition algorithm was applied to the list of unknown
sources. To separate optical transients from contaminating
sources, the algorithm utilized several types of vetoes, includ-
ing checks on background saturation, nearby bright objects,
satellite databases, and the GSC catalog. Objects that passed
the cuts were then visually inspected.
During the human inspection stage, every candidate that
was not identified as a satellite or background fluctuation was
checked against lists of known sources. First, we queried the
Pi of the Sky, INTA (Spain) site for observations made in
2011. Due to the long time (∼one year) between the autumn
science run and observations from the INTA site, any objects
observed by INTA were likely unrelated to the GW trigger.150
Finally, objects were cross-correlated with the SIMBAD cata-
log, and sources that appeared nearer than 150′′ to the position
of any known star or infrared source were rejected.




SkyMapper obtained two epochs of an eight image mosaic
covering a total of ∼ 42 square degrees in response to the
September 16, 2010 trigger. An image subtraction technique
was applied to identify possible transients. The SkyMapper
images were reduced via the normal bias subtraction, over-
scan correction and flat fielding using a custom made Python-
based pipeline. Thereafter, frames from the two epochs were
aligned with the WCSREMAP151 routine and subtracted with
HOTPANTS152 to create residuals images. SExtractorwas
used to identify sources with SNR greater than three. Then, a
series of cuts was applied to the SExtractor output param-
eters to identify noise and bad subtractions. These included
using the ellipticity parameter, photometry from different size
apertures, and catalog matching of variable stars. In addition,
a study of the point spread function (PSF) of each object was
performed on the subtracted images by fitting the detection
with a 2D Gaussian and comparing the fit parameters to the
expected, known, PSF. The remaining objects were then ex-
amined manually to verify they correspond to an object which
was visible in the first epoch and not detectable/fainter in the
second. The light curves were then measured using differen-
tial photometry with nearby stars.
4.5. PTF Search
The Palomar Transient Factory (PTF) accepted the trig-
ger of September 26, 2010. Nine PTF fields, each cover-
ing 7.26 deg2, were schedule automatically for observations,
and they were observed beginning ≈ 6 hours after the trig-
ger time (since the trigger occurred during day-time on the
Pacific Coast). PTF then repeated the observations on several
subsequent nights. The number of follow-up observations was
mainly limited by full moon constraints.
The imaged fields were searched for candidate tran-
sients using the image subtraction pipeline hosted at LBNL
(Nugent et al. 2013; Gal-Yam et al. 2011). Only three of the
fields imaged by PTF had previously constructed reference
images. For the rest of the fields, image subtraction was per-
formed using a reference image constructed by co-adding sev-
eral images taken during the first night of observations. Image
differencing inherently produces a large number of spurious
candidates, and only a small fraction (less than few percent)
of these are real events. As described in Bloom et al. (2012),
in a typical PTF night of order 105 residual sources are found
per 100-200 square degrees of imaging, after performing sub-
traction of the reference image.
To distinguish between astrophysical objects and “bo-
gus” image subtraction residuals, we made use of a clas-
sification parameter named the “realbogus” parameter (RB;
Bloom et al. 2012), which was assigned by a machine-learned
(ML) classifier so as to reasonably mimic the human scanning
decision of real or bogus. The RB parameter ranged from 0
(definitely bogus) to 1 (definitely real), and was constructed
from 28 SExtractor output parameters, including magni-
tude, ellipticity of the source, and distance from the candidate
to reference source.
To maximize the chances of identifying a potential optical
counterpart to G21852, the images collected by PTF were an-
alyzed using two different procedures for transient identifi-
cation, both based on the RB parameter as a starting point
151 http://www.astro.washington.edu/users/becker/wcsremap.html
152 http://www.astro.washington.edu/users/becker/hotpants.html
(Nugent et al. 2013). While the first procedure (hereafter,
the “automated” approach) was largely based on automated
machine-learned techniques and optimized for fast transients,
the second (hereafter, the “citizen-based” approach) was
largely based on a citizen project (Smith et al. 2011) and op-
timized for supernova searches. In what follows, we describe
these two approaches in more detail.
4.5.1. Automated Approach
We identified the most promising fast transient candidates
(i.e., transients with a variability on a timescale of a week or
less) obtained in an image subtraction by applying the follow-
ing selection criteria:
1. RB ≥ 0.17 in at least one detection;
2. matching of the candidate with at least one other detec-
tion with RB ≥ 0.07;
3. the second detection should be coincident with the can-
didate position within 2′′ on the sky;
4. the second detection should be at least 45 minutes (and
no more than 6 days) before or after the original candi-
date.
Candidates satisfying the above criteria were further passed
through the so-called “Oarical classification routine” which,
as part of the standard PTF operations, was designed to dis-
tinguish between two main classes of events, namely “tran-
sients” and “variable stars.” The classifier used both time-
domain features, such as light-curve evolution, and context
features, including the location of the source relative to known
stars and galaxies (see Bloom et al. 2012, for details).
Candidates with high RB and high classification confidence
were saved automatically in the so-called “PTF Marshal” web
archive, and thus assigned an official “PTF name” and a tenta-
tive object type. Further spectroscopic follow-up was pursued
only for sources that looked particularly promising in relation
with the main science objectives of the PTF survey.
The main challenge of our study was to identify, among
the list of candidates retrieved using the criteria described
here (and in the absence of spectral classification for most
of them), the ones more likely to be of interest for LIGO and
Virgo, in the sense of having properties consistent with “ex-
plosive” events such as binary mergers or stellar collapses,
that our search was targeting.
4.5.2. Citizen-Based Approach
In addition to the list of candidates described in the previ-
ous section, we also considered candidates passing selection
criteria optimized for the identification of young supernovae:
1. candidate RB parameter value > 0.07;
2. detected at least twice;
3. flat or rising light curve;
4. not seen prior to 10 days before the earliest day.
As part of normal PTF operations during 2010, candidates
passing the above criteria were further examined by citi-
zen scientists through the Galaxy Zoo Supernovae project
(Smith et al. 2011). The Galaxy Zoo scanners were presented
with a series of detection “triplets” for each candidate. Each
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triplet contained three images: the current image of the field
containing the candidate; the historical or reference image of
the same field; and the image of the difference between the
previous two (which should contain only the candidate light).
Each examiner was asked a series of questions to determine
if the candidate appeared consistent with a supernova, and the
answers were converted into a score. The arithmetic mean of
the scores from many scanners was calculated, and candidates
with strong (supernova-like) scores were counted in our final
list of candidates.
4.5.3. Selection for LIGO/Virgo Event Candidates
All of the candidates from both the automated approach
and citizen-based approach were vetted by human scanners
to judge which candidates deserved to be kept for further
investigation as “LIGO/Virgo interesting”. To do so, we
took advantage of two new parameters recently developed by
the PTF team, to improve confidence in transient identifica-
tion. The first parameter is the so-called “realbogus 2” (RB2;
Brink et al. 2012). The RB2 parameter is similar to the RB
parameter, but it was defined by using a much larger train-
ing sample (78,000 objects). The RB2 also utilized some
additional features that the original RB parameter did not
use, including correlations in different PTF filters. By us-
ing a sample of spectroscopically confirmed sources discov-
ered by PTF, it has been found that selecting candidates with
RB2 > 0.3 yields a false positive rate of≈ 3%, and a missed
detection rate of ≈ 3.2% (Brink et al. 2012).
The second parameter is known as the Supernova Zoo pre-
dictor, a machine-learned classifier that was trained using
the Supernova Zoo mark up of tens of thousands of candi-
date transients, so as to construct a classifier capable of effi-
ciently discovering supernovae. The Supernova Zoo predic-
tor assigns a score (hereafter, SNzoo) to each of the candi-
dates, which is higher for more promising candidates (i.e. the
ones that are most likely to be real supernovae). By using
a sample of spectroscopically confirmed supernovae discov-
ered by PTF, it has been found that selecting candidates with
SNzoo > 0.025 yields a false positive rate of ≈ 14%, and a
missed detection rate of ≈ 10%.
For our final selection cuts, we applied the following crite-
ria:
1. Was the transient classified spectroscopically as a vari-
able star, an AGN, or a SN of type Ia? If yes, discard.
2. Was the candidate detected for the first time before the
GW trigger time? If yes, discard.
3. Does the transient appear to have subtracted correctly?
If not, discard after double checking that this is consis-
tent with a low value of the RB2 (RB2 < 0.3) and
of the supernova zoo predictor parameter (SNzoo <
0.025).
4. Is the candidate classified as a STAR in SDSS, and/or
is it spatially coincident with a known stellar or AGN
source in SIMBAD? If yes, discard.
5. If the analyzed field is not in the SDSS footprint and
nothing is found in SIMBAD (see above), can the can-
didate be securely associated with a point-like host in
the PTF reference image (or in an image taken a year
after the LIGO/Virgo trigger in case a previous refer-
ence image was not available)? If yes, is the Oarical
classification (see Section 4.5) consistent with a “vari-
able star” and/or is there enough photometry to confirm
a long-term variable origin from the light curve? If yes,
discard.
6. If the analyzed field is not in the SDSS footprint, noth-
ing is found in SIMBAD, and a point-like host cannot
be identified in the reference image (see above), then:
Does the candidate have both RB2 and SNzoo below
threshold? Or, is it classified by the Oarical classi-
fier (Section 4.5) as variable star or AGN, and is there
enough photometry to confirm a long-term variable ori-
gin from the light curve? If yes, discard.
4.6. Liverpool Telescope Search
The Liverpool Telescope observed the G23004 trigger us-
ing both the 4.6 arc-minute field of view RATCam instrument
and the 1◦ field of view SkyCamZ camera. This produced a
total of 22 SDSS r′-band RATCam images and 121 “clear”
filter SkyCamZ images from two nights 29 days apart. In ad-
dition, 3 RATCam and 17 SkyCamZ images were taken in
early 2012 to serve as reference images for image subtrac-
tion. The analysis made use of several freely available soft-
ware packages, and was split into several sections written in
Python.
First, we combined the images from 2012 to create our ref-
erence images. This was done by aligning the images using
the WCSRemap153 package and combining them using the
SWarp154 package. We also combined sets of 5 SkyCamZ
images on each night to improve image quality and provide a
similar cadence to the RATCam images. We removed 1 RAT-
Cam image and 2 SkyCamZ images due to quality issues.
Second, as the SkyCamZ images used a non-standard fil-
ter155, they were calibrated using the USNO-B catalog of stars
to determine the zero point offset required to calculate cor-
rect magnitudes, in the same way ROTSE and TAROT im-
ages were calibrated (See section 4.1). This was done by
comparing the USNO-B R-band magnitude of stars in the
combined SkyCamZ fields with those same stars found using
SExtractor.
The images were then aligned individually to the reference
images, again using WCSRemap, and the reference image was
subtracted using the HOTPANTS156 image subtraction pack-
age. SExtractor was then used to detect potential candi-
dates in each individual field with a minimum of 4 pixels each
with a flux greater than 4-sigma above the background noise
of the image. This reduced the frequency of detecting uninter-
esting objects, such as cosmic rays, extremely faint stars and
noise from the image subtraction process while allowing us
to achieve a sensitivity around 20th magnitude in the narrow-
field RATCam images.
Using the output of SExtractor from each of the
subtracted images, a Python script combined the objects
found into a master list containing every unique candidate
found in those images, along with useful parameters from
SExtractor. From this data, a series of cuts were made
to find candidates interesting to this analysis. First, candi-
dates found to be near an image edge (or a bad pixel strip in






was made to remove artifacts due to bad subtraction. This
was achieved by examining the region in the subtracted image
around the candidate and calculating the total flux more than
4 sigma below the median noise of the image. Since bad sub-
tractions are usually caused by poor alignment or convolution,
they typically produce a large amount of “negative” flux in the
residual image. If the total amount of flux below this thresh-
old was the equivalent required for detection of candidates (4
pixels above 4 sigma) then the candidate was rejected. The
next cut removed candidates not seen in at least half of the
images available on the first night, to ensure candidates were
visible long enough to be used in our analysis. We also re-
jected candidates that appeared close to known variable stars
and minor planets. Finally, we required that a candidate must
decrease in brightness by more than 5 sigma of the median
error on the magnitude measurements from SExtractor,
from the first night to the second night 29 days later. Since
the pipeline is designed to work with images from two tele-
scopes for this analysis which may have different magnitude
errors for the same trigger, we used a threshold based on the
noise in the image rather than a fixed magnitude variation in
the same way as ROTSE and TAROT.
Any objects that remained after these cuts were considered
likely candidates, and looked at in more detail. This was done
by plotting the light curves of each object across both nights
and inspecting images of the candidates in both the original
and subtracted images. This allowed us to gauge whether any
transients warranted further investigation.
5. OPTICAL TRANSIENT SEARCH RESULTS
In this section we present the details of the associated opti-
cal images for each GW trigger. The center location of each
observed field is shown in Table 5. We also present the re-
sults of the transient analysis for each data set. Data from the
two periods of our search were handled differently. The win-
ter run triggers were not observed with sufficient cadence to
reconstruct light curves, so only a limited analysis was per-
formed on those triggers. Section 5.1 describes the results of
the analysis along with figures showing the position recon-
struction and image locations for each winter run GW trigger
(Figures 2 - 3).
The methods described in Section 4 were applied to the data
collected in response to each GW trigger in the autumn run.
To display the sky coverage and depth of each response, two
panels are presented for each autumn run trigger (Figures 4
- 7). The left panel shows the GW skymap (without the use
of galaxy weighting) along with the positions and approxi-
mate field sizes of each observed tile. The right panel shows
a timeline of the observations by each observatory. The y-
axes of the timeline plots display the limiting magnitudes of
the observations. In cases where multiple observations were
taken on one night by one telescope, the displayed value is the
median limiting magnitude of all fields for the night.
The right panel of each figure also shows several models for
possible EM counterparts. The off-axis long GRB model (L-
GRB; solid dark green line) is from van Eerten et al. (2010),
and assumes a total energy in the jets of 2× 1051 erg, jet half
opening angle of 0.2 rad, off-axis observer’s angle of 0.3 rad,
interstellar medium number density of 1 cm−3, and distance
of 30 Mpc. We note that within this model, the associated op-
tical transient peaks at ≈ 1 d since trigger. The off-axis low-
luminosity GRB model (LL-GRB; dash-dot-dot-dotted dark
green line) is from van Eerten & MacFadyen (2011), and as-
sumes a total energy in the jets of 1050 erg, jet half open-
ing angle of 0.2 rad, off-axis observer’s angle of 0.4 rad, and
interstellar medium density of 1 cm−3. The off-axis short
GRB model (S-GRB; dashed dark green line) also refers to
a total energy in the jets of 1050 erg (and similar jet and ob-
server’s angles), but the interstellar medium density is set to
10−3 cm−3. The light green line represents the case of a faint
short GRB observed on-axis (see Table 1 and Kann et al.
2010, 2011). The emission from typical short GRBs and long
GRBs observed on-axis lies above this line. In particular, on-
axis long GRBs at 30 Mpc would appear as very bright optical
transients.
The kilonova models are courtesy of Barnes & Kasen
(dashed dark blue), B. Metzger (dark blue), and E. Nakar
(light blue). Specifically, the light blue line represents one of
the kilonova bolometric light curves from Piran et al. (2013)
(BH-NS merger with BH mass of 10M⊙). This light curve
assumes that all of the bolometric luminosity is emitted in the
R-band, and it represents an upper-limit to the trueR-band lu-
minosity of the kilonova event. The solid dark blue line is one
of the kilonova light curves from Metzger et al. (2010), and
is calculated for an ejecta mass 10−2M⊙ assuming a black-
body emission. Finally, the dashed dark blue line is one of the
kilonova models from Barnes & Kasen (2013), for the case of
low-velocity (0.1 c) low-mass (M = 10−3M⊙) ejecta. Since
the kilonova models are subject to large uncertainties, we se-
lected these three light curves to give an indication of the pos-
sible scatter in the model predictions.
Finally, the prototype emission from a GRB-associated SN
is plotted with a red dotted line: this is a tentative extrapo-
lation to early times of the R-band light curve observed for
SN 1998bw (red asterisks; Clocchiatti et al. 2011), associated
with GRB 980425 (Galama et al. 1998). The light curve as-
sumes that SN 1998bw exploded at the same time at which
GRB 980425 was triggered.
5.1. Winter Run Triggers
For each winter run trigger, images were collected only dur-
ing one night. The absence of a second night’s observations
prevented the construction of variability measures and limited
the analyses to only identify “unknown objects”, i.e. those not
listed in the USNO catalog or with a magnitude significantly
different from USNO, but visible in all the collected images.
For both the TAROT and QUEST image analysis procedure,
at least one observation on another night would have been re-
quired to identify a unique electromagnetic counterpart.
In the winter run, TAROT responded to one trigger, CWB1,
and collected 6 images starting the single night observation
at T+3d11h. The QUEST camera responded to three triggers,
G3821, G4202, CWB2, starting the observations at T+9h46m,
T+24m, and T+16h12m, respectively. For each trigger it col-
lected images corresponding to three fields. Each field was
observed twice within 20 minutes during the same night.
The TAROT observation associated with CWB1 reached
a sensitivity of 15.8 mag. Fifteen galaxies with a distance
smaller than 50 Mpc were in the FOV. The analysis found 9
unknown objects in the on-source region and 46 in the entire
FOV up to the limiting magnitude. No unknown objects were
found with magnitude brighter than 11.8 in the on-source re-
gion and brighter than 10.7 mag in the entire FOV.
The three QUEST fields associated with G3821 included
a total of 34 galaxies with a distance smaller than 50 Mpc
Only 14 of the galaxies were analyzed due to the exclusion
of galaxies observed only one time or lying in CCDs that did












































































FIG. 2.— The GW skymaps for triggers G3821 (left) and CWB1 (right). The colored regions show the estimated probability per square degree that each
location is the true source direction before applying the galaxy weighting. The locations of the observed fields (selected using galaxy weighting) for telescopes


















































































FIG. 3.— The GW skymaps for triggers G4202 (left) and CWB2 (right). See Figure 2 caption for explanation.
magnitude was about 18.6 mag.
For trigger G4202 the three fields included a total of 17
galaxies with a distance smaller than 50 Mpc. Ten galaxies
were removed from the analysis because they were observed
only one time or associated with poor image quality (impacted
by bad lines and pixels or by background subtraction artifacts)
or calibration problems of the CCDs (astrometric calibration
or flat-field problems). An average limiting magnitude of 19.2
mag was reached during the observations.
For trigger CWB2 the three fields included a total of 12
galaxies with a distance smaller than 50 Mpc. Two of the
galaxies were not analyzed due to poor image quality or CCD
calibration problems. An average limiting magnitude of 19.8
mag was reached during the observations.
The QUEST analysis found 9, 1 and 1 unknown objects in
the on-source region with a magnitude brighter than 14 mag
for the triggers G3821, G4202 and CWB2, respectively. The
number of unknown objects increased to 140, 35, 6 for magni-
tudes brighter than 18 mag. The number of unknown objects
showed a stronger dependence on the density of image arti-
facts and stars in the FOV than on the on-source area. No
“unknown objects” were found for magnitude brighter than 9,
12, 7 mag for G3821, G4202 and CWB2, respectively.
5.2. G19377
Event G19377 was a simulated signal added to the GW de-
tector data in order to test our data analysis pipelines. The
ROTSE-IIIc telescope responded at T+∼12 hours when 30,
20-second exposure images were taken within ∼15 minutes.
On subsequent follow-up nights (6-29) both ROTSE-IIIa and
c telescopes gathered 80, 20-second exposure images. The
images from the two scopes varied vastly in terms of image
quality, which posed difficulties for injection studies. We
discarded the lower quality images from the 3c telescope,
leaving just the 3a images, with an average limiting magni-
tude of 15.1. Two galaxies at ∼24 Mpc (PGC 078144 and
PGC 078133) were visible within the FOV. The ROTSE im-
age processing pipeline revealed 68 unique objects, one of
which passed the candidate validation. Further tests found










































FIG. 4.— On the left, the GW skymap for G19377, which was later revealed to be a blind injection. The skymap shows the probability per square degree
that each location is the true source direction before applying the galaxy weighting. The locations of the observed fields (selected using galaxy weighting)
for telescopes that observed the trigger are also marked. On the right, a timeline showing when each telescope observed the requested fields, with time zero










































FIG. 5.— GW skymap and observations of trigger G20190. See Figure 4 caption for explanation.
alarm probability of 7%. This left no significant candidates.
At the location of this background transient there is a known
star (red magnitude of 13.1 from the USNO catalog), which
shows no significant magnitude variation in the TAROT im-
ages associated with the same GW trigger. This location was
not covered by the Swift observations taken for G19377. We
also tried analyzing images from both the 3a and 3c telescopes
together, and found no additional candidates.
SkyMapper observed an 8 tile mosaic, 7 days after the ini-
tial alert. An analysis was performed, but no plausible tran-
sients were discovered.
TAROT took images starting at T+43m and repeated the
observations at T+2d, T+3d and T+4d. Observations from the
four nights displayed an average limiting magnitude of 15.1.
The on-source analysis was performed on the two same galax-
ies observed by ROTSE and identified no transient counter-
part. The whole-field analysis was performed with an initial
magnitude threshold of 14 mag, and identified one transient
candidate with a slope index of 0.6. A deeper analysis showed
that this candidate resulted from an artifact of the de-blending
in crowded images.
The Zadko telescope observed the regions around the five
galaxies evaluated to be the most likely hosts of the G19377
trigger: NGC 2380, ESO 560-004, ESO 429-012, PGC
078133, and PGC 078144; the last two being in common with
ROTSE and TAROT. The observations started at T+1d12.6h
and were repeated 5 months later for reference. The average
limiting magnitude for both the early and reference images
was 16.5 mag. No electromagnetic counterparts were identi-
fied by either the on-source on whole-field analysis.
5.3. G20190
All four ROTSE-III telescopes responded to this GW trig-
ger, taking images spanning T+34h38m to T+29d, centered on
the region around the galaxy UGC 11944. However, all im-

























































































FIG. 7.— GW skymap and observations of trigger G23004. See Figure 4 caption for explanation. The shown Pi of the Sky (POTS) fields are a subset of the ten
overlapping pointing positions used to observe the GW uncertainty region.
carded because of defocussing factors in addition to weather
conditions at those sites being less than optimal. This resulted
in 56 images being used for the analysis, with an average
limiting magnitude of 15.5. The ROTSE image subtraction
pipeline found 77 potential candidates, none of which passed
the candidate validation procedure.
The TAROT telescope collected three images in association
with G20190. Due to the full moon only an average limit-
ing magnitude of 14.6 mag was reached. Nine months later
18 images were taken by TAROT in the same region of the
sky as reference. A mean limiting magnitude of 17 mag was
reached during this second observation. No counterpart with
a false alarm probability less then 10% was identified by the
on-source analysis. The whole-field analysis was performed
with a threshold of 10 mag on the initial magnitude and the
required presence in the first three images and absence in the
reference images. It resulted in four identified candidates.
The candidates were seen to be image artifacts linked to the
spikes of saturated stars.
The Zadko telescope was pointed toward two Galactic glob-
ular clusters: NGC 7078 and NGC 7089, and three galaxies
UGC 11868, NGC 7177, and NGC 7241, evaluated to be the
most likely hosts of the GW source. Observations of galaxies
UGC 11868 and NGC 7241 were taken about 50 minutes af-
ter the GW trigger. All five fields were observed subsequently
during at least 2 nights between T+1d and T+4d. The obser-
vations were repeated eleven months later for reference. The
average limiting magnitudes were 16.4 mag and 17.3 mag for
the very first and reference observations, respectively. The
on-source analysis identified three transient candidates asso-
ciated with NGC 7078 and 15 associated with the center of
NGC 7089. The candidates were found to be due to problem-
atic de-blending in the central region of globular clusters. No
transient was identified by the on-source analysis associated
with the three galaxies. The whole-field analysis required a
magnitude brighter than 10 and the presence during the first
nights and absence in the reference images. This resulted in
no detected transient.
The QUEST observations started at T+12h3m. Each field
was observed twice within 15 minutes as pairs of images
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dithered to fill the gaps between rows of CCDs. The entire
observation sequence was repeated at T+1.5d. A total of 10
galaxies with a distance smaller than 30 Mpc were identi-
fied in the three fields. Three of the galaxies were not ana-
lyzed due to poor image quality CCDs or calibration prob-
lems. The observation was taken during a full moon night
that allowed an average limiting magnitude of 17.6 mag. The
on-source analysis157 identified one possible transient with a
false alarm probability less then 10% (see Sec. 6) associated
with the galaxy UGC 11916. A deeper analysis of the candi-
date showed this to be artificial. The analysis pipeline iden-
tified the possible GW host galaxy itself as a transient due
to variations in the estimate of its surface photometry over
the two nights. An estimate using fixed photometry apertures
indicated magnitudes in agreement within the errors with no
flux decrease.
5.4. G21852
ROTSE-IIIb took images spanning T+11h53m to T+29d
centered on a region containing both M31 and M110. One
follow-up night had to be ignored due to defocussing issues.
The average limiting magnitude of the images was 16.6, with
81% of them having an exposure times of 60s. The subtrac-
tion pipeline found 187 objects, which resulted in four can-
didates after candidate validation. All four candidates over-
lapped with one of the galaxies mentioned, however all were
consistent with background. The highest ranked candidate
had a false alarm probability of 9%. Consequently, we found
no significant candidates. Within the 2 arsec positional accu-
racy of PTF, the ROTSE background events are all coincident
with known stars, and according to the PTF analysis criteria
applied, these sources are not considered candidates.
PTF observed 9 different fields on five nights, beginning at
T+6h37m. The median limiting magnitude reached in the ob-
served fields over the observation time (and over the eleven
CCDs that make the core of the PTF imager) was in the range
R ≈ 20.2 − 19.2. The images collected by PTF were ana-
lyzed using two different procedures for transient identifica-
tion, one entirely based on automated selection criteria for fast
transients, and the other largely based on a citizen project tar-
geting supernovae (see Section 4.5 for more details). These
procedures for transient identification were routinely used by
the PTF survey (Nugent et al. 2013). By applying the selec-
tion criteria for fast transients (automated approach; see Sec-
tion 4.5.1) on the images that were taken for follow-up of trig-
ger G21852, we obtained a list of 172 candidates, none of
which passed the vetting for “LIGO/Virgo interesting” tran-
sients performed according to the criteria described in Sec-
tion 4.5.3. We also applied these last criteria to the candidates
obtained via the citizen-based approach (optimized for super-
nova searches - see Section 4.5.2). Of the 218 candidates se-
lected according to criteria (1)-(4) in Section 4.5.2 and sent
out to the citizens for scanning, 28 were saved by the citizens
and assigned an official PTF name. However, none of these 28
candidates passed the additional vetting described in Section
4.5.3. We also took a closer look at 55 other candidates that
were not saved by the citizens, but that had a SNzoo predictor
score > 0.025 or a RB2 > 0.3 (see Section 4.5.3). We vetted
these candidates according to the criteria (1)-(5) in Section
4.5.3, and none of them passed our screening.
157 The 7% of the total on-source area within the gaps between the CCDs
does not have data and was not analyzed.
5.5. G23004
The ROTSE-IIIb, c and d telescopes responded to G23004
at T+6h25m and collected data up to T+29d. These images
contained one galaxy (NGC 1518) at 11.5 Mpc within the
FOV. Around 75% of the data was of poor quality; many of
the images were out of focus and cloud cover was also a fac-
tor. This resulted in the analysis of 30 images with an average
limiting magnitude of 16.7. The ROTSE subtraction pipeline
found 124 potential candidates of which none survived the
candidate validation tests.
The Liverpool Telescope observed a single field centered on
the location of the galaxy NGC 1507, with one hour of obser-
vations taken at T+9h and a further one hour at T+30d. The
limiting magnitude of the RATCam images was r′ ≈ 20.5, av-
eraged over all images, with the calibrated limiting magnitude
of the SkyCamZ images averaging R ≈ 17.5. We found 406
unique objects in the RATCam images and 163 unique ob-
jects in the SkyCamZ images. After applying cuts described
in Section 4 we found no candidates in either the RATCam or
SkyCamZ images that met our criteria.
The Pi of the Sky telescope responded at T+6h56m after the
alert. On the first night the telescope used ten different point-
ing locations to cover an area containing 40% of the G23004
probability map. Each location was imaged twice. The lim-
iting magnitudes for the first night’s observations spanned
10.5 − 11.0 mag. On the first night there were over 700
cases that were recognized by the pipeline as possible opti-
cal transients, but all of them were either already included in
the database of weak stars or were noise due to ice crystals on
the camera. There were no real optical transients found. The
same fields were followed up on the nights of October 5, 6, 7,
11, and 30. Each follow-up night’s observed area was covered
by 9 pointing locations, with each location imaged at least 3
times. Images from the first four nights were searched by
the pipeline for optical transients, and 40 objects were identi-
fied as existing in images over multiple nights and have been
present on all frames that were taken of that field. Each of
these was manually investigated, and none were found to be
linked to the GW trigger. Most of the 40 objects were traced
to variable stars or were caused by ice crystals on the camera.
The QUEST follow-up for this gravitational wave trigger
consisted of 3 nights of observations over three different
fields. The first observation began at T+11h32m and then ob-
servations were repeated at T+2.4d and T+32.4d. Each night’s
observations included two visits to each of two dithered posi-
tions for each of the three field locations. A total of 32 galax-
ies with a distance smaller than 50 Mpc were identified in
the three fields. Due to inoperative CCDs or CCD calibration
problems the regions occupied by four galaxies were not an-
alyzed. The average limiting magnitude for the three night
observations was 19.7 mag. The on-source158 analysis iden-
tified one possible transient with an “on source” false alarm
probability of less then 10% (see Sec. 6). The candidate tran-
sient overlaid the extended emission of the galaxy IC0402.
A deeper analysis indicated no flux change for the object: the
point source immersed in the fainter galaxy edge emission has
a similar neighboring object that biased its photometry. Using
a suitable fixed photometry aperture the magnitudes of the ob-
ject agree within the errors in all the images. The object could
be a foreground star not listed in the USNO catalog or a bright
158 The 10% of the total on-source area within the gaps between the CCDs
does not have data and was not analyzed.
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knot of one of the galaxy’s arms.
6. EFFICIENCIES FOR RECOVERING SIMULATED OPTICAL
TRANSIENTS
Simulated transients were added to each set of images to
measure the efficiency in recovering optical counterparts lo-
cated at different distances from earth. The different telescope
pipelines were run over the simulated data with the same anal-
ysis tuning used in the real data. For TAROT, Zadko, QUEST,
ROTSE and the Liverpool Telescope the simulated transients
reproduced the observed light curves (see e.g., Figs. 5 and
4 of Kann et al. 2011, 2010) of on-axis GRB afterglows and
a modelled light curve for the kilonovae (Metzger et al. 2010;
Piran et al. 2013). Table 1 summarizes the features of injected
models. These models were scaled on the basis of the ob-
servation time from the GW trigger and the source distance.
We emphasize here that while the simulated GRB afterglows
cover the range of observed luminosities, kilonovae have not
been observed yet and so our efficiency results are dependent
on the assumed model.
6.1. TAROT and Zadko Telescope
For each set of images collected by TAROT and the
Zadko telescopes, 100 simulated transients were added to
the data for each counterpart model and distance. To model
PSF variations in the wide-field images, reference model
stars were identfied in each image, and the PSF of the
reference star closest to the injection position was used
for each simulated object. For the GRB afterglows, we
used a range of magnitudes uniformly distributed between
the brightest and faintest GRBs (see normalization in Ta-
ble 1). The results are presented in Figure 8. Long GRB
afterglows/short GRB afterglows/kilonovae were recovered
with 50 % efficiency in TAROT observations to distances
of 400 Mpc/18 Mpc/6.5 Mpc respectively for trigger G19377
and 355 Mpc/16 Mpc/13 Mpc for trigger G20190. For Zadko
Telescope observations, we obtained 195 Mpc/8 Mpc/4 Mpc
for G19377, and 505 Mpc/ 25 Mpc 13 Mpc for G20190. As
expected, the results showed some dependence on the depth
of the observations, the observation time after the GW trigger,
and the density of stars in the field.
6.2. QUEST
The QUEST pipeline’s recovery efficiency was evaluated
separately for each on-source galaxy region. As for TAROT
and Zadko, 100 simulated transients were added to the im-
ages for each model (kilonova, short and long GRBs) and dis-
tance. Randomly distributed magnitudes between the bright-
est and faintest GRBs (see normalization in Table 1) were
used. Figures 9 – 11 show some representative examples of
the achieved recovery efficiencies. The wide range in the re-
covery efficiencies reflects variations in CCD sensitivity and
rates of contaminating artifacts. In addition, bright galaxy ex-
tended emission prevented the recovery of some injections,
even at close distances. A similar efficiency loss was found
when a large part of the on-source region was occupied by
foreground stars or image problems like bad pixels and bad
lines. The results for the QUEST observations can be charac-
terized by the mean and the standard deviation of the distances
corresponding to 50% efficiency to recover injections. For
trigger G20190, we found mean distances of 33 Mpc (σ = 7
Mpc) for kilonovae, 30 Mpc (σ = 6 Mpc) for short GRBs, and
820 Mpc (σ ≈ 180 Mpc) for long GRBs. For G23004, a mean
distance of 64 Mpc (σ = 25 Mpc) for kilonovae, 63 Mpc (σ =
30 Mpc) for short GRBs, and 1530 Mpc (σ ≈ 700 Mpc) for
long GRBs were found. 159 The larger spreads for QUEST
reflect CCD-to-CCD variations. For both GW triggers, the
50% efficiency distances for long GRB afterglows were well
beyond the maximum distance that the LIGO and Virgo de-
tectors could have detected signals coming from neutron star
binary coalescences, while the kilonova and short GRB dis-
tances were comparable. However, the result obtained for the
kilonova transients is dependent on the adopted model and
relies on the fact that the QUEST observations were made
around the peak time of the light curve model used for this
study.
6.3. ROTSE
For each set of images collected by ROTSE, 140 simulated
transients were added to the data for each counterpart model
for 10 different distances. The PSFs for the injected tran-
sients were modeled on ’good’ objects PSFs within each im-
age, as described in White et al. (2012). The GRB models
used the brightest normalizations shown in Table 1; i.e., as-
suming magnitude 16 (23) at 1 day from z = 1 for LGRB
(SGRB) afterglows. The results are presented in Figure 13.
For each GW trigger, the efficiencies for the different coun-
terpart models are very similar as functions of the injection
magnitude. The efficiencies peak at ∼ 70–80% for triggers
G19377 and G20190, and at ∼ 55% for G21852. Trigger
G23004 (not shown) contained images of very poor qual-
ity and the injection efficiency only reached a maximum of
∼ 20%. Long GRB afterglows / short GRB afterglows /
kilonovae were recovered with 50% detection efficiency to
distances of 400 Mpc / 16 Mpc / 2 Mpc for trigger G19377,
1000 Mpc / 40 Mpc / 5 Mpc for trigger G20190, and 1000 Mpc
/ 90 Mpc / 5 Mpc for trigger G21852. The maximum sensi-
tive distances correspond to transient magnitudes of approx-
imately 15 on the second night. This was typical of the av-
erage limiting magnitude of ROTSE over the FOV. Since the
pipeline required transients to be seen on at least two nights,
the magnitude on the second night was the primary factor de-
termining the sensitivity to each model. Transients at much
smaller distances tended to suffer from saturation and were
discarded in the image subtraction. The maximum detection
efficiency was less than 100% because the pipeline was not
always able to produce the background-subtracted lightcurve
for a transient; this depended on the position in the image and
on the image quality, as sixteen reference stars were needed in
the region around the transient for accurate image subtraction.
Variations in efficiency between triggers were due mainly to
differences in image quality and also differences in CCD per-
formance between the different telescopes in the ROTSE net-
work.
An example of the distribution of injections against the
background can be seen in Figure 12. This figure shows that
of all the injections that produced a nonzero ranking statistic
with the specific distance scales shown, more than 60% of the
injections were recovered with a rank comparable to the most
highly ranked background event. However none of the injec-
tions were found with a ranking statistic higher than loudest
background event. As the injection distances increased, the
injections fell more and more within the background.
159 Taking into account the galaxy regions lying in the CCD gaps, the
50% efficiency distances for G20190 (G23004) reduce to 32 (61) Mpc for
kilonovae, 26 (53) Mpc for short GRBs, and 700 (1260) Mpc for long GRBs.
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FIG. 8.— Efficiency in recovering simulated optical transients in the TAROT data (left) and Zadko data (right). The figure reflects the success rate in recovering
transients added to the observed fields, and does not include efficiency lost due to observing only a fraction of the possible source locations. The signals have





























FIG. 9.— Some representative success rates in recovering simulated kilonovae lightcurves with the QUEST data for triggers G20190 (left) and G23004 (right).
Each curve represents the efficiency from individual on-source galaxy regions, and so does not include efficiency lost due to observing only a fraction of the
possible source locations.
6.4. Liverpool Telescope
The efficiency of the Liverpool Telescope pipeline was
measured with the same methods used for ROTSE. A Python
script was written to inject 100 transient objects per 10 Mpc
bin per model, with light curves following the three models
described in Table 1, assuming the brightest normalization for
the GRB models. These images were then analyzed using the
pipeline, and a script used to find and flag injections found in
the pipeline output. Figure 14 shows that we obtained effi-
ciencies around 90% for injections brighter than the limiting
magnitude, including saturated objects normally discarded in
other image subtraction methods. For RATCam, any of the
tested models would have been observable out to 100 Mpc or
more - well beyond the initial LIGO/Virgo horizon distance
for neutron star mergers. For SkyCamZ, we found similar ef-
ficiencies, over smaller distance ranges.
6.5. Pi of the Sky
The efficiency of the Pi of the Sky transient search was in-
vestigated by adding simulated stars to existing images and
reprocessing them. The objects that were injected had dif-
ferent magnitudes and were chosen from real observed stars
during the autumn science run. Unlike the other simulations
described in this paper, objects added to Pi of the Sky data
did not follow model light curves, but instead measured the
ability of the pipeline to recover a transient of a given mag-
nitude using data from a single night. Stars injected in one
image were also injected in subsequent images of that field
taken during the same night. Only injections that were made
to the inner part of the CCD chip, at least 150 pixels from
CCD borders, were considered to estimate transient detection
efficiency. The border part of the CCD was rejected by the off-
line optical transient recognition algorithm due to the possibil-
ity of CCD anomalies that might be mistaken as short optical
transients. Also, only injections starting on a good quality im-
age were considered in efficiency estimation. This means that
the effective field of view for optical transient recognition cor-
20




























FIG. 10.— Some representative success rates in recovering simulated short GRB afterglow light curves with the QUEST data for triggers G20190 (left) and
G23004 (right). Each curve represents the results from individual on-source galaxy regions, and so does not include efficiency lost due to observing only a






























FIG. 11.— Some representative success rates recovering simulated long GRB light curves with the QUEST data for triggers G20190 (left) and G23004 (right).
Each curve shows the results from individual on-source galaxy regions, and so does not include efficiency lost due to observing only a fraction of the possible
source locations. Each simulated afterglow lightcurve was randomly scaled within the range of normalization conditions showed in Table 1.
responds to 15◦ × 15◦. At each stage of the processing it was
determined how many of the injected objects were detected.
Figure 15 shows two curves demonstrating the efficiency of
the Pi of the Sky pipeline. The first one describes how many
of the injected objects were detected in at least one image and
the second curve shows how many of the injections were de-
tected in five or more images. The first case corresponds to
the minimal criterion that was required for the candidate to
be classified as an optical transient and be inspected by a hu-
man. The second case reflects the criteria used for an optical
transient to have been automatically classified as a nearly cer-
tain real event. On both curves we see that the maximal effi-
ciency did not reach near 100%, even for very bright sources.
This can be attributed to several causes. An important loss
of efficiency came from areas excluded from the search due
to the presence of previously discovered stars. Objects in-
jected within a radius of 150′′ of stars listed in the Pi of the
Sky star catalogue were not recognized as optical transients
and discarded by the pipeline, resulting in a 12–15% impact
to the injection recovery rate. Additional sources were lost to
structure in the CCD: 10–15% of the CCD area consisted of
wire guiding electric charge. A significant part of the losses
also came from quality checks in the algorithm preprocessing.
At this stage transients that were fainter than 11th magnitude,
or observed on multiple low quality frames, were discarded.
This impacted the efficiency by 10% for bright transients, and
up to 30% for faint transients injected with brightness around
magnitude 11. Other cuts in the data processing pipeline re-
sulted in an additional 3–10% loss of efficiency.
7. DISCUSSION AND SUMMARY
This paper describes the first end-to-end searches for op-
tical transients associated with GW candidate events. Un-
fortunately, no convincing transient counterpart was found.
This effort included a range of different types of telescopes,
as well as a range of different analysis strategies. While
the variety of analysis strategies employed presents a chal-
lenge for interpretating the results, we believe that this ap-
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FIG. 12.— Distribution of ROTSE background (time-shifted) triggers and recovered injections for event G19377. This plot shows the distribution ranking
statistic for kilonova injections simulated from 1 Mpc, short GRBs from 7.9 Mpc, and long GRBs from 200 Mpc. The GRB models correspond to the brightest
observed GRB afterglows.

















FIG. 13.— Efficiency of the ROTSE pipeline in recovering simulated kilo-
novae transients (left, solid), short GRBs (middle, dash-dot), and long GRBs
(right, dashed). The figure reflects the success rate in recovering transients
added to the observed fields, and does not include efficiency lost due to ob-
serving only a fraction of the possible source locations. The efficiencies
shown for the GRB afterglow models are based on the brightest models
shown in Table 1. At very close distances, the simulated objects became
so bright that they caused saturations in the data, and were missed by the
pipeline. The images associated with trigger G23004 were of poor quality, so
the efficiencies with this data are not shown.
proach is forward-looking. The LIGO and Virgo collabora-
tions have recently made an open call for partners to search
for EM counterparts to GW events discovered with the next
generation of GW detectors160. It is likely that partners will
use a variety of facilities and instruments, and each apply
their own data analysis techniques. Both the successes and
lessons of this work should serve as useful guideposts to in-
vestigators pursuing similar searches with the up-coming “ad-
vanced” generation of gravitational wave detectors. Strategies
are also being discussed in the literature (Metzger & Berger
2012; Nissanke et al. 2013; Singer et al. 2013).
Rapidly down-selecting candidates for follow-up observa-
tions, integrating results for astrophysical interpretation, and
communicating findings will require a common framework
160 http://www.ligo.org/science/GWEMalerts.php
to describe transients discovered with disparate techniques.
In this work, we presented two complementary statistics for
characterizing the results of a transient classification pipeline,
the false-alarm probability and the detection efficiency. These
statistics were calculated for several different analyses, so
that objects discovered in the searches could be quantitatively
evaluated and compared. This paradigm, where results from
transient searches with different selection criteria must be dis-
cussed in a common language, is likely to be a theme that
becomes more common as survey instruments evolve.
Because GW event candidates are poorly localized,
searches for counterparts need to consider the large popu-
lation of optically variable sources that could produce false
positive coincidences (Kulkarni & Kasliwal 2009). Classifi-
cation based on light curves, spectroscopy and other proper-
ties can help, but these strategies are complicated by the fact
that the light curves associated with compact object mergers
and other potential GW sources are largely uncertain. How-
ever, we were able to demonstrate several automated strate-
gies that reduced false positives, while selecting for a wide
range of models. These techniques included demands on the
rate of dimming in objects, spatial coincidence with galax-
ies within the GW observable distance, anti-coincidence with
cataloged stars and asteroids, and shapes consistent with point
objects. For a variety of data sets over wide areas, we showed
how these cuts could be applied to reduce the rate of false pos-
itives to less than 10%, meaning that a single telescope taking
a series of images in response to a GW trigger would have less
than a 10% chance of reporting a false positive. Monte Carlo
simulations of model light curves were used to show that this
false-positive rejection was possible while still maintaining
sensitivity to models of both GRB afterglow light curves and
kilonova light curves.
Follow-up observations of the type presented in this paper
will probably be just the first stage in efforts to find Advanced
LIGO/Virgo counterparts. While essential to identify candi-
date counterparts, wide field imaging is unlikely to be suffi-
cient to make definitive associations with a GW trigger. Fur-
ther observations, including sensitive photometry and spec-
troscopy, will be needed to confirm possible associations and
characterize the source. The level of false-positive rejection




































FIG. 14.— Success rates recovering simulated short GRB afterglows, long GRB afterglows and kilonova light curves for the Liverpool Telescope, using the
RATCam (left) and SkyCamZ (right). The figure reflects the success rate in recovering transients added to the observed fields, and does not include efficiency lost
due to observing only a fraction of the possible source locations. The shown results for GRB afterglows are based on the brightest models that we considered.














Observed on at least one image
Observed on at least five images
FIG. 15.— Success rate of the Pi of the Sky pipeline in recovering simulated
transients of various magnitudes. The figure reflects the success rate in recov-
ering transients added to the observed fields, and does not include efficiency
lost due to observing only a fraction of the possible source locations.
lected optical image data, would reduce candidate objects as-
sociated with a LIGO/Virgo trigger to a manageable level,
such that they could be pursued with further follow-up obser-
vations. The challenge presented by false positives is likely
to increase with the advent of Advanced LIGO/Virgo, when a
larger horizon distance will require imaging to fainter magni-
tudes, and so increase the number of potential contaminants.
The Monte Carlo studies we performed demonstrated that
we typically recovered a range of light curve models to a
depth consistent with the limiting flux of the observations,
proving the validity of our selection criteria. During the ob-
serving periods, typical position averaged sensitive ranges for
NS-NS mergers was 18 Mpc, or 35 Mpc for NS-BH mergers
(Abadie et al. 2012c). The efficiency curves shown in Fig-
ures 9 through 15 show that the data sets with better limiting
magnitudes (QUEST, Liverpool Telescope) were succesful in
recovering all the considered models at these distance scales.
The less sensitive data sets (ROTSE, TAROT, Zadko) would
have missed a kilonova at these distances, but were poten-
tially sensitive to GRB afterglows. Looking towards the fu-
ture, the simulation results show that short exposures (∼ 1
minute) with small aperture telescopes, with observations to
depths of less than 18th magnitude, failed to recover short
GRB or kilonova light curves at distances comparable to the
expected 200 Mpc range of advanced GW detectors to NS-NS
mergers (Abadie et al. 2010b; Aasi et al. 2013). This means
that, while smaller telescopes may be valuable in searching
for counterparts to galactic GW sources, they may require
long total exposures, and/or a hierarchical observing strategy
with larger telescopes, to be able to detect the expected opti-
cal signature of distant compact object mergers. Another fac-
tor that is likely to impact transient recovery in the advanced
detector era is the incompleteness of available galaxy cata-
logs (Nissanke et al. 2013). Currently, catalogs are missing
a significant fraction of the extragalactic starlight within 200
Mpc, however, planned surveys can help address this problem
(Nissanke et al. 2013).
This study has been a valuable exercise that will help
the preparation of the data analysis and observing strate-
gies for the up-coming second generation GW detectors,
which are anticipated to begin operating in 2015 and
to improve in sensitivity over the following few years
(Aasi et al. 2013). Searches for optical and other tran-
sient counterparts will become even more compelling as
the range of the detectors increases. Moreover, the rapid
growth of large area survey instruments, including plans for
the Large Synoptic Survey Telescope (LSST) (Ivezic et al.
2011), means that the problem of choosing among rapidly
fading candidates selected with different criteria is likely
to become a theme that extends beyond GW related
searches. The LIGO and Virgo collaborations are com-
mitted to providing prompt triggers for astronomers to fol-
low up, with a more open model to allow broader partici-
pation (LIGO Scientific Collaboration & Virgo Collaboration
2012). We can therefore hope that future searches will yield
multi-messenger transient events that reveal the astrophysical
sources and processes that produce them.
We thank J. Barnes, D. Kasen, B. Metzger, and E. Nakar for
providing the kilonova model light curves that we have used
in our Figures 4-7.
23
The authors gratefully acknowledge the support of the
United States National Science Foundation for the con-
struction and operation of the LIGO Laboratory, the Sci-
ence and Technology Facilities Council of the United King-
dom, the Max-Planck-Society, and the State of Niedersach-
sen/Germany for support of the construction and operation
of the GEO600 detector, and the Italian Istituto Nazionale
di Fisica Nucleare and the French Centre National de la
Recherche Scientifique for the construction and operation of
the Virgo detector. The authors also gratefully acknowledge
the support of the research by these agencies and by the
Australian Research Council, the International Science Link-
ages program of the Commonwealth of Australia, the Coun-
cil of Scientific and Industrial Research of India, the Istituto
Nazionale di Fisica Nucleare of Italy, the Spanish Ministerio
de Economia y Competitividad, the Conselleria d’Economia
Hisenda i Innovacio of the Govern de les Illes Balears, the
Foundation for Fundamental Research on Matter supported
by the Netherlands Organisation for Scientific Research, the
Polish Ministry of Science and Higher Education, the FOCUS
Programme of Foundation for Polish Science, the Royal So-
ciety, the Scottish Funding Council, the Scottish Universities
Physics Alliance, The National Aeronautics and Space Ad-
ministration, OTKA of Hungary, the Lyon Institute of Origins
(LIO), the National Research Foundation of Korea, Indus-
try Canada and the Province of Ontario through the Ministry
of Economic Development and Innovation, the National Sci-
ence and Engineering Research Council Canada, the Carnegie
Trust, the Leverhulme Trust, the David and Lucile Packard
Foundation, the Research Corporation, FIRB 2012 Project
RBFR12PM1F (Italian Ministry of Education, University and
Research), and the Alfred P. Sloan Foundation. This work is
based on results partially obtained at the ESO observatory, La
Silla. The Liverpool Telescope is operated on the island of La
Palma by Liverpool John Moores University in the Spanish
Observatorio del Roque de los Muchachos of the Instituto de
Astrofisica de Canarias with financial support from the UK
Science and Technology Facilities Council. This document
has been assigned the identifier LIGO-P1200171-v19.
REFERENCES
Aasi, J., Abadie, J., Abbott, B. P., et al. 2013, ArXiv e-prints, 1304.0670
Abadie, J., Abbott, B. P., Abbott, R., et al. 2012a, A&A, 541, A155
—. 2012b, A&A, 539, A124
—. 2012c, Phys. Rev. D, 85, 082002
Abadie, J., et al. 2010a, Phys. Rev. D, 81, 102001
—. 2010b, Classical and Quantum Gravity, 27, 173001
Abadie, J., Abbott, B. P., Abbott, R., et al. 2012a, Phys. Rev. D, 85, 122007
—. 2012b, ApJ, 760, 12
Abbott, B. P., et al. 2009, Reports on Progress in Physics, 72, 076901
Abdo, A. A., Ackermann, M., Arimoto, M., et al. 2009, Science, 323, 1688
Accadia, T., et al. 2012, JINST, 7, P03012
Akerlof, C. W., et al. 2003, PASP, 115, 132
Alard, C. 2000, Astron. Astrophys. Suppl. Ser., 144, 363
Alard, C., & Lupton, R. 1998, Astrophys. J., 503, 325
Baltay, C., et al. 2007, PASP, 119, 1278
Barnes, J., & Kasen, D. 2013, ArXiv e-prints, 1303.5787
Beauville, F., Bizouard, M.-A., Blackburn, L., et al. 2008, Classical and
Quantum Gravity, 25, 045001
Berger, E. 2010, ApJ, 722, 1946
Berger, E., Fong, W., & Chornock, R. 2013, ApJ, 774, L23
Bertin, E., & Arnouts, S. 1996, A&AS, 117, 393
Bloom, J. S., Richards, J. W., Nugent, P. E., et al. 2012, PASP, 124, 1175
Brink, H., Richards, J. W., Poznanski, D., et al. 2012, ArXiv e-prints
1209.3775
Cavalier, F., Barsuglia, M., Bizouard, M.-A., et al. 2004, Physical Review D,
74, 082004
Clocchiatti, A., Suntzeff, N. B., Covarrubias, R., & Candia, P. 2011, AJ,
141, 163
Corsi, A., & Me´sza´ros, P. 2009, ApJ, 702
Costa, E., Frontera, F., Heise, J., et al. 1997, Nature, 387, 783
Coward, D. M., et al. 2010, Publications of the Astronomical Society of
Australia, 27, 331
Davies, M. B., King, A., Rosswog, S., & Wynn, G. 2002, ApJ, 579, L63
Doggett, J. B., & Branch, D. 1985, The Astronomical Journal, 90, 2303
Droege, T. F., Richmond, M. W., Sallman, M. P., & Creager, R. P. 2006,
PASP, 118, 1666, http://spiff.rit.edu/match
Eichler, D., Livio, M., Piran, T., & Schramm, D. N. 1989, Nature, 340, 126
Evans, P. A., Fridriksson, J. K., Gehrels, N., et al. 2012, ApJS, 203, 28
Faber, J. A., & Rasio, F. A. 2012, Living Reviews in Relativity, 15, 8
Fairhurst, S. 2011, Classical and Quantum Gravity, 28, 105021
Fong, W., Berger, E., Margutti, R., et al. 2012, ApJ, 756, 189
Frail, D. A., Kulkarni, S. R., Nicastro, L., Feroci, M., & Taylor, G. B. 1997,
Nature, 389, 261
Frail, D. A., Kulkarni, S. R., Sari, R., et al. 2001, ApJ, 562, L55
Fryer, C. L., Holz, D. E., & Hughes, S. A. 2002, ApJ, 565, 430
Gal-Yam, A., Kasliwal, M. M., Arcavi, I., et al. 2011, ApJ, 736, 159
Galama, T. J., Vreeswijk, P. M., van Paradijs, J., et al. 1998, Nature, 395, 670
Gehrels, N., Cannizzo, J. K., & Norris, J. P. 2007, New Journal of Physics,
9, 37
Gehrels, N., Sarazin, C. L., O’Brien, P. T., et al. 2005, Nature, 437, 851
Granot, J., Panaitescu, A., Kumar, P., & Woosley, S. E. 2002, ApJ, 570, L61
Grote, H., et al. 2008, Classical and Quantum Gravity, 25, 114043
Harrison, F. A., Bloom, J. S., Frail, D. A., et al. 1999, ApJ, 523, L121
Harry, G. M., et al. 2010, Classical and Quantum Gravity, 27, 084006
Hjorth, J., Watson, D., Fynbo, J. P. U., et al. 2005, Nature, 437, 859
Ivezic, Z., et al. 2011, LSST: from Science Drivers to Reference Design and
Anticipated Data Products, arXiv:0805.2366v2
Jenkner, H., Lasker, B. M., Sturch, C. R., et al. 1990, AJ, 99, 2082
Kann, D. A., Klose, S., Zhang, B., et al. 2010, ApJ, 720, 1513
—. 2011, ApJ, 734, 96
Kanner, J., Huard, T. L., Marka, S., et al. 2008, Classical and Quantum
Gravity, 25, 184034
Keller, S. C., et al. 2007, Publications of the Astronomical Society of
Australia, 24(1), 1
Klimenko, S., Vedovato, G., Drago, M., et al. 2011, Phys. Rev. D, 83,
102001
Klotz, A., Boer, M., Atteia, J. L., & Gendre, B. 2009, AJ, 137, 4100
Kobayashi, S., & Me´sza´ros, P. 2003, ApJ, 589, 861
Kochanek, C. S., & Piran, T. 1993, ApJ, 417, L17
Kouveliotou, C., Meegan, C. A., Fishman, G. J., et al. 1993, ApJ, 413, L101
Kulkarni, S. R., & Kasliwal, M. M. 2009, Preprint, arXiv:0903.0218
Law, N. M., et al. 2009, PASP, 121, 1395
Lazio, J., Keating, K., Jenet, F. A., et al. 2012, in IAU Symposium, Vol. 285,
IAU Symposium, ed. R. E. M. Griffin, R. J. Hanisch, & R. Seaman, 67–70
Li, L., & Paczyn´ski, B. 1998, ApJ, 507, L59
LIGO Scientific Collaboration, & Virgo Collaboration. 2012, LIGO DCC,
M1200055, https://dcc.ligo.org/LIGO-M1200055-v2/public
MacFadyen, A. I., & Woosley, S. E. 1999, ApJ, 524, 262
Malek, K., et al. 2009, Proceedings of SPIE, 7502, 75020D
Me´sza´ros, P. 2006, Reports on Progress in Physics, 69, 2259
Metzger, B. D., & Berger, E. 2012, ApJ, 746, 48
Metzger, B. D., Martnez-Pinedo, G., Darbha, S., et al. 2010, MNRAS, 406,
2650
Molinari, E., Vergani, S. D., Malesani, D., et al. 2007, A&A, 469, L13
Monet, D., Bird, A., Canzian, B., Dahn, C., et al. 1998, The USNO-A2.0
Catalogue (U.S. Naval Observatory, Washington DC)
Nakar, E. 2007, Physics Reports, 442, 166
Narayan, R., Paczynski, B., & Piran, T. 1992, ApJ, 395, L83
Nissanke, S., Kasliwal, M., & Georgieva, A. 2013, ApJ, 767, 124
Nissanke, S., Sievers, J., Dalal, N., & Holz, D. 2011, ApJ, 739, 99
Nousek, J. A., Kouveliotou, C., Grupe, D., et al. 2006, ApJ, 642, 389
Nugent, P. E., et al. 2013, in preparation
Nuttall, L. K., & Sutton, P. J. 2010, Phys. Rev. D, 82, 102002
Nuttall, L. K., White, D. J., Sutton, P. J., et al. 2012, ArXiv e-prints,
arXiv:1211.6713
Ott, C. D. 2009, Classical and Quantum Gravity, 26, 063001
Paczynski, B. 1991, Acta Astronomica, 41, 257
Piran, T., Nakar, E., & Rosswog, S. 2013, MNRAS, 430, 2121
Piro, A. L., & Pfahl, E. 2007, ApJ, 658, 1173
Racusin, J. L., Liang, E. W., Burrows, D. N., et al. 2009, ApJ, 698, 43
24
TABLE 5
CENTER LOCATIONS OF ALL FIELDS OBSERVED. ALL COORDINATES ARE IN DEGREES USING THE J2000 EQUINOX.
GW Trigger Telescope R.A. Decl. R.A. Decl. R.A. Decl.
G3821 QUEST 104.89 -27.94 133.88 -5.24 227.61 -64.26
CWB1 TAROT 207.21 -48.80
G4202 QUEST 89.34 -0.70 86.33 -9.78 89.34 -5.24
CWB2 QUEST 81.00 -32.49 75.63 -50.65 91.23 -41.57
G19377 ROTSE-c 115.56 -30.00
SkyMapper 115.43 -30.03 120.01 -29.91 110.78 -29.92
115.40 -34.00 115.39 -25.99 110.94 -25.93
110.58 -33.91 120.22 -33.90
TAROT 115.40 -30.00
Zadko 110.98 -27.53 114.75 -22.05 115.25 -32.07
115.80 -29.98 115.85 -29.22
G20190 ROTSE-abcd 333.25 18.03
TAROT 333.33 18.00
Zadko 322.49 12.17 323.37 -0.82 329.77 18.18
330.17 17.74 333.96 19.23
QUEST 336.29 8.50 334.49 10.63 331.61 17.57
G21852 ROTSE-b 11.04 41.61
PTF 11.39 41.62 55.80 -19.12 52.20 -19.12
56.93 -21.37 39.42 -7.87 52.25 -28.12
55.24 -16.87 51.15 -25.87 34.38 -32.62
G23004 ROTSE-bcd 61.97 -20.91
Liverpool 61.11 -2.20
Pi of the Sky Various
Racusin, J. L., Oates, S. R., Schady, P., et al. 2011, ApJ, 738, 138
Rahmer, G., Smith, R., Velur, V., et al. 2008, in Society of Photo-Optical
Instrumentation Engineers (SPIE) Conference Series, Vol. 7014, Society
of Photo-Optical Instrumentation Engineers (SPIE) Conference Series
Rau, A., et al. 2009, PASP, 121, 1334
Rhoads, J. E. 2003, ApJ, 591, 1097
Roberts, L. F., Kasen, D., Lee, W. H., & Ramirez-Ruiz, E. 2011, ApJ, 736,
L21
Romero, G. E., Reynoso, M. M., & Christiansen, H. R. 2010, A&A, 524, A4
Sari, R., Piran, T., & Halpern, J. P. 1999, ApJ, 519, L17
Sari, R., Piran, T., & Narayan, R. 1998, ApJ, 497, L17
Searle, A. C., Sutton, P. J., Tinto, M., & Woan, G. 2008, Classical and
Quantum Gravity, 25, 114038
Shibata, M., Karino, S., & Eriguchi, Y. 2003, MNRAS, 343, 619
Shibata, M., & Taniguchi, K. 2011, Living Reviews in Relativity, 14, 6
Singer, L. P., Cenko, S. B., Kasliwal, M. M., et al. 2013, ArXiv e-prints
Smith, A. M., Lynn, S., Sullivan, M., et al. 2011, MNRAS, 412, 1309
Soderberg, A. M., Nakar, E., Berger, E., & Kulkarni, S. R. 2006, ApJ, 638,
930
Sokolowski, M. 2008, PhD Thesis, arXiv:0810.1179
Steele, I. A., Smith, R. J., Rees, P. C., et al. 2004, in Society of
Photo-Optical Instrumentation Engineers (SPIE) Conference Series, Vol.
5489, Society of Photo-Optical Instrumentation Engineers (SPIE)
Conference Series, ed. J. M. Oschmann, Jr., 679–692
Tanvir, N. R., Levan, A. J., Fruchter, A. S., et al. 2013, Nature, 500, 547
Thorne, K. S. 1987, Gravitational radiation., ed. S. W. Hawking & W. Israel,
330–458
van Eerten, H., Zhang, W., & MacFadyen, A. 2010, ApJ, 722, 235
van Eerten, H. J., & MacFadyen, A. I. 2011, ApJ, 733, L37
van Paradijs, J., Groot, P. J., Galama, T., et al. 1997, Nature, 386, 686
Virgo Collaboration. 2009, Advanced Virgo Baseline Design, Tech. rep.,
VIR-0027A-09, https://tds.ego-gw.it/ql/?c=6589
Vitale, S., Del Pozzo, W., Li, T. G. F., et al. 2012, Phys. Rev. D, 85, 064034
White, D. J., Daw, E. J., & Dhillon, V. S. 2011, Classical and Quantum
Gravity, 28, 085016
White, D. J., LIGO Scientific Collaboration, & Virgo Collaboration. 2012,
Journal of Physics Conference Series, 363, 012036
Woosley, S. E. 1993, ApJ, 405, 273
Woosley, S. E., & Bloom, J. S. 2006, ARA&A, 44, 507
Yuan, F., & Akerlof, C. W. 2008, ApJ, 677, 808
