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Résumé
La problématique qui affecte notre site d'étude est de nature agroenvironnementale. L'utilisation
agricole des terres du bassin versant de la rivière aux Brochets est responsable d'un excès de charges de
phosphore, à l'origine d'une pollution diffuse. Cette dernière entraîne des dégradations
environnementales importantes dans la Baie Missisquoi, partie septentrionale du lac Champlain, avec
l'eutrophisation accélérée des eaux de la baie. L'érosion et le ruissellement sont les vecteurs de cette
pollution phosphatée, tandis que les rivières et les lacs en sont les cibles. C'est pour une meilleure
estimation de ce transport que nous souhaitons discriminer au mieux les cultures sur ce bassin versant.
Cette différenciation des cultures se fait couramment à l'aide de techniques de classification d'images.
L'objectif principal de cette recherche est d'élaborer une cartographie adaptée à la dimension agricole et
répondant parfaitement aux besoins des ingénieurs agronomes, qui raisonnent non pas en terme de
pixels mais en terme de champs. La méthodologie proposée vise à maximiser les résultats de
classification d'un milieu agricole, par le choix d'approches optimales (multi-temporelle, stratifiée et par
champs), en limitant l'impact des sources d'erreurs suivantes : la ressemblance des signatures spectrales,
le bruit et les pixels mixtes. Cette recherche évalue quantitativement ces différentes approches. Elle se
focalise d'autre part, sur le potentiel d'utilisation de la détection de contours pour la mise en place d'une
carte des limites de champs, cette demière étant la clef de voûte de l'approche par champs.
Il ressort des résultats un intérêt évident du multi-temporel pour différencier les cultures : la méthode est
adéquate si le choix des dates d'acquisition des images se fait en respectant le calendrier phénologique
des cultures. Du point de vue de la segmentation, seul le détecteur de contours Canny-Deriche donne des
résultats satisfaisants (avec environ 95 % des limites de champs détectées), lors du cumul de
l'information de plusieurs bandes et de plusieurs images. Pour ce qui est de la classification, l'approche
stratifiée ne permet pas une précision accrue des résultats. Enfin, l'approche par champs entraîne une
amélioration des résultats lorsqu'elle utilise des masques de contours issus de techniques de
numérisation manuelle sur écran ou des masques établis à partir de bases de données existantes comme
le cadastre. Les améliorations sont alors de l'ordre de 4 à 5 % pour des classifications utilisant les
données d'une image et de 1 % et moins pour celles exploitant les données de deux dates. Par contre, les
résultats sont variables lors de l'utilisation d'un masque dérivé des techniques de détection de contours.
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Avant-propos
Il faut noter que eette recherche est née dans un contexte où le département de géographie et
télédétection de l'Université de Sherbrooke ne disposait d'aucun logiciel performant de
segmentation d'images permettant de mener à bien une approche de classification par entités.
Depuis, preuve que la présente recherche s'axait dans une optique intéressante, le département a
fait l'acquisition du logiciel allemand E-cognition qui permet, sous une même plate-forme, les
opérations de segmentation et de classification. Il s'avère effectivement que la classification d'un
milieu urbain ou forestier, encore plus que pour celle d'un milieu agricole, nécessite pour être
performante de telles techniques de classification d'images. Sans oublier que l'équipe
ESTRITEL, notamment Matthieu Voorons et Yves Voirin, sous la direction de Goze Bénié, a
développé ces dernières années bon nombre de routines de segmentation d'images plus
performantes les unes que les autres.
De même, des cabinets d'expertise agricole par imagerie satellitaire, comme SCOT une
entreprise toulousaine au sein de laquelle j'ai réalisé un stage de DESS en 2003, travaille depuis
peu avec ce logiciel E-cognition. Ceci pour dire l'intérêt maintenant communément admis de
telles approches de classification, qui travaillent non plus au niveau du pixel mais au niveau de
l'objet. Et ceci pour expliquer pourquoi, au travers ce mémoire, nous avons souhaité faire
redécouvrir, mieux connaître et développer, notamment au sein du département, de telles
techniques de classification d'images.
D'autre part, pour ce qui est du contenu même de ce travail, nous avons choisi de ne travailler
que sur des techniques de segmentation d'images utilisant la détection de contour et non la
détection des régions. Car, nous avons estimé que seules les techniques de détection des contours
permettaient réellement de travailler à l'échelle du champ.
Chapître I. Introduction
1.1. Problématique
« La baie Missisquoi en 2003, c'est une tragédie : environnementale, économique, écologique...
Et si rien est fait, la Baie Missisquoi deviendra une tragédie humaine. » Jean Trudeau, 2003.
« La baie Missisquoi est saturée de phosphore ce qui cause la prolifération de cyanobactéries
toxiques. Par conséquent, la santé publique est menacée, l'eau est impropre à la consommation
plusieurs semaines par année et les activités récréo-touristiques sont restreintes, voire interdites
pendant plusieurs mois. » Christine Caron, 2003.
Tel est le constant navrant et désastreux de la baie Missisquoi en 2003. Dans ce processus de
dégradation, la problématique qui affecte notre site à l'étude est avant tout de nature
envirormementale. La pollution des capteurs en eau potable et Teutrophisation' des lacs sont les
conséquences d'une pollution nommée pollution diffuse et la prolifération des algues bleues,
comme nous nommons couramment les cyanobactéries, est essentiellement attribuable à la trop
forte concentration de matières fertilisantes dans la baie. Les cyanobactéries sont des micro
organismes naturellement présents en petit nombre dans les milieux aquatiques, mais c'est leur
surabondance sous forme de fleur d'eau qui les rend problématiques (elles peuvent notamment
causer par simple contact des irritations de la peau, des yeux ou de la gorge et même à fortes
doses entraîner des problèmes d'ordre hépatiques ou neurologiques). Les phosphates et les
nitrates sont à l'origine de cette pollution (CNRS, 2004).
'Phénomène caractérisé par une prolifération excessive d'algues et de plantes aquatiques due à une surcharge
d'éléments nutritifs dans les eaux (définition de l'O.C.D.E, de 1982). Ce terme et ses conséquences écologiques
vous sont définis plus en détail à l'annexe 1.
Ces éléments proviennent de différentes sources : des eaux usées domestiques des résidences
isolées, des eaux usées municipales ou de l'agriculture. En agriculture le phosphore peut
provenir d'installations d'entreposage de fumier déficientes, mais surtout de l'eau de drainage
des champs chargée de fertilisants organiques (fumier et lisier) ou minéraux. Dans ce dernier cas
nous parlons de pollution diffuse, car la pollution des eaux est due non pas à des rejets ponctuels
et identifiables mais à des rejets issus de toute la surface d'un territoire.
Alors que la France s'est longtemps focalisée sur le problème des nitrates, le Québec s'efforce
lui de limiter la problématique phosphate. Cette divergence quant au responsable présumé de la
pollution diffuse s'explique par le simple fait que, contrairement à la France qui puise l'essentiel
de son eau potable dans ses eaux souterraines, le Québec exploite comme eau de consommation
l'eau de ses nombreux lacs (Trocherie, 2003). Or, les nitrates migrent dans les eaux d'infiltration
et polluent les nappes d'eau du sous-sol, alors que les phosphates sont plus particulièrement
transportés par les eaux de ruissellement et aboutissent dans les rivières et les lacs. A des enjeux
de préservation des ressources naturelles divergentes s'appliquent donc des politiques
environnementales qui diffèrent quant à l'ennemi ciblé de la pollution : les nitrates pour les
Français, souhaitant protéger leurs eaux souterraines, et les phosphates pour les Québécois,
sensibles à la qualité de leurs eaux de surface. Néanmoins, phosphates et nitrates sont bel et bien
tous deux les responsables de cette pollution.
Cette baie est assimilable à un lac eutrophe principalement en raison de sa faible profondeur. La
qualité de son eau, jugée comme douteuse, est rendue non potable plusieurs semaines par année
pour les municipalités de Bedford et de Philipsburg l'exploitant (ceci malgré la modernisation de
l'usine d'eau potable de Bedford). La baie présente de surcroît les conséquences aggravées d'une
telle pollution (D'Auteuil, 2000; Caron, 2003). Effectivement, en plus de ce vieillissement
accéléré et de l'impact de l'eutrophisation sur l'écosystème aquatique, nous assistons
impuissants, dès le début de l'été avec le réchauffement des eaux, à cette prolifération
inquiétante de cyanobactéries qui vont jusqu'à nuire aux activités récréotouristiques locales
(eaux nauséabondes, plages souillées, baignade interdite). Les plages ont dû être fermées et les
activités nautiques restreintes en 2001, 2002 et 2003, en pleine saison estivale, à la suite d'un
avis de santé publique recommandant d'éviter tout contact direct avec l'eau. Une situation qui
inquiète les acteurs locaux et les gouvernements provinciaux et fédéraux.
Pour y faire face, différentes actions ont été menées par les divers représentants du milieu (la
commission intemationale mixte. Conservation Baie Missisquoi, la Corporation Bassin Versant
Baie Missisquoi, la Coopérative de solidarité du bassin versant de la rivière aux Brochets avec
Richard Lauzier du MAPAQ...). En août 2002, le gouvernement du Québec, dans le cadre d'une
entente avec les états de New York et du Vermont, s'est ainsi engagé à réduire de 34 % ses
apports de phosphore dans la baie Missisquoi, la partie québécoise du lac Champlain. Cette
entente fait suite à plusieurs autres qui ont vu le jour depuis 1988. Elle représente une étape clef
puisqu'elle définit le partage des responsabilités à la charge de phosphore : 40 % pour le Québec
et 60 % pour le Vermont (Ministère de l'Environnement, 2000). Par cette entente, les deux
gouvernements s'engagent à réduire de 70,1 tonnes métriques par an d'ici 2016 les charges de
phosphore entrant dans la baie. Plus récemment, le 30 septembre 2003, le ministre de
l'Environnement a annoncé que le Québec, de concert avec le Vermont, devancerait même de
2016 à 2009 la réalisation de mesures prévues au plan d'action visant à réduire le phosphore
responsable de la prolifération des cyanobactéries dans la baie Missisquoi (Ministère de
l'Envirormement, 2003).
Le projet dans lequel notre travail s'inscrit, en partenariat de l'institut de recherche et
développement en agroenvironnement, a pour but de répondre à ces exigences faites sur la baisse
des apports en phosphore dans la baie.
Pour pouvoir évoquer le terme de pollution il faut la conjonction de trois facteurs : une source de
pollution, un vecteur qui la transporte et une cible qui la reçoit. L'étude de ces facteurs est
obligatoire pour comprendre le phénomène de pollution diffuse. Dans notre cas, le milieu
agricole avec ses épandages d'engrais a été identifié comme étant très majoritairement
responsable des charges de phosphore exportées sur le bassin versant de la rivière aux Brochets
(Caumartin et Vincent, 1994). Effectivement, les apports de lisier pour fournir l'azote nécessaire
au maïs, une des principales cultures au Québec, amènent des quantités de phosphore supérieures
à celles exportées par les récoltes et créent une accumulation dans le sol de cet élément
(MAPAQ, 1996). Les phosphates sont généralement retenus dans les sols, mais ils peuvent
devenir mobiles quand des niveaux critiques de richesse des sols en cet élément sont atteints.
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L'érosion hydrique est un facteur déterminant des pertes de sol. Elle détache les particules de
ces sols auxquelles est associé le phosphore (Michaud, 1999). Leur prélèvement et leur transport
vont ensuite dépendre de l'intensité du ruissellement de surface, celui-ci se produisant lorsque la
quantité d'eau apportée est supérieure à la capacité d'infiltration du sol. C'est, d'après Michaud
(Michaud, 1999) et la littérature, la forme particulaire du phosphore qui en majeure partie se
retrouve dans ce transport. Mais, il a aussi démontré une très forte corrélation entre pertes de sol
et quantités de phosphate (forme ionique du phosphore) dans les eaux. L'érosion et le
ruissellement se trouvent donc être les vecteurs de cette pollution diffuse phosphatée, tandis que
les rivières et les lacs en sont les cibles.
ecteurVe
La pollution diffuse phosphatée : Source > Cible
Sources = les engrais riches en phosphore
Vecteurs = l'érosion hydrique et le ruissellement de surface
Cibles = les rivières et les lacs
Ces différents facteurs qui régissent le phénomène de pollution diffuse, notamment ceux relatifs
à la source et au transfert de la pollution, peuvent se combiner au travers différents modèles
permettant de caractériser la sensibilité d'un bassin versant à la pollution diffuse phosphatée.
L'un de ces modèles est l'indice de risque de pertes en phosphore (« P-index »). Cet indice agro-
envirormemental du phosphore permet d'assigner un poids relatif à des facteurs physiques clés
comme le taux d'érosion, le ruissellement, la fertilité des sols, le taux et les méthodes
d'application des engrais organiques et minéraux (Lemunyon et Gilbert, 1991). Originalement
conçu à l'échelle parcellaire, nous l'avons adapté à une approche régionale à l'échelle d'un
bassin versant tout entier et c'est le moyen mis en œuvre par notre équipe de recherche pour
localiser sur notre site d'étude, le bassin versant de la rivière aux Brochets, les zones les plus
vulnérables à ces exportations de phosphore (Deslandes, 2003). La rivière aux Brochets est le
principal tributaire à la pollution de la Baie au Québec.
n Le processus de rérosion hydrique et les facteurs physiques qui finfluence vous sont décrits à Tannexe 2.
Le taux d'érosion et le ruissellement, vecteurs de la pollution diffuse, sont deux intrants
essentiels à cet indice du phosphore. Ils peuvent être calculés à l'aide de nombreux modèles^.
Tous ces modèles nécessitent néanmoins l'occupation du sol comme paramètre d'entrée. C'est
sur la détermination de cet intrant que porte plus précisément ce travail.
Certaines occupations du territoire, certaines cultures notamment, exposent les sols à de plus ou
moins longues périodes de sol nu. Lors d'événements pluvieux, ces zones peuvent être à
l'origine des phénomènes d'érosion et de ruissellement. C'est le cas sur notre bassin versant du
maïs. Cette culture intensive annuelle laisse les sols démunis de végétation pendant de longues
périodes à l'automne et au printemps, des périodes pendant lesquelles surviennent, dans cette
région du sud du Québec, de forts événements pluvieux.
Le véritable problème posé en terme d'identification de l'occupation du sol sur un bassin versant
agricole est relatif à la discrimination des cultures. Il faut donc en premier lieu identifier le plus
précisément possible le type de culture pratiquée sur chacune des parcelles, afin de faire tourner
dans un second temps un modèle d'érosion, dont les cartes produites à sa sortie serviront
d'entrée au P-index. Cette discrimination des cultures se fait couramment à l'aide de techniques
de classification d'images de télédétection (Shotten et al., 1995; Dadhwal et al., 1996; Tso et
Mather, 1999; Le Hegarat-Mascle et al., 2000).
La classification d'images est une des techniques les plus importantes pour comprendre la
dynamique des écosystèmes (Pedley et Curran, 1991; Lobo et al., 1996; Solaiman et al., 1998) et
l'utilisation du sol est probablement une des informations les plus souvent extraites des images
de télédétection oeuvrant dans le domaine de l'optique. Cependant, malgré de nombreux
développements et une certaine automatisation, les classifications restent un sujet de recherche
permanent. Toujours se posent les problèmes du bruit, engendré par le capteur, celui de la
limitation des algorithmes et celui des effets atmosphériques, qui font en sorte que les cartes
thématiques résultantes sont souvent bruitées, présentant un effet "sel et poivre" avec une perte
d'homogénéité des régions classifiées (Solaiman et al., 1998).
Des généralités sur les modèles d'érosion vous sont présentées en annexe 3.
Nous cherchons donc toujours à améliorer les résultats de classification, que ce soit en
développant de nouveaux algorithmes, en incluant des analyses de texture ou en combinant
l'information avec d'autres sources de données, comme l'imagerie Radar.
Nous proposons dans cette recherche une toute autre orientation pour maximiser les
classifications du milieu agricole. Il s'agit d'identifier et d'appliquer des approches optimales
permettant de limiter l'impact des sources d'erreurs suivantes : le problème de la ressemblance
des signatures spectrales, le problème du bruit et celui des pixels mixtes.
1.2. Approches optimales pour différencier les cultures
Les ressemblances de signatures spectrales, le bruit et les pixels mixtes font partie des sources
d'erreurs les plus fréquentes dans les classifications (Janssen et Middelkoop, 1992; Lillesand et
Kiefer, 1994). L'optimisation des résultats de classification passe à fortiori par le choix
d'approches permettant de limiter leur importance.
1.2.1. L'approche multi-spectrale et multi-dates
L'intérêt du multi-spectral pour différencier les cultures n'est plus à démontrer (Barbosa et al.,
1996; Boresjô Bronge, 1999). De même, le multi-dates est optimal : la redondance des données
peut réduire l'imprécision et la fusion de données complémentaires peut créer une
reconnaissance plus consistante des patrons de végétation (Le Hegarat-Mascle et al., 2000). En
choisissant au mieux les dates d'acquisition des images nous pouvons optimiser les résultats de
classification (Boresjô Bronge, 1999). Car, même si des confusions spectrales entre deux types
de végétation peuvent survenir à une date précise, la confusion peut généralement être levée avec
une ou plusieurs dates supplémentaires d'acquisition d'images. Ceci à condition que les
phénologies des cultures à différencier soient suffisamment distinctes. La connaissance des
cycles phénologiques des principales cultures présentes sur le site d'étude aide à savoir à quels
moments de l'année la discrimination sera la plus aisée et donc à quelles périodes stratégiques il
faudra acquérir les images. Le choix des dates d'acquisition des images est de première
importance et fonction de ce que nous souhaitons différencier.
1.2.2. L'approche stratifiée
Une approche stratifiée, ou par masque, consiste à utiliser les informations de la carte
topographique ou le résultat de classifications antérieures, dans le but de créer des masques pour
des classifications par étapes, où seulement un nombre limité de classes pertinentes est alloué au
cours du processus de calcul. Le fait de limiter le nombre de classes dans la classification
diminue le problème de la ressemblance des signatures spectrales et permet de réduire les erreurs
de classification entre les classes (Boresjô Bronge, 1999). La Figure 1 vous présente cette
stratégie de classification.
Informations de la carte lopograpliique
ou résultats de classifications antérieures
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Figure 1. L'approche stratifiée d'après Boresjô Bronge, 1999
1.2.3. L'approche par champs
et le traitement différentiel des pixels mixtes des zones de contours
Les classifications par champs donnent de meilleurs résultats que l'usuelle classification par
pixels pour ce qui est de la discrimination de la végétation (Pedley et Curran, 1991; Lobo et al.,
1996; Tso et Mather, 1999). Cette approche est par contre particulièrement contraignante, car
elle nécessite l'élaboration au préalable d'une carte numérisée des contours de champs et
implique une répartition du gain à l'intérieur de chaque champ. Mais en contrepartie, un des
avantages de cette classification est de réduire la variabilité spatiale en moyennant une région
(Cushnie, 1987). Elle permet donc, de manière relativement simple, une réduction du bruit et la
minimisation du problème des pixels mixtes.
Enfin, l'approche par champs limite les besoins de traitements post-classification relatifs au
nettoyage des cartes thématiques résultantes. Les seuls traitements nécessaires sont
éventuellement de devoir regrouper des champs cultivés voisins ayant la même occupation du
sol. Au final, cette approche facilite l'interprétation des résultats et donne un produit
cartographique de meilleure qualité, adapté à la dimension agricole.
Une confusion importante dans les classifications est plus particulièrement apportée par les
pixels mixtes des zones de contours. Leur valeur de compte numérique n'est pas représentative
d'une classe particulière. Ils sont difficiles à classer à cause de leur confusion spectrale et ils
rendent les classes moins homogènes (Janssen et Middelkoop, 1992). Il s'agit donc d'améliorer
la séparabilité entre les différentes classes et de la réduire à l'intérieur d'une même classe. La
détection de contours est dans cette étude le moyen mis en œuvre pour localiser ces pixels mixtes
des zones de contours (Ziou et Tabbone, 1998). La méthodologie consiste ensuite à les exclure
des classifications, avec des classifications à l'extérieur du masque de contours. Le masque de
contours sert d'autre part à mener à bien l'approche par champs.
Chapitre II. Hypothèses, objectifs, but et finalité du projet
Solaiman et a/., 1998, obtiennent de très bons résultats de classification multi-spectrale en
travaillant sur une seule date d'acquisition d'image et en traitant différemment l'information des
pixels mixtes présents aux zones de contours. Ils se servent des différents canaux de Landsat TM
pour extraire le maximum d'informations de contours. Ils utilisent aussi des algorithmes
performants de fermeture des contours et de diminution du bruit. Solaiman et al., concluent que
des données multi-temporelles pourraient être utilisées afin de produire de meilleurs résultats de
détermination des contours. Cela suppose donc de meilleurs résultats de classification si
l'information de ces contours est utilisée pour mener à bien l'approche par champs, qui se veut
d'après la littérature optimale en comparaison de la conventionnelle classification par pixels.
Pedley et Curran, en 1991, utilisaient dans leur méthodologie une carte des contours de champs
établie à partir de cartes topographiques, pour la mise en place de l'approche par champs.
Belluzo et Girard, en 1997, ainsi que Tso et Mather, en 1999, se servaient de techniques de
numérisation manuelle sur écran pour créer cette carte. D'après Schotten et al, 1995, les
photographies aériennes et le cadastre peuvent être d'autres sources de données dans
l'élaboration d'une telle carte. Tso et Mather, en 1999, évoquaient aussi la possibilité d'extraire
ce masque des contours de champs à l'aide de la segmentation d'images. Nous supposons par
conséquent que la détection de contours peut nous permettre la réalisation de cette carte des
limites de champs, pour faire tourner l'approche par champs et la comparer aux usuelles
classifications par pixels.
Pedley et Curran, 1991; Schotten et al, 1995; Lobo et al, 1996; Tso et Mather, 1999, et bien
d'autres auteurs, obtiennent une précision accrue des résultats de classification en travaillant
avec l'approche par champs par rapport à l'usuelle approche par pixels.
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Boresjô Bronge, 1999, évoque de meilleurs résultats de classification en travaillant avec une
approche stratifiée en milieu forestier.
Les hypothèses de ce travail sont :
l'utilisation de données multi-spectrales et multi-temporelles rend possible une meilleure
détermination des contours (Solaiman, 1998) ;
la détection de contours est un outil qui peut pennettre l'élaboration d'un masque des limites
de champs pour la mise en place de l'approche par champs (Tso et Mather, 1999) ;
l'approche par champs et le traitement différentiel des pixels mixtes des zones de contours
peuvent permettre une amélioration des résultats de classification (Pedley et Curran,
1991; Schotten et al, 1995; Lobo et al, 1996; Tso et Mather, 1999) ;
l'approche stratifiée appliquée au milieu agricole est une approche optimale, tout comme elle
pouvait l'être dans le cas d'un milieu forestier (Boresjô Bronge, 1999).
L'objectif principal de cette recherche est d'adapter notre cartographie à la dimension agricole
et de répondre aux besoins des ingénieurs agronomes, qui raisonnent non pas en terme de pixels
mais en terme de champs. Pour se faire, des classifications par champs sont élaborées à partir
d'une méthodologie de détection des limites du parcellaire agricole.
« Les classifications "pixel à pixel" conduisent à des plans classés bruités et difficiles à utiliser :
bordures indécises, pixels isolés mal classés, impression de pointillisme... qui imposent des
opérations de "nettoyage" des résultats : les images en mode pixel ne conviennent pas aux
ingénieurs » Christian Puech, 2000.
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L'entité physique représentée par le ehamp est de première importance pour ce travail. Ceci a
contribué à orienter notre choix méthodologique sur des techniques de détection de contours,
plutôt que de croissance des régions, afin de mener à bien l'étape préalable de segmentation. Le
choix a effectivement été fait de ne pas utiliser les techniques de croissance de régions car nous
estimions qu'elles ne permettaient pas de travailler à l'échelle effective du champ, la difficulté
étant de savoir à quel stade arrêter le processus de croissance.
Les objectifs secondaires sont :
- d'élaborer à l'aide de techniques de détection de contours sur des images multi-
spectrales une carte des limites de champs,
- de maximiser la discrimination des cultures en travaillant avec des approches
optimales (approche multi-temporelle, stratifiée, par champs) et en limitant les sources de
confusions dans les classifications (les ressemblances de signatures spectrales, le bruit et les
pixels mixtes),
- de comprendre le potentiel ainsi que les limites des différentes approches utilisées
Le but est de elassifier l'occupation du sol de la rivière aux Brochets, en s'intéressant tout
particulièrement aux zones agricoles et à la différenciation des cultures.
La finalité de ce travail est la production d'une carte de l'utilisation du sol qui servira de donnée
d'entrée au P-index.
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Figure 2. Région de la Montérégie et localisation (cercle jaune) du site à l'étude (Lemay, 2004)
Le site à l'étude est le bassin versant de la rivière aux Brochets. 11 couvre une superficie de 629
km^ et s'étend de part et d'autre de la frontière canado-américaine, au sud du Québec. La rivière
aux Brochets est le principal cours d'eau se jetant dans la Baie Missisquoi, la partie québécoise
du lac Champlain. Il s'agit de la section du lac Champlain qui présente le plus haut taux de
phosphore. Cette rivière en forme de fer à cheval prend sa source aux Etats-Unis dans le lac
Carmi, puis s'écoule sur près de 55 km sur le territoire québécois, avant de se déverser au nord-
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Bassin versant du lac Champlain
Figure 3. Localisation de la rivière aux Brochets (Pike River) au sein du bassin versant de la
rivière Missisquoi (LCPB, 2004)
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Sur ce territoire se concentre la plus grande partie de l'activité agricole ayant des impacts
significatifs sur la qualité de l'eau de la baie Missisquoi. La rivière aux Brochets contribuerait
d'après l'étude du MENV (Hegman et al., 1999) à environ 50,8 tonnes métriques de charges de
phosphore par année, soit plus de 34 % de la charge totale de phosphore sur l'ensemble du bassin
versant de la baie Missisquoi. Sur ces 50,8 tonnes métriques, 39 tonnes sont attribuables à la
seule partie québécoise de la rivière, soit près de 77 %. Cette différence de charge entre la partie
québécoise et la partie américaine s'explique principalement par une utilisation du sol qui diffère
de part et d'autre de la frontière (Figure 4).
Pour la section québécoise l'utilisation forestière couvre 42 % du territoire, alors que
l'agriculture majoritaire occupe 48 % des terres. L'urbain ne représente que 5 % et le
pourcentage restant se compose de diverses utilisations du sol, dont une grande partie de milieux
aquatiques. L'utilisation agricole des terres serait responsable de cet excès de charge de
phosphore (Hegman et al., 1999). Effectivement, sur les 39 tonnes métriques, 33,9 tonnes
proviendraient du seul milieu agricole et 4,4 tonnes du milieu urbain (avec les eaux usées
domestiques et industrielles).
En comparaison, côté américain l'usage forestier domine avec 47 % du territoire, contre 31 %
pour l'agricole et toujours 5 % pour l'urbain. Mais là encore, l'utilisation agricole du sol serait
responsable de l'exportation de plus de 10 tonnes métriques de phosphore sur le bassin versant.











Figure 4. Comparaison des utilisations du soi entre le côté québécois et le côté américain du
bassin versant de la rivière aux Brochets (d'après les données de Hegman et al., 1999)
Le milieu agricole a donc été ciblé comme prioritaire.
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L'agriculture est d'autant plus développée au Québec par rapport au Vermont, car il s'agit pour
le Québec de la zone la plus septentrionale et la plus chaude de la province (avec une
température moyenne annuelle de 6,8 °C et une période exempte de gel d'environ 155 jours),
donc la plus propice à cette activité (D'Auteuil, 2000). Les Etats-Unis possèdent quant à eux
bien d'autres endroits pour pratiquer l'agriculture dans de meilleures conditions.
L'élevage est présent sur la totalité du territoire du bassin versant de la rivière aux Brochets,
mais se concentre essentiellement dans la partie du bassin à l'aval de Bedford. Autrefois dominé
par les fermes laitières, celles-ci diminuent depuis une vingtaine d'années au profit de la
production céréalière et porcine. Dans la région, des conditions favorables à l'exploitation,
notamment des superficies d'épandage de lisier suffisantes, ont permis l'implantation de
nombreuses porcheries (D'Auteuil, 2000; Caron, 2003).
Le bassin versant de la rivière aux Brochets peut être divisé en deux parties de plus ou moins
égales superficies. La tête du bassin, qui s'étend du côté américain jusqu'à Bedford, correspond à
une contrée de piémont appalachien. Il s'agit d'une région vallonnée de forêts, de pâturages et de
vergers, avec des sols variant du loam argileux à l'argile limoneuse. Cette partie du bassin se
prête peu à l'agriculture intensive en raison de la nature de ces sols et du relief. La région en aval
du bassin, s'étendant de Bedford à l'embouchure de la rivière, est quant à elle située dans les
basses terres du St-Laurent. Relativement plane, avec des sols riches et fertiles (principalement
du loam sableux et du loam schisteux), elle concentre l'essentiel des activités agricoles avec plus
de 18 000 hectares cultivés (Caumartin et Vincent, 1994; Deslandes et al., 2002).
La composition de ces sols permet d'autre part de diviser la partie agricole du bassin versant,
selon leur sensibilité à l'érosion. La tête de la rivière se caractérise par des sols plus ou moins
grossiers modérément vulnérables, alors que dans la partie inférieure ils sont plus fins et
présentent un potentiel érosif plus important. Toutefois, la vulnérabilité des sols à l'érosion
hydrique devient inquiétante lorsque ces mêmes sols sont riches en phosphore. Ces derniers se
localisent dans la partie nord-ouest alors que les sols moins chargés se situent dans la tête du
bassin versant (Caumartin et Vincent, 1994).
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Il est très important pour notre travail, dans l'objectif de différenciation des cultures, de
connaître les principales cultures présentes sur ce bassin versant. 11 s'agit essentiellement de
fourrages, de céréales (principalement l'orge), de soya et de maïs. Ce sont les fourragères et les
cultures à grande interligne, principalement le maïs, qui occupent respectivement entre 75 et
85 % de la superficie cultivée du bassin. Plus précisément, dans sa partie amont les cultures
fourragères comme la luzerne et les pâturages améliorés couvrent quasiment la moitié de la
superficie agricole. Dans la parie avale du bassin ce sont les cultures à grande interligne qui
dominent (environ 50 %), constituées majoritairement par le maïs (90 % des cultures à grande
interligne). Les prairies et les pâturages représentent 30 % des surfaces cultivées et les céréales,
20 % (Caumartin et Vincent, 1994; Deslandes, 2002).
Les fourrages sont fauchés une première fois à la mi-juin, puis six semaines plus tard (cela peut
varier selon leur composition botanique). Les céréales sont semées fin avril et récoltées en août.
Le soya est mis en terre de la mi-avril à la mi-juin et ramassé de la fin du mois de septembre à la
mi-octobre. Enfin, le maïs est semé à la fin du mois d'avril et récolté de la mi-octobre à la mi-
novembre (Lauzier, 2000).
Le sous-bassin versant du ruisseau aux Castors nous intéresse tout particulièrement. Il a été
identifié comme étant une des sections du bassin versant de la rivière aux Brochets les plus
problématiques en terme de qualité de ses eaux (D'auteuil, 2000). Ce territoire, regroupant 24
entreprises agricoles, est très représentatif de la problématique étudiée et concentre de surcroît
l'essentiel des cultures pratiquées sur le bassin versant. 11 nous servira donc de site pilote. C'est à
son échelle que seront menés nos travaux préliminaires, en vue de valider notre méthodologie
avant de l'extrapoler à l'ensemble du bassin versant. Il s'agit d'une région riche en phosphore, à
potentiel érosif modéré, se localisant au nord de la baie Missisquoi à proximité de l'embouchure
(Michaud, 2002). Ce bassin est cultivé dans sa presque totalité et ses 10 km^ s'étirent dans un
axe nord-sud. Les cultures qui y poussent et qu'il nous faudra distinguer sont : le maïs, le soya,
les céréales et les fourrages (maïs grain, soya, céréales à paille et fourrages pérennes étant
cultivés en rotation sur les 305 parcelles exploitées). Un suivi de ces cultures a été réalisé par
l'équipe d'Aubert Michaud pour les années 1998 et 1999. La Figure 5 vous présente l'armée
culturale 1999.
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Figure 5. Sous-bassin versant du ruisseau aux Castors (site pilote servant de "vérité-terrain")
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Chapitre IV. Classification et segmentation
La classification d'images de télédétection correspond à la transformation d'une image en une
carte thématique. Le regroupement des pixels en classes d'objets s'opère selon un critère
d'homogénéité. La classification d'images est plus exactement définie comme l'ensemble des
techniques permettant de regrouper des pixels en fonction de critères de vraisemblance ou de
similitude, pour former des classes d'objets thématiquement significatifs (Bonn et Rochon,
1992). La segmentation est quant à elle définie comme une partition de l'image en plusieurs
entités homogènes suivant des critères d'homogénéité prédéfinis, ceci sans que les segments
soient assignés à un numéro de classe en particulier (Bénié, 1986; Bonn et Rochon, 1992).
IV.1. Classification
Les classifications se basent sur les propriétés spectrales des objets afin de les identifier, un objet
possédant un comportement spectral que nous appelons signature spectrale. L'établissement des
signatures est la première étape du processus de classification qui en compte trois (Bonn et
Rochon, 1992). La seconde étape est la classification de chaque pixel de l'image en fonction des
signatures établis et la troisième est relative à la vérification des résultats.
Nous distinguons les classifications dirigées, des classifications non dirigées. Dans les
classifications dirigées nous possédons des connaissances a priori sur la nature des classes
d'objets contenus dans l'image pour établir les signatures spectrales. Ces caractéristiques
spectrales sont déterminées pour des zones nommées sites d'entraînement, dont nous
connaissons parfaitement la nature. Elles servent ensuite à apprendre au classificateur à
reconnaître les différents objets de la scène.
19
Dans les classifications non dirigées nous ne disposons d'aucune connaissance a priori sur la
signature spectrale des objets à classifier et c'est l'ordinateur qui procède à la formation
automatique des signatures de classes nécessaires à la classification. Ce type de méthode cherche
à segmenter l'espace spectral en régions au moyen de simples critères de distances ou de critères
probabilistes et statistiques. Une fois des entités homogènes définies, il est alors possible de
calculer des signatures spectrales pour chaque classe de signature et de procéder avec les mêmes
méthodes de classification que celles utilisées dans les classifications dirigées.
L'évolution continue de la télédétection vers l'utilisation de données de résolutions spatiales de
plus en plus fines et la recherche perpétuelle d'une précision accrue des résultats de classification
ont mis en évidence la faiblesse des méthodes conventionnelles de classification spectrales
d'images. Les nouveaux algorithmes, pour combler ces faiblesses, intègrent des informations
supplémentaires comme le contexte spatial (voisinage du pixel) et relèvent de méthodes de
classification nommées contextuelles (Massalabi, 1995).
Nous distinguons donc les méthodes de classification spectrales ou multi-spectrales, et les
méthodes de classification contextuelles ou texturales. Dans les classifications spectrales nous
travaillons au niveau de l'entité élémentaire représentée par le pixel. Alors que dans les
classifications contextuelles nous prenons en compte dans le processus de classification non
seulement l'information spectrale d'un pixel, mais aussi celle de ses voisins et nous travaillons
au niveau de polygones (regroupement de plusieurs pixels). Les classifications par champs que
nous développons dans ce travail font partie de ce dernier type de classification. Nous les
appelons aussi classifications par entités ou classifications par régions. Elles intègrent toujours
les résultats d'une segmentation préalable qui permet de délimiter les entités en question.
Toutes ces méthodes de classification d'images de télédétection utilisent un grand nombre de
techniques qui diffèrent selon le choix de la fonction discriminante pour segmenter l'espace
spectral. Les règles de décision suivant lesquelles est effectué ce découpage constituent le cœur
du processus de classification. Les plus simples sont les procédés de seuillage (comme celui du
parallélépipède) ou les techniques d'agrégation. Nous ne souhaitons pas aborder dans ce présent
document ces différentes techniques de classification. Bonn et Rochon en dressent un bon aperçu
(Bonn et Rochon, 1992).
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Dans le cadre de cette recherche, nous ne nous sommes intéressés qu'à une seule de ces
techniques. Il s'agit de la technique de classification la plus utilisée et la plus connue : celle
utilisant le maximum de vraisemblance. Elle est basée sur une approche probabiliste suivant le
principe de la loi de probabilité conditionnelle de Bayes. Selon l'hypothèse d'une distribution
normale (gaussienne) des pixels pour chaque classe, et en supposant que toutes les classes soient
équiprobables, la probabilité d'un pixel d'appartenir à une classe plutôt qu'à une autre peut être
calculée de manière simple, à condition que soient connus la moyenne et l'écart type de chacune
des classes. Ces calculs de moyerme et d'écart type peuvent se réaliser à partir des zones
d'apprentissage. Les principes de cette classification par maximum de vraisemblance, ainsi que
ses limites et ses faiblesses, sont discutés plus en détail dans le mémoire de Massalabi, 1995.
IV.2. Segmentation
La segmentation d'images est une opération de pré-classification permettant de diviser la scène
en régions homogènes. Elle s'apparente à la classification non dirigée, en ce sens où elle permet
d'attribuer un pixel à une classe donnée sans connaissance a priori des attributs de cette classe.
Mais elle en diffère toutefois de façon fondamentale par l'utilisation de règles de décision qui
incluent des paramètres spatiaux, en plus des paramètres spectraux (Dénié, 1986; Bonn et
Rochon, 1992). Elle permet généralement l'obtention de meilleurs résultats de classification,
mais aussi de réduire la quantité de données utilisées dans le processus de classification (nous
classons des segments d'images et non des pixels individuels). D'autres avantages ont déjà été
évoqués dans la section 1.2.3, comme l'insertion facilitée dans un SIG de la carte thématique
résultante de la classification ainsi menée.
Nous distinguons trois catégories de méthodes de segmentation des images de télédétection. La
première utilise des techniques de détection des régions, plus exactement de croissance des
régions ou d'appariement par régions. La deuxième exploite des techniques de détection de
contours et la troisième serait un hybride combinant les deux premières (Dénié, 1986; Bonn et
Rochon, 1992).
Nous ne nous attarderons dans la suite de ce chapitre qu'aux méthodes de détection de contours,
qui nous intéressent directement dans le cadre de la présente recherche.
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IV.3. Segmentation par détection des contours
Une façon de segmenter une image est de rechercher les contours des régions, endroit où
l'intensité fait un saut brutal. La détection de contours est relative à cette localisation des
variations significatives de niveaux de gris de l'image. Il s'agit aussi d'identifier le phénomène
physique qui les produit.
Le calcul des dérivées d'image (du premier et du second ordre) est nécessaire pour y parvenir.
Cependant, ces dérivées sont sensibles aux différentes sources de bruit. Il y aura donc une étape
préliminaire de lissage des données même si ceci entraîne une perte d'information. En règle
générale, il sera difficile de dire si un algorithme de détection de contours est meilleur qu'un
autre, car tout dépend des circonstances et principalement des images utilisées.
IV.3.1. Les différents types de contours
Les contours physiques d'une image peuvent être vus comme une variation locale d'intensité de
niveau de gris et sont caractérisés par des discontinuités de la fonction d'intensité de l'image.
Les types de contours les plus communs sont la marche, le toit et la barre (figure suivante).
Figure 6. Les principaux types de contours : la marche, le toit et la barre
Le terme "contour" est communément utilisé pour tous les types de contours mais la majorité des
algorithmes existants de détection de contours sont généralement adaptés aux contours de type
"marche". Ces derniers, aussi nommés "saut d'amplitude", se situent entre les pixels appartenant
à des régions qui sont presque constantes mais ayant des intensités moyermes différentes.
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IV.3.2. Les étapes de la détection de contours
Un détecteur de contours prend une image numérique comme entrée et produit une carte de
contours comme sortie. Celle-ci contient des informations explicites sur la position, la force des
contours, leur orientation et l'échelle. Une bonne technique de détection des contours doit
pouvoir faire la différence entre les variations causées par les bruits dans l'image, les variations
de texture des objets et celles provoquées par les contours. Dans l'évolution des méthodes, il y a
d'abord eu de nombreuses propositions de détection des maxima de la dérivée première
(opérateur Robert, Prewitt, Sobel) puis des détecteurs utilisant le passage par zéro de la dérivée
seconde : zero-crossing (Laplacien du Gaussien, Canny...).
Nous pouvons proposer un schéma pour la détection de contours incluant trois opérations : le
lissage, la différenciation et la sélection des contours.
A. Le lissage
Le lissage a pour effet de réduire le bruit et d'assurer une détection plus robuste des contours.
Mais il a aussi un effet négatif relatif à une perte d'information. Il faut donc faire un compromis
entre la perte d'information et la réduction du bruit.
B. La difTérenciation
La différenciation est le calcul des dérivées d'images nécessaires à la localisation des contours.
L'opérateur de différenciation est définit par l'ordre des dérivées partielles.
- Détecteurs du premier ordre : calcul du gradient
Considérons l'image comme une fonction continue f (x,y). Un contour au point A (x,y) peut être
détecté en calculant le vecteur gradient en ce point qui est normal à la courbe de niveau donnée
par f (x,y) = este. Le gradient est définit comme le vecteur (A x, A y) avec :
A X = 3 f (x,y) / 3x et Ay = 9f (x,y) / 3 y, (1)
le module du gradient : M = V A x^ + A y^, (2)
et la direction du gradient : 0 = tan (A x / A y) (3)
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La direction du gradient est donc perpendiculaire à l'orientation des contours. Dans beaucoup de
schémas proposés, la direction du gradient est utilisée pour localiser les contours. Le module du
gradient est non linéaire et invariant à la rotation. Dans une image bruitée, l'utilisation de
nombreuses dérivées directionnelles peut servir pour augmenter le ratio signal / bruit.
La détection des contours se fait donc en calculant la norme du gradient en chaque point de
l'image, puis en ne conservant que les maxima locaux (obtention de contours fins) dans la
direction exacte du gradient. Un seuillage par hystérésis de l'image des maxima locaux élimine
ensuite les maxima non significatifs. Ceci ne permet cependant pas de différencier efficacement
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Figure 7. a) Fonction d'intensité et b) et c) Ses dérivées première et seconde
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- Les détecteurs de contours du second ordre : calcul de la dérivée seconde
Au maximum du gradient correspond un passage par zéro de la dérivée seconde directionnelle.
Pour alléger les calculs, nous pouvons détecter les passages par zéro du laplacien, au lieu de
localiser les transitions. Du fait de son isotropie, l'opérateur laplacien peut s'exprimer en
fonction des dérivées secondes selon deux directions orthogonales quelconques.
Pour les directions définies par les axes Ox et Oy le laplacien de la fonction f (x,y) noté f (x,y)
est définit par :
f (x,y) = (3 2 f (x,y) / 3 x^) + (3 ^ f (x,y) / 3 y^) (4)
Il s'agit d'un des opérateurs les plus utilisé dans la détection de contours. Le laplacien est
linéaire et invariant selon la direction, alors que la dérivée directionnelle seconde n'est jamais
linéaire et n'est pas invariante selon la direction.
La détection de contours se fait donc en calculant le laplacien en chaque point de l'image, puis
en détectant les passages par zéro du laplacien affectés de la norme du gradient. Un seuillage par
hystérésis élimine ensuite les passages par zéro non significatifs.
11 y a des désavantages à utiliser la dérivée seconde car elle exagère deux fois plus le bruit par
rapport à la dérivée première et aucune information de direction du contour n'est donnée.
C. La sélection des contours
L'étape de sélection des contours enveloppe la localisation spatiale des contours au sein de
l'image et l'augmentation du ratio signal / bruit qui se fait en supprimant les faux contours.
- La procédure de localisation
La procédure de localisation va dépendre du type d'opérateur utilisé. Pour les détecteurs du type
gradient, les contours sont localisés par seuillage du module du gradient. Les contours qui
résultent de cette méthode nécessitent ensuite une étape d'amincissement ou de squelettisation.
L'idée de base est d'extraire le maxima local du module du gradient. Pour les détecteurs du
second ordre le zero-crossing est nécessaire.
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En résumé les contours de l'image peuvent être définis par :
le maximum du module du gradient dans la direction du gradient (définition de Haralick)
le zero-crossing du laplacien (définition de Canny).
- L'élimination des faux contours
L'élimination des faux contours va permettre l'augmentation du ratio signal / bruit. En réalité, le
comportement de cette étape va dépendre de la performance du lissage et de la différenciation.
Nous pouvons distinguer deux sortes de faux contours : ceux relatifs au bruit et ceux appelés
"contours-fantôme".
La règle communément utilisée pour classifier un contour vrai d'un faux est que la valeur
plausible d'un contour vrai se situe au-dessus d'un certain seuil.
IV.3.3. Un classement des différents détecteurs de contours
Deux approches sont utilisées pour détecter les contours dans une image. La première est la
méthode des différentielles qui se divisent en deux sous-classes : approche gradient (Robert,
Prewitt, Sobel...) et approche laplacien. La seconde est plus récente et regroupe les méthodes par
optimisation, basées notamment sur un filtrage optimal et des méthodes de modélisation de la
fonction d'intensité, des contours, du bruit... Marr-Hildreth (Marr-Hildreth, 1980) dans une
moindre mesure, mais Canny (Canny, 1983) et Canny-Deriche (Deriche, 1987) assurément font
partie de ces détecteurs de contours de deuxième génération.
A. Détecteurs de contours de première génération
Filtrer une image consiste à convoluer sa fonction d'intensité avec une fonction h appelée
réponse impulsionnelle du filtre. L'image de sortie est tout simplement égale à l'image d'entrée
moins l'application de l'opérateur.
Pour les opérateurs suivants, les dérivées directionnelles horizontales et verticales s'expriment
sous forme de matrices (matrices aussi appelées masques ou noyaux) de convolution. Chaque
opérateur se constitue de deux matrices : une suivant l'axe des X et l'autre suivant l'axe des Y.
Nous passons d'une matrice à l'autre par simple rotation de 90 °.
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Cet opérateur est fort sensible au bruit en raison de la faible taille des masques. Il répond
maximalement aux contours orientés à 45 ° par rapport à la matrice de pixels.
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La constance c est égale à 1 pour le masque de Prewitt et à 2 pour celui de Sobel. Ces masques
sont conçus pour répondre maximalement aux contours horizontaux et verticaux. Prewitt et
Sobel proposent aussi des variantes directionnelles. Ce sont tous des masques très populaires.
En comparant les matrices de Robert, Prewitt et Sobel nous pouvons imaginer les résultats
engendrés par ces opérateurs. Sobel et Prewitt produisent des contours plus épais et donc moins
bien localisés que l'opérateur Robert, mais ils sont plus résistants au bruit. Ces deux effets
opposés s'expliquent par le fait que Sobel et Prewitt combinent un léger filtrage passe-bas (le
long des lignes et des colonnes) en plus du filtrage dérivateur du même type que Robert. Ce
filtrage passe-bas rend ces opérateurs plus résistants au bruit, mais effectue en même temps un
lissage des contours ce qui les rend plus épais. Robert est le plus facile des trois à implémenter et
son temps de calcul est très faible. Par contre, son extrême sensibilité au bruit et sa faible réponse
aux contours peu marqués ne le rend possible à utiliser que dans le cas d'images non bruitées,
présentant des contours forts.
Prewitt et Sobel donnent des résultats identiques en terme d'épaisseur et de localisation des
contours, mais diffèrent légèrement en ce qui concerne la résistance au bruit (filtrage passe-bas
différent).
- Approximation du laplacien
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L'estimation du laplacien d'une image se fait de la même manière, c'est à dire par convolution
de l'image d'entrée avec un masque. Il existe trois noyaux typiques de taille 3X3 répondants à
cette approximation.
Cet opérateur est non directionnel (invariance par rotation) et comme nous l'avons dit
précédemment très sensible au bruit (sensibilité accrue par rapport au gradient).
Le bruit introduisant des fausses détections de contours (fausses alarmes) doit être filtré. Pour
réaliser ce filtrage nous pouvons utiliser un filtre gaussien. En réalité, d'après Canny, un filtre
gaussien constitue une approximation de la solution du filtre optimal (Canny, 1986). Il peut donc
également se classer dans la catégorie suivante des filtres de deuxième génération, basés sur des
critères d'optimalité.
B. Détecteurs de contours de seconde génération
- LOG opérateur
Ce filtre a initialement été introduit par Marr et Hildreth dans le cadre du calcul du laplacien
(Marr et Hildreth, 1980). Il faut appliquer un filtre gaussien à l'image avant de calculer la
dérivée seconde, les passages par zéro de cette dérivée seconde étant les points de contours. Or,
d'après une propriété de la convolution :
(G(x,y) * f (x,y) = (V^ G(x,y)) * f (x,y)
où f(x,y) est l'image à filtrer et G(x,y) le filtre gaussien
(5)
Il suffit donc de convoluer l'image avec un filtre "Laplacien du Gaussien" (LOG) et de chercher
les passages par zéro du résultat. Cet opérateur LOG est non directionnel (isotrope).
28
- Opérateurs de Canny et de Canny-Deriche
Canny et Deriche ont contribués à la programmation de nombreux opérateurs de détection de
contours (Canny, 1983 et 1986; Deriche, 1987).
L'approche de Canny est basée sur trois critères (Canny, 1983):
• une détection robuste des contours minimisant les fausses réponses (fausses alarmes),
• une précision dans la localisation du contour (il s'agit de minimiser la distance entre
les points détectés et le vrai contour),
• une seule réponse par contour (il s'agit de minimiser le nombre de réponses pour un
seul contour).
Les contours envisagés ici sont de type "marche".
L'opérateur de Canny travaille en procédure multi-étapes. En premier lieu il lisse l'image par
une convolution gaussienne. Puis cet opérateur exploite les informations de la première dérivée,
servant à avoir la direction du gradient (opérateur simple du style Robert), et celles de la dérivée
seconde, permettant une estimation du niveau de bruit (détermination en conséquence de deux
seuils). Ceci équivaut donc à calculer la dérivée directionnelle de la magnitude du gradient dans
la direction du gradient. Il utilise d'autre part un procédé nommé "suppression non maximale". Il
s'agit d'un procédé d'hystérésis qui étend progressivement les contours en s'appuyant sur les
faibles pour poursuivre les forts. Un contour faible n'est considéré comme véritable que s'il est
connecté à un contour fort. Cela revient à utiliser deux seuillages différents : le premier pour
déterminer les contours forts et le deuxième pour poursuivre ces contours et déterminer les
contours plus faibles. Ceci permet une moins grande sensibilité au bruit et est plus enclin à
détecter les vrais contours. Carmy utilise enfin un procédé optimal d'amincissement des contours
afin d'obtenir la carte finale. Les effets de l'opérateur Canny sont déterminés par trois
paramètres : la taille du masque utilisé dans la phase de lissage, le seuil fort pour le seuillage et
le seuil faible pour la poursuite des contours.
Deriche a développé une implémentation récursive de l'opérateur de Canny, plus simple à
utiliser car plus générale (Deriche, 1987). Il a proposé un filtre de lissage dont la dérivée est la
solution exacte de l'équation de Canny étendue aux filtres à supports infinis.
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Un des avantages du filtre de Deriche est d'être directionnel (anisotrope). Cela se traduit par une
meilleure détection des contours horizontaux et verticaux plutôt que des diagonaux. Nous avons
vu ici un avantage certain pour cet opérateur appliqué à notre imagette test (site pilote du bassin
versant Castor) où les parcelles ont tendance à être orientées ouest-est (cf. la Figure 5).
Vous pouvez consulter, pour une vision globale du domaine de la détection des contours,
l'article de Ziou et de Tabbone, de 1998. C'est de ce dernier que sont tirés de nombreux éléments
qui nous ont servi à élaborer ce chapitre. D'autres éléments proviennent d'Ebrahimi, 2004.
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Chapitre V. Méthodologie
Un premier niveau de travail s'effectue à l'échelle du sous-bassin versant du ruisseau aux
Castors. Les avantages de travailler en premier lieu sur ce sous-bassin sont multiples. Il s'agit
d'une part de fonctionner avec une plus petite image pour réduire le temps de calcul et d'autre
part de valider notre méthodologie, avant de l'appliquer à l'ensemble du bassin versant.
Le travail s'est organisé en trois grandes parties : une première d'acquisition et de pré-traitement
des données, une deuxième de segmentation pour la mise en place de la carte des contours de
champs à l'aide de techniques de détection de contours. Une dernière de classification, pour
mener à bien l'approche stratifiée par champs et la comparer aux classiques classifications par
pixels. La Figure 8 à la page suivante vous résume, sous forme d'un organigramme, la
méthodologie employée.
V.1. Acquisition des images et pré-traitement des données
L'acquisition des images a été la première étape. Ensuite il a fallu les corriger (pré-traitements),
puis y localiser des sites d'entraînement pour des classifications dirigées. Parallèlement a été
mise en place la "vérité-terrain" (vérification).
V.1.1. L'acquisition des images
Comme nous l'avons évoqué dans la partie d'introduction, le choix des dates d'acquisition des
images est de première importance et fonction de ce que nous souhaitons différencier. Les
principales cultures présentes sur le bassin versant de la rivière aux Brochets sont les fourrages,
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Figure 8. Organigramme méthodologique
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Les fourrages sont fauchés une première fois à la mi-juin, puis six semaines plus tard (cela peut
varier selon leur composition botanique). Les céréales sont semées fin avril et récoltées en août.
Le soya est mis en terre de la mi-avril à la mi-juin et ramassé de la fin du mois de septembre à la
mi-octobre. Enfin, le maïs est semé à la fin du mois d'avril et récolté de la mi-octobre à la mi-
novembre. Ces connaissances nous ont permis de réaliser un calendrier cultural et d'identifier
des dates clefs pour la discrimination de ces cultures d'intérêt (Figure 9).
Une image Landsat TM (ou ETM+) prise pendant la période printanière permet de différencier
aisément les terres mises à nu, sur lesquelles poussent les plantes annuelles pendant l'été, des
autres occupations du sol (plantes pérermes, boisé, eau et urbain). Puis, une image Landsat TM
(ou ETM+) d'été aide à discriminer les principales cultures annuelles. Le mois de juillet est sous
nos climats le meilleur mois pour différencier les cultures. Cela est attribué au fait que les
cultures sont au maximum de leur développement phénologique durant cette période (Brisco et
Brown, 1995). Enfin, une dernière image d'automne peut permettre de mieux distinguer une
culture annuelle par rapport à une autre, selon si elle est récoltée ou non à cette date.
Remarquons que d'autres méthodologies de différenciation des cultures, comme celle utilisée par
l'entreprise SCOT dans le cadre des contrôles de surfaces en cultures pour l'attribution des
compensations agricoles de la PAC, préconisent plutôt qu'une image d'automne une deuxième
image d'été. Car pour eux, comme dans le cas des problématiques de prévision des récoltes
(surfaces, rendements), l'image d'automne n'est pas adéquate, car trop tardive dans la saison
végétative. Elle ne permet pas l'établissement de prévisions précoces.
Finalement, une limitation est très vite apparue quant à notre volonté de choisir les dates
d'acquisition des images. Effectivement, dans nos régions il n'est par rare de n'avoir qu'une
seule bonne image d'un même capteur pendant toute la saison végétative. Landsat 5 TM et
Landsat 7 ETM+ sont décalés de huit jours sur la même orbite. Cela donne une chance tous les
huit jours d'obtenir une image. Ceci est peu, contenu qu'il faille encore que le passage du
satellite corresponde avec une belle matinée sans trop de nuages. Au final, nous pouvons nous
estimer heureux d'avoir pu acquérir trois images sur notre zone d'étude pour une même période
végétative : une TM (1) de printemps (11 juin 1999) et deux ETM+ (2 et 3) d'été (5 et 21 juillet
1999). Celle du 5 juillet est une image très nuageuse mais les nuages épargnent néanmoins le site
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Figure 9. Acquisition des images en fonction des cycles phénologiques des cultures
V.1.2. Les pré-traitements
Des corrections radiométriques, atmosphériques et géométriques ont été appliquées aux
différentes images. Des corrections topographiques n'ont pas été jugées nécessaires, la
topographie du site étant relativement plane, surtout dans la partie agricole qui nous intéresse
tout particulièrement.
Les corrections atmosphériques ont été menées à l'aide du modèle 6S (Vermote et al, 1997).
Nous nous sommes contentés de mener à bien des corrections relatives en se basant sur la
meilleure image : la Landsat 7 ETM+ du 21 juillet (des corrections absolues n'ayant pas été
possibles à cause de cibles noires imparfaites, ce malgré la présence d'une partie du lac
Champlain sur l'image).
Les corrections géométriques ont dû être particulièrement fiables pour respecter la géométrie de
l'objet, plutôt que sa radiomètrie, en vue de l'étape de détection des contours. Elles ont donc été
effectuées avec plus de 50 points et des RMS de l'ordre de 0,25. Le rééchantillonnage s'est
effectué non pas à l'aide du plus proche voisin, qui introduit une dégradation de la qualité
visuelle de l'image, mais d'une convolution cubique.
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V.1.3. La collecte des sites d'entraînement
Les données ont été collectées en deux fois auprès de la régie des assurances du Québec à
Iberville. L'objectif était de repérer le maximum de champs en dehors de la zone géographique
occupée par le sous-bassin versant Castor, celle-ci allant servir uniquement de site de vérification
pour chacune des cultures. Un nombre très satisfaisant de sites a été récolté pour le maïs, le soya,
les céréales (toutes confondues), les fourrages et les pâturages. La luzerne, peu présente sur le
bassin et toujours en faibles superficies de culture n'a pas pu être réellement échantillonnée.
Les sites d'entraînement pour l'eau, la forêt et l'urbain, plus faciles à identifier, ont été collectés
directement à partir des images par simple interprétation visuelle, selon les dates de contraste
optimal, sans avoir recours aux données de terrain. Il n'a pas été jugé intéressant de différencier
des classes forestières, ceci s'écartant de nos préoccupations en terme de pollution diffuse. Enfin,
remarquons que prairies et pâturages sont dans la suite du travail regroupés en une seule classe
(plantes pérennes), pour cause de différenciation infi-uctueuse.
V.1.4. L'établissement de la "vérité terrain"
Une "vérité terrain" a été établie sur le sous-bassin versant Castor, d'après les données d'Aubert
Michaud (Michaud, 1999). Il s'agit d'environ 300 parcelles regroupées en quatre classes ; maïs,
soya, céréales et plantes pérennes, pour quelque 10 km ^ de surface agricole.
Il est possible déjuger insuffisant comme site d'entraînement une surface de seulement 10 km
Il faut alors rappeler que ce site ne sert que de zone de vérification pour les classifications. Les
sites d'entraînement permettant d'établir les signatures spectrales ont été établis à l'extérieure de
ce site. Il est aussi important de noter que ce sous-bassin versant est très représentatif du
territoire agricole étudié, concentrant l'essentiel des cultures pratiquées sur l'ensemble du bassin
versant de la rivière aux Brochets.
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V.2. Segmentation
La méthodologie de segmentation employée est dérivée des techniques proposées par Solaiman
(Solaiman, 1998). L'approche considérée est basée sur la création de cartes de contours
intermédiaires en segmentant les différentes bandes spectrales, non pas d'une seule image, mais
de plusieurs images. Nous exploitons l'information des divers canaux des trois images multi-
spectrales dans le but d'avoir le maximum d'informations de contours. Cette approche est
considérée comme très riche en terme de qualité de l'information. Nous fusionnons ensuite les
différentes cartes de contours obtenues et procédons, si nécessaire, à une étape de fermeture.
Trois détecteurs sont ainsi expérimentés : un détecteur classique de première génération
(Prewitt), un autre qui à la particularité de fermer les contours (Edge-follower, d'après Voorons,
2001) et Canny-Deriche qui est un détecteur de seconde génération (Deriche, 1987). Nous
comparons leurs résultats respectifs pour l'utilisation d'une ou de plusieurs bandes spectrales
dans la détection des contours et ceci pour les données d'une ou de plusieurs images multi-
spectrales.
Prewitt, très présent dans la littérature, travaille uniquement sur l'amplitude du gradient. Il a la
particularité de localiser presque tous les contours de l'image, ce qui génère beaucoup de fausses
alarmes. La localisation des contours se fait toujours sur deux pixels de large. Cela suppose donc
une étape supplémentaire d'amincissement ou de squelettisation. Le résultat peut aussi être
seuillé pour ne garder que les contours les plus vrais, mais ceci engendre des contours
discontinus.
Edge-follower utilise, en plus de l'amplitude du gradient, la direction du gradient dans toutes les
directions pour la poursuite du contour. Ils sont fermés et d'un pixel de large, excepté dans des
zones problématiques. Cet algorithme utilise un seuillage de l'amplitude du gradient pour initier
un contour.
Canny-Deriche est un détecteur de contours de deuxième génération se basant initialement sur
trois critères : une robustesse au bruit, une précision dans la localisation du point contour et une
seule réponse par contour (Canny, 1983). 11 est considéré dans la littérature comme un détecteur
de contours optimal produisant très peu de fausses alarmes.
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Une fois la détection des contours réalisée sur les différents canaux des différentes images nous
combinons l'information apportée par les nombreuses cartes de contours obtenues. La méthode
du score est utilisée, elle consiste à superposer les différentes cartes. Chaque pixel est représenté
par une valeur entre 0 et n, indiquant le nombre de fois qu'il a été détecté en tant que pixel de
contour. Un seuillage de l'image du score est ensuite possible. Le seuil dépend du nombre de
fois que nous souhaitons qu'un contour soit présent pour le considérer comme "vrai". Il est par
exemple possible de ne conserver que les pixels présents plus de k/2 fois, k étant le nombre de
cartes de contours superposées. Ceci donne une carte finale avec une très bonne probabilité de
vrais contours, mais implique des discontinuités (Solaiman, 1998). Effectivement, selon le
seuillage appliqué le résultat est une carte de contours plus ou moins fermés. Ils sont
parallèlement plus ou moins vrais (fiables).
Des post-traitements comme la fermeture des contours n'ont finalement pas été réalisés. Par
contre, nous avons mené à bien des étapes de squelettisation pour améliorer la qualité de la carte.
Une étape de dilatation a ensuite été envisagée pour travailler avec des cartes de contours d'un
ou de plusieurs pixels de large.
La carte finale des contours sert à constituer un masque graphique binaire (un pixel de contour
prend la valeur zéro et un pixel de non-contour prend la valeur un). Ce masque est par la suite
superposé aux images originelles pour pouvoir exclure ces zones de pixels mixtes des
classifications. Il est alors possible de procéder à des classifications à l'extérieur du masque.
La qualité des différents masques ainsi créés s'évalue tout premièrement de manière visuelle, par
comparaison avec le masque dérivé de la "vérité-terrain" ou par comparaison avec le masque
obtenu à partir de la numérisation manuelle sur écran. Elle s'évalue d'autre part, lors de l'étape
de mise en place de l'approche par champs. La nécessité d'avoir tous les contours et des contours
fermés dominera néanmoins lors de ce test ultime.
Notons que des étapes méthodologiques supplémentaires, comme le rééchantillonnage des
images, que vous retrouvez dans la partie VI. 1.2 des résultats, n'avaient pas été envisagées dans
la méthodologie initiale. Elles ont été acquises par expérience et font de ce fait partie intégrante
des résultats de l'étude, même si elles complètent aussi cette méthodologie.
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Nous distinguerons par conséquent deux parties dans nos résultats de segmentation. La première,
basique, s'effectue telle que décrite ci-dessus, sur les images originelles (non rééchantillonnées).
La deuxième, plus complexe, inclue de nouvelles étapes dans le traitement. Elle est réalisée sur
des images rééchantillonnées dans l'objectif d'avoir des contours de champs plus minces,
pouvant permettre d'exploiter au mieux l'information de plusieurs bandes pour les différentes
images. Les nouveaux traitements se font sur le résultat de l'image du score, il s'agit de
dilatation puis de squelettisation.
V.3. Classification de roccupation du soi et la discrimination des cultures
Le renouvellement des cartes de l'occupation du sol hors zones agricoles a été réalisé avec des
techniques classiques de classification par pixels. C'est pour la zone agricole qu'ont été menées à
bien les différentes approches proposées : multi-temporelle, stratifiée et par champs, dans le but
d'optimiser la différenciation des cultures. Néanmoins, toutes les classifications sont réalisées
avec le même choix de canaux. L'étude de Dadhwal (Dadhwal, 1996) met en évidence la
nécessité d'inclure les bandes de l'infrarouge dans les classifications afin de discriminer la
végétation. Les combinaisons gagnantes semblent être 3-4-5 pour du trois bandes, ou 2-3-4-5
pour du quatre bandes.
V.3.1. La classification de roccupation du sol hors zones agricoles
Les sites d'entraînement pour les classifications de l'occupation du sol hors zones agricoles ont
été établis à partir de l'image du 11 juin 1999. Les seules classes à distinguer étaient le sol nu, les
plantes pérennes, la forêt et l'eau. L'extraction de l'urbain ayant donné de très mauvais résultats
n'a pas été poursuivie (classifié en grande partie entre du sol nu ou de la végétation). Au même
titre que l'urbain, d'autres classes difficiles à distinguer, telles les marais (confondus avec la
végétation et l'eau) ou les vergers (mélangés avec le sol nu et la forêt) ont finalement été repris à
partir de bases de données existantes. Ces classes ne sont de toute façon pas susceptibles de
connaître de véritables évolutions dans une échelle de temps aussi réduite. Enfin, les cultures
maraîchères et les carrières, deux classes très localisées sur le bassin versant, ont quant à elles été
extraites directement à partir des images, par simple numérisation manuelle sur écran.
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Une fois les sites d'entraînements localisés, nous avons généré des signatures spectrales et fait
tourner des classifications dirigées avec le maximum de vraisemblance, sous le logiciel de
traitement d'images P.C.I. Tel que programmé dans P.C.I, l'algorithme de maximum de
vraissemblance utilise la distance minimum de mahalanobis.
i
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Les séparabilités, en terme de la ditance B, entre les différentes classes étaient parfaites
(égales à 2), excepté entre la forêt et la classe "végétation verte" pour lesquelles elle n'était que
de 1,99. Résultat néanmoins très satisfaisant, amélioré légèrement en utilisant plusieurs dates
pour extraire la forêt.
Les vérifications ont confronté ces résultats à la carte topographique au 1/50 000, la carte
forestière, les photos aériennes récentes de 1998 et la classification de 1993 établie par The
Vermont Center for Géographie Information, Inc. Notre attention s'est au final principalement
portée sur la forêt, la seule occupation du sol hors zones agricoles susceptible à de grands
changements temporels.
En dernier lieu, dans l'objectif de nous focaliser sur le milieu agricole, un masque graphique a
été élaboré (recouvrant l'eau, la forêt et les autres occupations du sol dérivées de bases de
données existantes ou extraites directement à partir des images).
V.3.2. La classification de j'occupation du sol pour les zones agricoles
L'approche multi-temporelle, stratifiée et par champs, avec le traitement différentiel des pixels
mixtes des zones de contours, est mise en place pour résoudre ce problème de classification de
l'occupation du sol en zones agricoles, posé en terme de différenciation des cultures.
Il faut pour se rendre compte de l'apport de chacune de ces approches les comparer aux résultats
des usuelles classifications par pixels. Dans un premier temps, nous avons effectivement mis en
évidence, via des classifications par pixels, l'apport de chacune des images dans la
discrimination des cultures. Puis, dans un second temps, nous avons comparé, sur la base de
résultats statistiques de taux de bonne classification, ces conventionnelles classifications par
pixels à celles engendrées lors des classifications utilisant soit l'approche stratifiée, soit
l'approche par champs, soit les deux.
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- L'approche multi-temporelle consiste à utiliser l'information de plusieurs images dans le but
d'exploiter la redondance et/ou la complémentarité des données. Diverses combinaisons sont
ainsi expérimentées afin de mettre en relief l'intérêt de chacune des images.
- L'approche stratifiée qui utilise aussi les informations de plusieurs images est comparée à
l'approche multi-temporelle classique.
La première étape consiste en l'application du masque, comme décrit dans la section précédente,
ceci dans l'objectif de restreindre le champ d'étude au domaine agricole. Puis, après
classification de l'image de printemps (11 juin), deux zones sont mises en évidence dans la partie
agricole : les sols nus sur lesquels se développent les cultures annuelles pendant l'été et la
végétation verte.
En réalité, à cette date tardive les céréales étaient déjà semées ou développées sous forme de
jeunes pousses, ceci ayant pour conséquence leur association à de la végétation verte et non au
sol nu. Par conséquent, nos classes englobent après classification de l'image du 11 juin : pour le
sol nu; le maïs et le soya et pour la végétation verte; les plantes pérennes et les céréales. C'est au
final, à l'aide des images d'été que la différenciation effective de ces quatre cultures se fait.
- L'approche par champs :
Dans ce travail nous choisissons de comparer les résultats de classifications par champs utilisant
des cartes de limites de champs issues de techniques conventionnelles (comme la numérisation
sur écran) ou s'appuyant sur des bases de données existantes (comme le cadastre) à ceux
exploitant une carte de contours issue d'une segmentation.
La carte des contours sert ensuite à constituer un masque graphique binaire. Celui-ci peut alors
être superposé aux images originelles pour pouvoir exclure des classifications ces zones de
pixels mixtes. Nous pouvons aussi tester différentes tailles de masques (dilatation), excluant plus
ou moins de pixels.
L'étape suivante est le calcul d'une réflectance moyenne à l'intérieur de chaque polygone
délimité par un contour fermé. La mise en place de la carte des polygones s'effectue sous le
logiciel de SIG Arc View à partir de la carte de eontours sous format raster.
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Cette carte-image assigne une valeur de niveau de gris à chacun des polygones. Un algorithme
permet ensuite d'extraire pour chacun de ces polygones les valeurs de réflectance
correspondantes, dans les différentes bandes spectrales. Il réalise enfin la moyenne pour chacun
des polygones. Nous pouvons désormais faire toumer des classifications en utilisant non plus le
pixel comme entité de base mais le polygone.
Les classifications sont menées avec le maximum de vraisemblance, à partir des sites
d'entraînement évoqués dans la section V.1.3, sur les canaux 3-4-5 en utilisant l'information
d'une ou de plusieurs images. Elles ont pour objectif de différencier les quatre classes suivantes :
maïs, soya, céréales et plantes pérennes (regroupant les fourrages et les pâturages). Elles
s'effectuent à l'extérieur du masque des contours, dans le but d'exclure les pixels mixtes.
La vérification de ces classifications se fait à l'aide de matrices de confusion pour le sous-bassin
versant du ruisseau aux Castors auquel nous substituons le masque des contours de champs. Ceci
permet de comparer des choses comparables, ce qui n'est pas toujours fait dans la littérature et
explique alors de très bons résultats pour ces classifications par champs.
Cette méthodologie qui constitue le cœur de notre étude est schématisée à l'Annexe 4.
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Chapître VI. Résultats et discussion
Les résultats se divisent en deux grandes parties : ceux relatifs à la segmentation d'images à
Taide des techniques de détection de contours et ceux concernant les résultats des différentes
approches de classification.
VI.1. Segmentation
Il s'agit de comparer les résultats des trois détecteurs de contours : Prewitt, Edge-follower
et Canny-Deriche, sur une ou plusieurs bandes, d'une ou de plusieurs images multi-spectrales.
VI.1.1. La détection de contours sur des images non rééchantiilonnées
Les résultats de ces trois détecteurs de contours sur une seule bande sont exposés à la Figure 10
pour différents seuils. La combinaison de l'information de plusieurs bandes et pour plusieurs
images est présentée uniquement pour le détecteur Canny-Deriche, à la Figure 11. Les autres
détecteurs ayant donné de mauvais résultats pour cette application.
- Prewitt, est un détecteur de contours très basique. Initialement, il s'agit d'un
simple filtrage mais il est possible de le combiner à un seuillage. Sans seuillage il détecte
énormément d'information de contours. Avec des seuils élevés (cas des valeurs 20 et 30 dans
notre application) il est possible de limiter l'information à des contours vrais, seulement ces
seuils créent des contours discontinus. D'autre part, nous remarquons la présence de nombreuses
fausses alarmes et la prédominance du bruit malgré ces seuils élevés. Ce détecteur est donc loin
d'être optimal avec un ratio signal / bruit toujours faible. De plus ces doubles contours sont un
obstacle dans notre méthodologie quand il faut combiner les informations de plusieurs bandes













b) seuil = 2 seuil = 4 seuil = 6
3
c) seuil = 4 seuil = 2 seuil = 1
Figure 10. Résultats de détection de contours sur une bande (bande 3 du 21 juillet 1999), selon
a) Prewitt, b) Edge-follower, c) Canny-Deriche
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- Edge-follower a la particularité de produire une image de contours fermés.
Sur une seule bande les résultats peuvent être très intéressants selon les seuils appliqués. Il
détecte moins de fausses alarmes. Toutefois, il a pour limite de produire à certains endroits des
doubles contours et de chercher à fermer certains autres où il n'y en a pas. Lors de la fusion de
l'information de plusieurs bandes et/ou de différentes images les résultats sont moins explicites
avec surtout le cumul des doubles contours, ce qui rend le résultat intraitable.
- Canny-Deriche a pour avantage de ne générer que des contours d'un seul
pixel. Il est considéré dans la littérature comme un détecteur de contours optimal produisant très
peu de fausses alarmes. C'est le eas avee nos résultats sur une bande ou pour la combinaison de
l'information de plusieurs bandes spectrales, cela malgré la présence de trous. Sans compter que
ces demiers peuvent être fermés par un algorithme de fermeture des contours. Par contre, quand
nous fusionnons l'information de deux ou de trois images le résultat devient médiocre, voir nul,
avec des contours beaucoup trop épais qui font en sorte que deux polygones voisins peuvent se
retrouver regroupés (Figure 11).
De tout cela retenons la difficulté de travailler avec des données Landsat TM ou ETM+ dans nos
régions, où le territoire agricole est segmenté en de petites superficies en cultures. Un pixel de 30
mètres comme contours de champs n'est pas optimal, surtout quand nous souhaitons travailler
avec les données de plusieurs bandes et/ou de plusieurs images.
La bande panchromatique de Landsat ETM+ à 15 mètres de résolution spatiale aurait pu nous
aider à affiner cette détection, seulement nous n'avons pu acquérir que deux images ETM+, la
troisième étant une simple TM (sans bande panchromatique). Ne pouvant jouir d'un jeu de
données pertinent et souhaitant développer une méthodologie utilisant l'information des trois
images, nous avons préféré ne pas utiliser l'information apportée par la bande panchromatique.
Nous proposons par contre, pour pallier à ce problème de taille du parcellaire agricole, un
rééchantillonnage des images sur du 10 mètres, dans le but d'avoir des contours plus fins
pouvant permettre d'exploiter au mieux l'information des diverses bandes, des différentes
images. Cette phase de rééchantillonnage n'avait pas été envisagée dans la méthodologie initiale,


























!■- —: ■■ Bandes 1 à 5, seuils = 1
c)
Figure 11. Canny-Deriche appliqué sur plusieurs bandes (bandes 1 à 5), pour
a) une date, b) deux dates, c) trois dates
45
VI.1.2. La détection de contours sur des images rééchantillonnées
Le rééchantillonnage n'a constitué qu'en une division d'un pixel de 30 mètres par 30 mètres en 9
pixels de 10 mètres par 10 mètres. Les valeurs de réflectances sont inchangées, avec les valeurs
des 9 pixels égales entre elles et égales au pixel de départ. La localisation du contour (zone de
changement dans la fonction d'intensité) est invariante.
1 pixel de 30 mètres par 30 mètres 9 pixels de 10 mètres par 10 mètres
Localisation du contour
1
Pixel de 30 mètres par 30 mètres
L Pixel de 10 mètres par 10 mètres
Figure 12. Rééchantillonnage des images
Le détecteur Prewitt n'a pas été conservé pour la suite des travaux. Il n'a effectivement pas
donné de résultats satisfaisants, avec notamment une prédominance du bruit.
A. Edge-follower
1) Edge-follower appliqué sur une bande
L'exemple est donné pour la bande 3 du 21 juillet 1999. Celle-ci est présentée à la Figure 13,
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Figure 13. Edge-follower appliqué sur une bande :
a) Bande 3 rééchantillonnée de l'image du 21 juillet 1999
b) Seuil = a, c) Seuil = b
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Il est difficile de juger s'il s'agit ou non de vrais contours car la fermeture de ces derniers se fait
généralement de façon non linéaire. Les différents seuils appliqués ne peuvent pas jouer sur ce
paramètre. Par contre, le problème des doubles contours ne se pose plus. En comparaison avec
les résultats sur la bande 3 non rééchantillormée du 21 juillet 1999 nous observons qu'ils sont
effectivement toujours présents mais qu'ils ne saturent plus l'information lors de l'utilisation des
données de plusieurs bandes.
2) Edge-follower appliqué sur une et plusieurs images
La figure suivante vous montre l'image du score pour l'image du 21 juillet 1999, après fusion de
l'information des bandes 1 à 5. Puis sont présentés à la Figure 15 divers seuillages de cette image
du score dont un qui conserve tous les contours (simple binarisation). Enfin, la Figure 16 et la





Figure 14. Edge-follower appliqué sur une image :
a) Composé coloré 3-4-5 de l'image du 21 juillet (rehaussée pour des besoins visuels)














Figure 15. Edge-follower appliqué sur une image (21 juillet 1999) : seuillage de l'image du score
a) Simple binarisation,
b) Seuil = G, g) Seuil = d
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Sur les résultats pour une image de la Figure 15 nous observons qu'il est difficile de trouver un
seuil idéal. Le seuil appliqué au c) n'élimine presque pas de contours (par rapport à l'image du
score binarisée) et celui du d) en supprime trop. Dans notre méthodologie, il n'existe pas de







Figure 16. Edge-follower appliqué sur deux images (21 juillet et 11 juin 1999) :
a) Image du score, après fusion de l'information des bandes là 5 pour les deux dates









Figure 17. Edge-follower appliqué sur trois images (5 et 21 juillet et 11 juin 1999) :
a) Image du score, après fusion de l'information des bandes 1 à 5 pour les trois dates
b) Image du score seuillée (seuil = f)
Les résultats de la Figure 16 et de la Figure 17, respectivement sur les données de 2 et 3 images,
sont tout aussi difficiles à interpréter que précédemment. Nous concluons simplement sur la trop
grande difficulté d'utiliser le détecteur de contours Edge-follower avec notre méthodologie dans le
but d'extraire des contours de champs.
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B. Canny-Deriche
1) Canny-Deriche appliqué sur une bande
Les résultats du détecteur Canny-Deriche sur la bande 3 de l'image rééchantillonnée du 21 juillet











Figure 18. Canny-Deriche appliqué sur une bande
a) Bande 3 rééchantillonnée de l'image du 21 juillet 1999


















Figure 18. Canny-Deriche appliqué sur une bande (suite)
c) seuil = 0.6
d) seuil = 1.2
e) seuil = 2
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Après analyse, nous distinguons quatre niveaux de seuillage, pour le travail sur une seule bande :
Le premier niveau est relatif à des seuils très faibles (exemple du 0.3 pour la bande 3 du 21
juillet 1999). Le résultat va être l'extraction d'une information minimale avec l'avantage de ne
conserver que des contours vrais. Par contre, nous observons "un arrondissement" des formes ce
qui entraîne une perte de précision au niveau de la localisation du contour. De plus, lors de la
fusion des informations d'une, deux ou trois images nous nous rendons compte qu'il manque
toujours de l'information de contour. La complémentarité entre les bandes et/ou entre les images
n'est pas suffisante si nous utilisons seulement les seuils de cet ordre-ci.
Le deuxième niveau (exemple du 0.6 pour la bande 3 du 21 juillet 1999) est plus intéressant avec
une meilleure localisation du contour et une extraction d'un plus grand nombre de champs. Mais
après fusion, la quantité d'information détectée pour les résultats d'une, deux ou trois images
reste encore insuffisante.
Le troisième niveau (exemple du 1.2 pour la bande 3 du 21 juillet 1999) est celui qui nous a le
plus intéressé. Il se caractérise par des seuils à partir desquels survient un problème relatif à notre
méthodologie. Il s'agit de l'apparition non pas de doubles contours mais de "contours
secondaires". Cette difficulté est liée au rééchantillonnage qui a été effectué sur les images. En
temps normal, Canny-Deriche tel qu'il a était programmé ne conserve que le gradient le plus fort
lorsqu'il rencontre deux gradients voisins séparés d'un seul pixel (réponse unique par contour).
Maintenant après rééchantillonnage, trois pixels et non plus un seul séparent nos deux gradients
et Canny-Deriche détecte alors les deux. Malgré ce problème, c'est en utilisant de tels seuils que
nous avons obtenu les meilleurs résultats lors de la fusion de l'information d'une ou plusieurs
images.
Le quatrième et dernier seuil (exemple du 2 pour la bande 3 du 21 juillet 1999) distingué dans ce
travail détecte quasiment toute l'information de contours. Il a par contre le défaut de détecter
aussi beaucoup de fausses alarmes. Employé seul lors d'étapes de fusion il donne de mauvais
résultats.
La suite de nos travaux exploite les résultats des seuils du troisième niveau ainsi que de ceux du
niveau inférieur.
54
2) Fusion de rinformation de plusieurs bandes
L'idée mise en avant est qu'il n'est pas nécessaire d'extraire la totalité de l'information de
contours de chaque bande, car nous pouvons bénéficier de la complémentarité de l'information
de chacune d'elles. Ceci nous permet de fonctionner avec des seuils relatifs aux niveaux 2 et 3
qui détectent peu de fausses alarmes.
Il nous faut par contre résoudre le problème de ce que nous avons surnommé les "contours
secondaires" engendrés avec des seuils de niveau 3 et 4. Nous avons dans cette optique dilaté le
résultat de l'image du score. L'image du score est l'image directement issue de la fusion qui
indique le nombre de fois que chaque contour à été détecté. Nous admettons une perte
d'information dans la localisation du contour mais c'est le seul moyen que nous ayons trouvé
pour résoudre ce problème.
Nous nous sommes alors posé la question de l'intérêt effectif d'avoir rééchantillonné nos images,
sachant que la dilatation revient à annuler l'opération de rééchantillonnage en terme d'épaisseur
de contour. Mais après analyse, nous en sommes venus à la conclusion que notre démarche avait
un véritable intérêt. Elle permettait principalement de pouvoir envisager des étapes de post
traitement comme la dilatation et ainsi de "boucher" des zones de trous qui sont des zones de
discontinuité du contour. Ceci n'était pas possible à effectuer directement sur les images
originelles à cause de la trop petite taille du parcellaire.
Les images du score (celle d'un pixel de large puis celle dilatée) pour le 21 juillet 1999 sont
présentées à la Figure 19. Puis, différents seuillages appliqués sur l'image dilatée du score sont
mis en valeur à la Figure 20. Un seuillage bien choisi va ainsi limiter le bruit et doimer un









Figure 19. Canny-Deriche appliqué sur une image :
a) Image rééchantillonnée du 21 juillet 1999 (canaux 3-4-5)
b) Image du score, après fusion des informations de contours des bandes là 5





Figure 20. Canny-Deriche appliqué sur une image (21 juillet) ; seuillage de l'image du score dilatée
a) Simple binarisation
b) Seuillage (seuil = a)
Des post-traitements comme la squelettisation sont entrepris pour arriver au stade du contour tel
qu'il est défini dans la littérature (un seul pixel de large). Une dilatation est ensuite réalisée pour














Figure 21. a) et b) Post-traitements sur l'image du score dilatée et seuillée (image du 21 juillet 1999)
a) Squelettisation, b) Squelettisation puis dilatation
g) Carte de contours issue de la "vérité terrain", pour comparaison
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En comparaison avec la carte de contours issue de la "vérité terrain" nous observons que
beaucoup de contours ont été détectés. Toutefois, tous ne sont pas fermés et quelques-uns sont
absents. En utilisant les données de plusieurs dates nous pouvons améliorer ce résultat.
3) Fusion de l'information de plusieurs images
La Figure 22 montre le résultat de l'image du score dilatée pour la date du 11 juin 1999. Celle-ci
est ensuite fusionnée avec celle du 21 juillet 1999 pour donner le résultat présenté à la Figure 23.
A ces résultats nous faisons subir les mêmes post-traitements que dans le cas des données d'une






Figure 22. Canny-Deriche appliqué sur l'image du 11 juin 1999 ;
a) Composé coloré 3-4-5 de l'image du 11 juin 1999 (rehaussée pour des besoins visuels)





















Figure 23. Canny-Deriche appliqué sur deux images (21 juillet et 11 juin 1999)
a) Binarisation de l'image du score dilatée
b) Seuillage et squelettisation de l'image du score dilatée
c) Seuillage, squelettisation et dilatation de l'image du score dilatée
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Par rapport au résultat obtenu avec les données d'une seule image nous constatons que beaucoup
de contours se sont rajoutés. Ceux-ci sont néanmoins allés de paire avec le bruit. Mais le résultat
est appréciable et une fois comparé avec la "vérité-terrain" nous constatons que plus des 95 %
des contours de champs ont été détectés (Figure 24). Nous pouvons alors affirmer que le









Contour présent sur le résultat et sur la "vérité-terrain '
Contour présent sur le résultat mais pas sur la "vérité-terrain"
Contour absent du résultat mais présent sur la "vérité-terrain"
Figure 24. Comparaison, à l'aide d'un composé coloré, mettant en évidence les ressemblances et
les différences entre les deux cartes-images, du résultat obtenu avec les informations de
contours de deux images avec la carte de contours issue de la "vérité-terrain"
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Dans le but d'améliorer nos résultats, il serait néanmoins préférable de modifier ou d'instaurer de
nouvelles règles dans le code de Canny-Deriche, pour supprimer le problème des "contours
secondaires" (engendrés par le rééchantillonnage que nous avons choisi d'appliquer aux images).
L'idéal, pour notre zone d'étude, où la trop faible taille du parcellaire agricole fait défaut, serait
d'acquérir des images de plus haute résolution spatiale. SPOT 5 et ses données multi-spectrales à
10 m de résolution, semble dans cette optique être des plus adapté. Ceci nous permettrait de
travailler avec des limites de champs plus fines et plus précises, sans avoir à mettre en place une
telle opération de rééchantillonnage, qui peut apparaître comme un frein à notre méthodologie.
Remarquons aussi, que d'autres post-traitements pourraient être utilisés pour améliorer nos
résultats de cartes de contours, comme la suppression des contours non fermés.
Les résultats utilisant les données de la troisième image (5 juillet 1999) ne sont pas présentés.
Celle-ci n'apportait que très peu d'information supplémentaire par rapport à l'image du 21 juillet
1999, mais augmentait par contre considérablement le nombre des fausses alarmes.
En conclusion, nous pouvons dire que l'hypothèse relative à une meilleure détermination des
contours à l'aide du multi-dates est en grande partie vérifiée. Celle-ci pouvait sembler évidente,
mais nous voyons qu'elle ne l'est pas forcément avec le cas de l'image du 5 juillet, qui n'apporte
pas plus d'information. Deux images acquises à des stages phénologiques très distincts, comme
entre le 11 juin et le 21 juillet, permettent une détection accrue des contours. Par contre, entre
deux dates rapprochées, comme entre le 5 et le 21 juillet, peu de changements surviennent et il y
donc un apport moindre de la deuxième image, notamment en terme de contours. Mais encore,
c'est le ratio signal sur bruit qui est le plus important à considérer et qui doit être maintenu
lorsque nous cumulons de l'information de contours de plusieurs bandes spectrales ou de
plusieurs images.
D'autre part, pour ce qui est de la deuxième hypothèse, nous montrons que la détection de
contours peut permettre l'élaboration d'un masque des contours de champs. Les résultats sont
difficiles à évaluer, mais par comparaison avec la "vérité-terrain" nous pouvons dire que nous
avons approché de près la carte des limites de champs (exactitude de la localisation des contours
et détection de quasiment tous les contours), lors de l'utilisation des données de deux images.
62
VI.2. Classification
Vl.2.1 .Les classifications multi-temporelles et stratifiées par pixels
Il s'agit dans cette section de mettre en relief l'apport de chacune des images multi-spectrales. Le
tableau suivant vous présente les différents résultats utilisant les données d'une ou de plusieurs
images dans les classifications. Les Annexes 5 à 9 vous proposent quant à elles ces résultats en
image avec les matrices de confusion correspondantes.






















Sites d'entraînement série 2
L'utilisation de la seule image du 21 juillet dans les classifications dorme de bons résultats de
classification (74 %). Cela s'explique par le nombre relativement faible de classes à différencier
et le peu de confusion spectrale qu'elles présentent, avec des séparabilités proches de 2 (ceci une
fois les prairies et les pâturages regroupés, cf. Annexe 10).
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L'ajout de l'image du 11 juin dans le processus de classification permet une hausse significative
supérieure à 4 % des résultats de classification. L'utilisation couplée d'une date de printemps et
d'une autre d'été pour discriminer les cultures semble donc porter ses fruits. Toutefois, il n'est
toujours pas envisageable de dissocier les prairies des pâturages.
L'image du 5 juillet, nuageuse, nous a obligé à restreindre le nombre de nos sites d'entraînement
(série 1 par rapport à la série 2) sachant que certains de ces sites se trouvaient dans des zones
recouvertes par des nuages. Cette réduction du nombre de sites d'entraînement peut expliquer le
peu d'amélioration apportée par cette troisième image.
D'autre part, étant donné les bons résultats de séparabilité entre nos deux classes prairies et
pâturages lors de l'utilisation des trois images dans le processus de classification nous pouvions
être tentés de les séparer. Ceci n'a pourtant pas été possible.
Au final, nous avons décidé de ne pas utiliser cette image du 5 juillet dans les classifications,
sachant que seulement quelques zones épargnées par les nuages pouvaient bénéficier de l'apport
de cette deuxième image d'été.
f
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Tableau 2. Matrices de confusion pour les classifications par pixels
Classification 1 date (21 juillet)
^Mâtiric© d© confusion^
1ground\Segm| Classe 11 Classe 21 Classe 3| Classe 41
1  Classe 1 1 26516 1 8704 1 973 1 3153 1 66 .3 %
1  Classe 2 | 1522 1 9403 1 165 1 451 1 79.9 %
1  Classe 3 1 775 1 314 1 1030 1 1066 1 32 .3 %
1  Classe 4 1 5803 1 3685 1 104 1 44179 1 80.9 %
*************Pourcentage de bonne classification: 74 %***********
Classification 2 dates (21 juillet et 11 juin)
**★★★**★★★★****★**** c© d© confus ion* *************************
1ground\Segm| Classe 11 Classe 21 Classe 3 |Classe 41
1  Classe 1 1 25878 1 9566 1 348 1 3554 1 64 .7 %
1  Classe 2 1 1358 1 9346 1 258 1 579 1 79 .4 %
1  Classe 3 1 20 1 187 1 1736 1 1242 1 54 .5 %
1  Classe 4 1 2471 1 2336 1 55 1 48909 1 89.5 %
*************Pourcentage de bonne classification: 78.4 %*********
Classification 3 dates (21 juillet, 11 juin et 5 juillet)
*★*******★★★★★***★★* iric© d© confus ion* *************************
1ground\Segm| Classe 11 Classe 21 Classe 3 |Classe 41
1  Classe 1 1 27846 1 7926 1 260 1 3314 1 69.6 %
1  Classe 2 1 1540 1 9242 1 180 1 579 1 78 . 6 %
1  Classe 3 | 29 1 232 1 1670 1 1254 1 52 .4 %
1  Classe 4 1 3334 1 2612 1 121 1 47704 1 87 . 3 %










Tableau 3. Matrices de confusion pour les classifications stratifiées par pixels
Classification 2 dates (21 juillet et 11 juin)
H *★**★***★★★★★★***** *M3.t îric© d© confus ion*
1ground\Segm| Classe 11 Classe 2 1 Classe 31 Classe 4|
1  Classe 1 1 23902 1 5871 1 534 1 9039 1 59.8 %
1  Classe 2 1 1426 1 9342 1 174 1 599 1 79 .4 %
1  Classe 3 1 521 1 178 1 1280 1 1206 1 40 .2 %
1  Classe 4 1 3726 1 1283 1 59 1 48703 1 89.1 %
*************Pourcentage de bonne classification: 76 %************
Classification 3 dates (21 juillet, 11 juin et 5 juillet)
H  nie© d© confusion***************************
|ground\Segm| Classe 11 Classe 2 1 Classe 31 Classe 4|
1  Classe 1 1 24779 1 4994 1 486 |9087 1 62 . 0%
1  Classe 2 1 1520 1 9248 1 99 1 674 1 78.6 %
(  Classe 3 | 530 1 169 1 1259 |1227 1 39.5 %
1  Classe 4 1 3928 1 1081 1 239 |48523 |88.8 %
************pourcentage de bonne classification: 76.5************
Classe 1 = Plantes pérennes
Classe 2 = Céréales
Classe 3 = Soya
Classe 4 = Maïs
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Que ce soit avec l'approche classique par pixels (Tableau 2) ou avec l'approche stratifiée par
pixels (Tableau 3), nous observons de plus ou moins bonnes discriminations des cultures.
Le maïs est bien différencié, à plus de 80 % pour une seule date d'acquisition d'image et jusqu'à
quasiment 90 % pour 2 dates d'image. 11 est principalement confondu avec la classe des plantes
pérennes et moindrement avec les céréales.
Le soya est très mal discriminé sur une seule date (32 %) et l'est un peu plus sur deux ou trois
dates d'acquisition d'images (52-55 %). Il est majoritairement mélangé avec le maïs, mais
encore avec le groupe des plantes pérennes, lors d'une classification avec les données d'une
seule image. Il faut cependant noter que le trop peu de champs de soya présents sur le sous-
bassin versant Castor fait en sorte que le résultat n'est pas significatif. Notons à ce titre que la
collecte des sites d'entraînement a été faite en deux fois et que lors du deuxième relevé nous
avions déjà fait une première classification, qui nous avait permis de nous rendre compte que le
soya était en réalité très bien identifié. Nous pouvons dans ce cas remettre en cause la "vérité
terrain", où le fait qu'un seul champ problématique sur le peu de champs présents dans cette zone
de vérification des classifications nous fausse complètement les statistiques.
Les céréales sont bien différenciées, à 78-80% pour une, deux ou trois dates d'images. C'est
avec la classe des plantes pérennes que la confusion est la plus importante. L'image de printemps
a malheureusement été acquise un peu tard dans la saison végétative. Sinon la distinction entre
ces deux classes aurait été beaucoup plus aisée.
Les plantes pérennes sont assez bien discriminées entre 65 % pour deux dates et presque 70 %
sur trois dates. C'est avec les céréales que la confusion est la plus importante même si celle-ci
s'atténue avec le nombre d'images utilisées dans les classifications. Le maïs est aussi mais dans
une moindre mesure source de confusion.
L'intérêt du multi-dates reste évident malgré des hausses très modérées de la précision des
résultats de classification, du moins pour ce qui est de l'acquisition d'images à des stades
phénologiques différents (printemps et été). Effectivement, acquérir deux images d'été à des
dates aussi rapprochées ne semble pas laisser place à la moindre amélioration.
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Là encore, il ne faut pas oublier qu'une de ces deux images d'été (celle du 5 juillet) est
partiellement couverte de nuages et nous a par conséquent obligé à réduire le nombre de nos sites
d'entraînement. Par contre, nous restons convaincus qu'une troisième image prise cette fois-ci au
début de l'automne peut encore améliorer ces résultats de classification (cf. le calendrier des
cultures à la Figure 9, section V.1.1).
Pour ce qui est de l'approche stratifiée, les résultats sont décevants. Elle n'apporte pas de hausse
significative des résultats de classification, mais au contraire une baisse. Celle-ci se répercute
généralement à toutes les classes (Tableau 3). Elle peut s'expliquer pour deux raisons. D'une
part, les confusions spectrales entre nos cultures ne sont pas si importantes que cela, d'où le
faible intérêt de l'approche. D'autre part, nous réalisons que l'opération de classification est
rendue difficile, car si la moindre confusion est générée lors de la classification de la première
date d'image il n'est alors plus possible de se rattraper sur la deuxième date (processus
irréversible). Nous rappelons qu'une première classification de l'image de printemps (11 juin)
nous permettait de mettre en évidence deux zones dans la partie agricole : les sols nus sur
lesquels se développent les cultures annuelles pendant l'été et la végétation verte. L'image ou les
images d'été permettaient ensuite de faire ressortir dans la zone classée en sol nu, le maïs et le
soya et dans celle classée en végétation verte, les céréales et les plantes pérennes. Malgré tout,
nous espérons des résultats positifs lors de futilisation couplée de cette approche stratifiée avec
celle par champs.
V1.2.2.Les classifications par champs
Dans cette partie nous testons l'approche par champs, via l'utilisation de divers masques de
contours, et la comparons aux résultats des usuelles classifications par pixels de la section
précédente.
Le Tableau 4, décrit plus en détail dans la suite de ce document, présente les résultats de ces
approches par champs (par rapport aux classifications par pixels) menées avec les différents
masques de contours.
68
























• Masque établi à partir
des données d'une date
- 3 pixels de large
- 1 pixel de large
• Masque établi à partir
des données de deux dates
- 3 pixels de large
- 1 pixel de large
80,2 % 84% 83,9 % 83,8 % + 3,7 % (- 0,2 %)
75,6 % 79,7 % 79,7 % 78% +4,1 % (+ 0,3 %)
80,7 % 84,6 % 85,8 % 85,3 % (+ 5,1 %) + 0,7 %
75,7 % 79,8 % 80,9 % 80,5 % (+ 5,2 %) + 0,7 %
Masque issu du cadastre
-1 pixel de large 76,7 % 80,6 % 81,6% 81,6% + 4,9 % + 1 %
Détection de contours
• Masque établi à partir
des données de deux dates
- 3 pixels de large
-1 pixel de large
80,3 % 83,9 % 84,9 % 84,1 % + 3,6 % + 0.2 %
76,2 % 80,3 % 79,9 % 79,3 % + 3,7 % -1 %
( ) résultat conceptuellement non significatif
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A. Masque de contours établi à partir des techniques de numérisation manuelle sur écran
1
fi
Figure 25. Masque de contours (en rouge) issu d'une numérisation manuelle sur écran,
sur l'image du 21 juillet 1999 (canaux 3-4-5)
En comparant les masques de contours créés via ces techniques de numérisation manuelle sur
écran à ceux élaborés à partir de la "vérité-terrain" (cf. Figure 21 c)) nous mettons en évidence
des disparités. Cela permet de mettre en relief certaines erreurs de la "vérité terrain" tant au
niveau des limites de champs qu'au niveau des cultures qui y sont associées. Nous nous sommes
attardés aux zones problématiques et avons rectifié dans la mesure du possible les éventuelles
erreurs. Mais quelques-unes persistent et biaisent les résultats, faisant en sorte que les taux de
bonne classification auront tendance à plafonner. De plus, comme nous avons pu le constater sur
notre site d'étude, tous les champs ne sont pas forcément homogènes. Des cultures peuvent être
associées et se pose alors le problème d'établissement de la "réalité" du terrain. Quand nous
travaillons à l'échelle du champ, nous considérons généralement la culture majoritaire et
obstruons la minoritaire. Mais ces cultures associées peuvent avoir des phénologies très
différentes. La culture minoritaire peut donc modifier considérablement la radiométrie du champ
et gêner la reconnaissance satellitaire de la culture établie sur le terrain comme principale.
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- Masque de contours élaboré avec les informations d'une seule date d'image
Cette technique courante d'élaboration du masque des limites de champs par numérisation
manuelle sur écran a déjà fait ses preuves. Elle donne des résultats satisfaisants (environ 4 %
d'amélioration) pour une approche par champs menée avec une carte des contours établie à partir
des données d'une seule image et ceci quelle que soit la taille du masque (1 ou 3 pixels de large).
D'autre part, nous comprenons bien que les résultats relatifs à l'amélioration champs V5 pixels
pour des classifications entreprises avec les jeux de données de deux dates d'images ne sont pas
explicites et reflètent simplement le fait que tous les contours de champs ne peuvent être
identifiés précisément sur une seule date (intérêt du multi-temporel pour la détermination des
contours). Nous allons nous servir de cet exemple afin de montrer la méthodologie qui a été




Figure 26. a) Image de polygones et b) Réflectances moyennées pour chaque entité
71
Premièrement, nous créons une image de polygones (Figure 26 a)) à partir du masque des
contours de champs. Elle sert ensuite à calculer la moyenne des réflectances de chaque entité
(Figure 26 b)). 11 est alors possible de mener à bien une classification orientée objets (par







Figure 27. Exemple de classification par champs.
Masque de contours issu des techniques de numérisation sur écran sur l'image du 21 juillet 1999
Ce résultat de classification peut ensuite être comparé à la "vérité-terrain", à laquelle nous










Figure 28. "Vérité-terrain" et masque des contours superposé
Ce résultat peut aussi être comparé au résultat de la classification par pixels utilisant les mêmes
données sources (soit dans ce cas-ci, les bandes 3-4-5 de l'image du 21 juillet 1999). Pour ce









Figure 29. Classification par pixels et masque des contours superposé
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Nous comparons ainsi le résultat de 75,6 % de taux de bonne classification pour celle par pixels
à celui de 79,7 % pour celle par champs. C'est ainsi que tous nos résultats sont exprimés et
comparés dans le Tableau 4.
- Masque de contours mis en place avec les données de deux dates d'images
En ce qui concerne les résultats relatifs à une carte de contours établie avec les données de deux
dates d'images, nous observons en utilisant ces deux mêmes dates dans les classifications que le
bénéfice de l'approche par champs (vs par pixels) est moindre (seulement 0.7 % d'amélioration
pour un masque de 1 ou de 3 pixels de large).
Comment expliquer ces relativement faibles améliorations ? En fait, il faut se rendre compte que
les classifications par pixels donnaient déjà de bons résultats. Ces derniers s'expliquaient par le
faible nombre de classes à différencier et le peu de confusion spectrale qu'il y avait entre ces
classes. 11 est effectivement plus délicat d'améliorer des résultats déjà relativement bons. Des
plafonds de bonne classification sont donc à imaginer et à envisager.
En second lieu, remarquons que la taille du masque graphique n'influencerait apparemment pas
les résultats de classification. Nous sommes surpris par ce résultat sachant qu'un masque
graphique d'un seul pixel de large n'exclut que très peu de pixels mixtes du processus de
classification. Les pixels mixtes ne seraient alors pas si problématiques, du moins une fois qu'ils
se retrouvent répartis à l'intérieur d'une entité suffisamment grande. Nous rappelons cependant
que notre cas est particulier avec peu de confusion spectrale entre les classes. Cela permet une
certaine flexibilité quant à l'introduction de pixels mixtes dans les classifications. La taille de
l'entité considérée doit par contre influencer les résultats. Ceci sera abordé lors de l'utilisation du
cadastre comme base de donnée pour l'élaboration du masque des contours.
Par contre, si les classifications sont entreprises avec les données d'une seule image les résultats
croissent de plus de 5 %, car cette fois-ci la segmentation établie avec les données des deux dates
est très efficace.
Tous ces résultats relatifs à ces techniques de numérisation manuelle sur écran (données d'une
ou deux dates) sont exposés en images avec les matrices de confusion correspondantes aux
Annexes 11 à 14.
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Finalement, cette technique traditionnelle de mise en place de la carte numérisée des limites de
champs nous sert de référence quant aux résultats espérés avec l'approche par champs.
Cependant, autant elle était envisageable à l'échelle d'une imagette (10 km^) qu'elle devient
impossible à mener sur la totalité du bassin versant (plus de 600 km^). Il faut donc s'intéresser à
d'autres sources de données pour la production de ce masque graphique des contours de champs.
La couche d'information cadastrale semble dans cette optique se montrer adéquate.
B. Masque de contours élaboré à l'aide du cadastre
Le cadastre est une dormée facilement disponible. Il a en plus la particularité d'être applicable
aussi bien pour mener l'approche par champs avec les données d'une date que de deux dates.
Seul un masque d'un pixel de large, présenté à la figure suivante, a été possible à réaliser. Le
cadastre illustre effectivement des parcelles souvent étroites, plutôt que des limites de champs.
Ceci ayant la particularité de segmenter énormément le territoire agricole et rendant ainsi non
propice un masque plus gros, qui ferait en sorte que des contours de parcelles voisines se
retrouveraient associés.










Figure 31. Classification par champs utilisant uniquement les informations de l'image du 21 juillet






Figure 32. Classification par champs utilisant les informations de l'image du 21 juillet et de l'image
du 11 juin dans le processus de classification. Masque graphique des contours issu du cadastre
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Le cadastre donne des résultats de classification de 81,6 % avec les données d'une ou de deux
dates d'image dans le processus de classification (Figure 31 et Figure 32). Les améliorations par
rapport aux classifications par pixels sont alors de 4,9 % pour l'utilisation d'une date dans la
classification et de 1% pour les données de deux dates. Ces résultats sont repris sous forme de
cartes thématiques à l'Annexe 15 et à l'Annexe 16, avec les matrices de confusion
correspondantes.
Ces résultats sont du même ordre de grandeur que ceux obtenus lors de l'utilisation d'un masque
de contours élaboré à partir des techniques de numérisation sur écran avec les données des deux
images dans le processus de classification. Nous en sommes par conséquent très satisfait, surtout
quand nous savons que les limites cadastrales ne reflètent pas forcément des limites de champs,
mais plus les droits de propriétés. Mais encore, le fait que la sur-segmentation engendrée par
l'utilisation de la couche cadastrale comme masque ne soit pas trop gênante nous laisse optimiste
quant à l'élaboration de ce même masque à l'aide des techniques de détection de contours. La
taille des entités utilisées dans les classifications n'influencerait donc pas forcément les résultats.
Le problème de sur-segmentation, lié à la détection des contours, auquel nous imaginions devoir
pallier par des techniques de croissance des régions sera finalement moins important que prévu.
Le fait qu'il y ait dans nos résultats un nombre infime de pixels isolés qui viennent bruiter notre
carte thématique est dû à un problème de conversion entre le mode vecteur et le mode matriciel.
Ceci n'influence cependant pas les résultats de façon significative et peut être négligé.
C. Masque créé à partir des techniques de détection de contours
- Masque de contours établi à partir des données d'une seule image
Pour un masque graphique issu des données d'une seule date, remarquons que l'essentiel du
résultat obtenu réside dans le fait qu'il manque des contours et que tous ne soient pas fermés.
Ceci ne pouvait nous laisser espérer une quelconque amélioration des résultats de classification.
Il aurait été possible d'accroître la qualité de ce masque, mais nous avons préféré nous focaliser
sur l'exploitation de la totalité du jeu de données (2 dates d'image). Ce choix a été fait sachant
que de surcroît nous souhaitions mettre en avant l'intérêt d'utiliser plusieurs images pour une




Figure 33. Informations de contours provenant des données d'une seule image






Figure 34. Classification par champs utilisant les informations de l'image du 21 juillet et de l'image
du 11 juin dans le processus de classification. Masque d'un pixel de large issu des techniques de









Figure 35. Classification par champs utilisant les informations de l'image du 21 juillet et de
l'image du 11 juin dans le processus de classification. Masque de trois pixels de large issu des
techniques de détection de contours, sur ces deux images
Contrairement à toutes les techniques de mise en place du masque des contours exposées
précédemment, nous observons que l'amélioration systématique des résultats n'est pas vérifiée.
Nous avons eu l'occasion de tester un grand nombre de masques et chaque fois le caractère
aléatoire des résultats se retrouvait. Dans l'exemple donné, un masque de trois pixels de large
permettrait une amélioration de 0,2 % des résultats, alors qu'un d'un pixel de large aurait l'effet
inverse et les diminuerait. Cette alternance des résultats en fonction de la taille du masque
graphique n'est néanmoins pas reproductible, elle dépend des masques de contours considérés.
Nous pouvons simplement conclure que, d'une manière générale, de tels masques générés à l'aide
des techniques de détection de contours n'apportent pas de véritable amélioration des
classifications en terme de taux de bonne classification. La principale difficulté reste
effectivement la nécessité absolue d'avoir extrait tous les contours de champs de l'image et que
tous soient fermés. Sans quoi, le simple fait que deux champs voisins se trouvent réunis peut
diminuer considérablement les résultats statistiques de la classification.
►
>
^  La méthodologie utilisant la détection de contours pour l'élaboration du masque graphique des
I  contours de champs (dans le but de mener à bien l'approche par champs) n'est donc pas fiable.
I  Comme nous avons pu le constater, l'approche par champs possède ses propres limites. Si nous
I  ajoutons à celles-ci de nouvelles relatives à l'utilisation d'un masque issu des techniques de
^  détection des contours nous cumulons les difficultés, ce qui rend le résultat incertain.
►
^  D'autre part, nous savons que des post-traitements comme l'élimination des frontières entre deux
entités appartenant à une même classe pourraient être appliqués à nos résultats de classification
par champs. Nous pensons cependant qu'ils ne changeraient en rien ces derniers, du point de vue
de la précision des résultats de classification. Nous n'avons pas souhaité les développer.
►
i
Enfin, nous pouvons observer des zones problématiques au niveau des contours de l'image. Ceci
s'explique par le fait que la détection des contours de l'image ne se fait pas forcément sur les
►
)
^  pixels de bordure avec en plus l'effet "d'arrondissement" des formes, relatif à l'utilisation de
)  seuils bas dans le processus de détection des contours. Des zones restreintes se retrouvent alors
1  exclues des traitements. Ces zones diminuent les taux de bonne classification, principalement
^  pour un masque de seulement un pixel de large.
)  Avec cette approche par champs la plus grande surprise réside dans le fait qu'elle ait donné à
'  plusieurs reprises de meilleurs résultats en utilisant les données d'une seule date d'image dans le
processus de classification plutôt que de deux. Cela n'avait jamais été observé pour les
classifications par pixels. Ceci reste jusqu'à présent inexpliqué.
Tous ces résultats exploitant la détection de contours dans la mise en place de l'approche par
champs sont repris à l'Annexe 17 et à l'Annexe 18 avec les matrices de confusion
correspondantes.
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VI.2.3. La détection de contours en tant que post-traitement des résultats de classification
Pour finir, nous voulons comparer les résultats de la section précédente, équivalant à des pré
traitements des classifications, à ceux provenant de post-traitements. Ces derniers résultats vous
sont présentés à l'Annexe 19 et à l'Annexe 20. Le détecteur de contours Canny-Deriche a été
utilisé pour ce travail.
Des post-traitements classiques comme le lissage n'augmentent les résultats qu'à défaut de 0,7 %
pour les données d'une date dans le processus de classification et de 0,1 % pour les données de
deux dates.
La détection de contours utilisée en post-traitement donnerait de meilleurs résultats. Ils seraient
respectivement de 1,4 % d'amélioration pour une date et de 0,3 % pour deux dates. Elle est
réalisée sur la carte thématique résultante d'une classification par pixels et utilise des seuils
relativement faibles qui sont choisis de manière à ne pas détecter les groupes de pixels isolés et
de façon à "arrondir les formes" des contours.
Nous observons, d'autre part, le même problème que celui rencontré avec l'utilisation de la
détection de contours en tant que pré-traitement des classifications (approche par champs) pour
les zones de bordure de l'image.
Vl.2.4. L'approche stratifiée par champs
Des tests ont été entrepris sur les résultats qui ont présenté les plus grandes différences entre les
classifications par pixels et celles par champs afin d'avoir des différences significatives. Le
tableau suivant vous présente un de ces résultats.






Masque de contours de 3 pixels de
large établi par numérisation sur écran 85.2 % 84.4 %
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L'exemple du masque graphique des contours issu des techniques de numérisation sur écran
1^ vous est présenté dans le Tableau 5. Ce résultat est repris à l'Annexe 21 avec sa matrice de
^  confusion.
Nous observons que les classifications stratifiées par champs ne permettent pas d'augmenter la
précision des résultats de classifications, en comparaison des classifications par champs
^  conventionnelles. L'explication de cet échec est la même que celle discutée lors de l'utilisation
^  de l'approche stratifiée dans les classifications pas pixels (faible confusion spectrale entre les
I  classes culturales à différencier et irréversibilité du processus de stratification dans l'opération de
classification).
En conclusion, avec notre jeu de données, nous ne pouvons pas confirmer l'hypothèse d'une
amélioration des résultats de discrimination des cultures lors de l'utilisation de l'approche
stratifiée. Mais encore, nous pouvons dire que l'approche par champs et le traitement différentiel
des pixels mixtes des zones de contours donne des résultats appréciables lorsqu'elle utilise des
masques de contours provenant de techniques traditionnelles (comme la numérisation manuelle
sur écran) ou des masques créés à partir de bases de données existantes (tel que le cadastre). Les
améliorations sont alors de l'ordre de 4 à 5 % pour des classifications utilisant les données d'une
image dans le processus de classification et de 1 % et moins pour celles exploitant les données de
deux dates. Par contre, les résultats sont variables et incertains lors de l'utilisation d'un masque
dérivé des techniques de détection de contours. La seconde hypothèse n'est donc pas entièrement
vérifiée. Celle-ci préconisait la possibilité d'utiliser la détection de contours dans l'élaboration
d'un masque graphique des contours de champs, pour la mise en place de l'approche par champs.
Etant donné ces résultats mitigés, obtenus lors de l'utilisation de ces techniques de détection de
contours dans l'approche par champs, l'extrapolation de la méthodologie à l'ensemble du bassin
versant n'a pas été jugée utile à effectuer. De plus, pour des raisons d'échéancier ce sont
finalement les techniques conventionnelles de classifications par pixels qui ont servi à produire
la carte thématique de l'occupation du sol (Figure 36), afin d'alimenter les modèles d'érosion et
de ruissellement. Effectivement, nous avions décidé de produire un résultat préliminaire par
pixels pour ne pas retarder les travaux de ma collègue Julie Deslandes (Deslandes, 2003). Puis, si
le bénéfice de notre méthodologie de classification par entités s'avérait important, il était
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Figure 36. Utilisation du sol sur l'ensemble du bassin versant de la rivière aux Brochets
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Chapitre VII. Conclusion
Dans cette recherche, nous sommes arrivés à exploiter et à cumuler l'information de contours de
plusieurs bandes spectrales de plusieurs images. Ceci nous a permis d'élaborer un masque des
limites de champs d'une relativement bonne précision. La taille du parcellaire agricole de notre
zone d'étude, via la résolution spatiale des données satellitaires utilisées, a cependant posé
problème. Nous préconisons pour des travaux postérieurs l'utilisation de données de plus haute
résolution spatiale, comme celles proposées par le satellite SPOT 5.
D'autre part, au travers cette étude, nous avons mis en valeur aussi bien le potentiel que les
limites des différentes approches de classification proposées. Le manque de confusion spectrale
entre les classes qu'il nous fallait discriminer a cependant été un frein important, au même titre
que leur faible nombre et la taille trop restreinte de la "vérité-terrain". Nous pensons que le
potentiel de ce type d'approche de classification ne peut s'exprimer pleinement que dans
l'analyse de données de télédétection plus difficiles à traiter, notamment plus bruitées. Le cas des
données Radar, avec le problème du speckle, semble être à ce titre un domaine d'expertise qui
nécessite la mise en place de telles techniques (Cattaï, 2002).
Au travers cette étude, même si l'approche par entités n'a pas toujours su démontrer sa
supériorité, elle n'en reste pas moins à notre avis très pertinente. Les cartes thématiques dérivées
de ces classifications sont par exemple beaucoup plus appropriées à l'agronomie que celles
issues des techniques conventionnelles de classification par pixels (insertion facilitée dans un
SIG).
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La méthodologie proposée consistait à travailler avec l'entité élémentaire la plus grande possible
afin de profiter au mieux de l'information des pixels voisins et de limiter au maximum les
problèmes engendrés par le bruit. Pour la classification d'un milieu agricole, cette entité était
représentée par le champ, d'où une volonté de les délimiter. Nous pensons cependant avoir
probablement accordé une trop grande importance à ce dernier.
De plus, au cours de cette maîtrise, nous nous sommes vraisemblablement trop attardés aux
résultats statistiques des différentes approches de classification testées. Aujourd'hui, avec du
recul et surtout plus d'expérience, les chiffres seraient pris avec moins de rigueur et ne nous
empêcheraient pas de continuer à progresser dans cette voie qui reste un axe de recherche
important à poursuivre en matière de classification d'images.
Enfin, seules les segmentations par détection de contours ont été abordées dans ce travail, en
obstruant à tort ou à raison celles utilisant les techniques d'appariement par régions. D'autres
perspectives sont donc envisageables. Mais peu importe par quelle technique elle est menée,
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Annexe 1. Note de synthèse sur l'eutrophisation. Compréhension et description du
processus
A l'origine l'eutrophisation est un phénomène naturel d'enrichissement des eaux en sels nutritifs.
Elle désigne l'évolution qui accompagne le vieillissement d'une étendue d'eau, de l'état
oligotrophe (peu nourri) à l'état eutrophe (bien nourri), en relation avec un comblement de la
cuvette du plan d'eau. L'eutrophisation des lacs et des étangs ou encore de cours d'eau très peu
mobiles se caractérise par une prolifération d'algues et d'autres plantes aquatiques, suite à cet
enrichissement du milieu en ions nutritifs (phosphates et nitrates). Cette eutrophisation provoque
une désoxygénation progressive des couches inférieures et une accélération du dépôt de matières
organiques qui vont à la longue combler le plan d'eau.
Aux apports naturels se sont ajoutés les apports anthropiques, dont l'augmentation rapide récente
a fortement contribué à amplifier le phénomène. L'eutrophisation due aux pollutions humaines
(activités agricoles et rejets domestiques et industriels) ressemble beaucoup à cette
eutrophisation naturelle, mais elle est beaucoup plus rapide car elle reçoit beaucoup plus de
nutriments qu'en situation "naturelle". Cette eutrophisation anthropique est aussi appelée
eutrophication, dystrophisation ou encore hypertrophisation. Ce sont ces termes qu'il faudrait
employer pour éviter toute confusion avec le phénomène naturel. Sinon, il peut être préférable de
l'appeler plus simplement pollution par les phosphates, mais ceci a le défaut d'obstruer
totalement le rôle pouvant être joué par les nitrates ...
En milieu lacustre le processus d'hypertrophisation se caractérise de la manière suivante :
l'accroissement des apports de nutriments, en particulier en phosphore, facteur limitant le plus
fréquent dans les lacs, conduit à une eutrophisation accélérée. Le phosphore est un élément
nutritif important pour les plantes, mais une trop grande concentration dans l'eau occasionne une
croissance excessive et une prolifération des plantes aquatiques et des algues. Cette biomasse
végétale est composée de matière organique et son augmentation fait accroître la quantité de
matière organique dans l'eau, lorsqu'elle meurt. La majeure partie est constituée d'éléments peu
consommables (algues coloniales ou filamenteuses, cyanobactéries potentiellement toxiques...)
qui ne sont que partiellement recyclables via le réseau trophique. Une grande partie va donc
sédimenter.
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L'augmentation de la matière organique sédimentée favorise la croissance des bactéries aérobies
vivant dans les profondeurs, qui consomment de l'oxygène pour dégrader les composés
organiques. Lentement, elles puisent tout l'oxygène des eaux profondes, qui ne peuvent se ré
oxygéner en raison d'un trop faible brassage des eaux, et privent ainsi les autres organismes
aquatiques de leur oxygène vital. L'épaisseur de la couche anoxique dépend de la charge
organique et de la température, agissant et stimulant le métabolisme bactérien.
Une différence de plus en plus marquée se crée entre les eaux proches de la surface, très
oxygénées, et les eaux profondes totalement dépourvues d'oxygène et non éclairées car la
prolifération des algues de surface empêche toute pénétration de la lumière. Dans les
profondeurs la vie disparaît peu à peu; les espèces animales et végétales et les bactéries aérobies
meurent asphyxiées. Au bout d'un certain temps, seules les bactéries anaérobies survivent dans
ce milieu, elles se multiplient et provoquent la fermentation de toute la matière organique
accumulée, libérant des gaz nauséabonds (hydrogène sulfuré, méthane et ammoniaque). De plus,
la forte sédimentation des organismes morts accélère le comblement de la cuvette lacustre, qui se
transforme peu à peu en marécage.
L'eutrophisation, accélérée ou non par les activités humaines, débute donc par une prolifération
anormale de certaines algues et plantes aquatiques et se termine par l'asphyxie et la destruction
de l'ensemble de l'écosystème aquatique. C'est l'ensemble du processus qui constitue le
phénomène, et non la seule prolifération végétale qui n'en est que l'expression la plus visible.
L'arrêt ou la réduction des apports anthropiques stoppent ou ralentissent le processus. Le
phénomène est cependant irréversible tant que perdure la couche de sédiments où le phosphore
est piégé.
Contrairement à la pollution diffuse, où l'azote et le phosphore se partagent généralement à part
égale la responsabilité de la pollution, et à l'inverse de ce qu'a voulu nous faire croire Rhône-
Poulenc dans les années 80, voyant d'un mauvais œil les lessives sans phosphate; c'est bel et
bien le phosphore qui est le principal responsable de l'eutrophisation ou de l'hypertrophisation.
En conclusion, n'oublions pas que l'eutrophisation est à la base un phénomène naturel, qui peut
seulement être accéléré de part une mauvaise gestion des activités humaines.
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Annexe 2. Note de synthèse sur l'érosion hydrique. Description du processus et des
facteurs physiques qui l'influence
1. L'érosion hydrique
L'érosion est le processus par lequel les particules de sol se détachent et sont transportées sous
l'effet d'une énergie hydrique, éolienne, gravitaire ou animale.
Nous ne vous détaillons ici que l'érosion hydrique, celle-ci étant le phénomène majeur d'érosion
et celui relié au mouvement des phosphates. Elle regroupe deux termes : l'érosion pluviale et
l'érosion par ruissellement. Elle peut se traduire par une déstructuration de la structure du sol et
une perte d'éléments fertilisants, d'où une réduction de la production agricole, mais aussi par une
pollution des cours d'eau et des lacs.
Les paysages agricoles sont particulièrement sensibles aux problèmes d'érosion des sols, qui se
concrétisent par des pertes de sol plus ou moins importantes. Les études et campagnes de
mesures menées à la station de recherche de Lennoxville (site d'expérimentation d'Agriculture
Canada) ont montré que les taux d'érosion hydrique pouvaient atteindre jusqu'à 15 700 kg/ ha/
an (Pesant, 1983). Par ailleurs, en Europe la superficie des terres agricoles touchée par les
problèmes de disparition des sols causée par l'érosion est estimée à environ 25 millions
d'hectares (De Ploey, 1990). Ces problèmes d'érosion des sols peuvent aussi occasionner des
dégâts à l'aval du territoire agricole. Inondations boueuses, sédimentation sur la voirie,
augmentation de la turbidité de l'eau et eutrophisation des lacs et des rivières sont autant de
répercussions possibles de l'érosion des sols agricoles (Papy et Douyer, 1991; Lecomte et al.
1996).
1.1 L'érosion pluviale
L'agent de dégradation initiale est la pluie et ses caractéristiques (intensité, durée, énergie
cinétique et agressivité). La pluie agit mécaniquement par son énergie cinétique sur le sol. Cette
énergie est fonction de la masse des gouttes et de leur vitesse (Ec = 0.5 m v^), ces deux facteurs
étant liés au diamètre des gouttes.
Les mécanismes de dégradation des sols sous l'effet de cette pluie sont complexes et se
caractérisent en premier lieu par la mise en place très rapide de croûtes superficielles.
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Ces croûtes, aussi appelées organisation pelliculaire de surface (OPS), correspondent à des
formations d'épaisseur millimétrique en surface d'un sol à forte cohésion.
Ces phénomènes de désagrégation par les pluies ont plusieurs origines :
- l'impact des gouttes de pluie avec un effet "Splash" lié à l'énergie cinétique des pluies,
- l'humectation qui correspond à un phénomène d'éclatement des agrégats par un
phénomène de succion capillaire,
- la dispersion des agrégats par gonflement et liquéfaction résultant d'une réduction des
forces de liaison entre les particules.
Ces trois mécanismes sont difficiles à distinguer car ils apparaissent quasi simultanément au
début de la pluie et leur importance relative sera liée à divers facteurs comme l'humectation
préalable, la texture du sol ou encore les conditions climatiques locales.
Cette mobilisation des micro-agrégats du sol sous l'effet de la pluie s'accompagne de trois
phénomènes :
- un tri de matériel,
- des migrations élémentaires verticales (illuviation) et latérales (rejaillissement),
- la constitution de dépôts laminaires dans les micro-reliefs en creux (dans les cuvettes du
sol par exemple).
1.2 L'érosion par ruissellement
Elle a pour origine la pluie ainsi que la fonte hivernale. Ces deux origines ne sont pas
dissociables l'une de l'autre et peuvent se cumuler. Ces cumuls apparaissent lors de
perturbations par temps de redoux, d'où l'apport de précipitations sur un manteau neigeux en
train de fondre comme c'est souvent le cas au printemps au Québec. Ce phénomène va multiplier
le volume d'eau.
Des auteurs comme Tricart distinguent deux cas d'érosion par ruissellement : le ruissellement
par saturation en eau du sol et le ruissellement par glaçage du sol (ce qui correspond au
phénomène de "battance"). Nous préférons aujourd'hui parler de ruissellement par saturation
instantanée ou par saturation durable.
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-la saturation durable correspond à un phénomène d'engorgement préalable de tous les
horizons du sol. Cela se produit sous des climats humides à pluies fréquentes (climats
équatoriaux ou subéquatoriaux) sur des sols peu filtrants, argileux, qui proviennent de
l'altération chimique de roches volcaniques.
-la saturation instantanée, beaucoup plus représentée, intervient quand la capacité
d'infiltration du sol est insuffisante par rapport à la quantité de pluie, surtout pendant la
phase d'intensité maximale. Remarquons que dans ce cas-ci le ruissellement peut même
apparaître sans que les horizons de surface soient saturés.
Pendant la pluie les modifications peuvent être d'origine mécanique (tassement, micro-transfert
verticale de l'argile) avec un comblement de la porosité donc la baisse de l'infiltration; ou
climatique avec le cas des sols gelés. Il fait savoir qu'en période de dégel l'eau de fonte peut
remplir la porosité du sol et bloquer l'infiltration par regel.
Avant la pluie une structure lamellaire superficielle à forte cohésion peut aussi préexister et
limiter l'infiltration. Elle peut être d'origine :
- mécanique (désagrégation, humectation, compaction),
- biotique avec des micro-organismes alguaires qui tressent une nappe superficielle en
agglomérant des grains de sable (croûte alguaire),
- anthropique avec une compaction liée à l'homme (mise en pâturage, passages d'engins
lourds).
La présence d'OPS (organisation pelliculaire de surface) modifie considérablement les
comportements hydrodynamiques qui ne pourraient être décrits par la simple pédologie. Ces
OPS favorisent le ruissellement, mais, ayant une forte cohésion, elles peuvent aussi limiter
l'érosion. D'où le fait qu'érosion et ruissellement ne puissent pas toujours être assimilés ou
confondus.
Nous pouvons distinguer quatre phases pendant un événement pluvieux (hydrogramme type) :
- une phase d'imbibition,
- une phase dite de régime transitoire.
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- une phase d'écoulement permanent,
- une phase de vidange.
Maintenant, si nous rajoutons à notre hydrogramme qui exprime une intensité, un turbidigramme
exprimant une turbidité (charge unitaire de l'eau), il sera très intéressant de se rendre compte que
pour un même épisode pluvieux le pic de turbidité est situé avant le pic de ruissellement. Ce qui
traduit le fait que ce ne soit pas le ruissellement qui arrache mais bien la pluie qui prépare cet
arrachement.
Le ruissellement agit donc plus par transport que par arrachement. Remarquons cependant que
cela sera différent dans certains milieux, comme en montagne, où le ruissellement participe
effectivement à l'ablation.
En résumé, de manière générale aux latitudes tempérées l'érosion résulte de l'action de la pluie
(un agent mécanique ayant pour effet le détachement des particules sédimentaires et leur
mobilisation) et du ruissellement, qui apparaît dès lors que l'intensité de la pluie dépasse la
capacité d'infiltration du sol. Le ruissellement doué d'énergie cinétique est à l'origine du
transport des sédiments. Il participe en parallèle à la météorisation qui correspond à la
dissociation du matériel en place.
Tout ceci crée différentes formes d'érosion associées. Des auteurs comme Mietton* en
distinguent quatre :
- le ruissellement concentré,
- le ruissellement laminaire ou pelliculaire,
- le ruissellement diffus ou en filet,
- le "sheed flood".
La plupart des auteurs n'en distingue toutefois que deux, dissociant simplement le ruissellement
concentré qui entraîne différentes formes d'érosion linéaire appelées rigoles, ravinots ou encore
ravines, et le ruissellement en filet qui est à l'origine de l'érosion aréolaire.
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2. Les facteurs d'érosion
Nous avons vu précédemment que la pluie et le ruissellement étaient associés comme facteur
d'érosion et qu'ils intervenaient par arrachement et transport des particules ou agrégats. Il existe
cependant d'autres facteurs d'érosion. Les principaux sont la pente, le couvert végétal et le type
de sol :
- la pente intervient de part sa longueur influençant le volume d'eau et de part son gradient
entraînant une contrainte tangentielle (gravité) et un accroissement de la vitesse,
- le couvert végétal agit sous de nombreuses formes : l'interception, la dissipation de
l'énergie cinétique des gouttes de pluie, l'infiltration qu'il permet et de part la résistance
qu'il procure aux horizons superficiels en tant que frein vis-à-vis du ruissellement,
- le sol va lui être plus ou moins érodible (résistance au détachement et au transport) selon
sa texture, sa structure, sa résistance au cisaillement, sa capacité d'infiltration, sa teneur
en matière organique et sa composition minéralogique.
Tous ces facteurs seront donc susceptibles de modifier le taux d'érosion des sols. Ils seront
évidemment à inclure comme paramètres d'entrées indispensables à tout modèle d'érosion...
3. Références sur l'érosion hydrique
Des notes de cours dispensés en 1999 par Mietton* et M*"® Auzet dans le cadre d'un
enseignement de Maîtrise Sciences et Techniques "Environnement" ont aidé à élaborer ce
document. Des références supplémentaires sont citées ci-dessous :
De Ploey, J. (1990) La conservation des sols. Supplément La Recherche, n°227, p. 38-41.
Lecomte, V., Le Bissonnais, Y., Rénaux, B., Couturier, A. et Ligneau, L. (1996) Erosion
hydrique et transfert de produits phytosanitaires dans les eaux de ruissellement de la parcelle
agricole au bassin versant élémentaire. Soumis à "Cahiers Agricultures".
Papy, F. et Douyer, C. (1991) Influence des états de surface du territoire agricole sur le
déclenchement des inondations catastrophiques. Agronomie, n° 11, p- 201-215.
Pesant, A. (1983) Les dangers de la culture du maïs sur sols en pente, faits saillants. Agriculture
Canada, station de recherche de Lennoxville, Québec, 4 p.
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Annexe 3. Les modèles d'érosion
1. Généralités
Un modèle d'érosion est une représentation simplifiée de la réalité. C'est un instrument d'étude
dont les objectifs sont divers. Ils comprennent l'évaluation quantitative, la compréhension des
processus et des comportements hydrologiques et érosifs des systèmes, ainsi que les objectifs
opérationnels de planification ou de comparaison de risques spécifiques.
Il est nécessaire d'appliquer au modèle ce que nous nommons couramment des variables et des
paramètres d'entrées et de sortie, tout en définissant des échelles de temps et d'espace. Aussi, il
sera toujours obligatoire de parler de validité (qualité du modèle, qualité des données, test et
validation).
En ce qui concerne la classification des modèles, nous les classons par type d'approche. Nous
distinguons ainsi :
- les modèles physiques (reproduction matérielle de la réalité),
- les modèles analogiques (comparaison du système à un autre mieux connu),
- les modèles mathématiques.
Les modèles mathématiques sont les plus utilisés. Dans ces derniers le comportement du système
est représenté par une série d'équations et d'hypothèses logiques exprimant les relations entre les
variables et les paramètres. Ces modèles mathématiques se divisent encore en différentes
catégories :
- en modèles conceptuels que nous opposons à des modèles empiriques (prise en compte
ou non des processus physiques),
- en modèles stochastiques / modèles déterministes (variables et paramètres considérés ou
non comme aléatoires),
- en modèles distribués / globaux,
- en modèles descriptifs / dynamiques.
99
Un autre type de classement consiste à classer les modèles selon leur échelle de temps et
d'espace. L'échelle de temps s'échelonne du très court terme en considérant par exemple la
chute d'une goutte de pluie ou une averse, à du très long terme selon des échelles géologiques,
géomorphologiques ou climatiques. Les échelles d'espace sont diverses et variées : ponctuelle,
locale, par bassin versant, régionale... Remarquons cependant, que les modèles les plus utilisés
fonctionnent à l'échelle de l'événement pluviométrique ou exploitent soit des pas de temps
journaliers, soit des pas de temps annuels.
L'érosion hydrique a fait l'objet de nombreuses recherches, aux Etats-Unis en particulier où des
méthodes d'évaluation de l'érosion en terme de pertes de sol ont été développées à partir de
modèles quantitatifs tels que USLE (Wischmeier et al., 1958 et 1978). Cette équation (Universal
Soil Loss Equation) simplifiée est basée sur des considérations empiriques, elle est
communément utilisée dans le domaine de l'agriculture. Elle a été développée pour la
conservation des sols et la simulation de l'effet de l'érosion sur la productivité des terres
agricoles.
Ce modèle mathématique déterministe et unidimensionnel calcule les pertes de sol à l'échelle
annuelle en combinant différents facteurs : la topographie, l'érodabilité du sol, l'érosivitivité de
la pluie, l'aménagement et l'utilisation du sol. Les valeurs tabulées sont déterminées à partir de
nombreuses mesures in-situ réalisées sur des parcelles expérimentales. L'évaluation des facteurs
de l'équation se réfère à une parcelle hypothétique de 9 % de pente et de 22 m de long. Elle
serait maintenue en labours permanents orientés dans le sens de la pente. Pour cette parcelle les
valeurs des facteurs correspondants, nommés L, S, C et P, sont toutes égales à 1.
Cette équation dite universelle est la suivante :A = R*K*L*S*C*P (1)
- A représente la perte de sol,
- R le facteur d'érosivité de la pluie,
- K le facteur d'érodabilité du sol,
- L le facteur d'érosivité relatif à la pente (sa longueur par rapport à la longueur de la pente
étalon),
- S le facteur d'érosivité relatif à la pente (son inclinaison par rapport au degré de la pente
étalon).
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- C le facteur d'érosivité relatif au couvert végétal (ou à roccupation du sol en général) par
rapport au couvert étalon),
- P le facteur de réduction de perte de sol par rapport à des pratiques de conservation des
sols.
L'intérêt premier de ce modèle est sa simplicité et sa popularité, avec une base de données
disponible pour des comparaisons. Cependant il possède des limites car il n'estime ni les dépôts,
ni les bilans et ne prend en considération ni l'érosion en rigoles, ni l'érosion en ravines. De plus,
il concerne des périodes relativement longues. De surcroît, son association à d'autres modèles est
largement critiquable. Enfin, la forme multiplicatrice ne prend pas en compte les interactions non
linéaires entre les facteurs.
Des variantes de USEE ont été mises en place afin d'améliorer certains termes de l'équation.
Dans l'équation universelle de perte de sols modifiée (MUSEE) le facteur traduisant l'érosivité
de la pluie a par exemple été amélioré par la prise en considération du volume de ruissellement et
du débit de pointe (Poster et al., 1973; Williams, 1975; Williams et Bemdt, 1977). De même,
l'équation révisée de perte de sols (RUSEE), qui intègre de nouveaux cas de figures par
extension de sa base de données, considère la variabilité saisonnière du coefficient d'érodabilité
du sol (Renard et al., 1987 et 1991).
Toutefois, les principaux défauts de ces modèles empiriques reposent sur l'omission du
processus de sédimentation. Mais encore, leur applicabilité sur des pentes uniformes à une
échelle locale rend difficile la spatialisation des pertes de sols.
Par la suite, à mesure des progrès réalisés sur les plans à la fois conceptuels et informatiques, de
nouvelles générations de modèles sont apparues. Il s'agit de modèles à paramètres distribués qui
peuvent simuler les processus hydrologiques comme la dynamique de l'écoulement hydrique. Ils
prennent en compte la variabilité du terrain et sont conçus pour fonctionner à l'échelle d'une
surface, du bassin versant par exemple. Deux catégories de modèles se distinguent : les modèles
empiriques et les modèles semi-empiriques.
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Parmi les plus utilisés, WEEP (Water Erosion Prédiction Project) basé sur l'équation universelle
des pertes de sols est un modèle de simulation à pas de temps journalier. Il fonctionne à l'échelle
temporelle de l'événement pluviométrique (Laflen et al., 1991). La simulation de l'écoulement
hydrique comprend le calcul des processus de détachement, de transport et de sédimentation
subséquente.
De la même manière, AGNPS (AGricultural Non-Point Source pollution) et CREAMS
(Chemicals Runoff and Erosion from Agricultural Managment Systems) sont basés sur des
équations empiriques et sont utilisés pour le calcul des sédiments liés à l'érosion et au
ruissellement. Ils permettent également d'estimer les nutriments ainsi que les produits chimiques
ou les pesticides (Poster et al., 1980; Young et al., 1989).
ANSWERS (Areal Non point Source Watershed Environmental Response Simulation) est basé
sur les mêmes processus que les modèles précédents et répond également, en plus des problèmes
d'érosion et de ruissellement, aux problèmes de pollution (Beasley et al., 1980). Il s'agit d'un
modèle conceptuel distribué basé sur des hypothèses fondamentales. 11 intégre des variables
collectées à différentes échelles. Il permet de dresser des cartes spatiales de l'érosion, à la fois en
termes d'ablation et de sédimentation. Il fonctionne à l'échelle de l'événement pluviométrique et
est conçu à partir de deux modules : un modèle hydrologique et un modèle sédimentologique.
Les deux sont reliés à un modèle mathématique permettant de résoudre leurs équations
respectives. Ce modèle utilise un maillage du bassin en cellules carrées régulières considérées
comme homogènes du point de vue du relief, du sol et des précipitations. Notons que la version
actuelle est couplée à un SIG, utilisant donc des informations géoréférencées pour générer les
variables d'entrée.
ANSWERS comme les autres modèles nécessite des hypothèses simplificatrices concemant
notamment le calcul de l'infiltration, du drainage sub-superficiel ainsi que de l'érosion du bassin.
Il admet aussi des limites comme le fait qu'il ne prenne pas en compte certains processus
importants tels que la formation du ruissellement sur les zones saturées ou la dégradation
superficielle. De même, il ne tient pas suffisamment compte de la variabilité spatiale et
temporelle des données telles que l'humidité du sol et sa capacité d'infiltration. Enfm, il ne
permet pas de simuler l'effet des routes ou des pistes, généralement plus étroites que la taille
d'une maille.
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Tous ces modèles nécessitent donc de constantes améliorations pour approcher de plus en plus
près la réalité de chacun des phénomènes rencontrés dans la nature. Charlotte Gaillard dans sa
thèse de doctorat (Gaillard, 2001) a par exemple réalisé une amélioration du modèle ANSWERS
existant en prenant en compte des phénomènes plus étroits que la taille d'une maille (les routes
et les haies, par exemple). Elle propose aussi dans son mémoire une description assez complète
de tous les modèles d'érosion existants. Nous vous invitons donc à consulter cette thèse pour de
plus amples informations.
Cependant, un modèle n'est qu'une représentation simplifiée de la réalité. Il ne faut pas et nous
ne pouvons pas estimer avec des variables physiques et des équations mathématiques tous les
phénomènes présents dans la nature. Il faut donc comprendre que chaque modèle aura ses
propres limites et ses propres défauts. La véritable difficulté posée pour un utilisateur est bel et
bien de choisir le bon modèle pour la bonne application. Enfin, notons que la spatialisation des
modèles, généralement établis à l'échelle de la parcelle (type USEE) et guère plus, pose toujours
un problème majeur et reste donc un axe de recherche permanent.
2. Références sur les modèles d'érosion :
Des notes de cours dispensés en 1999 par M""® Auzet dans le cadre d'un enseignement de
Maîtrise Sciences et Techniques "Environnement" ont servi à élaborer ce document. Des
références supplémentaires sont citées ci-dessous :
Beasley, D.B., Huggins, L.F. et Monke, E.J. (1980) ANSWERS : a model for watershed
planning. Transactions of the American Society of Agricultural Engineers, vol. 23, n° 4, p. 938-
944.
Poster, G.R., Meyer, L.D. et Onstad, C.A. (1973) Erosion équations derived from modeling
principles. ASAE paper n° 73-2550, ASAE, St Joseph, Mieh. 49085.
Poster, G.R., Lane, L.J., Newlin, J.D., Laflen, J.M. et Young, R.A. (1980) A model to estimate
sediment yield from field-sized areas; development of model, in CREAMS, a field scale model
for chemicals runoff, and érosion from agricultural managment Systems. Conservation Research
Report n°26, US Department of Agriculture, Washington DC, n° I, p. 36-64.
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Gaillard, C. (2001) Amélioration d'un modèle d'érosion hydrique par la prise en compte spatiale
de l'influence anthropique en milieu agricole. Thèse de doctorat, département de géographie et
télédétection. Université de Sherbrooke, 178 p.
Griffin, M.L., Beasley, D.B., Fletcher, J.J. et Poster, G.R. (1988) Estimating soil loss on
topographically nonuniform field and farm units. Joumal of Soil and Water Conservation, vol.
43, p. 327 à 330.
Laflen, J.M., Lane, L.J. et Poster, G.R. (1991) WEPP : A new génération of érosion prédiction
technology. Joumal of Soil and Water Conservation, n° 1, p. 35-38.
Renard, K.G., Poster, G.R., Weesies, G.A., McCool, D.K. et Yoder, D.C. (1987) Predicting Soil
Erosion by Water : A Guide to Conservation Planning with the Revised Soil Loss Equation
(RUSEE). Agriculture Handbook, US Department of Agriculture n°703, 404 p.
Renard, K.G., Poster, G.R., Weesies, G.A. et Porter, J.P. (1991) RUSEE : Revised Universal Soil
Loss Equation. Joumal of Soil and Water Conservation, n° 1, p. 30-33.
Williams, J.R. (1975) Sédiment yield prédiction with universal équation using runoff energy
factor, in présent and prospective technology for predicting sediment-yidd workshop, USDA
Sédimentation Lahoratory, Oxford, MS., p. 244-252.
Williams, J.R. et Bemdt, Pl.D. (1977) Sédiment yield prédiction hased on watershed hydrology.
Transactions ASAE 20, n°6, p. 1100-1104.
Wischmeier, W.H. et Smith, D.D. (1958) Rainfall Energy and its Relationship to Soil Loss.
Transactions of the American Geophysical Union, vol. 39, p. 285-291.
Wischmeier, W.H. et Smith, D.D. (1978) Predicting rainfall érosion losses - a guide to
conservation planning. Agriculture Handbook, US Department of Agriculture, n° 537, 58 p.
Young, R.A., Onstad, C.A., Bosch, D.D. et Anderson, W.P. (1989) AGNPS : A nonpoint source
pollution model for evaluating agricultural watersheds. Joumal of Soil and Water Conservation,
vol. 44,n°2,p. 168-173.
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Annexe 4. La détection de contours dans l'approche par champs (méthodologie résumée)
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Annexe 5. Classification par pixels. Données d'une seule date (21 juillet)
'L
r
"******************* *Mât 3ric0 d© confus ion* ************************
1ground\Segm| Classe 11 Classe 2| Classe 31 Classe 4 1
1  Classe 1 1 26516 1 8704 1 973 1 3153 1 66.3 %
1  Classe 2 1 1522 1 9403 1 165 1 451 1 79 . 9 %
1  Classe 3 1 775 1 314 1 1030 1 1066 1 32 . 3 %
1  Classe 4 1 5803 1 3685 1 104 1 44179 1 80 . 9 %
*************pourcentage de bonne classification: 74 %***********
Classe 1 = Plantes pérennes Classe 2 = Céréales
Classe 3 = Soya Classe 4 = Maïs
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Annexe 6. Classification par pixels. Données de deux dates (21 juillet et 11 juin)
iricG d© conf\ision************************
1ground\Segm| Classe 11 Classe 2| Classe 3 |Classe 41
1  Classe 1 1 25878 1 9566 1 348 1 3554 1 64.7 %
1  Classe 2 1 1358 1 9346 1 258 1 579 1 79.4 %
1  Classe 3 1 20 1 187 1 1736 1 1242 1 54.5 %
1  Classe 4 1 2471 1 2336 1 55 1 48909 1 89.5 %
*************pourcentage de bonne classification: 78.4 %*******<
Classe 1 = Plantes pérennes Classe 2 = Céréales
Classe 3 = Soya Classe 4 = Maïs
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Annexe 7. Classifications par pixels. Données de trois dates (5-21 juillet et 11 juin 1999)
******************** *M3. t irî C0 d© confus ion* ***********************
1ground\Segm| Classe 11 Classe 21 Classe 3| Classe 41
1  Classe 1 1 27846 1 7926 1 260 1 3314 1 69.6 %
1  Classe 2 1 1540 1 9242 1 180 1 579 1 78 . 6 %
1  Classe 3 1 29 1 232 1 1670 1 1254 1 52 .4 %
1  Classe 4 | 3334 1 2612 1 121 1 47704 1 87 . 3 %
**************pourcentage de bonne classification: 78.9 %********
Classe 1 = Plantes pérennes
Classe 3 = Soya
Classe 2 = Céréales
Classe 4 = Mais
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Annexe 8. Classification stratifiée par pixels. Données de deux dates (21 juillet et 11 juin)
H ★***********★*★**** *M3. t ï"! c© d© confus ion* ***********************
1ground\Segm| Classe l| Classe 2| Classe 3| Classe 41
1  Classe 1 1 23902 1 5871 1 534 1 9039 1 59.8 %
1  Classe 2 1 1426 1 9342 1 174 1 599 1 79.4 %
1  Classe 3 1 521 1 178 1 1280 1 1206 1 40.2 %
1  Classe 4 1 3726 1 1283 1 59 1 48703 1 89.1 %
*************pourcentage de bonne classification: 76 %***********
Classe 1 = Plantes pérennes Classe 2 = Céréales
Classe 3 = Soya Classe 4 = Maïs
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Annexe 9. Classification stratifiée par pixels. Données de trois dates (5-21 juillet et 11 juin)
H ***********★*★★★★★* *Mât ï"! c© d© confus ion* ************************
Iground\Segm| Classe l| Classe 2| Classe 3| Classe 4|
1  Classe 1 24779 4994 1  486 1  9087 1  62.0%
1  Classe 2 1  1520 1  9248 1  99 1  674 1  78.6 %
1  Classe 3 1  530 1  169 1  1259 1  1227 1  39.5 %
1  Classe 4 1  3928 1  1081 1  239 1  48523 1  88.8 %
************Pourcentage de bonne classification: 76.5 %*********
Classe 1 = Plantes pérennes
Classe 3 = Soya
Classe 2 = Céréales
Classe 4 = Maïs
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Annexe 10. Mesures de séparabilités pour la zone agricole
signature Segments: Mais, Soya, Céréales, Foin, Pâturages




Signature Pair with Minimum Separability: (Foin, Pâturages)
Separability Matrix:




23 I 1.99995 1.99999 1.99965
24 1.99745 1.99688 1.99999 .53833
Signature Segments: Maïs, Soya, Céréales, Foin, Pâturages




Signature Pair with Minimum Separability: (Foin, Pâturages)
Separability Matrix:




16| 2.00000 2.00000 1.99995
17| 2.00000 2.00000 1.65646
Signature Segments: Mais, Soya, Céréales, Foin, Pâturages




Signature Pair with Minimum Separability: (Foin, Pâturages)
Separability Matrix:




18| 2.00000 2.00000 2.00000
19 2.00000 2.00000 2.00000 1.93179
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Annexe 11. Classification par champs utilisant les informations de l'image du 21 juillet
dans le processus de classification. Masque de contours d'un pixel de large, issu des







***************** * ** *Matrice de confusion* ***********************
1ground\Segm| Classe 11 Classe 21 Classe 3 |Classe 4 1




1  Classe 2 1 1163 1 8848 1 340 1 779 1 76.3 %
1  Classe 3 | 447 1 152 1 1405 1 934 1
00
%
1 Classe 4 1 3675 1 1021 1 13 1 45266 1 89.0 %
*************Pourcentage de bonne classification: 79.7 %*********
Classe 1 = Plantes pérennes
Classe 3 = Soya
Classe 2 = Céréales
Classe 4 = Mais
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Annexe 12. Classification par champs utilisant les informations de l'image du 21 juillet
dans le processus de classification. Masque de contours de trois pixels de large, issu






1ground\Segm| Classe l| Classe 21 Classe 31 Classe 41
1  Classe 1 1 19713 1 3781 1 293 1 4090 1 70 .7 %
1  Classe 2 1 664 1 6809 1 330 1 488 1 82 .0 %
1  Classe 3 | 363 1 89 1 1285 1 748 1 51 .7 %
1  Classe 4 1 2238 1 240 1 0  1 41849 1 94 .4 %
*************Pourcentage de bonne classification: 83.9 %********'
Classe 1 = Plantes pérennes
Classe 3 = Soya
Classe 2 = Céréales
Classe 4 = Maïs
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Annexe 13. Classification par champs utilisant les informations de l'image du 21 juillet et
de l'image du 11 juin dans le processus de classification. Masque de contours d'un pixel







1ground\Segm| Classe 11 Classe 21 Classe 3| Classe 41
1  Classe 1 1 24333 1 5612 1 425 1 4516 1 68 .5 %
1  Classe 2 1 1431 1 7976 1 308 1 494 1 76 . 5 %
1  Classe 3 1 0  1 153 1 1822 1 932 1 62 . 6 %
1  Classe 4 1 2562 1 1209 1 13 1 45980 1 90 . 8 %
*************Pourcentage de bonne classification: 80.5 %*********
Classe 1 = Plantes pérennes
Classe 3 = Soya
Classe 2 = Céréales
Classe 4 = Mais
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Annexe 14. Classification par champs utilisant les informations de l'image du 21 juillet et
de l'image du 11 juin dans le processus de classification. Masque de contours de trois








1ground\Segm| Classe 11 Classe 21 Classe 31 Classe 41
1  Classe 1 1 19396 1 4696 1 294 1 2958 1 70.9 %
1  Classe 2 | 788 1 6711 1 234 1 247 1 84.0 %
1  Classe 3 | 0  1 890 1 1561 1 748 1 65.1 %
1  Classe 4 1 1685 1 221 1 0  1 41807 1 95.6 %
*************Pourcentage de bonne classification: 85.3 %*******^
Classe 1 = Plantes pérennes
Classe 3 = Soya
Classe 2 = Céréales
Classe 4 = Mais
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Annexe 15. Classification par champs utilisant les informations de l'image du 21 juillet
dans le processus de classification. Masque de contours d'un pixel de large, mis en









****************** * *Matrice de confusion* ***********************
|ground\Segm| Classe 11 Classe 2| Classe 3 |Classe 4 1
1  Classe 1 1 23109 1 6234 1 427 1 2916 1 70.1 %
1  Classe 2 1 1441 1 7584 1 9  1 473 1 79.1%
1  Classe 3 1 649 1 71 1 1014 1 931 1 38.0 %
1  Classe 4 1 2289 1 665 1 38 1 43036 1 92.8 %
*************Pourcentage de bonne classification: 81.6 %***<
Classe 1 = Plantes pérennes
Classe 3 = Soya
Classe 2 = Céréales
Classe 4 = Mais
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Annexe 16. Classification par champs utilisant les informations de l'image du 21 juillet et
de l'image du 11 juin dans le processus de classification. Masque de contours d'un pixel







******************* * *Matrice de confusion* ***********************
1ground\Segm| Classe l| Classe 2| Classe 3| Classe 41
1  Classe 1 1 21961 1 6882 1 429 1 3414 1 66 . 6 %
1  Classe 2 1 1042 1 7726 1 266 1 473 1 80 . 6 %
1  Classe 3 1 0  1 71 1 1663 1 931 1 62 .4 %
1  Classe 4 1 1659 1 953 1 36 1 43380 1 93 . 5 %
*************Pourcentage de bonne classification: 81.6 %*********
Classe 1 = Plantes pérennes
Classe 3 = Soya
Classe 2 = Céréales
Classe 4 = Mais
117
Annexe 17. Classification par champs utilisant les informations de l'image du 21 juillet et
de l'image du 11 juin dans le processus de classification. Masque de contours d'un pixel








***************** * ** *Matrice de confusion* ***********************
|ground\Segml Classe 11 Classe 2| Classe 3| Classe 41
1  Classe 1 1 23556 1 7639 1 143 1 3391 1 66 . 0 %
1  Classe 2 1 1471 1 7958 1 317 1 568 1 76 . 0 %
1  Classe 3 | 0  1 131 1 1398 1 1351 1 48 . 5 %
1  Classe 4 1 2222 1 1669 1 154 1 46185 1 91. 0 %
*************pourcentage de bonne classification: 79.3 %*********
Classe 1 = Plantes pérennes
Classe 3 = Soya
Classe 2 = Céréales
Classe 4 = Maïs
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Annexe 18. Classification par champs utilisant les informations de l'image du 21 juillet et de
l'image du 11 juin dans le processus de classification. Masque de contours de trois pixels










1ground\Segm| Classe 11 Classe 2| Classe 3 |Classe 4 1
1  Classe 1 1 18775 1 5054 1 80 1 2261 1 70 .5 %
1  Classe 2 1 926 1 6336 1 303 1 268 1 80 .4 %
1  Classe 3 | 0  1 73 1 1175 1 945 1 53.6 %
1  Classe 4 1 1536 1 383 1 101 1 40403 1 94 . 9 %
*************Pourcentage de bonne classification: 84.1 %********^
Classe 1 = Plantes pérennes
Classe 3 = Soya
Classe 2 = Céréales
Classe 4 = Mais
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Annexe 19. La détection de contours avec Canny-Deriche utilisé comme post-traitement sur
les résultats d'une classification par pixels, utilisant les informations de l'image du 21 juillet










1ground\Segm| Classe 11 Classe 2| Classe 3| Classe 41
1  Classe 1 1 21470 1 5418 1 325 1 1977 1 73 .3 %
1  Classe 2 1 1211 1 7942 1 56 1 103 1 85.2 %
1  Classe 3 1 444 1 241 1 741 1 124 1 34 .4 %
1  Classe 4 | 3158 1 1509 1 11 1 38338 1 88 . 8 %
*************Pourcentage de bonne classification; 81.6 %*********
Classe 1 = Plantes pérennes
Classe 3 = Soya
Classe 2 = Céréales
Classe 4 = Mais
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Annexe 20. La détection de contours avec Canny-Deriche utilisé comme post-traitement
sur les résultats d'une classification par pixels, utilisant les informations de l'image du









******************** *Matrice de confusion* * **********************
1ground\Segm| Classe 11 Classe 21 Classe 3 1 Classe 41
1  Classe 1 1 20162 1 5083 1 129 1 1832 1 73 .6 %
1  Classe 2 1 942 1 7781 1 108 1 270 1 85.0 %
1  Classe 3 | 0  1 126 1 1150 1 908 1 52 . 6 %
1  Classe 4 1 1829 1 661 1 0  1 41208 1 93 . 8 %
*************Pourcentage de bonne classification: 85.1 %*********
Classe 1 = Plantes pérennes
Classe 3 = Soya
Classe 2 = Céréales
Classe 4 = Mais
Annexe 21. Classification stratifiée par champs utilisant les informations de l'image du 21
juillet et de l'image du 11 juin dans le processus de classification. Masque de contours de








H *★★★*★*■*★★********* t ï'icô d© confus ion* ***********************
1ground\Segm| Classe 11 Classe 2| Classe 31 Classe 41
1  Classe 1 1 18659 1 1702 1 294 1 6689 1 68 .2 %
1  Classe 2 | 975 1 6711 1 47 1 247 1 84 . 0 %
1  Classe 3 1 508 1 89 1 1053 1 748 1 43.9 %
1  Classe 4 1 1174 1 176 1 0  1 42363 1 96.9 %
*************pourcentage de bonne classification: 84.4 %*********
Classe 1 = Plantes pérennes
Classe 3 = Soya
Classe 2 = Céréales
Classe 4 = Mais
