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Dedicated to the memory of Vittorio Cafagna
Vittorio and I, the second named author, were friends for many years. We first met
at a conference in Bari in 1975 where we discussed some work he was doing. It was only
several years later that we really became friends — through Henri Berestycki who was
staying with Vittorio and his wife in New York.
After that we would meet in Italy or in New York, and it was always a great pleasure
to spend time together. We would discuss problems on which he was working — they
were always interesting, and I was infected by his enthusiasm — as well as everything
under the sun: politics, music, etc. I well recall one evening we spent at a performance
of tango.
Vittorio was full of life and seemed to enjoy whatever came his way. The last time we
met was in Napoli, several years ago. He came from Salerno; the evening was delightful.
That′s how my memory is of him: full of fun, and interest in everything.
∗Partially supported by NSF grant DMS-0701545.
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2In recent years he turned to use of mathematics in music, with his usual contagious
enthusiasm.
His life was cut short too soon.
In this paper we present several results, unrelated to each other.
1 Extension of a simple inequality
In [15] we gave some extensions of the following well known inequality:
Proposition 1 Let u ∈ C2(−R,R), u ≥ 0 and assume
|u¨| ≤M. (1)
Then
|u˙(0)| ≤
√
2u(0)M if M ≥ 2u(0)
R2
, (2)
|u˙(0)| ≤ u(0)
R
+
R
2
M if M <
2u(0)
R2
. (3)
In [15] this was extended to functions u ≥ 0 in higher dimensions, with (1) replaced
by
|∆u| ≤M. (4)
In [5], I. Capuzzo Delcetta and A. Vitola give far reaching extensions of the result to
fully nonlinear elliptic operators.
Here are some further remarks.
Proposition 1′. Proposition 1 still holds if (1) is replaced by
u¨ ≤ M. (5)
Indeed, if M = 0, (3) is a standard inequality for concave functions.
The proof of Proposition 1′ is just the same as that of Proposition 1 — see for example
[15] and [22].
Remark 1 In the result of [15] the condition (4) above may not be replaced by ∆u ≤M .
3We now give an extension of Proposition 1 to the heat operator.
In the interesting papers [20] and [21] various other extensions of Proposition 1 have
been proved.
We consider u ≥ 0, u(t, x), in a parabolic cylinder
BR = {(x, t) | − R2 ≤ t ≤ 0, x ∈ Rn, |x| < R},
satisfying
|ut −∆u| ≤M. (6)
Here ∆ is the Laplace operator in the x−variables. The origin, (0, 0), plays the role of
the center of the cylinder.
Remark 2 In case M = 0, i.e. u satisfies the heat equation, but it is not true that
|∇xu(0, 0)| ≤ C
R
u(0, 0). (7)
Indeed, for R = 1 and n = 1, take
u =
1
(t+ 1)1/2
e−
(x+ξ)2
4(t+1) .
Then
ux(0, 0) = −ξ
2
u(0, 0).
ξ can be arbitrarily large, (7) cannot hold. Instead of (7) we can bound |∇xu| in a suitable
subregion of BR: For r ≤ R consider
Ar = {(t, x) | − 2
3
r2 < t < −1
3
r2, |x| < r√
3
} ⊂ B√ 2
3
R
.
Theorem 1 Suppose u ≥ 0 and
|ut −∆u| ≤M in BR. (8)
Then,
|∇xu|+ u
r
≤ C
√
u(0, 0)M in Ar if r =
√
u(0, 0)
M
≤ R, (9)
|∇xu|+ u
R
≤ C
(
u(0, 0)
R
+MR
)
in AR if R <
√
u(0, 0)
M
. (10)
Here C depends only on n.
4In the elliptic case in [15], the proof was based on standard elliptic estimates and
the Harnack inequality. Here we make use of the corresponding Harnack inequality for
nonnegative solutions v of the heat equation. It was proved independently in 1954 by
Hadamard [8], Pini [23]; see Evans [7]. We formulate it in a form convenient for our
application.
Parabolic Harnack Inequality. Assume
vt −∆v = 0, v > 0 in Bρ.
Then
max
Vρ
v ≤ C min
|x|≤ 8
9
ρ
v(x, 0),
where
Vρ = {(x, t) | |x| ≤ 8
9
ρ, −8
9
ρ2 ≤ t ≤ −ρ
2
9
}
and C is independent of ρ.
In particular, it follows that
max
Vρ
v ≤ Cv(0, 0).
Using the parabolic Harnack inequality and some standard estimates for the heat
operator, we now present the
Proof of Theorem 1. For 0 < r < R let v be the solution of
vt −∆v = 0 in Br,
v = u on ∂pBr.
where ∂pBr is the parabolic boundary of Br:
∂pBr = ∂Br \ {t = 0}.
We use the standard inequality:
v + r|∇xv| ≤ C1max
Dr
v in Ar. (11)
Here
Dr = {(t, x) | − 5
6
r2 < t < −r
2
3
, |x| < r√
2
}
and C1 is independent of r.
5Now applying the parabolic Harnack inequality above, with ρ = r, and we find, using
Dr ⊂ Vr, that
max
Dr
v ≤ Cv(0, 0).
Combining this with (11) we obtain:
v + r|∇xv| ≤ CC1v(0, 0) in Ar. (12)
Next, the function
w = u− v in Br
satisfies
|wt −∆w| ≤M, w = 0 on ∂pBr.
Using another standard inequality for the heat operator we have
r|∇xw|+ |w| ≤ C2Mr2 in B3r/4 (containing Ar). (13)
This, together with (12), yield: in Ar,
u+ r|∇xu| ≤ v + w + r|∇xw|+ r|∇xv|
≤ C2Mr2 + CC1v(0, 0)
≤ C2Mr2 + CC1u(0, 0) + CC1|w(0, 0)|
≤ C2Mr2 + CC1u(0, 0) + CC1C2Mr2;
the last, by (13) again. Thus, in Ar we have
u
r
+ |∇xu| ≤ C3
(
u(0, 0)
r
+Mr
)
. (14)
Next,
Case 1. R ≥
√
u(0, 0)
M
.
In this case, with
r =
√
u(0, 0)
M
,
(14) yields (9).
Case 2. R <
√
u(0, 0)
M
.
In this case, (14) yields (10) if r = R.
✷
6Remark 3 Theorem 1 also holds if (6) is replaced by
|ut − ∂i(aij(t, x)uj)| ≤ M
if {aij} is uniformly positive definite, and smooth.
2 On the Hopf Lemma
In this section we present an extension of the Hopf Lemma.
A standard form of the lemma for nonlinear second order elliptic operators:
F (x, u,∇u,∇2u)
is the following. Here we assume F (x, s, p, A) is C1, s ∈ R, p ∈ Rn, A ∈ Sn×n, the set of
n× n real symmetric matrices, and strongly elliptic:
∂F
∂Aij
is positive definite.
Hopf Lemma: Suppose u, v are C2 functions in a domain Ω in Rn with C2 boundary, both
continuous in Ω ∪ {y}, y a boundary point, and that
u > v in Ω, (15)
u(y) = v(y). (16)
Assume that
F (x, u,∇u,∇2u) ≤ F (x, v,∇v,∇2v) in Ω. (17)
Then, if ν is the interior unit normal to ∂Ω at y,
lim inf
t→0+
(u− v)(y + tν)
t
> 0. (18)
Remark 4 The result holds if ∂F/∂uij is positive semidefinite provided
∂F
∂uij
νiνj > 0 (19)
(say, for all values of the arguments in F ).
7Remark 5 Since ∂Ω ∈ C2 is assumed in the result, one only needs to prove it for Ω being
an open ball (working with a ball inside Ω and having y on its boundary).
In an unpublished manuscript, [19], we extended the Hopf Lemma to domains with
C1,α boundary, 0 < α < 1. The paper was not published because we learned that the
result had been proved earlier by Kamynin and Khimchenko in [10].
In the last 25 years or so many authors have studied various classes of nonlinear
degenerate elliptic operators (see for example [1], [2], [3], [4], [9], [13], [14] where many
references may be found). One way of looking at such operators, for a C2 function u in
Ω in Rn is to consider the symmetric matrix
A˜u := ∇2u+ L(·, u,∇u),
where L ∈ C1(Ω× R× Rn), is in Sn×n, the set of n× n real symmetric matrices.
For every x in Ω, the matrix is required to lie in a region G in Sn×n.
One such matrix operator,
Aw = ∇2w − |∇w|
2
2w
I,
where I denotes the n×n identity matrix, has arisen in conformal geometry (see e.g. [12],
[25] and the references therein). In particular some comparision principles for this matrix
operator have been studied in [13] and [14].
In almost all the papers mentioned above, instead of supposing that A˜u lies in some
region in Sn×n it was required that the eigenvalues of A˜u lie in some region Γ in Rn which
is symmetric, i.e., if λ = (λ1, · · · , λn) lies in Γ then so does any permutation of the λi. In
this section, however, we will follow the more general approach.
We consider an open set G in Sn×n, satisfying
0 ∈ ∂G, G + P ⊂ G, tG ⊂ G ∀ t > 0. (20)
Here P is the set of nonnegative matrices.
Consider functions u, v ∈ C2(B1) ∩ C0(B1), B1 is the unit ball, satisfying (15) and
(16). In place of (17) we require that
A˜u ∈ Sn×n \ G ∀ x ∈ B1, (21)
A˜v ∈ G in B1. (22)
The generalized Hopf Lemma would be to conclude, under possibly further conditions,
that (18) holds.
8In the first result below we will assume
u > 0 in B1 (23)
and
L(x, βs, βp) ≤ βL(x, s, p), ∀ β ≥ 1, x, p ∈ Rn, s > 0. (24)
In order to conclude that (18) holds we impose, however, an additional condition on
G. It depends on the inner normal ν to ∂B1 at y; in our case ν = −y; it is analogous to
(19).
Condition Gν : Let ν be a unit vector in Rn. G is said to satisfy condition Gν if there
exists some open half cone Cδ(ν),
Cδ(ν) = {t({νiνj}+ A) | 0 < t,A ∈ Sn×n, ‖A‖ < δ}, δ > 0
such that
G + Cδ(ν) ⊂ G. (25)
Condition Gν cannot be simply dropped. In fact here is an example showing that if G
does not contain {νiνj} then (18) fails in general.
Example 1 Assume that G satisfies (20) and does not contain {νiνj}, with ν = e1 =
(1, 0, · · ·). Suppose
L(x, s, p) ≤ 0, L(x, 1, 0) = 0.
Take
u(x) = 1 + (x1 + 1)
2, v(x) ≡ 1.
So u > v in B1 \ {−e1}. Here y = −e1 and ν = e1.
Then
A˜v = 0,
A˜u ≤ diag(2, 0, · · · , 0), therefore does not belong to G,
and (18) does not hold.
Example 2 Assume that G satisfies (20) and {νiνj}, with ν = e1, does not belong to G.
Assume
L(x, 1, 0) ≥ 0.
Take, for large k > 1,
u(x) = 1 + k(x1 + 1)
2, v(x) ≡ 1.
So u > v in B1 \ {−e1}. Here y = −e1 and ν = e1.
9Then
A˜v ≥ 0,
A˜u = k[(2, 0, · · · , 0) +O( 1
k
)], in B1 ∩ {x | |x1 + 1|k < 1}.
So, for large k,
A˜u does not belong to G,
and (18) does not hold.
Our first extension of the Hopf Lemma in this setup is
Theorem 2 Assume u and v satisfy (15), (16), (23), i.e. u > 0 in B1, and (21) and
(22), and that L satisfies (24). Assume furthermore that G satisfies (20) and condition
Gν, with ν = −y. Then (18) holds.
Here is an easy consequence of the theorem.
Corollary 1. Let Ω ⊂ Rn be a bounded domain with C2 boundary, G satisfy (20),
diag(1, 0, · · · , 0) ∈ G, G is convex,
and
OtGO ⊂ G, ∀ O ⊂ O(n),
where O(n) denotes the set of n×n orthoganal matrices, and let L satisfy (24). Suppose,
for some y ∈ ∂Ω, that u, v ∈ C2(Ω) ∩ C0(Ω ∪ {y}), and satisfy (15) and (16). Then (18)
holds.
Proof of Theorem 2: Working with a smaller ball in B1 which contains y on its boundary,
we may assume without loss of generality that u > 0 in B1 \ {y}. As usual, the proof
makes use of a comparison function: Let
h = e−a|x|
2 − e−a,
where a > 1 is a large constant to be chosen.
For some small constant, µ > 0, to be chosen, let
Σµ := {x ∈ B1 | − 1 < x · (−y) < −1 + µ}.
Differentiating h we have
hi = −2axie−a|x|2
hij = (4a
2xixj − 2aδij)e−a|x|2 = 4a2e−a|x|2(xixj +O(1
a
)).
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We will first fix the value of a small µ > 0 and a large a > 1, and then fix the value
of a small value ǫ > 0.
It follows that
(v + ǫh)ij = vij + 4a
2e−a|x|
2
ǫ(xixj +O(
1
a
)),
and
L(x, v + ǫh,∇(v + ǫh))− L(x, v,∇v) = ǫO(h+ ae−a|x|2) = ǫO(ae−a|x|2).
Hence
A˜v+ǫh = A˜v + 4a
2e−a|x|
2
ǫ(xixj +O(
1
a
)).
For small µ > 0 and large a > 1, x ∈ Σµ is close to y and the matrix {xixj}+O( 1a) is
close to the matrix {νiνj} and so lies in a cone Cδ(ν) as above.
Fixing the values of µ and a, then for all x ∈ Σµ,
4a2e−a|x|
2
(xixj +O(
1
a
))
lies in the cone Cδ(ν). By condition Gν , it follows that
A˜v+ǫh ∈ G.
Next, fix 0 < ǫ small so that
u ≥ v + ǫh on ∂Σµ.
Claim. u ≥ v + ǫh in Σµ.
Indeed if the claim does not hold there exists some constant β > 1 and some x¯ ∈ Σµ
such that
βu ≥ v + ǫh on Σµ, βu(x¯) = (v + ǫh)(x¯). (26)
Here we have used the fact that u > 0.
It follows, by (24) that
βA˜u(x¯) ≥ A˜βu(x¯) ≥ A˜v+ǫh(x¯).
But A˜v+ǫh(x¯) ∈ G, hence
βA˜u(x¯) ∈ G
and, by (20), A˜u(x¯) ∈ G. Contradiction. The desired conclusion (18) follows from the
claim.
✷
Here is a slight variant of Theorem 2. In place of (24) we assume
L(x, s, p) is nonincreasing in s. (27)
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Theorem 3 Let u, v and G satisfy the conditions of Theorem 2 except that we do not
assume u > 0, and we replace (24) by (27). Then (18) holds.
Proof. The proof follows that of Theorem 2 except that in the proof of the claim, instead
of choosing β > 1 so that (26) holds we choose a constant γ > 0 so that
u+ γ ≥ v + ǫh in Σµ and u(x¯) + γ = (v + ǫh)(x¯).
The rest of the argument is the same.
✷
There is an open conjecture concerning a modified kind of Hopf Lemma that arose in
[16] and [17], and to which we would like to call attention.
Consider u ≥ v, positive functions of (t, y), y ∈ Rn, in
Ω = {(t, y) | 0 < t < 1, |y| < 1}.
and smooth in Ω.
Assume that
ut > 0 in Ω, (28)
u(0, y) ≡ 0 for |y| < 1, (29)
ut(0, 0) = 0, (30)
and the main condition:
whenever u(t, y) = v(s, y), for 0 ≤ t ≤ s < 1, there
∆u(t, y) ≤ ∆v(s, y). (31)
Conjecture 1. Then
u ≡ v. (32)
A weaker conjecture is
Conjecture 2. Under the conditions above, (32) holds provided
u(t, 0) and v(t, 0) vanish of finite order at t = 0.
In [16] Conjecture 1 was proved in case u and v are functions of t alone; [18] contains
a simpler proof. In the second paper, Conjecture 2 was proved in the very special case
that, in addition,
(a) the order of the first t−derivative of u(t, 0) which does not vanish at the origin is ≤ 3.
(b) ∇yutt(0, 0) = 0.
12
3 A remark on the Hopf Lemma for the heat operator
We first recall the well known form; we describe it only for the classical heat operator but
it holds, of course, for much more general ones, see for example [24].
Consider a domain G in (x, t) space: here x ∈ Rn, t ∈ R, lying in t < 0, and whose
boundary includes an open domain D on {t = 0}. Assume the origin lies in ∂D. ∂G\D =:
P∂G is called the parabolic boundary of G. For convenience we suppose that (0, ..., 0, 1, 0)
is the inner normal to ∂D at (0, 0), and denote xn by y. Sometimes we use (x, y, t) to
denote a point, with x = (x1, · · · , xn−1).
Consider a function u in G ∪D ∪ {0, 0}, u > 0 in G ∪D, u(0, 0) = 0,
u ∈ C2(G) ∩ C0(G ∪D ∪ {0, 0}).
Suppose
(∂t −∆)u ≥ 0 in G. (33)
Here ∆ is the Laplacian in the space variables, (x, y).
For P∂G in C2, the parabolic Hopf Lemma takes the form
Theorem 4 Assume that the vector (0, · · · , 0, 1, 0), the inner normal to ∂D at (0, 0), is
not tangent to P∂G at the origin. Then
lim inf
s→0+
u(0, · · · , 0, s, 0)
s
> 0. (34)
But something more may be true. Suppose that near the origin D is given by
y > α|x|2, α > 0, t = 0
and assume that for some constant a > 0, the domain
Ω = {(x, y, t) | t < 0, y > a|x|2 + ct}
near the origin, lies in G.
Theorem 5 In this case we also have
lim inf
t→0−
u(0, t)
(−t) > 0. (35)
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Proof. We may suppose u is continuous in Ω near the origin. Indeed this may be achieved
by shrinking Ω slightly. We use the comparison function
h = ea(y−α|x|
2−ct).
A calculation yields
ht −∆u = h[−ac− a2 + 2aα(n− 1)− 4a2α2|x|2]
< 0 near the origin for a large.
For 0 < R small consider the region
ΩR = Ω ∩ {|x|2 + y2 < R2}.
On the parabolic boundary P∂ΩR we have
u > 0.
Hence for 0 < ǫ small,
u > ǫh on P∂ΩR.
From the parabolic maximum principle it follows that
u ≥ ǫh in ΩR. (36)
✷
Since ht = −αc at the origin, we infer from (36) that (35) holds.
What happen if (0, ..., 0, 1, 0) is tangent to P∂G? Consider the following simple ex-
ample. Suppose G is given by
G = {(x, y, t) | t < 0, y − |x|2 +√−t > 0}.
(so P∂G is even analytic, namely, −t = (y − |x|2)2)
Theorem 6 In this case, if u satisfies the conditions above, then
lim inf
t→0−
u(0, t)√−t > 0. (37)
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From this we see that u(0, t) cannot be C1 at the origin, or even Cα for α > 1/2. In
case of one space dimension there are known results on loss of regularity when (1, 0) is
tangent to P∂G, see [11] and [6]. Our result is for higher dimension and seems to exhibit
a phenomena not previously observed. The loss of regularity is not due to the boundary
values of u near 0, for there, u could be ≡ 0, but still with u positive in G.
Proof of Theorem 6. For convenience we suppose u is continuous in G near the origin (this
may be achieved by replacing G by y−|x|2+√−λt > 0 with 0 < 1−λ small). We makes
use of the comparison function h = y − |x|2 +√−t. We have
(∂t −∆)h = − 1√−t + 2(n− 1) < 0 for |t| small.
Arguing as above, we find that for some 0 < ǫ small,
u ≥ ǫh
near the origin, and (37) then follows.
References
[1] L. Caffarelli, Y.Y. Li and L. Nirenberg, Some remarks on nonlinear elliptic equations.
I., preprint.
[2] L. Caffarelli, Y.Y. Li and L. Nirenberg, Some remarks on nonlinear elliptic equations.
II., in preparation.
[3] L. Caffarelli, L. Nirenberg and J. Spruck, The Dirichlet problem for the degenerate
Monge Ampere equation, Rev. Mat. Iberoamericana 2 (1986), 19-27.
[4] L. Caffarelli, L. Nirenberg and J. Spruck, The Dirichlet problem for nonlinear second-
order elliptic equations, III. Functions of the eigenvalues of the Hessian, Acta Math.
155 (1985), 261-301.
[5] I. Capuzzo-Dolcetta and A. Vitolo, On the maximum principle for viscosity solutions
of fully nonlinear elliptic equations in general domains, Matematiche (Catania) 62
(2007), 69-91.
[6] H. Dong, About smoothness of solutions of the heat equations in closed, smooth
space-time domains, Comm. Pure Appl. Math. 58 (2005), 799-820.
15
[7] L.C. Evans, Partial Differential Equations, Graduate Studies in Mathematics Vol.
19, American Mathematical Society, 1998.
[8] J. Hadamard, Extension a` l′e´quation de la chaleur d′un the´ore`me de A. Harnack,
Rend. Circ. Mat. Palermo, (2) 3 (1954), 337-346.
[9] F.R. Harvey and H.B. Lawson Jr., Dirichlet duality and the nonlinear Dirichlet prob-
lem, Comm. Pure Appl. Math., to appear.
[10] L.I. Kamynin and B.N. Khimchenko, Theorems of the Giraud type for second-order
equations with weakly degenerate nonnegative characteristic part, Siberian Math. J.
18 (1977), 76-91 (English Translation).
[11] J.J. Kohn and L. Nirenberg, Degenerate elliptic-parabolic equations of second order,
Comm. Pure Appl. Math. 20 (1967), 797-872.
[12] A. Li and Y.Y. Li, On some conformally invariant fully nonlinear equations, Comm.
Pure Appl. Math. 56 (2003), 1414-1464.
[13] Y.Y. Li, Degenerate conformally invariant fully nonlinear elliptic equations, Arch.
Rational. Mech. and Anal. 186 (2007), 25-51.
[14] Y.Y. Li, Local gradient estimates of solutions to some conformally invariant fully
nonlinear equations, C. R. Acad. Sci. Paris, Ser. I 343 (2006), 249-252; detailed
proofs, arXiv:math.AP/0605559.
[15] Y.Y. Li and L. Nirenberg, Generalization of a well known inequality, in Progress in
Nonlinear Differential Equations and Their Applications, Vol. 66 (2005), 365-370,
Birkhauser Verlag.
[16] Y.Y. Li and L. Nirenberg, A geometric problem and the Hopf Lemma. I, J. Eur.
Math. Soc. 8 (2006), 317-339.
[17] Y.Y. Li and L. Nirenberg, A geometric problem and the Hopf Lemma. II, Chin. Ann.
Math. 27, No. Ser. B (2006), 193-218.
[18] Y.Y. Li and L. Nirenberg, Partial results in extending the Hopf Lemma, to appear.
[19] Y.Y. Li and L. Nirenberg, On the Hopf Lemma, arXiv:0709.3531v1, unpublished
manuscript.
[20] V.G. Mazya and A. Kufner, Variations on the theme of the inequality |f ′|2 ≤
2f sup |f ′′|, Manuscripta Math. 56 (1986), 89-104.
16
[21] V.G. Mazya and T.O. Shaposhnikova, Pointwise interpolation inequalities for deriva-
tives with best constants, Funct. Anal. Appl. 36 (2002), 30-48; translated from Funk-
tsional. Anal. i Prilozhen 36 (2002), 36-58.
[22] L. Nirenberg and F. Treves, Solvability of a first order linear partial differential
equation, Comm. Pure Appl. Math. 16 (1963), 331-351.
[23] B. Pini, Sulla soluzione generalizzata di Wiener per il primo problema di valori al
contorno nel caso parabolico (Italian), Rend. Sem. Mat. Univ. Padova 23, (1954),
422-434.
[24] M.H. Protter and H.F. Weinberger, Maximum principles in differential equations,
Springer-Verlag, New York, 1984.
[25] J. Viaclovsky, Conformal geometry, contact geometry, and the calculus of variations,
Duke Math. J. 101 (2000), 283-316.
