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5Re´sume´
Boucles et Mousses de Spin en Gravite´ Quantique :
Une approche covariante a` la quantification non-perturbative de la relativite´ ge´ne´rale
La gravite´ a` boucles est une quantification canonique de la gravite´ 4d. Les e´tats quantiques de ge´ome´trie 3d
sont les re´seaux de spin SU(2) et ont une interpre´tation naturelle en termes de varie´te´ triangule´e. Une mousse de
spin est une histoire de tels re´seaux : c’est un formalisme d’inte´grale de chemin et permet d’e´tudier la dynamique
des mode`les. Le mode`le de Barrett-Crane est le mode`le le plus prometteur. Il est issu des the´ories topologiques
et de quantification ge´ome´trique, et utilise les repre´sentations du groupe de Lorentz SL(2, C).
Je de´veloppe les re´seaux de spin pour groupes non-compacts tel le groupe de Lorentz. Ceci s’applique a`
la gravite´ quantique 3d et je de´rive un spectre des longueurs, continu pour distance spatiale et discret pour
intervalle temporel. En 4d, j’explore la ge´ome´trie quantique du mode`le, de´cris le roˆle de la causalite´ et de´rive la
the´orie canonique correspondante utilisant des re´seaux de spin SL(2, C) dont je discute l’interpre´tation en tant
que ge´ome´trie 3d.
mots cle´s :
relativite´ ge´ne´rale, gravite´ quantique, gravite´ a` boucles, quantification canonique, re´seaux de spin, mousses de
spin
Loop Gravity and Spin Foam :
Covariant methods for the non-perturbative quantization of general relativity
Loop gravity is a canonical quantization of 4d gravity. Quantum states of 3d geometry are the SU(2) spin
networks and have a natural interpretation as triangulated manifolds. Spin Foams are histories of spin networks :
it is a path integral formulation, allowing to study the dynamics of the theory. The Barrett-Crane model is the
most promising model. It originates in topological field theory, uses geometrical quantization and is based on
representations of the Lorentz group SL(2, C).
I develop spin networks for non-compact groups such as the Lorentz group. I apply these techniques to
3d quantum gravity and derive a length spectrum, which turns out to be continuous for spacelike distances
and discrete for timelike intervals. In 4d, I explore the details of the quantum geometry of the model, analyse
the issue of causality and derive the corresponding canonical theory based on SL(2, C) spin networks whose
interpretation as 3d geometry I discuss.
key words :
general relativity, quantum gravity, loop gravity, canonical quantization, spin networks, spin foams
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Introduction
Douter de tout ou tout croire,
ce sont deux solutions e´galement commodes,
qui l’une et l’autre nous dispensent de re´fle´chir.
Poincare´, la Science et l’Hypothe`se
Quiconque s’est jamais avise´ de spe´culer sur ces 4 questions :
– Qu’y a-t-il au-dessus ?
– Qu’y a-t-il en-dessous ?
– Qu’y avait-il avant le monde ?
– Qu’y aura-t-il apre`s ?
Il aurait mieux valu pour lui qu’il ne fut jamais ne´.
Talmud de Babylone
Depuis plusieurs anne´es, nous avons deux the´ories physiques ve´rifie´es expe´rimentalement : la me´canique
quantique et la relativite´ ge´ne´rale. La me´canique quantique, a` travers la the´orie quantique des champs, est
notre unique cadre pour de´crire la physique au niveau microscopique, la physique des particules et de leurs
interactions. Elle nous a force´ a` revoir notre conception de la mesure et d’affiner les notions d’observateurs et
de phe´nome`nes observe´s, qui sont traite´s dans la the´orie de manie`res singulie`rement diffe´rentes. De l’autre coˆte´,
la relativite´ ge´ne´rale nous permet de faire de la physique a` grande e´chelle. Elle de´crit l’univers dynamique :
l’espace-temps lui-meˆme n’est plus un cadre fixe dans lequel la matie`re et l’e´nergie e´voluent, mais un cadre qui
e´volue avec son contenu. Alors, la seule manie`re de de´crire des e´ve`nements est de manie`re relative.
Malheureusement, ces deux the´ories nous semblent physiquement incomple`tes : la relativite´ ge´ne´rale a`
cause de ses singularite´s, la the´orie quantique a` cause de ses proble`mes d’interpre´tations (l’observateur ob-
serve´) et parce qu’elle suppose encore un espace-temps fixe et immuable. De plus, ces deux the´ories semblent
mathe´matiquement incompatibles. Prendre en compte la constante de Planck ~ et la constante de Newton G
dans une meˆme the´orie relativiste n’est pas facile. Mais nous sommes convaincu qu’il devrait exister une the´orie
physique se re´duisant a` l’une ou l’autre dans des re´gimes particuliers et re´solvant les proble`mes des deux. On
l’appelle la gravite´ quantique, une the´orie de´crivant l’interaction gravitationnelle a` toute e´chelle d’e´nergie. En-
fin, a` presque toute e´chelle d’e´nergie... En effet, l’effet de gravite´ quantique de base, illustrant le proble`me d’un
mariage force´ entre les deux the´ories, est que de`s qu’on regarde quelque chose de trop pre`s essayant d’atteindre
une re´solution infe´rieure a` la longueur de Planck lP ≡
√
~G/c3 ∼ 1, 6.10−35m, l’objet se cache derrie`re un
horizon gravitationnel. Cela de´finit une e´nergie limite EP =
√
~c5/G a` partir de laquelle les lois physiques que
nous connaissons ne peuvent plus s’appliquer.
Il n’y a pas une unique manie`re de chercher la the´orie de la gravite´ quantique mais plusieurs chemins
que nous explorons depuis plus d’un demi-sie`cle. En l’absence de donne´es expe´rimentales “utiles” (c’est-a`-dire
reconnues comme phe´nome`nes de gravite´ quantique), notre principal guide est notre sens physique et notre sens
de l’esthe´tisme, l’e´le´gance d’une the´orie : notre propre conception de la re´alite´ et notre perception du monde
physique. Ainsi travailler sur le sujet de la gravite´ quantique ne´cessite une certaine recherche philosophique
pour comprendre son propre point de vue sur la structure du monde. Ensuite, cela implique e´galement un
travail mathe´matique pour de´velopper et apprendre a` utiliser les nouveaux outils mathe´matiques ne´cessaires
pour appre´hender les nouveaux concepts physiques.
Il en de´coule une multitude de tentatives de the´ories. La the´orie la plus e´tudie´e aujourd’hui est la the´orie
des cordes ou son extension en une possible the´orie M, qui explore la possibilite´ de remplacer nos particules
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ponctuelles par des objets e´tendus. Elle emprunte un chemin de´tourne´ et ambitieux tentant d’unifier toute notre
vision de la physique en une seule the´orie globale de´crivant toutes les interactions.
Ne´anmoins, le plus simple pour commencer est d’essayer d’appliquer directement les principes de quantifi-
cation que nous connaissons a` la relativite´ ge´ne´rale. Si cela fonctionne alors et permet d’obtenir une the´orie
cohe´rente mathe´matiquement, c’est gagne´ et nous avons une the´orie de gravite´ quantique ve´rifiable (ou plutoˆt
falsifiable) expe´rimentalement. Sinon, cela nous permet d’explorer notre compre´hension de ces the´ories physique
et de leur principes sous-jacents, pour essayer de trouver lesquels peuvent survivre au niveau de la the´orie uni-
ficatrice et lesquels nous devons abandonner : cette me´thode, conservatrice, permet de tester notre vision du
monde physique petit a` petit.
La gravite´ quantique a` boucles, ou Loop Quantum Gravity, est une telle tentative de quantifier directement
la relativite´ ge´ne´rale. Elle se place dans un contexte canonique ou` on regarde une hypersurface -notre espace-
e´voluant dans le temps et cre´ant ainsi notre espace-temps. Elle de´finit des e´tats quantiques -les re´seaux de spin-
de l’hypersurface, ou` la ge´ome´trie elle-meˆme est quantifie´e et vient par quanta discrets d’aire et de volume. Ils
s’interpre´tent comme une hypersurface discre´tise´e avec un nombre fini de points et l’e´tat quantique de´crit le
re´seau de relations entre ces points. Puis ce re´seau va e´voluer ge´ne´rant le temps. Cette the´orie est le point de
de´part de ma the`se.
Ma motivation est de comprendre la dynamique des e´tats quantiques dans le contexte de la Loop Quantum
Gravity, c’est-a`-dire la structure de l’espace-temps cre´e´ par ces re´seaux de spin e´voluant dans le temps. Ainsi
l’objet central de mon travail est l’e´tude des mousses de spin, qui sont des histoires de re´seaux de spin. Un
mode`le de mousse de spin est l’attribution d’une amplitude a` chaque histoire. D’un point de vue canonique,
cela revient a` choisir une dynamique particulie`re. D’un point de vue covariant, cela revient a` imple´menter une
inte´grale de chemin pour la gravite´. Le point e´le´gant est qu’il est possible de de´finir ces mousses de spin d’une
manie`re entie`rement alge´brique, de´finissant une ge´ome´trie quantique a` partir d’alge`bre et de combinatoire.
Le mode`le de mousse de spin le plus e´tudie´ est le mode`le de Barrett-Crane. Son coˆte´ combinatoire est que
les histoires conside´re´es sont duales a` des de´compositions simpliciales d’un espace-temps quadri-dimensionnel.
Son coˆte´ alge´brique est que toutes les donne´es me´triques et ge´ome´triques sont de´finies par la the´orie des
repre´sentations du groupe de Lorentz SO(3, 1). Replace´ dans ce contexte, le but de ma the`se est de com-
prendre les fondations de ce mode`le. Tout d’abord comprendre comment il est peut eˆtre interpre´te´ dans un
cadre canonique (des e´tats de ge´ome´trie d’une hypersurface e´voluant dans le temps) car, apre`s tout, notre
vision (expe´rimentale) de l’espace physique autour de nous est encore donne´e par des tranches a` temps con-
stant e´voluant avec nous dans le temps. Puis comprendre s’il fournit un mode`le le´gitime de gravite´ quantique,
c’est-a`-dire a` quel point il peut eˆtre conside´re´ comme de´finissant une inte´grale de chemin pour la relativite´
ge´ne´rale.
Dans une premie`re partie, je de´crirai la the´orie de la gravite´ quantique a` boucles, ou Loop Quantum Gravity,
qui fournit une quantification non-perturbative de la relativite´ ge´ne´rale. Cela s’effectue en deux e´tapes. Tout
d’abord, il s’agit de proce´der a` l’analyse canonique de la the´orie classique pour comprendre ses syme´tries et son
Hamiltonien de´finissant sa dynamique. Puis, on quantifie la the´orie et je de´crirai l’espace d’Hilbert des e´tats
quantiques de la the´orie et de´finirai la base des re´seaux de spin. Mon but est de donner une version covariante
de cette the´orie de´crivant l’espace-temps quantique.
Tout d’abord, le formalisme de la Loop Quantum Gravity est fonde´ sur le groupe de syme´trie SO(3) des
rotations de l’espace tri-dimensionnel, alors que l’on s’attend a` ce que le groupe de syme´trie locale d’une the´orie
d’espace-temps soit le groupe de Lorentz, tout comme dans le mode`le de Barrett-Crane. Travailler avec le
groupe de Lorentz qui est non-compact se re´ve`le plus dur que travailler avec la syme´trie compacte SO(3). Ainsi,
dans une seconde partie, je m’inte´resserai a` comment utiliser un groupe de syme´trie non-compact et e´crire des
observables (invariantes sous le groupe de syme´trie), tel que les re´seaux de spin, dans ce cadre.
Puis, dans une troisie`me partie, je de´velopperai un formalisme canonique invariant sous le groupe de Lorentz
SO(3, 1) et non plus seulement sous le groupe SO(3). Cela dans le but d’obtenir une the´orie canonique fonde´e
sur le groupe SO(3, 1) pouvant fournir un cadre canonique au mode`le de mousse de spin de Barrett-Crane (qui
est invariant sous le groupe de Lorentz). Dans un premier temps, j’e´tudierai la quantification a` boucles de la
the´orie de la gravite´ en 2 + 1 dimensions, invariante sous SO(2, 1). Il apparaˆıt alors une ge´ome´trie quantique
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ou` l’espace reste continu mais ou` le temps est quantifie´. Apre`s ce “toy-model”, je de´crirai une quantification
canonique de la relativite´ ge´ne´rale invariante sous le groupe de Lorentz. Dans ce cadre covariant, on pourra
formuler la Loop Quantum Gravity d’une manie`re invariante sous SO(3, 1), mais e´galement de´velopper une
the´orie quantique qui a les meˆmes e´tats quantiques cine´matiques que le mode`le de Barrett-Crane, ce qui cre´e
un pont entre formalisme canonique et formalisme covariant en mousse de spin.
Dans une quatrie`me et dernie`re partie, j’e´tudierai les mode`les de mousse de spin eux-meˆmes. Dans un
premier temps, je de´crirai les mode`les en basse dimension (deux et trois dimensions). Ce qui permet d’une
part de comprendre le contexte et la logique de ces mode`les, ce que nous pouvons attendre d’eux, d’autre
part de se familiariser avec la ge´ome´trie de l’espace-temps de´finie par les mousses de spin. Dans ce cadre, je
m’efforcerai de de´crire les structures non-perturbatives de la the´orie. Dans un second temps, je m’attaquerai au
mode`le de Barrett-Crane lui-meˆme. Je montrerai comment l’obtenir en tant que discre´tisation et quantification
(ge´ome´trique) de la relativite´ ge´ne´rale et comment le reformuler en tant qu’inte´grale de chemin de la gravite´.
Ceci dans le but de convaincre qu’il constitue un mode`le le´gitime de gravite´ quantique.
14 INTRODUCTION
Premie`re partie
La Loop Gravity en bref : Quantifier la
Gravite´ non-perturbativement
15

17
La gravite´ quantique a` boucles, ou Loop Quantum Gravity , est une quantification canonique de la relativite´
ge´ne´rale. C’est une quantification directe, par opposition a` des approches telles que la the´orie des cordes qui
modifient la the´orie de base ou encore d’autres approches a` la gravite´ quantique qui construisent une gravite´
quantique plus ou moins inde´pendemment de la relativite´ ge´ne´rale classique puis espe`rent la retrouver dans une
limite semi-classique. C’est e´galement une quantification non-perturbative, par opposition aux de´veloppements
perturbatifs des inte´grales de chemin a` la Feynman. Le lecteur peut trouver un court historique de la recherche
de la gravite´ quantique par Carlo Rovelli dans [1, 2] et e´galement une description par Lee Smolin des approches
poursuivies aujourd’hui dans [3].
La Loop Gravity s’inscrit dans la continuite´ du programme ADM (d’apre`s Arnowit, Deser et Misner), qui
tentait de quantifier canoniquement la relativite´ ge´ne´rale se fondant sur la variable me´trique. Le formalisme
canonique repose sur une de´composition 3+1 de l’espace-temps distinguant l’espace -une hypersurface de genre
espace- et le temps : il s’agit de de´crire l’e´volution dans le temps de l’hypersurface canonique et de sa ge´ome´trie.
Le programme, initie´ par Dirac et Bergman, avait pour but de construire une the´orie quantique avec un espace
d’Hilbert portant une re´pre´sentation d’ope´rateurs correspondant a` la me´trique. Les e´quations de la the´orie
furent e´crites par DeWitt et Wheeler. Malheureusement la the´orie e´tait mal de´finie. Ces proble`mes de de´finition
ne furent re´solus que dans le cadre de la Loop Gravity par l’utilisation de variables alternatives a` la me´trique : la
ge´ome´trie est alors de´crit par les variables dites d’Ashtekar, une connexion et une triade. Dans ces variables, la
the´orie prend la forme d’une the´orie de jauge, similaire aux the´ories de Yang-Mills, et la quantification canonique
est bien de´finie. Aujourd’hui, le travail semble presque acheve´ du point de vue mathe´matique, bien qu’il reste
encore beaucoup de travail pour en extraire le sens physique et des pre´dictions physiques re´alistes pre´cises.
Les re´sultats majeurs de la the´orie sont la de´rivation d’un spectre discret des ope´rateurs ge´ome´triques,
comme l’aire et le volume [4], et une explication de l’entropie des trous noirs [5, 6]. Les e´tats de ge´ome´trie
de l’hypersurface canonique sont les re´seaux de spins, ou commune´ment appelle´s spin networks. Ces e´tats
forment un espace d’Hilbert bien de´finis et les ope´rateurs d’aire et de volume permettent de leur donner une
interpre´tation ge´ome´trique d’une varie´te´ discre`te (en morceaux), que l’on peut de´crire comme une ge´ome´trie
polyme´rique [7]. Ce sont des graphes (ensemble de points lie´s par les liens), dessine´s sur l’hypersurface canonique,
et habille´s par des “spins” vivant sur les liens. Ces spins sont des nombres demi-entiers correspondant chacun
a` une re´pre´sentation du groupe SU(2) des rotations en 3d. Ils contiennent l’information me´trique et de´finissent
l’aire d’une surface intersectant un lien donne´. C’est ainsi que la ge´ome´trie semble eˆtre de´finie a` l’e´chelle de
Planck.
Le lecteur pourra trouver des revues et cours sur la Loop Gravity , plus ou moins mathe´matiquement
de´taille´es dans [8, 9, 10, 11, 12]. En particulier, [11] donne une pre´sentation comple`te de la Loop Gravity sans
s’encombrer de trop de de´tails mathe´matiques. La Loop Quantum Gravity donne souvent l’impression d’une
the´orie unique et bien de´finie. Ne´anmoins, comme dans toute the´orie de champs, on est face a` des proble`mes
de re´gularisation. Mais plus important, il existe deux formulations distinctes, une re´elle et une complexe, que
je vais expliquer dans cette partie, et qui ont chacunes leur force et leurs petits proble`mes. Et je concluerai par
re´sumer les questions pose´es par la Loop Quantum Gravity , dont la principale est la dynamique de la the´orie,
et les nouvelles approches qui tentent d’y re´pondre dont j’ai explore´ les de´tails pendant ma the`se. Ces nouvelles
approches tendent a` de´finir une Loop Gravity covariante, dont les spectres des ope´rateurs ge´ome´triques, c’est-
a`-dire le re´sultat majeur de la the´orie, seront modifie´s. Ainsi, au niveau cine´matique, on obtiendra un spectre
des aires (spatiales) continu au lieu du spectre discret de la Loop Quantum Gravity . De plus, un ope´rateur
volume n’aura plus vraiment de sens et, a` la place, les e´tats quantiques de ge´ome´trie 3d seront de´finis a` travers
la normale a` l’hypersurface (c’est-a`-dire le plongement de l’espace dans l’espace-temps).
Dans cette partie, je passe en revue le formalisme existant de la Loop Quantum Gravity . Je commencerais
par de´crire l’action exacte que nous nous proposons de quantifier. Puis j’expliquerai le formalisme re´el de la
Loop Quantum Gravity , dit de Barbero, en de´crivant l’alge`bre des contraintes a` travers l’analyse de la structure
canonique de l’action. Cette alge`bre est au coeur de la the´orie puisque la relativite´ ge´ne´rale est une the´orie
comple`tement contrainte et entie`rement de´finie par les contraintes. La quantification nous me`nera naturellement
a` l’introduction des re´seaux de spins et a` la construction de l’ope´rateur aire. Je montrerai que le spectre de
cet ope´rateur est discret et de´pend d’un parame`tre, dit d’Immirzi, qui semble eˆtre une nouvelle constante qu’il
s’agira a priori de de´terminer expe´rimentalement (car il ne semble pas eˆtre ne´cessaire de le contraindre pour
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assurer la cohe´rence de la the´orie).
Je passerai alors a` la the´orie complexe, son alge`bre des contraintes (qui sera la meˆme que celle de la the´orie
re´elle) et a` ses particularite´s, comme une contrainte Hamiltonienne simplifie´e et aux conditions de re´alite´ a`
imposer pour retrouver une me´trique/ge´ome´trie re´elle a` partir des variables complexes. Dans ce formalisme, le
parame`tre d’Immirzi n’intervient pas mais la quantification se retrouve complique´e par ces conditions de re´alite´.
Tout ce formalisme e´tant fonde´ sur la description d’une hypersurface (canonique), je terminerai sur des
questions lie´s au temps, a` la dynamique et a` l’espace-temps, une autre curiosite´ e´tant le parame`tre dit d’Immirzi
dont la pertinence et la signification physique nous e´chappent encore. Ces interrogations justifient la recherche
d’un formalisme covariant, un formalisme de´crivant directement d’espace-temps, ce qui est le the`me de ma the`se.
Chapitre 1
L’action de Palatini et sa structure
canonique
L’action que nous nous proposons d’analyser et de quantifier est une action de Palatini ge´ne´ralise´e. Les
variables sont une 1−forme, ou connexion, ω = ωIJµ JIJdxµ a` valeur dans l’alge`bre de Lorentz so(3, 1) et un
champ de te´trades eI = eIµdx
µ, tous deux de´finis sur notre espace-temps donne´ par une varie´te´ M pseudo-
Riemannienne de dimension 4 et de signature (− + ++). I, J sont des indices internes, vivant dans l’espace
de Minkowski tangent a` l’espace-temps, et les JIJ sont les ge´ne´rateurs de l’alge`bre de Lorentz. µ est un indice
d’espace-temps. Cette action s’e´crit :
S[ω, e] =
1
2
∫
M
ǫIJKLe
I ∧ eJ ∧ FKL(ω)− 1
γ
∫
M
eI ∧ eJ ∧ FIJ (ω). (1.1)
F (ω) = dω + ω ∧ ω est la courbure de la connexion ω. Les indices I, J sont descendus a` l’aide de la me´trique
plate ηIJ sur l’espace de Minkowski.
L’action dite de Palatini consiste seulement en le premier terme de l’action ci-dessus. Ses e´quations du
mouvement reproduisent les e´quations d’Einstein de´crivant la relativite´ ge´ne´rale quand la te´trade est non-
de´ge´ne´re´e. La me´trique (pseudo-Riemannienne) s’exprime alors gαβ = e
I
αe
J
βηIJ , c’est-a`-dire que la te´trade
diagonalise la me´trique. Le second terme est sans effet sur les e´quations du mouvement, c’est-a`-dire qu’il est
sans importance classiquement. La constante de couplage γ correspond au parame`tre dit d’Immirzi dans le cadre
de la Loop Quantum Gravity .
On aimerait quantifier canoniquement cette action. Il s’agit dans un premier temps de proce´der a` un
de´coupage 3 + 1 de M en identifiant une direction temps et une hypersurface dite canonique. Puis le but
est de de´crire l’e´volution de cette hypersurface avec le temps. Pour cela, on e´crit l’action en mettant en valeur
les termes avec des de´rive´es temporelles. Ces termes de´finissent les variables conjugue´es dans la the´orie. Les
termes restants de´finissent le Hamiltonien de la the´orie et il consistera dans notre cas d’une somme de con-
traintes (avec leur multiplicateur de Lagrange respectif). Choisissant l’hypersurface de´finie par les coordonne´es
α = 1, 2, 3 et le temps donne´ par la coordonne´e α = 0, il est facile de voir que les termes avec de´rive´e temporelle
sont dus a` la courbure et que la connexion ωIJa est conjugue´e a` π
a
IJ = ǫ
abcǫIJKLe
K
b e
L
c . La difficulte´ rencontre´e
lors de l’analyse canonique et de sa quantification re´side dans ce que les variables πaIJ ne sont pas inde´pendantes.
En effet, elles satisfont des contraintes dites de seconde classe (dans le jargon du programme de Dirac[13]) :
∀a, b, ǫIJKLπaIJπbKL = 0. (1.2)
Ce sont ces contraintes qui nous compliquent la taˆche.
Heureusement, il est possible de contourner ce proble`me en se plac¸ant dans une jauge particulie`re nomme´e
“jauge temps” (time gauge en anglais). C’est ce qui permet d’obtenir une alge`bre de contraintes (de premie`re
classe) relativement simple et dont l’interpre´tation physique est claire. Cela aboutira au formalisme re´el de la
Loop Quantum Gravity . La question est alors : a-t-on brise´ irre´versiblement une syme´trie lors de la quantifica-
tion ? D’un autre coˆte´, le formalisme complexe permet d’e´viter les complications du formalisme re´el. L’alge`bre
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des contraintes reste simple et, de plus, l’expression de ces contraintes est meˆme plus simple ! Malheureusement,
les contraintes de seconde classe ressurgissent plus tard sous la forme de contraintes de re´alite´ a` imposer a` la
the´orie pour obtenir une me´trique re´elle.
Malgre´ ces difficulte´s, au final, nous nous retrouvons avec une the´orie de champs (relativement) simple,
invariante sous diffe´omorphismes, dont les seuls degre´s de liberte´ sont une connexion SU(2) et son champ
conjugue´. L’alge`bre des contraintes est de premie`re classe. Les degre´s de liberte´ canoniques sont au nombre de
deux par point de l’espace et, apre`s line´arisation, on retrouve directement les lois de propagation d’un champ
de masse nulle et de spin 2, ce qui correspond bien a` la relativite´ ge´ne´rale.
1.1 Le formalisme re´el de Barbero
Avant de proce´der a` l’analyse canonique, on commence par la de´composition 3+1 de l’espace-temps. Il s’agit
de distinguer la direction temporelle des trois dimensions usuelles d’espace : on se donne une fonction temps
t (a` valeur dans R) sur notre espace-temps de topologie Σ × R. Les hypersurfaces que nous allons conside´rer
comme l’espace seront les hypersurfaces a` t constant. Dans ce cadre, nous pouvons de´composer la te´trade :
e0I = NnI +N
aeaI , (1.3)
ou` nI est le vecteur normalise´ gradient de la fonction t et par conse´quent orthogonal aux hypersurfaces a` temps
constant. Plus pre´cise´ment, nous avons nIeaI = 0 et n
InI = −1. N et Na sont de´nomme´s respectivement le
lapse et le shift.
Pour proce´der a` l’analyse canonique, nous suivons l’approche de Holst [14]. Tout d’abord, nous nous plac¸ons
dans une jauge particulie`re appele´e usuellement time gauge et nous choisissons :
nI = (1, 0, 0, 0). (1.4)
Cela revient a` annuler les composantes temporelles (internes) ea0 = 0 : les vecteurs eµi (i = 1, 2, 3) forment une
base de l’espace tangent a` une hypersurface (a` temps constant) donne´e et la te´trade se re´duit d’une manie`re
effective a` une triade. Cette fixation de jauge n’impose bien suˆr aucune restriction sur la me´trique spatiale.
Il est alors possible de proce´der a` l’analyse canonique de l’action de Palatini ge´ne´ralise´e (1.1). Dans ce cadre,
nous introduisons la triade :
Eck =
1
2
ǫabcǫijkeaiebj (1.5)
et des nouvelles variables de connexion :
±Ack = ωck0 +
1
2γ
ǫkijω
ij
c . (1.6)
Avec ces nouvelles notations, les variables ωIJt et
+A sont des multiplicateurs de Lagrange imposant des con-
traintes (pour une expression explicite, voir [14]). Ces contraintes impliquent que
+Aai =
− Aai − 2
γ
Γai. (1.7)
Γ est une fonction de la triade E, c’est la connexion de Levi-Civita (spatiale)
Γai = −1
2
ǫijke
j
b∇aebk, (1.8)
et ve´rifie Da(Γ)Ebi = 0 (ou` la de´rive´e covariante D est donne´e par Γ). La relation (1.7) peut eˆtre traite´e comme
une contrainte de seconde classe et permet de se de´barrasser de la variable +A. Finalement, introduisant la
connexion Aai = γ
−Aai, l’action se re´-e´crit :
S =
∫
− 1
γ
A˙aiE
ai + Λi∇aEai +NaEbiFabi +NC, (1.9)
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ou` F est la courbure de la connexion A et le terme C est spe´cifie´ plus bas dans l’e´quation (1.12). Les variables
conjugue´es sont alors Aai et E
ai et leur crochet de Poisson est :
{Aai(x), Ebj(y)} = γδbaδji δ(3)(x, y). (1.10)
La connexion peut eˆtre exprime´e en tant que
Aai = Γai(E) + γKai (1.11)
ou` Kai = e
α
i ∇aeα0 est la courbure extrinse`que. C’est la connexion d’Ashtekar-Barbero.
La the´orie est un syste`me entie`rement contraint. En tout, elle est constitue´e de 7 contraintes (de premie`re
classe) :
Gi = ∇aEai = ∂aEai + ǫijkAjaEak
Va = E
biFabi
C = ǫijkEai E
b
j
(
Fabk(A)−
(
1 + 1γ2
)
Rabk(Γ)
) (1.12)
ou` R est la courbure de la connexion Γ(E). Ces contraintes sont impose´es par les multiplicateurs de Lagrange
N ,Na et
Λi =
1
γ
(
1
γ
ωti0 +
1
2
ǫijkA
ij
t
)
.
Gi ge´ne`re des transformations de jauge SU(2) agissant sur la triade et la connexion. Par similitude avec la
the´orie de l’e´lectromagne´tisme, on l’appelle Loi de Gauss. Va est une contrainte vectorielle qui ge´ne`re les
diffe´omorphismes spatiaux (diffe´omorphismes de Σ). C est une contrainte scalaire, la contrainte Hamiltoni-
enne, qui dicte/contraint l’e´volution de la ge´ome´trie de notre hypersurface canonique. L’expression de cette
dernie`re contrainte est assez complique´e a` cause du terme R(Γ), qui est non-polynomial en les variables E et A.
Ne´anmoins, on peut remarquer qu’il disparaˆıt pour le choix γ = ±i ; mais nous nous occupons du formalisme
re´el γ ∈ R dans la pre´sente section, le cas γ = ±i sera pre´sente´ dans la section suivante et la structure de la
the´orie sera ”beaucoup” plus simple.
Plus pre´cise´ment, le Hamiltonien de la the´orie s’e´crit
H = − ∫Σ d3xH = − ∫Σ d3x (ΛiGi +NaVa +NC)
= − ∫
Σ
d3x
(
(Λi −NaAia)Gi +Na∆a +NC
)
= −(G[Λ−NaAa] +∆[ ~N ] + C[N ])
(1.13)
ou` ∆a = Va +A
i
aGi. Alors l’alge`bre des contraintes se lit :
{GΛ1 , GΛ2} = −G[Λ1,Λ2]
{GΛ,∆ ~N} = GL ~NΛ{∆ ~N1 ,∆ ~N2} = −∆[ ~N1, ~N2]
{GΛ, CN} = 0
{∆ ~N , CN} = −CL ~NN{CN1 , CN2} = ∆ ~K −GKaAa
(1.14)
avec Ka(N1, N2) = E
iaEbi (N1∂bN2 −N2∂bN1), [Λ1,Λ2]i = ǫijkΛj1Λk2 et [ ~N1, ~N2]a = N b1∂bNa2 −N b2∂bNa1 . Main-
tenant, la transformation ge´ne´re´e par
Jξ =
∫
Σ
d3x ξ0H− ξa∆a (1.15)
est un 4-diffe´omorphisme infinite´simal parame´tre´ par le champs de vecteur ξµ [15]. En particulier, quand ξa = 0,
Jξ ge´ne`re une reparame´trisation du temps t → t − ξ0, et quand ξ0 = 0, Jξ induit un diffe´omorphisme spatial
par ~ξ. Nous remarquons que nous avons besoin d’un me´lange des transformations de jauge Gi et des contraintes
Va, C pour ge´ne´rer les diffe´omorphismes.
Si on compte le nombre de variables en chaque point de l’espace, nous avons 9 paires de variables conjugue´es
soumises a` 7 contraintes (de premie`re classe), d’ou` les 2 degre´s de liberte´ de la gravite´ (sans matie`re). De plus, on
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peut de´montrer que si nous nous plac¸ons dans le secteur invariant de jauge SU(2), c’est-a`-dire si nous re´solvons
la contrainte Gi = 0, alors l’espace de phase se re´duit a` celui de l’approche ADM (approche canonique me´trique)
[10, 11].
Apre`s tout ce travail, nous pouvons nous demander ou` sont passe´es les contraintes de seconde classe (1.2)
et si la fixation de jauge utilise´e est bien le´gitime. Une re´ponse est fournie par Barros e Sa dans [16].
Tout d’abord, on peut conside´rer que les contraintes de seconde classe se traduisent par la contrainte (1.7)
reliant +A et −A 1. Ensuite, l’analyse de Barros repose sur la re´solution explicite des contraintes de seconde
classe (1.2) :
πa0i = Eai
πaij = Ea[iχj]
(1.16)
ou`
χi = −e
ti
ett
de´finit la direction temps (dans l’espace de Minkowski interne) en tant que (1, χi). La time gauge se traduit alors
simplement par χi = 0. Dans ce cadre, l’action de´finit deux couples de variables conjugue´es : une connexion
avec la triade, et le champ χ avec un autre champ ζ (en conservant les notations de [16]). Ces variables sont
soumis a` 10 contraintes de premie`re classe. On retrouve les 7 contraintes Gi, Va, C, dont l’expression en fonction
de A,E, χ, ζ est substantiellement plus complique´e que dans l’analyse de Holst. Plus, 3 nouvelles contraintes
G
(boost)
i qui ge´ne`rent grosso modo les boosts dans l’espace tangent/interne. Elles permettent de tourner le vecteur
(1, χi) jusqu’a` (1, 0, 0, 0) et d’atteindre la fixation de jauge χi = 0. Dans cette jauge, on oublie ces nouvelles
contraintes, on est re´duit au couple de variables (A,E) et on peut ve´rifier que l’expression des contraintes Gi,
Va, C se re´duit bien en fin de compte a` (1.12). Pour les de´tails des calculs, le lecteur peut se re´fe´rer a` [16].
Finalement, la question de la le´gitimite´ de la fixation de jauge devient ”la syme´trie de Lorentz classique
est-elle brise´e lors de la quantification de la the´orie canonique de´crie a` l’aide de cette fixation de jauge ?” Je
m’efforcerai de re´pondre a` cette question dans la partie III en proce´dant a` une analyse canonique covariante et
a` sa quantification invariante de Lorentz de´crite dans [17].
1.2 Le formalisme complexe d’Ashtekar
Le formalisme complexe self-dual d’Ashtekar correspond a` un choix γ = ±i. Ce choix particulier permet de
simplifier (conside´rablement) la the´orie. La structure canonique de la the´orie est alors tre`s semblable a` celle de la
the´orie Euclidienne, c’est-a`-dire que nous retrouvons les 7 contraintes Gi, Va, C avec une expression simple pour
C qui ne contient pas le terme non-polynomial R(Γ). La diffe´rence principale est que le crochet de Poisson (1.10)
se retrouve avec un facteur i. Le lecteur peut trouver une introduction simple du formalisme et des contraintes
dans [12] et une pre´sentation relativement comple`te dans [18], dont nous suivrons le raisonnement.
L’action de de´part s’e´crit
S[ω, e] =
∫
M
ǫIJKLe
I ∧ eJ ∧
(
1
2
FKL(ω)− i
4
ǫKLMNF
MN (ω)
)
. (1.17)
Pour simplifier les notations, nous introduisons l’ope´rateur de Hodge (sur l’espace de Minkowski interne) :
⋆T IJ =
1
2
ǫIJKLT
KL
ou` les indices sont descendus a` l’aide de la me´trique plate. Cet ope´rateur ve´rifie ⋆2 = −1. Il permet de de´composer
des tenseurs de rang 2 en partie self-duale et anti-self-duale :
T IJ =
1− i⋆
2
T IJ +
1 + i⋆
2
T IJ = +T IJ + −T IJ
1Cette intuition est due a` la ressemblance que cette relation a avec les conditions de re´alite´ du formalisme self-dual et des
relations issues des contraintes de seconde classe dans le cadre covariant qui sera pre´sente´ en partie III.
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avec (−i⋆)+T = +T et (−i⋆)−T = −−T . +T et −T sont respectivement la partie self-dual et anti-self-dual du
tenseur T . Nous introduisons alors la connexion self-duale
4AIJµ =
1
2
(1− i⋆)ωIJµ =
1
2
ωIJµ −
i
4
ǫIJKLω
KL
µ . (1.18)
Elle ve´rifie (−i⋆)4AIJµ = 4AIJµ . Il est inte´ressant de remarquer que la courbure de cette connexion est la partie
self-dual de la courbure de ω :
F IJµν (
4A) =
1
2
(1− i⋆)F IJµν (ω) =
1
2
F IJµν (ω)−
i
4
ǫIJKLF
KL
µν (ω). (1.19)
L’action (1.17) peut alors se re´-e´crire
S(e, ω) =
1
2
∫
ǫIJKLe
I ∧ eJ ∧ FKL(4A(ω)) = −i
2
∫
eI ∧ eJ ∧ FIJ (4A(ω)) (1.20)
et peut eˆtre conside´re´e comme une action S(e, 4A) de la te´trade et d’une connexion 4A complexe et self-duale.
En de´veloppant tous les indices, on trouve :
S(e,4A) = −i
∫
d4xǫabc(eaiebjF
ij
tc (
4A) + etIeajF
Ij
bc (
4A)). (1.21)
Nous pouvons alors proce´der a` l’analyse canonique. Nous commenc¸ons par effectuer le de´coupage 3 + 1 et la
fixation de jauge nµ = eµ0 comme pre´ce´demment. Nous introduisons une connexion spatiale et une triade (de
densite´ +1)2 : {
Aia = 2i
4A0ia = ǫ
i
jk
4Ajka
Eai =
1
2 ǫ
abcǫijke
j
be
k
c
(1.22)
Alors l’action de la relativite´ ge´ne´rale se lit :
S =
∫
dt
∫
Σ
d3x
(−iEckAkc −AitGi −NaVa − (NE−1)C) (1.23)
ou` E est le de´terminant de la triade eia. Le crochet de Poisson est alors
{Aia(x), Ebj (y)} = iδbaδijδ(3)(x, y), (1.24)
et les contraintes impose´es par les multiplicateurs de Lagrange Ait, N
a, N sont :
Gi = i∇cEci = i(∂cEci + ǫkijAjcEci )
Va = iE
b
iF
i
ba(A)
C = − 12ǫijk Eai EbjF kab(A)
(1.25)
Le syste`me est bien de premie`re classe, les Gi ge´ne`rent les transformations de jauge SU(2) ; Va et C les
diffe´omorphismes de l’espace-temps M. On remarque que la structure de la the´orie est identique (a` des de´tails
pre`s) au formalisme re´el. Ne´anmoins l’expression de la contrainte Hamiltonienne est polynomial en A et E, ce
qui la rend plus simple a` ge´rer. A part cette diffe´rence, toute la structure de l’alge`bre des contraintes est la
meˆme que dans le formalisme re´el pre´sente´ dans la section pre´ce´dente.
Le prix a` payer est que nous avons des ”contraintes” supple´mentaires a` prendre en compte. En effet, nous
voulons que la me´trique spatiale (de Σ) reste re´elle. Puisque qab = Eai E
bi 3, cela revient a` supposer que la triade
reste re´elle :
ImEai = 0. (1.26)
2C’est l’inverse de la triade eia au de´terminant E de e
i
a pre`s.
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De plus, pour que cette condition soit ve´rifie´e lors de l’e´volution dans le temps, il faut e´galement imposer que
{Eai Ebi, H} soit re´el. Apre`s calcul ([18], page 13), cela se traduit par
Re ǫijkE
(a
i ∇c[Eb)j Eck] = 0. (1.27)
Ceci avec la constrainte de Gauss Gi implique que
ReAia =
1
2
ǫijkΓ
jk
a (e), (1.28)
ou` Γ(e) est la connexion de spin induite par la te´trade e comme dans la section pre´ce´dente. Ceci correspond
e´galement a` ce que la connexion A s’exprime en fonction de Γ(E) et de la courbure extrinse`que K :
Aai = Γai(E) + iKai. (1.29)
Ces conditions de re´alite´ ne compliquent pas la the´orie classique. Elles interviendront par contre dans la the´orie
quantique pour contraindre le produit scalaire de la the´orie comme nous le verrons dans le prochain chapitre.
De plus, nous pouvons remarquer que ces contraintes de re´alite´ correspondent aux contraintes de seconde
classe. En effet, dans un formalisme canonique sans time gauge [19, 17], la contrainte (1.27) s’obtient par le
crochet de Poisson de la contrainte Hamiltonienne avec les contraintes (1.2) de seconde classe π. ⋆ π = 0. De
plus, dans ce meˆme contexte, on en de´rive e´galement une contrainte sur la connexion (de Lorentz) similaire a`
(1.28) [17].
1.3 Le parame`tre d’Immirzi γ
La pre´sentation que j’ai faite du formalisme de la Loop Gravity n’est pas la de´rivation originelle de la the´orie.
Chronologiquement, le formalisme self-dual a e´te´ de´rive´ en premier par Ashtekar. Puis, le formalisme re´el a e´te´
e´crit par Barbero (d’ou` le nom de connexion d’Ashtekar-Barbero) a` travers une transformation canonique. En
effet, les variables de la Loop Gravity self-dual sont la connexion A self-duale et la triade re´elle. En utilisant
la relation A(ash) = Γ(E) + iK, il est possible d’effectuer une transformation canonique de (E,A(ash)) vers
les variables (E,K). Le ge´ne´rateur de cette transformation est i
∫
ΓiaE
a
i . Puis, en utilisant une transformation
ge´ne´re´e par
∫
ΓiaE
a
i cette fois, il est possible d’obtenir les variables (E,A
(bar) = Γ + γK) [20]. Cette astuce
permet d’obtenir une the´orie re´elle, donc sans contraintes de re´alite´ compliquant la quantification de la the´orie,
au prix de compliquer le Hamiltonien (la contrainte Hamiltonienne plus pre´cise´ment).
Puis Holst proposa sa de´rivation de la the´orie re´elle a` partir de l’action de Palatini ge´ne´ralise´e (1.1). Ce n’est
que plus tard qu’Immirzi argumenta que ce parame`tre, inoffensif dans la the´orie classique, devient de´terminant
dans la the´orie quantique : il modifie le spectre des ope´rateurs ge´ome´triques et induit l’existence d’une famille de
quantification ine´quivalente [21]. Il faudrait alors le fixer d’une manie`re ou d’une autre. Depuis, on s’interroge
constamment sur l’origine the´orique [22] et surtout son roˆle physique. Peut-eˆtre qu’il n’existe qu’une seule
the´orie cohe´rente. Mais cela ne semble pas vraisemblable et il a e´te´ propose´ que le parame`tre d’Immirzi γ soit
fixe´ en fonction de la relation entre l’aire et l’entropie d’un trou noir (voir par exemple [23, 24]).
D’un autre coˆte´, il peut eˆtre juge´ qu’un tel parame`tre n’a pas de sens physique. Dans ce cas, la critique
est dirige´e contre le formalisme re´el, e´levant des doutes quant a` l’interpre´tation des variables triade/connexion
comme des variables d’espace-temps [25] et a` la covariance de la the´orie (plus pre´cise´ment l’imple´mentation de
l’invariance par le groupe Lorentz et des diffe´omorphismes d’espace-temps, par constraste avec les diffe´omorphismes
d’espace dont l’action est bien de´finie en Loop Quantum Gravity ) [17, 26, 27]. Dans ce cadre, il a e´te´ prouve´ que
l’inte´grale de chemin ne devrait pas de´pendre de γ [19] et qu’il est possible de construire une the´orie totalement
covariante [17, 26] ou` le parame`tre d’Immirzi n’intervient pas dans le spectre des ope´rateurs ge´ome´triques. Cette
formulation covariante sera explicite´e dans la partie III.
3En fait, ˜˜qab = Eai E
bi est une densite´ +2, et c’est la me´trique q a` un facteur E2 pre`s. En particulier det[˜˜qab] = q2.
Chapitre 2
Quantifier avec des Boucles
L’analyse canonique de l’action de Palatini (avec la fixation de jauge telle que la direction temps soit normale
a` l’hypersurface canonique) nous fournit un formalisme de ge´ome´trodynamique, fonde´ non sur la me´trique mais
sur une connexion SU(2) (et sa triade conjugue´e). Ce formalisme est tre`s similaire a` une the´orie de jauge de type
de Yang-Mills et peut eˆtre vu (du point de vue mathe´matique) comme une ge´ne´ralisation de la the´orie quantique
du champs e´lectromagne´tique (QED) e´changeant le groupe de jauge U(1) contre le groupe non-abe´lien SU(2) :
la connexion A est l’analogue du potentiel e´lectromagne´tique et la triade E est l’analogue du champ e´lectrique.
Apre`s avoir proce´de´ a` l’analyse de la structure canonique, il s’agit maintenant de trouver des observables
de la the´orie, puis d’en construire une repre´sentation sur laquelle pourront agir des ope´rateurs correspondant
aux variables classiques connexion et triade. Une observable est une quantite´ qui commute avec toutes les
contraintes, ici Gi, Va et H . Nous allons proce´der par e´tape et commencer par l’invariance de jauge Gi avant de
nous pre´occuper de l’invariance sous diffe´omorphismes (spatiaux) et d’imple´menter la contrainte Hamiltonienne.
Une observable naturelle dans les the´ories de jauge est la boucle de Wilson. Elle consiste en la trace de
l’holonomie de la connexion (de jauge) autour d’une boucle ; soit dans notre cas, en notant e une boucle sur
notre hypersurface Σ :
We(A) = TrUe(A) = Tr e
∫
e
A = Tr e
∫
1
0
dtAia(e(t))τie˙
a(t), (2.1)
ou` t ∈ [0, 1] → e(t) est une parame´trisation de la boucle e et τi sont les ge´ne´rateurs de SU(2) (les matrices
de Pauli). Une transformation de jauge SU(2) est de´finie par une fonction g : x ∈ Σ → g(x) ∈ SU(2). Son
action sur la connexion est gA = g−1Ag + g−1∂g et l’holonomie le long d’une courbe γ se transforme en
gUγ(A) = g(γ(0))
−1Uγ(A)g(γ(1)). Par conse´quent, notant x0 = e(0) = e(1) le point de de´part de la boucle, Ue
se transforme en g(x0)
−1Ueg(x0) et sa trace est invariante sous l’action du groupe de jauge. Il est possible de
ge´ne´raliser la boucle de Wilson a` un graphe quelconque (au lieu d’une boucle). Cela nous fournit des fonctions
cylindriques en la connexion A, qui ne de´pendent de la connexion qu’a` travers un nombre fini de variables. Plus
pre´cise´ment, soit un graphe oriente´ et ferme´ Γ avec E liens et V vertex. Nous construisons les E holonomies de
la connexion A le long des liens de Γ puis nous conside´rons des fonctions sur SU(2)E :
ϕΓ(A),φ = φ(Ue1 , . . . , UeE ) ∈ C. (2.2)
L’action d’une transformation de jauge agit sur chaque holonomie Ue par une rotation a` la source s(e) du lien
e et a` sa cible c(e) :
Ue → g−1s(e)Uegc(e), (2.3)
donc agit sur la fonctionnelle ϕΓ,φ au niveau des vertex du graphe Γ a` travers V e´le´ments g1, . . . gV de SU(2). Par
conse´quent, demander que ϕΓ,φ soit invariante sous transformation de jauge revient a` imposer que la fonction
φ de´finie sur SU(2)E soit invariante sous l’action de SU(2)V :
∀gv ∈ SU(2), φ(Ue1 , . . . , UeE ) = φ(g−1s(e1)Ue1gc(e1), . . . , g−1s(eE)UeEgc(eE)). (2.4)
Les fonctions cylindriques que nous avons construites sont invariantes sous l’action de SU(2) i.e sous l’action
de la loi de Gauss Gi. Par contre, elles ne sont pas invariantes sous l’action de Va et de C. Puisque Va induit
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Fig. 2.1 – Support du graphe d’une fonction cylindrique de´pendant des holonomies le long des liens 1, 2, .. et
invariantes de jauge aux vertex A,B, ...
les diffe´omorphismes sur Σ, il est intuitif que son action sur une fonctionnelle ϕΓ,φ a` support sur un graphe Γ
va eˆtre de de´placer le graphe Γ. Par contre, l’action de H va eˆtre plus subtile a` imple´menter.
Il est e´galement possible de construire des ”observables” 1invariantes sous SU(2) a` partir de la triade. La
triade se transforme de manie`re homoge`ne sous le groupe de jauge E(x)→ g(x)−1E(x)g(x). Se choisissant une
surface S ⊂ Σ et une fonction f : S → su(2), on peut de´finir un flux de la densite´ Eai a` travers la surface
oriente´e S par
E(S, f) = 1
2
∫
S
Eif
i =
1
2
∫
S
Eai f
iǫaa1a2dx
a1 ∧ dxa2 (2.5)
ou` x1, x2, x3 est un syste`me de coordonne´es sur Σ. Le champs E e´tant conjugue´ a` la connexion, ces flux E(S, f)
agiront comme des de´rivations sur les fonctionnelles ϕΓ(A) de la connexion. L’alge`bre forme´e par les E(S, f) et
les ϕΓ peut eˆtre conside´re´e comme l’alge`bre fondamentale en Loop Gravity (voir par exemple [28]).
Ne´anmoins, je ne regarderai pas en de´tails cette alge`bre-la` et je concentrerai mon attention sur d’autres
”observables” fonctions de la triade, qui permettent de construire l’ope´rateur d’aire d’une surface. Choisissons
une surface S de coordonne´es σ1 et σ2 et commenc¸ons par construire la quantite´
Ei(S) =
∫
S
dσ1dσ2ǫabc
∂xa(~σ)
∂σ1
∂xb(~σ)
∂σ2
Eci (x(~σ)). (2.6)
Alors la quantite´
√
Ei(S)Ei(S) est invariante sous SU(2). Justement, cela permet de construire l’aire d’une
surface S en prenant la limite d’une fine partition de S en petites surface S(n)k [29] :
A(S) = lim
n→∞
∑
k
√
Ei(S(n)k )Ei(S(n)k ). (2.7)
En effet, par de´finition de l’inte´grale de Riemann, le terme de droite se lit∫
S
dσ1dσ2
√
ǫabc
∂xa(~σ)
∂σ1
∂xb(~σ)
∂σ2
Eci (x(~σ))ǫdef
∂xd(~σ)
∂σ1
∂xe(~σ)
∂σ2
Efi (x(~σ)).
En choisissant x3 = 0 sur la surface S et donc σ1 = x1, σ2 = x2, cela se re´duit a`∫
S
dσ1dσ2
√
E3i(x)E3i(x) =
∫
S
dσ1dσ2
√
det(g)g33 =
∫
S
dσ1dσ2
√
det2(g),
1Le mot ”observables” est ici un abus de language puisque les fonctionnelles conside´re´es ne sont pas invariantes sous toutes les
contraintes : ce ne sont que des observables partielles.
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ou` nous avons utilise´ le fait que Eai est la densite´ inverse de la triade e
i
a (comme vu dans le chapitre pre´ce´dent)
et par conse´quent Eai E
b
i = det(g)g
ab avec gab l’inverse de la me´trique.
Maintenant, je vais proce´der a` la quantification canonique de l’action de Palatini formule´e dans les variables
de connexion SU(2) et de triade. La Loop Quantum Gravity est fonde´e sur le choix des fonctions cylindriques
de la connexion A comme fonctions d’onde. L’espace des fonctions cylindriques L2 est alors l’espace de Hilbert
des e´tats quantiques de la ge´ome´trie de l’hypersurface canonique. Je montrerai comment construire la base des
re´seaux de spin de cet espace L2, puis j’expliquerai comment imple´menter un ope´rateur d’aire, diagonal sur
les re´seaux de spins, et un ope´rateur de volume. Cela de´finira la Loop Quantum Gravity , une quantification
non-perturbative de la relativite´ ge´ne´rale cense´e nous de´crire l’espace-temps a` l’e´chelle de Planck.
2.1 Des re´seaux de spins
Dans cette section, je vais expliquer comment les fonctions cylindriques nous fournissent un espace d’Hilbert
pour la the´orie quantique, qui sera l’espace des e´tats quantiques de notre hypersurface canonique. Je com-
mencerai par regarder l’espace des fonctions cylindriques a` support sur un graphe Γ donne´. Je de´finirai l’espace
d’Hilbert des fonctions L2 et je pre´senterai sa base donne´e par les re´seaux de spins. Puis, dans une seconde
e´tape, je sommerai sur tous les graphes et conside´rerai l’ensemble de toutes les fonctions cylindriques. Cet es-
pace pourra eˆtre vu comme l’espace des fonctions L2 sur un espace de connexions ge´ne´ralise´es a` l’aide de la
mesure d’Ashtekar-Lewandowski. Cet espace aura comme base l’ensemble de tous les re´seaux de spins (a` sup-
port sur n’importe quel graphe). Il fournit une repre´sentation (des fonctionnelles cylindriques) de la connexion
A (l’ope´rateur multiplication) et des quantite´s ge´ome´triques fonction de la triade (comme les flux, l’aire et le
volume) en tant qu’ope´rateurs hermitiens.
2.1.1 La Base des Re´seaux de Spin
Plac¸ons nous donc sur un graphe fixe´ Γ plonge´ dans Σ et conside´rons l’ensemble des fonctions cylindriques a`
support sur Γ. Nous aimerions construire un espace d’Hilbert a` partir de ces fonctionnelles, plus pre´cise´ment un
espace L2. Pour cela, il nous faut choisir une mesure. Une mesure naturelle est la mesure de Haar dµΓ =
∏
e dge
sur SU(2)E . Ainsi la mesure d’une fonctionnelle ϕΓ,φ = φ(Ue1 , . . . , UeE ) sera :
µΓ(ϕΓ,φ) =
∫ E∏
i=1
dgi φ(g1, . . . , gE). (2.8)
Cette mesure ne faisant pas mention explicite du graphe Γ, elle permettra une imple´mentation simple de
l’action des diffe´omorphismes comme nous le verrons plus loin. Egalement, cette mesure sera l’unique mesure
pour laquelle les ope´rateurs construits a` partir de la triade seront hermitiens.
Ayant choisi la mesure, on peut donc construire l’espace d’Hilbert HΓ = L2(dµΓ) sur laquelle le produit
scalaire s’e´crit :
〈ϕφ|ϕψ〉 = 〈φ|ψ〉 =
∫ E∏
i=1
dgi φ(g1, . . . , gE)ψ(g1, . . . , gE). (2.9)
A partir de la`, il serait inte´ressant d’exhiber une base de cet espace d’Hilbert pour avoir une ide´e de sa
structure. C’est l’espace des fonctions L2 sur SU(2)E qui sont invariantes sous l’action de SU(2)V . On pourra
donc commencer par regarder l’espace L2(SU(2)E), puis imposer l’invariance sous SU(2)V . Cette approche est
valide car SU(2) est compact : si le groupe de jauge e´tait de volume infini (comme le groupe de Lorentz), alors
l’espace L2(GE) ne contiendrait aucune fonction invariante sous l’action de GV .
L2(SU(2)E) s’obtient en utilisant la formule de de´composition de Peter-Weyl. C’est une sorte de transforme´e
de Fourier qui exprime une fonction f ∈ L2(SU(2)) comme une somme sur les repre´sentations de SU(2) :
∀g ∈ SU(2), f(g) =
∑
j,m,n
f jmnD
(j)
mn(g), (2.10)
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Fig. 2.2 – De´composition d’un entrelaceur 4-valent en vertex trivalents : on “de´plie” le vertex 4-valent en un
lien “virtuel”.
ou` j ∈ N/2 labelle les repre´sentations irre´ductibles (de dimension finie) de SU(2). Appelons V j l’espace associe´
a` la repre´sentation de spin j. m,n labellent une base de V j (la base usuelle |m〉) et varient sur −j,−j+1, . . . , j−
1, j. D(j)(g) est la matrice repre´sentant l’e´le´ment de groupe g dans la repre´sentation de spin j. Les f jmn sont
l’e´quivalents des composantes de Fourier de la fonction f .
A l’aide de cette formule, on peut de´composer une fonction f(g1, . . . , gE) ∈ L2(SU(2)E) sur les repre´sentations
de SU(2). On va associer a` chaque lien e du graphe une repre´sentation je et des vecteursme, ne. Ces deux vecteurs
sont en fait associe´s aux deux vertex source v = s(e) et cible v = c(e) du lien e. Puis une base de L2(SU(2)E)
est fournie par les vecteurs :
f{je,me,ne}(g1, . . . , gE) =
∏
e
D(je)mene(ge) =
∏
e
〈jeme|ge|jene〉. (2.11)
Il s’agit maintenant d’identifier le secteur invariant de jauge i.e satisfaisant la relation (2.4). Pour cela, on
veut imposer une invariance sous SU(2) a` chaque vertex. Cela est re´alise´ en choisissant pour chaque vertex v
un tenseur
∏
e in V
je → ∏e out V je , ou d’une manie`re e´quivalente ∏e in V je ⊗∏e out V je → C , invariant sous
SU(2). Les liens e in sont les liens incidents sur v et les liens e out sont les liens partant de v. De tels objets
sont appelle´s entrelaceurs. Si nous avons un vertex trivalent, l’entrelaceur entre 3 repre´sentations de SU(2)
est unique a` une normalisation pre`s : il est donne´ par les coefficients de Clebsh-Gordan. Une fois donne´s des
entrelaceurs Iv pour tous les vertex v, on peut construire une fonction invariante de jauge en contractant les
e´le´ments de matrices D(je)(ge) au niveau des vertex a` l’aide des Iv :
f je,Iv(g1, . . . , gE) =
∏
eD
(je)(ge)⊗
∏
v(Iv)
je in,je out
=
∏
e〈jeme|ge|jene〉
∏
v〈je inne|(Iv)je in,je out |je outme〉
. (2.12)
Finalement, comme nous voulons une base de l’espace L2 des fonctions invariantes, il ne reste plus qu’a` choisir
une base d’entrelaceurs pour chaque vertex. Pour trouver une base d’entrelaceurs pour un vertex n-valent, il suffit
de de´plier le vertex en un graphe (avec n pattes exte´rieures) ne contenant que des vertex (virtuels) trivalents :
les entrelaceurs des vertex trivalents sont donne´s par les Clebsh-Gordan et on labelle les liens virtuels avec des
spins internes aux vertex (voir fig.2.2 pour l’exemple de l’entrelaceur 4-valent). On obtient alors une base de
HΓ par fonctions labelle´es par des spins je sur chaque lien et des entrelaceurs Iv a` chaque vertex : c’est la base
des re´seaux de spin ou spin networks (voir fig.2.3).
2.1.2 Connexion Ge´ne´ralise´e et Mesure d’Ashtekar-Lewandowski
Il s’agit maintenant de conside´rer l’ensemble des fonctions cylindriques, c’est-a`-dire en quelque sorte de
sommer sur l’ensemble des graphes Γ, pour obtenir un espace d’Hilbert repre´sentant tous les e´tats quantiques
de l’hypersurface (canonique). Dans ce cadre, l’approche d’Ashtekar et Lewandowski est d’utiliser des techniques
de limites projectives pour de´finir un espace de connexion ge´ne´ralise´e sur lequel on peut introduire une mesure,
la mesure dite d’Ashtekar-Lewandowski [30]. L’espace L2 en re´sultant sera une somme, ou limite projective, des
espaces d’Hilbert HΓ. Le lecteur pourra trouver une revue de´taille´e de ce formalisme dans [10].
Tout d’abord on de´finit l’espace des connexions discre`tes invariantes de jauge a` support sur le graphe Γ
(plonge´ dans l’hypersurface Σ) :
AΓ = SU(2)
E/SU(2)V
=
{
[(ge1 , . . . , geE )]SU(2)V
}
=
{
{(k−1s(ei)geikt(ei), i = 1 . . . E), kv ∈ SU(2)}
}
.
(2.13)
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Fig. 2.3 – Re´seau de spin labelle´ par les repre´sentations j1, j2, .. sur les liens et par les entrelaceurs Iv aux
vertex.
On introduit un ordre partiel ≺ sur l’ensemble des graphes : Γ1 ≺ Γ2 ssi Γ1 peut eˆtre obtenu a` partir de Γ2 en
enlevant des liens et des vertex bivalents. On peut alors de´finir des projections pΓ2Γ1 : AΓ2 → AΓ1 pour Γ1 ≺ Γ2
en enlevant les liens et vertex bivalents supple´mentaires :{
enlever le lien ei (g1, . . . , gi, . . . , gE) → (g1, . . . , gi−1, gi+1, . . . , gE)
vertex bivalent entre e1 et e2 (g1, g2, . . . , gE) → (g1gǫ2, . . . , gE) (2.14)
ou´ ǫ = ±1 depend de l’orientation relative de e1 et e2. Illustrons ces projections par l’exemple de la re´duction
du graphe Θ a` une simple boucle :
1
2
3
−→
1
3
(g1, g2, g3) ∼ (h−1g1k, h−1g2k, h−1g3k) −→ (g1, g3) ∼ (h−1g1k, h−1g3k)
1
3
−→
1
(g1, g3) ∼ (h−1g1k, h−1g3k) −→ G1 = g1g−13 ∼ h−1G1h
(2.15)
On de´finit ensuite la limite projective A¯ comme l’ensemble des familles d’e´le´ments de AΓ cohe´rentes avec les
projections :
A = {(aΓ)Γgraphe ∈ ×ΓAΓ / ∀Γ1,2 , Γ1 ≺ Γ2 ⇒ pΓ2Γ1aΓ2 = aΓ1} . (2.16)
Dans le cas du groupe compact SU(2), les espaces AΓ sont topologiques, compacts et Haussdorf, et les projec-
tions sont continues, par conse´quent A, muni de la topologie de Tychonov (topologie produit) est compact et
Haussdorf. On construit donc les fonctions continues sur A. On commence par de´finir les espaces
C0(AΓ) = {f ∈ F(AΓ,C), f continues} . (2.17)
Les projections p induisent des injections entre les espaces de fonctions C0(AΓ1 ) et C
0(AΓ2) de`s que Γ1 ≺ Γ2 :
iΓ1Γ2 : C
0(AΓ1) → C0(AΓ2) (2.18)
φ({ge}e∈Γ1) → φ˜({ge}e∈Γ2) = φ(pΓ2Γ1{ge}e∈Γ2). (2.19)
On de´finit alors la relation d’e´quivalence suivante :
fΓ1 ∈ C0(AΓ1) ∼ fΓ2 ∈ C0(AΓ2) ⇔ ∃Γ3 ≻ Γ1,Γ2, iΓ1Γ3fΓ1 = iΓ2Γ3fΓ2
⇔ ∀Γ3 ≻ Γ1,Γ2, iΓ1Γ3fΓ1 = iΓ2Γ3fΓ2 (2.20)
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Ceci nous permet de de´finir l’espace des fonctions cylindriques :
Cyl(A) =
⋃
Γ
C0(AΓ)
/
∼ . (2.21)
Nous avons divise´ par la relation d’e´quivalence pour enlever les redondances dues a` l’existence des injections.
Sur Cyl(A), on de´finit la norme
‖[fΓ]∼‖ = sup
xΓ∈AΓ
|fΓ(xΓ)|. (2.22)
Alors l’espace comple´te´ est une C∗ alge`bre abe´lienne, a` laquelle nous pouvons appliquer le the´ore`me de Gelfand-
Naimark. Ainsi, c’est l’alge`bre des fonctions continues sur un certain espace compact et Haussdorf de´nomme´
le spectre de Gelfand de la C∗ alge`bre. Dans [30], Ashtekar et Lewandowski ont de´montre´ que son spectre de
Gelfand est tout simplement A i.e que nous avons l’isomorphisme suivant :
Cyl(A) ≈ C0(A). (2.23)
Cyl(A) est notre espace de connexion ge´ne´ralise´e. Nous allons construire une mesure sur cet espace. Pour cela, si
on choisit des mesures dµ(Γ) sur les espaces des connexions discre`tes AΓ de telle sorte qu’elles soient compatibles
avec les injections :
∀Γ1 ≺ Γ2 , iΓ1Γ2dµ(Γ2) = dµ(Γ1). (2.24)
Il est alors possible de de´finir une mesure dµ sur A en conside´rant la limite projective. Dans notre cas, les
mesures dµ(Γ) sont les mesure de Haar et elles satisfont trivialement la condition de compatibilite´. Leur limite
projective est la mesure d’Ashtekar-Lewandowski et l’espace d’Hilbert final est donc :
Hcyl = L2(A¯, dµ).
Un manie`re alternative et e´le´gante de construire cet espace d’Hilbert est d’utiliser la construction GNS
(d’apre`s Gelfand-Naimark-Segal) [31, 32].
On conside`re l’alge`bre A de toutes les fonctions cylindriques fΓ (a` support sur tous les graphes Γ) munie de
la multiplication entre fonctions. On de´finit la norme sup sur cet espace comme pre´ce´demment
‖fΓ‖ = sup
AΓ
|fΓ|. (2.25)
Puis, on comple`te A en une C∗ alge`bre A¯. Sur A¯, on definit un e´tat ω -une forme line´aire positive normalise´e-
qui est ici simplement l’inte´gration :
ω(fΓ) =
∫
AΓ
dµ(Γ)fΓ =
∫
SU(2)E
dg1 . . . dgEfΓ(g1, . . . , gE). (2.26)
ω induit un produit scalaire de´ge´ne´re´ 〈fΓ1 |fΓ2〉 = ω(f∗Γ1fΓ2) en se souvenant que le produit de deux fonctions
cylindriques est une fonction cylindrique a` support sur un graphe plus grand contenant a` la fois Γ1 et Γ2. On
de´finit l’ide´al de Gelfand :
I = {a ∈ A¯|ω(a∗a) = 0}. (2.27)
On obtient alors un vrai produit scalaire Hermitien (de´fini positif) sur l’espace Hgns = A¯/I. Puis on obtient un
espace d’Hilbert en comple´tant cet espace en Hgns. Il est facile de se convaincre que la relation d’e´quivalence ∼
est la meˆme que celle de´finie par I et donc que les deux me´thodes me`nent au meˆme re´sultat : Hgns = Hcyl.
Faisons cette construction explicitement. La base des re´seaux de spin nous fournit une de´composition de
HΓ avec laquelle il est aise´ d’imple´menter la relation d’e´quivalence ∼. Si un lien e de Γ est labelle´ par la
repre´sentation triviale j = 0, alors la fonctionnelle re´seau de spin correspondante ne de´pend en fait pas de
l’e´le´ment de groupe ge vivant sur ce lien : elle sera e´gale au re´seau de spin de´fini sur Γ
′ = Γ \ {e} avec les
meˆmes labels et entrelaceurs. Par conse´quent, nous pouvons de´composer HΓ en la somme des espaces d’Hilbert
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H˜Γ′ , Γ′ ⊂ Γ, des re´seaux de spin a` support sur Γ′ ne contenant aucune repre´sentation triviale j = 0. De
plus, si nous conside´rons un graphe arbitraire Γ1 (qui n’est pas une simple boucle avec un unique vertex) et un
graphe Γ2 obtenu en enlevant un vertex bivalent de Γ1, les espaces H˜Γ1 et H˜Γ2 sont isomorphes par la restriction
de l’injection iΓ2Γ1 a` H˜Γ2 . Cela veut dire que nous de´composons l’espace HΓ en tant que somme directe des
espaces H′Γ avec Γ′ ⊂ Γ ne contenant pas de vertex bivalents (plus les boucles simples avec un unique vertex).
Pour re´sumer, on de´finit l’ensemble G de tous les graphes et l’ensemble G˜ des graphes ne contenant pas le vertex
bivalent. On a alors :
HΓ =
⊕
Γ′∈G˜,Γ′⊂Γ
(iΓ′Γ)H˜Γ′ . (2.28)
A l’aide de ceci, on obtient que Hgns =
⊕
Γ∈G˜ H˜Γ, qui imple´mente en pratique la somme non-directe +Γ∈G˜HΓ ≡⊕
Γ∈GHΓ/ ∼.
Nous avons donc construit notre espace d’Hilbert des fonctions d’onde invariantes sous l’action du groupe de
jauge SU(2). Il reste a` imple´menter l’action des diffe´omorphismes spatiaux et de la contrainte Hamiltonienne.
Reste e´galement a` fournir un sens physique, une interpre´tation ge´ome´trique aux e´tats construits. Cela sera
obtenu a` travers l’imple´mentation des ope´rateurs aires et volumes agissant sur la base des re´seaux de spin,
comme explicite´ dans la prochaine section.
2.2 Quantifier la relativite´ ge´ne´rale
Je vais de´crire la quantification de la the´orie re´elle, en de´crivant principalement le cadre cine´matique de la
the´orie. La quantification de la formulation complexe self-duale est identique a` l’exception de l’imple´mentation
des conditions de re´alite´, que je discuterai a` part.
2.2.1 L’espace d’Hilbert de la Loop Quantum Gravity
Nous avons construit un espace d’Hilbert d’e´tats invariants de jauge SU(2), c’est-a`-dire qu’ils re´solvent la
contrainte Gi = 0. On note cet espace Hinv. Maintenant, nous voudrions nous occuper des contraintes Va et
C. Tout d’abord, nous avons vu que les diffe´omorphismes spatiaux sont ge´ne´re´s par les contraintes ∆a qui sont
des combinaisons des Gi et Va. Par conse´quent, sur un espace invariant de jauge, les diffe´omorphismes spatiaux
sont induits par Va, c’est-a`-dire que pour re´soudre Va = 0, il faut se placer sur un espace d’e´tats invariants sous
diffe´omorphismes. En d’autres termes, il s’agit de quotienter Hinv par l’action des diffe´omorphismes.
Quelle est donc l’action des diffe´omorphismes (spatiaux) sur les fonctionnelles de re´seaux de spins ? Elle
est simple, elle de´place le graphe support de la fonctionnelle cylindrique. Plus pre´cise´ment, conside´rons un
diffe´omorphisme φ sur Σ. Puisque son action sur une holonomie se lit φ · Ue(A) → Ue(φ−1A) = Uφ·e(A) son
action sur une fonctionnelle cylindrique ϕΓ,f (A) est :
φ · ϕΓ,f (A)→ ϕΓ,f (φ−1A) = ϕφ·Γ,f (A). (2.29)
On conside`re donc l’espace des classes d’e´quivalence des fonctions cylindriques sous l’action des diffe´omorphismes.
La mesure (2.8) et le produit scalaire (2.9) passe sans proble`me au quotient. La diffe´rence est que pre´ce´demment
deux fonctions cylindriques a` support sur des graphes distincts e´taient orthogonaux par de´finition et que main-
tenant ils sont comparables si les deux graphes sont e´quivalents sous diffe´omorphismes. Ainsi on construit
l’espace d’Hilbert Hdiff . Une base de cet espace est donne´e formellement par les re´seaux de spin labelle´s par les
spins et par les classes d’e´quivalence de graphes (sous diffe´omorphismes)2. Ces classes d’e´quivalence de´pendent
explicitement de la topologie de Σ et rendent compte de la manie`re dont les graphes s’enroulent autour de Σ.
Notons que, de`s qu’on autorise des vertex de valence supe´rieure ou e´gale a` 5, la base de Hdiff est labelle´e par
un parame`tre continu et Hdiff devient non-se´parable. Le lecteur pourra trouver des de´tails techniques dans
[9, 10, 11, 33].
2Ce ne sont pas les re´seaux de spins abstraits ou abstract spin networks (comme on utilise dans les mode`les de mousse de spin
par exemple) qui sont de´finis entie`rement par leur structure combinatoriale car les classes d’e´quivalence sous diffe´omorphismes
de´pendent encore de la topologie de l’hypersurface Σ.
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Maintenant, pour comple`tement de´finir la the´orie, il faudrait imple´menter l’action de la contrainte C (in-
duisant les diffe´omorphismes dans la direction temps). Puis on projeterait sur l’espace des e´tats invariants par
cette action (ou les classes d’e´quivalence sous cette action si elles ont un sens physique), ce qui nous donnerait
l’espace Hphys des e´tats physiques satisfaisant toutes les contraintes classiques. Malheureusement, il n’y a pas
encore de concensus sur l’action de C sur les Hdiff (ou Hinv). Ne´anmoins, tout le monde s’accorde plus ou
moins sur le fait qu’elle agit sur les vertex des re´seaux de spin, modifiant les spins mais aussi le graphe support
en cre´ant de nouveaux vertex. Et il existe plusieurs propositions d’actions possibles [34, 35, 36, 37] se distinguant
par les modifications exactes induites sur le graphe support (action dite ultra-locale agissant uniquement au
niveau des vertex comme dans [34] ou action visant des corre´lations a` longues distances comme dans [36]) et
les amplitudes (de´pendantes des spins) associe´es a` ces modifications. Le but e´tant de produire une bonne limite
semi-classique avec des corre´lations a` longue distance (similaire a` la propagation des ondes gravitationelles).
Des simulations nume´riques dans des mode`les de dynamique simplifie´e ont e´te´ effectue´es mais rien de de´finitif
n’a encore e´te´ prouve´. Ainsi un flou re`gne encore sur la dynamique des re´seaux de spin. D’ou` l’introduction des
mode`les de mousse de spin, qui sont des mode`les d’espace-temps pouvant eˆtre repre´sente´s comme des histoires
de re´seaux de spin, pour reme´dier a` ce proble`me et de´finir une “bonne” dynamique pouvant induire une “bonne”
limite semi-classique.
Malgre´ ce proble`me au niveau de la dynamique, une caracte´ristique attrayante de la Loop Quantum Gravity
est l’interpre´tation ge´ome´trique des e´tats de re´seaux de spin de Hdiff . Elle est obtenue a` travers les ope´rateurs
ge´ome´triques d’aire et de volume repre´sente´s sur Hinv .
2.2.2 La ge´ome´trie des re´seaux de spin
Tout d’abord, en utilisant l’expression de l’aire d’une surface (2.7) en fonction de la triade, il est possible d’en
donner une repre´sentation ope´rationelle sur l’espace Hinv. Ceci est obtenu en remplac¸ant la quantite´ classique
Eai par la de´rive´e par rapport a` la connexion vu le crochet de Poisson (1.10) :
{Aia(x), Ebj (y)} = γδbaδijδ(3)(x, y) ⇒ Eai (x)→ Eˆai (x) = −iγ
∂
∂Aia(x)
. (2.30)
Par conse´quent, pour e´tudier l’action sur les fonctions cylindriques d’un ope´rateur forme´ a` partir de Eˆai , nous
avons besoin de l’expression de la de´rive´e d’une holonomie [39] :
∂
∂Aia(x)
Ue(A) =
∂
∂Aia(x)
e
∫
1
0
ds e˙b(s)Aj
b
τj =
∫
ds e˙a(s)δ(3)(e(s), x)Ue1(s)(A)τiUe2(s)(A) (2.31)
ou` la courbe e est coupe´e a` la coordonne´e en e1(s) et e2(s). En d’autres termes, l’action de Eˆ
a
i (x) revient a`
inse´rer le ge´ne´rateur τi de SU(2) au milieu de l’holonomie.
Maintenant, suivant la logique de [29], on en de´duit l’action de l’ope´rateur Eˆi(S) sur un re´seau de spin. Pour
simplifier les expressions, nous supposons la surface S n’intersecte le graphe support Γ du re´seau de spin qu’une
seule fois, en un point qui n’est pas un vertex. On note e le lien intersecte´ et j la repre´sentation l’indexant. Il
s’agit alors de de´river (la matrice de repre´sentation de) l’holonomie Rj[Ue]. Plus pre´cise´ment :
Eˆi(S).Rj(Ue) = −iγ
∫
S
dσ1dσ2
∫
e
ds ǫabc
∂xa(~σ)
∂σ1
∂xb(~σ)
∂σ2
∂ea(s)
∂s
δ(3)(e(s), x)
×Rj[Ue1(s)(A)]Rj [τi]Rj [Ue2(s)(A)]. (2.32)
Maintenant, en utilisant la re´gularisation e´vidente limy→x(Eˆi(S)(x).Eˆi(S)(y)), on peut regarder l’action de
l’ope´rateur Eˆi(S)Eˆi(S) :
Eˆi(S)Eˆi(S).Rj(Ue) = −iγ2
∫
S
dσ1dσ2
∫
e
ds ǫabc
∂xa(~σ)
∂σ1
∂xb(~σ)
∂σ2
∂ea(s)
∂s
δ(3)(e(s), x)
×Rj[Ue1(s)(A)]Rj [τi]Rj [τi]Rj [Ue2(s)(A)]. (2.33)
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Fig. 2.4 – Aire d’une surface S intersectant le lien e.
Rj [τi]R
j[τi] est le Casimir de SU(2) dans la repre´sentation j et c’est juste le nombre j(j + 1).
Alors Rj[Ue1(s)(A)]R
j [τiτi]R
j [Ue2(s)(A)] = R
j(Ue) ne de´pend plus de s et sort de l’inte´grale. Il apparaˆıt alors
que
ǫabc
∂xa(~σ)
∂σ1
∂xb(~σ)
∂σ2
∂ea(s)
∂s
est le Jacobien du changement de coordonne´es σ1, σ2, s a` x1, x2, x3. Donc l’inte´grale restante compte simplement
le nombre (oriente´) d’intersections entre S et le lien e, que nous avons choisi d’eˆtre 1. Par conse´quent l’action
de Eˆi(S)Eˆi(S) est diagonale sur l’holonomie Rj(Ue) :
Eˆi(S)Eˆi(S).Rj(Ue) = γ2j(j + 1)Rj(Ue). (2.34)
Nous ge´ne´ralisons tout de suite cette relation a` la fonctionnelle re´seau de spin :
Eˆi(S)Eˆi(S).φ(j1 ,...,je,...,jE)Γ (U1, . . . , Ue, . . . , UE) = γ2je(je + 1)φ(j1,...,je,...,jE)Γ . (2.35)
On peut alors de´finir l’ope´rateur
√
Eˆi(S)Eˆi(S) dont l’action sera e´galement diagonale avec comme valeur propre√
je(je + 1).
Maintenant, on utilise la formule (2.7) de l’aire d’une surface S pour e´lever AS au rang d’ope´rateur AˆS .
Calculant l’action de l’ope´rateur aire Aˆ sur une fonctionnelle de re´seau de spin a` support sur un graphe Γ, on
peut choisir une partition telle que la surface S soit de´coupe´e en petits morceaux Sk qui n’intersectent le graphe
Γ qu’en un seul point chacun. Pour le moment, nous ne conside´rons que le cas ou` le Jacobien (σ1, σ2, s) →
(x1, x2, x3) est non nul a` toutes les intersections. Alors AˆS est diagonal sur les φΓ et :
AˆS .φ(j1,...,jE)Γ = γ
∑
e|e∩S6=∅
√
je(je + 1)φ
(j1,...,jE)
Γ . (2.36)
Dans le cas d’une surface S intersectant le graphe Γ en un vertex, la valeur propre n’est plus √je(je + 1) et
il faut distinguer les liens transversaux up (le Jacobien est non nul et positif), les liens transversaux down (le
Jacobien est ne´gatif) et les liens tangents (le Jacobien est nul donc l’ope´rateur EiEi construit ci-dessus est nul).
On regroupe tous les spins des liens up en un lien (virtuel) de spin ju, de meˆme avec les liens down qui sont
regroupe´s en jd et les liens tangents en jt. Alors AˆS est toujours diagonale et la valeur propre est [29] :
AˆS .φΓ = γ 1
2
√
2ju(ju + 1) + 2jd(jd + 1)− jt(jt + 1)φΓ. (2.37)
Les fonctionnelles re´seaux de spin sont donc la base diagonalisant les ope´rateurs d’aire (des surfaces de Σ).
Cela fournit une interpre´tation ge´ome´trique aux e´tats re´seaux de spin en inversant le raisonnement. En effet,
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un re´seau de spin donne´ de´finit un e´tat quantique de la ge´ome´trie de l’hypersurface Σ. Cette ge´ome´trie est
reconstruite par le fait que l’aire d’une surface intersectant le graphe support est donne´e en fonction des spins
de l’e´tat. Toute autre surface n’existe pas !
Notons que le spectre de l’aire contient un facteur γ. Par conse´quent, ce parame`tre innofensif au niveau clas-
sique intervient d’une manie`re cruciale au niveau quantique modifiant le spectre des ope´rateurs. Par conse´quent,
nous obtenons toute une famille de quantification ine´quivalente3labelle´e par le parame`tre d’Immirzi γ.
Il existe une autre ambigu¨ıte´ lors de la quantification des ope´rateurs triades et aires, lie´e a` la re´gularisation
du produit d’ope´rateur triade Eˆia(x)Eˆ
i
a(x) au meˆme point dans l’expression (2.35). Il est possible d’utiliser une
autre re´gularisation, se fondant sur une quantification syme´trique des ope´rateurs Eˆ. Alors l’action de Eˆia(x)Eˆ
i
a(x)
ne va pas se traduire par un facteur Casimir de SU(2) C = j(j+1), mais par un facteur C+1/4 [40]. Prenant la
racine de cette nouvelle expression pour obtenir les valeurs propres de l’ope´rateur aire, on trouve que
√
j(j + 1)
est remplace´ par l’expression plus simple :
AS = γ
√
j(j + 1) → AS = γ
(
j +
1
2
)
(2.38)
Ceci est cohe´rent avec la vision d’un spectre de l’aire e´galement espace´ et avec certains re´sultats obtenus dans
le contexte des mode`les de mousse de spin (inte´grale de chemin de la Loop Gravity ) [41].
Il est possible de pousser cette interpre´tation ge´ome´trique plus loin en associant un volume a` chaque vertex
du graphe. Ceci est obtenu par la construction d’un ope´rateur volume Vˆ . Pour cela, on conside`re la formule
classique du volume d’une re´gion R :
VˆR =
∫
R
d3x
√
det(3)g =
∫
R
d3x
√
1
3!
|ǫabcǫijkEaiEbjEck| (2.39)
puis on utilise la correspondance (2.30) remplac¸ant E par l’ope´rateur de´rivation au niveau quantique. Cela
fournit un ope´rateur bien de´fini [34]. Il n’agit qu’au niveau des vertex du graphe : on associe un volume a`
chaque vertex du graphe, de´pendant des repre´sentations vivant sur les liens partant de ce vertex, et le volume
d’une re´gion R est la somme des contributions des vertex contenus dans cette re´gion. Le volume associe´ a`
un vertex bivalent ou trivalent est nul. Le volume associe´ a` un vertex n-valent avec n ≥ 4 est non trivial et
de´pend de l’entrelaceur vivant au vertex en question. Cela est intuitif car cre´ant des surfaces duales aux liens
adjacents au vertex (dont les aires sont donne´es par les spins vivant sur ces liens), les cas bivalent et trivalent
sont de´ge´ne´re´s. Le premier cas non-trivial est le vertex 4-valent auquel on peut associer un te´trae`dre dual. Dans
ce cas, le volume du te´trae`dre n’est pas entie`rement de´termine´ par les aires de ces 4 faces. Il faut des donne´es en
plus, qui sont ici fournit par l’entrelaceur. Malheureusement, dans la base canonique des entrelaceurs 4-valents
(donne´e par la de´composition du 4-valent vertex en deux vertex trivalents relie´s par un lien virtuel interne dont
le spin labelle la base), cet ope´rateur volume n’est pas diagonal. De plus, on ne connaˆıt pas le spectre complet
de cet ope´rateur. Les premie`res valeurs propres sont donne´es dans [42]. Le lecteur inte´resse´ peut aussi d’autres
re´sultats analytiques et nume´riques dans [43].
Au final, nous avons plus ou moins de´crit la ge´ome´trie d’un e´tat quantique de l’hypersurface associe´ a` un
re´seau de spin. En passant au dual, cela donne l’image d’un espace par bloc. Chaque vertex et son entrelaceur
de´finissent un morceau de 3-volume. Chaque lien et son spin associe´ de´finissent la surface entre les deux 3-
volumes associe´s a` ces points source et cible. Ils de´crivent la relation entre deux vertex. Puis ce re´seau de
relations va e´voluer dans le temps et se modifier. Cette e´volution est donne´e par la contrainte Hamiltonienne.
Pour terminer, un petit mot sur le parame`tre d’Immirzi γ et l’ambigu¨ıte´ dans la quantification qui en
re´sulte. Ce parame`tre peut eˆtre vu comme soit de´coulant d’un terme dans l’action initial ne modifiant en rien
les e´quations du mouvement, soit issu d’une transformation canonique. Dans les deux cas, il n’intervient pas
classiquement. Ne´anmoins, il apparaˆıt en facteur du crochet de Poisson de la the´orie et intervient donc au
niveau de la the´orie quantique, modifiant le spectre de l’aire et du volume par un facteur d’e´chelle γ au niveau
3En fait, elles ne sont pas e´quivalentes dans le context cine´matique ou` on ignore la contrainte Hamiltonienne. Par contre, si
on prend en compte la contrainte Hamiltonienne C (ce que l’on ne sait pas faire explicitement), les ope´rateurs aires/volumes ne
repre´sentent pas des observables et on ne peut pas conclure a priori quant a` l’e´quivalence ou la non-e´quivalence de ces quantifications.
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A ≡ l2Pγ
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j(j + 1)
V(j, j1, j2)
Fig. 2.5 – Interpre´tation ge´ome´trique d’un re´seau de spin : les vertex repre´sentent des morceaux d’espace et les
liens de´crivent leurs surfaces frontie`res, le volume et l’aire e´tant donne´s par les spins porte´s par les liens.
cine´matique. Il de´finit donc toute une famille de quantification unitairement ine´quivalente. Mais cela ne se limite
pas au cadre cine´matique puisqu’il intervient e´galement dans la dynamique de la the´orie (dans la contrainte
Hamiltonienne). Reste par conse´quent a` comprendre sa signification physique. . .
2.2.3 A propos de la the´orie complexe
La proce´dure de quantification de la formulation complexe est exactement identique a` celle de la formulation
re´elle. De nouveau, on peut conside´rer les fonctionnelles cylindriques invariantes de jauge de la connexion (cette
fois-ci complexe et self-duale), les flux et l’aire. Les fonctionnelles cylindriques de´finissent les fonctions d’onde
de la the´orie quantique et une base de l’espace d’Hilbert est fournie par les re´seaux de spin. Puis la contrainte
Hamiltonienne de´finit la dynamique de ces re´seaux de spin. Compare´e a` la the´orie re´elle, son expression est plus
simple. Lors de la quantification, elle va eˆtre plus simple a` imple´menter [34] bien qu’un certain flou subsiste
quant a` de´terminer la “bonne” imple´mentation.
La complication re´side alors dans le fait que les variables que nous conside´rons sont a priori complexes. Et
que demander que la me´trique reste re´elle impose les conditions de re´alite´, (1.27) et (1.28), discute´es dans la
section 1.2. Lors de la quantification, une quantite´ classiquement re´elle est contrainte a` devenir un ope´rateur
auto-adjoint. Par conse´quent, on aimerait que
(Eˆai )
† = Eˆai , (2.40)
(Aˆia)
† + Aˆia = 2Γ
i
a(Eˆ). (2.41)
La premie`re condition impose directement que la me´trique soit re´elle. La seconde correspond a` (1.27) et (1.28),
et donc revient a` imposer que la re´alite´ de la me´trique est conserve´e lors de l’e´volution dans le temps.
Ces relations d’hermicite´ contraignent la mesure et le produit scalaire de la the´orie comme d’habitude en
me´canique quantique. Dans la repre´sentation donne´e par les fonctionnelles cylindriques de la connexion, la
condition (2.40) sur Eˆ correspond a` l’hermicite´ de la de´rive´e par rapport a` la connexion. La condition (2.41)
sur Aˆ est plus complique´e a` prendre en compte. Pour l’imple´menter, on peut se restreindre aux fonctionnelles
holomorphes et il est possible de construire explicitement le produit scalaire de la the´orie. Reste que sa structure
n’est pas intuitive i.e. on ne connaˆıt pas explicitement le produit scalaire de deux fonctionnelles re´seaux de spin.
Par contre, il est facile de voir a` quoi cela correspond dans une repre´sentation ou` on utiliserait des fonctionnelles
de la triade (au lieu de la connexion). La condition (2.41) serait alors une constrainte sur les ope´rateurs de´rive´es
Aˆ ∼ ∂/∂E.
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On peut remarquer que dans ce formalisme complexe, bien qu’ayant fixe´ la jauge la te´trade, nous avons
conserve´ une connexion A de jauge SU(2)C ∼ SL(2,C) et donc il semble que la the´orie est un formalisme
covariant invariant sous Lorentz. Cependant, bien que les contraintes Gi impose invariance sous le groupe
complexifie´ SU(2)C, cette syme´trie est brise´e par les conditions de re´alite´ (2.40) et (2.41) et re´duit au groupe re´el
et compact SU(2). Cela refle`te la fixation de jauge initiale. En fait, l’approche complexe revient a` complexifier
la the´orie, qui est alors plus simple a` manier, puis de prendre une section re´elle de la the´orie quantique complexe
pour obtenir la “vraie” the´orie quantique re´elle. La section re´elle est de´termine´e par le choix de jauge (dans le
cadre usuel, la time gauge), et serait change´e/tourne´e si on choisissait une autre fixation de jauge.
Le lecteur peut trouver une discussion de´taille´e de la quantification de la formulation complexe dans [44], et
une pre´sentation simple et claire du produit scalaire et une manie`re de l’exploiter pour avancer dans l’e´tude de
la Loop Quantum Gravity self-duale dans [45].
Conclusion : et la Dynamique ?
La Loop Quantum Gravity proce`de explicitement a` la quantification canonique de la relativite´ dans des
variables connexion SU(2) et triade conjugue´e. C’est une quantification mathe´matiquement bien de´finie et
non-pertubative de la gravite´, qui pre´dit a` quoi ressemblerait l’espace(-temps) a` l’e´chelle de Planck. Les e´tats
quantiques de l’espace (l’hypersurface canonique) sont donne´s par les re´seaux de spin, qui de´finissant une sorte
de ge´ome´trie discre`te. Il est possible d’imple´menter des ope´rateurs aire et volume et leur spectres est discret,
confirmant notre intuition que l’espace vient par quanta a` l’e´chelle de Planck !
Ne´anmoins, la dynamique de la the´orie n’est pas explicitement connue bien qu’il en existe plusieurs proposi-
tions. De plus, peu de solutions exactes de toutes les contraintes sont connues. A part les boucles sans intersection
(les graphes triviaux), la seule solution connue explicitement est l’e´tat de Kodama [44] dans la cas d’une con-
stante cosmologique Λ > 0 (que nous n’avons pas discute´ ici) et il semble possible de de´velopper une the´orie
des perturbations autour de cet e´tat quantique [45, 12].
Ce proble`me de la dynamique est lie´ au proble`me plus profond de comprendre ce qu’est le temps en gravite´
quantique. Sur ce point, la Loop Quantum Gravity , en tant que formalisme canonique reposant sur un de´coupage
3+ 1 de l’espace-temps, ne nous e´claire pas beaucoup. Pour y reme´dier, il a e´te´ introduit la notion de mousses
de spin ou spin foams [46, 47] qui correspondent a` des histoires de re´seaux de spin : ce sont des mode`les
d’espace-temps. Plus pre´cise´ment, un mode`le particulier correspond a` assigner une amplitude a` chaque histoire
possible. A l’aide de ces mode`les, nous espe´rons comprendre un peu mieux la notion de temps et la dynamique
des re´seaux de spin. Je consacrerai la partie IV de cette the`se a` de´crire ces objets, qui forment le sujet principal
de ma the`se. Je me suis particulie`rement attache´ a` comprendre la ge´ome´trie quantique qu’ils de´finisssent et
comment les utiliser en gravite´ quantique non-perturbative.
Les mousses de spin sont des structures d’espace-temps et le groupe de syme´trie usuellement utilise´ dans leur
construction est le groupe de Lorentz. De la` naissent plusieurs difficulte´s. Premie`rement, il faut adapter le cadre
des re´seaux de spin au cas d’un groupe non-compact, ce qui ne semble pas e´vident a` premie`re vue. Pendant
ma the`se, en collaboration avec Laurent Freidel, je me suis attache´ a` deve´lopper une telle the´orie [49], que je
de´crirai dans la partie suivante. Mais e´galement, ces mousses de spin, bien qu’issues du formalisme canonique
de la Loop Quantum Gravity , en semblent finalement assez e´loigne´. En effet, la Loop Gravity repose sur la
time gauge. Cette fixation de jauge fixe la direction temps orthogonalement a` l’hypersurface et re´duit la te´trade
a` une triade : elle re´duit la syme´trie de Lorentz a` une syme´trie effective SU(2) en gelant le plongement de
l’hypersurface dans l’espace-temps. Ceci est a` l’oppose´ des mousses de spin, dont la structure covariante repose
sur la syme´trie de Lorentz et qui de´crit une hypersurface a` travers son plongement dans l’espace-temps. Relie´
les mousses de spin au formalisme canonique est par conse´quent une taˆche non-triviale. J’ai donc explore´ au
courant de ma the`se des formalismes canoniques, en 3d et 4d, ne reposant pas sur une fixation de jauge (et donc
conservant le groupe de Lorentz comme groupe de jauge), pour tenter de de´velopper un formalisme canonique
correspondant aux mousses de spin et de comprendre leur lien avec la Loop Quantum Gravity [17, 48].
D’autres points sensibles en Loop Quantum Gravity concernent le parame`tre d’Immirzi et la construction
d’une limite semi-classique de la the´orie. En ce qui concerne γ, il s’agit de comprendre son sens physique.
Ceci est encore une question ouverte. Dans le cadre d’un formalisme canonique covariant et des mousses de
spin, j’argumenterai (dans les parties III et IV) qu’il n’intervient pas et donc qu’il ne semble pas avoir de sens
physique. En ce qui concerne la limite semi-classique, je ne me suis pas attaque´ a` la question durant ma the`se.
Il s’agit de ve´rifier que l’on retrouve bien la relativite´ ge´ne´rale (et la me´canique quantique) dans une limite de
basse e´nergie et de pre´voir des effets physiques mesurables de gravite´ quantique. La question de retrouver la
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relativite´ ge´ne´rale est ardue et encore ouverte.
Lie´e au proble`me de la limite semi-classique, la question de la renormalisation de la Loop Quantum Gravity
est tout aussi fondamentale. En effet, nous de´crivons l’espace(-temps) a` l’e´chelle de Planck. Et pour obtenir des
pre´dictions physiques (ve´rifiables), il nous faut une proce´dure (coarse graining) pour passer de cette e´chelle de
Planck a` des e´chelles plus raisonnables et ainsi tirer de la the´orie des valeurs d’observables pertinentes.
Deuxie`me partie
Construire des re´seaux de spin
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Les re´seaux de spin, construits a` partir du groupe SU(2), sont fondamentaux dans la construction de la
Loop Quantum Gravity comme explique´ dans la partie pre´ce´dente. Ils consistent en des graphs dont les liens
sont labelle´s par des repre´sentations de SU(2) (et dont les noeuds sont labelle´s par des tenseurs invariants sous
SU(2)). Ils forment une base des observables de la Loop Gravity . Plus ge´ne´ralement, ce sont des observables
des the´ories de jauge, ge´ne´ralisation naturelle des boucles de Wilson. Le cas des groupes compacts est suffisant
pour l’e´tude des the´ories de Yang-Mills, mais l’extension aux groupes non-compacts est ne´cessaire quand on
s’inte´resse aux the´ories de la gravite´ pour lesquelles le groupe symme´trie locale est le groupe de Lorentz, qui
est non-compact. La Loop Quantum Gravity a motive´ l’e´tude du cas compact (a` travers des ge´ne´ralisations
du cas SU(2)), dont la the´orie est maintenant solide du point de vue mathe´matique. Le but de cette partie
est d’introduire les notions ne´cessaires a` la de´finition rigoureuse des re´seaux de spin pour des groupes non-
compacts et d’explorer dans quelle mesure ils forment une base des observables (invariantes de jauge). Au final,
la de´finition sera compatible avec les de´finitions de´ja` connues dans le cas compact et nous obtiendront des graphs
avec leurs liens labelle´s par des repre´sentations unitaires (donc de dimension infinie dans le cas des groupes non-
compacts) du groupe conside´re´. Le mate´riel pre´sente´ dans cette partie est issu d’une collaboration avec Laurent
Freidel et a e´te´ pre´sente´ dans [49]. Les re´sultats obtenus pourront eˆtre applique´s a` la quantification canonique
en 2+1 dimensions, au formalisme covariant en 3+1 dimensions, aux mode`les de mousse de spins (spin foams)
Lorentziens, et sans doute a` d’autres the´ories. En particulier, ils interviendront dans la partie suivante de cette
the`se dans le cadre de la Loop Quantum Gravity en 2+1 dimensions et de la quantification canonique propose´e
de la gravite´ en 3 + 1 dimensions.
Rappellons tout d’abord le cadre du travail. On se place sur une varie´te´ Σ et un G-fibre´ principal au-dessus
de Σ, ou` G est un groupe semi-simple. On note A l’espace des G-connexions et G le groupe de jauge dont l’action
sur A est de´finie par Ak = k−1Ak + k−1dk. Les the´ories auxquelles nous nous inte´ressons sont du type Yang-
Mills dans le sens que les variables conjugue´es dans l’espace des phases sont une G-connexion A et un champs
de vecteur densite´ E a` valeur dans ad(P ). L’espace des phases correspondant est le fibre´ cotangent T ∗(A) a`
l’espace des connexions. Il s’agit ensuite d’imposer l’invariance de jauge (et e´ventuellement l’invariance sous
diffe´omorphismes) sur cette espace. Les ope´rateurs sont repre´sente´s comme agissant sur des fonctions d’onde ne
de´pendant que de la connexion et l’espace d’Hilbert correspondant est formellement L2(A/G), reste a` de´finir
une bonne mesure invariante de jauge sur A/G. Dans cette partie, on s’inte´resse a` la structure de cet espace.
En fait, nous allons nous concentrer sur des fonctionelles invariantes de jauge particulie`res, les fonctionelles
cylindriques, et nous taˆcherons de munir l’espace de ces fonctionelles d’une structure d’espace d’Hilbert. Ces
fonctionelles cylindriques ne de´pendent de la connexion qu’a` travers un nombre fini de variables. En effet, comme
dans le cas SU(2) de la Loop Quantum Gravity , elles sont de´finies sur des graphes. Plus pre´cise´ment, soit un
graphe Γ oriente´ et C∞, compose´ de V vertex et de E liens oriente´s, on peut de´finir l’application associant a`
une connexion l’ensemble de ses holonomies le long des liens :
Γ : A → GE
A → (ge1 , . . . , geE ). (2.42)
L’espace des fonctions cylindriques associe´ a` Γ est le pullback de C∞(GE) de´fini par :
Γ∗φ(A) = φ(ge(A)). (2.43)
L’action du groupe de jauge sur A se traduit par une action de G aux vertex du graphe Γ. En effet, notant s(e)
et c(e) les points source et cible du lien e, l’action est donne´e par :
ge(A
k) = k−1s(e)ge(A)kc(e). (2.44)
L’espace des connexions discre`tes (de´finies sur le graphe) est note´ AΓ = G
E/GV et les fonctionelles cylindriques
sont des fonctions sur cet espace. Le but est de construire une mesure dµΓ sur AΓ, qui nous fournirait l’espace
d’Hilbert HΓ = L2(Γ, dµΓ). Cet espace d’Hilbert se doit de porter une repre´sentation de l’alge`bre des ope´rateurs
de la the´orie (de Yang-Mills) e´tudie´e restreinte aux graphes Γ. Cet alge`bre est obtenue par quantification de la
structure cotangente T ∗(GE/GV ). Elle est ge´ne´re´e par les multiplications par des fonctions invariantes de jauge
sur GE et les ope´rateurs de de´rivation (invariants de jauge e´galement). Ce que l’on attend de la mesure dµΓ est
qu’elle fournisse une quantification des quantite´s classiques re´elles en des ope´rateurs Hermitiens.
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Dans le cas compact, cette mesure est unique a` un facteur pre`s. C’est, comme utilise´e dans la partie
pre´ce´dente, le produit des mesures de Haar sur chaque e´le´ment de groupe (correspondant a` un lien) :
dµΓ =
∏
e∈EΓ
dge. (2.45)
Cette mesure peut alors eˆtre e´tendue d’une manie`re cohe´rente a` l’espace de toutes les fonctionelles cylindriques
(somme sur les graphes) et de´finit une mesure -la mesure d’Ashtekar-Lewandowski, de´finie dans la section
pre´ce´dente- sur l’espace des connexions ge´ne´ralise´es modulo l’invariance de jauge.
Dans le cas non-compact, il ne suffit plus de prendre la mesure de Haar. En effet, puisque le groupe a un
volume infini, il faut diviser par ce volume, c’est-a`-dire fixer de jauge l’action du groupe. C’est ce qui est pre´sente´
dans cette partie.
La construction de la mesure va se faire en deux e´tapes. Tout d’abord, nous montrerons que AΓ ∼ GhΓ/Ad(G)
ou` Ad(G) de´note l’action adjointe diagonale du groupe. hΓ est le genre (de´termine´ par le nombre d’anses) de la
surface 2d obtenue en gonflant/e´paississant le graphe Γ. Ce sera l’objet du chapitre 3. Puis, nous poursuivrons la
fixation de jauge en exhibant un isomorphisme entre GhΓ/Ad(G) et GhΓ−1. On pourra de´finir la mesure comme
le pullback de la mesure de Haar sur GhΓ−1. On ve´rifiera que cette mesure est bien inde´pendante du choix de
fixation de jauge. Cette proce´dure sera expose´e dans le chapitre 4. Enfin, nous pourrons de´finir les re´seaux de
spin comme une base de l’espace L2 construit a` l’aide de la mesure. Plus particulie`rement, ce seront les vecteurs
propres d’ope´rateurs de de´rivations invariants de jauge (ope´rateurs Laplaciens) dans le chapitre 5. Finalement,
le chapitre 6 sera consacre´ a` l’application des re´sultats aux groupes SL(2,C) et SL(2,R) -en vue de l’application
a` la gravite´ en 2+1 dimensions et en 3+1 dimensions -et e´galement SU(2)- pour ve´rifier que l’on retrouve bien
les re´sultats connus sur les re´seaux de spin pour groupes compacts.
Chapitre 3
Des graphes aux fleurs
Conside´rons l’espace AΓ = G
E/GV des connexions discre`tes invariantes de jauge sur le graphe Γ. Si Γ n’est
pas connexe, on le de´compose en parties connexes Γ = ∪iΓi et alors AΓ est le produit ×iAΓi . Il est donc naturel
de se restreindre a` l’e´tude des graphes Γ connexes.
Le graphe Γ est compose´ de E liens oriente´s et de V vertex. Chaque lien e part d’un vertex source s(e) et
se termine a` un vertex cible c(e). Une fonction sur AΓ est une fonction sur G
E invariante de jauge a` chaque
vertex du graphe. Plus pre´cise´ment, pour tous e´le´ments kv ∈ G , un pour chaque vertex v, la fonction φ doit
satisfaire :
φ(gei) = φ(k
−1
s(ei)
geikc(ei)), i = 1 . . . E. (3.1)
Le but est de de´finir une mesure pour inte´grer une telle fonction. Il s’agit dans un premier temps d’identifier les
“vrais” degre´s de liberte´ de φ. Pour cela, nous allons fixer l’invariance de jauge (3.1).
Le moyen le plus simple pour re´duire l’invariance de jauge est d’e´liminer le maximum de variables ge en les
fixant par exemple a` l’Identite´ 1 ∈ G. Plus pre´cise´ment, choisissons un arbre maximal T sur notre graphe Γ. T
est un sous-graphe passant par tous les vertex de Γ sans jamais faire de boucle. En particulier, un tel arbre T
est compose´ de V − 1 liens. La proprie´te´ fondamentale de T est qu’e´tant donne´s deux vertex arbitraires de Γ, il
existe un chemin unique dans T allant d’un vertex a` l’autre. Ainsi, e´tant donne´s deux vertex A et B, on peut
de´finir le produit oriente´ hTAB (l’holonomie) des e´le´ments du groupe le long du chemin entre A et B dans T .
Maintenant, en utilisant l’invariance de jauge (3.1), il est possible de fixer tous les e´le´ments du groupe vivant
sur les liens de T a` 1. Pour cela, fixons-nous un vertex A comme point de re´fe´rence pour notre proce´dure de
fixation de jauge. Puis on utilise la formule (3.1) avec
kv = h
T
vA.
Pour un lien e quelconque, la transformation s’e´crit
G(T )e = h
T
As(e)geh
T
c(e)A. (3.2)
G
(T )
e est l’holonomie le long de la boucle partant de A passant par e et revenant a` A. Regardons ce qu’il advient
d’un lien e ∈ T . Il existe un unique chemin le reliant a` A, sinon il y aurait une boucle dans T . On distingue deux
cas. Soit le chemin connecte A a` s(e), soit il connecte A a` c(e). Quitte a` inverser les orientations, on suppose
par exemple que le chemin relie A a` c(e). Alors hTs(e)A = geh
T
c(e)A et h
T
As(e) = (h
T
s(e)A)
−1, de telle sorte que (3.2)
se lisent G
(T )
e = 1. Par conse´quent le choix kv = h
T
vA permet de fixer les e´le´ments du groupe ge pour e ∈ T a` 1.
Cela de´finit une fonction φT de´pendant de hΓ = E − V +1 e´le´ments du groupe, correspondant aux liens qui ne
sont pas dans T :
φT ({G(T )e , e /∈ T }) = φ(ge = G(T )e si e /∈ T ou = 1 sinon). (3.3)
Cette fonction a une invariance de jauge re´siduelle tre`s simple :
∀k ∈ G, φT (G(T )fi ) = φT (k−1G
(T )
fi
k), i = 1 . . . hΓ. (3.4)
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En re´sume´, la fixation de jauge fournit un isomorphisme
T : GhΓ/Ad(G)→ AΓ (3.5)
et φT est le pullback de φ par cet isomorphisme.
L’invariance de jauge re´siduelle correspond a` celle d’un graphe qui n’a qu’un unique vertex. On appelle un
tel graphe une fleur. En fait, nous avons contracte´ l’arbre T en le point A, qui est le vertex unique a` l’arrive´e.
A priori, la construction et donc la fonction φT semble de´pendre du choix du point A. Dans les faits, toute la
construction est inde´pendante du choix de A. Pour montrer cela, prenons un autre vertex B et notons h = hTAB
le produit oriente´ des e´le´ments du groupe le long du chemin reliant A a` B. Fixant de jauge utilisant B comme
point de re´fe´rence, on cre´e les variables
G˜(T )e = h
T
Bs(e)geh
T
t(e)B = h
−1hTAs(e)geh
T
t(e)Ah = h
−1G(T )e h. (3.6)
Cela de´finit une nouvelle fonction φ˜T base´e sur ces nouvelles variables, mais elle sera e´gale a` φT graˆce a`
l’invariance de jauge (re´siduelle) (3.4) avec k = h.
Un point important pour la suite est la manie`re dont la fonction φT change lorsqu’on modifie l’arbre maximal
T . Choisissons pour cela un autre arbre maximal U . On peut suivre la meˆme proce´dure de fixation de jauge
pour U en utilisant le meˆme point de re´fe´rence A. On obtient alors des variables G
(U)
e pour chaque lien e /∈ U
et on de´finit une fonction φU sur la fleur. Pour relier φT et φU , nous voudrions de´composer les variables G
(U)
e
en fonction des variables G
(T )
e . Plus ge´ne´ralement, conside´rons une boucle oriente´e L partant du point A et
y revenant et de´finissons le produit oriente´ H des e´le´ments du groupe le long de L (l’holonomie ou transport
paralle`le autour de L). Il est possible d’exprimer H en fonction des G(T )e . Une telle boucle doit contenir un lien
n’appartenant pas a` T , sinon T contiendrait une boucle. Il est alors facile de se rendre compte que H est le
produit oriente´ -suivant l’orientation de L- des variables G(T )e pour e sur L mais pas dans T . Maintenant, pour
un lien e /∈ U , l’e´le´ment du groupe G(U)e est l’holonomie le long de la boucle L(U)[e] suivant l’arbre U et allant
de A a` s(e) puis revenant de c(e) a` A. Cela permet donc d’exprimer les variables G
(U)
e en tant que produit
oriente´ de G
(T )
f . Au niveau des fonctions φT et φU , la relation se lit :
φT (G
(T )
e ) = φU (G
(U)
e =
−−−−−→∏
f∈L[e]\T
G
(T )
f ) (3.7)
Pour illustrer la proce´dure, il est plus facile de visualiser les relations sur des exemples. Conside´rons par
exemple le graphe :
A
C D
EB
F
1
2
3
4
5
6
7
8
9
ou` l’arbre T choisi pour la proce´dure de fixation de jauge est en gras. Une fonction invariante de jauge φ a`
support sur ce graphe satisfait la relation suivante pour tout choix de kv ∈ G :
φ(g1, . . . , g9) =
φ(k−1A g1kC , k
−1
A g2kB , k
−1
A g3kB , k
−1
C g4kB , k
−1
C g5kD, k
−1
E g7kF , k
−1
E g8kF , k
−1
D g9kF ).
(3.8)
On suit la proce´dure de fixation de jauge en utilisant le vertex C comme point de re´fe´rence. Cela re´duit le
graphe a` une fleur a` quatre pe´tales :
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C
G
(T )
9
G
(T )
7
G
(T )
1
G
(T )
3
et cre´e les variables G(T ) :
G
(T )
1 = g4g
−1
2 g1, G
(T )
3 = g4g
−1
2 g3g
−1
4 ,
G
(T )
7 = g5g
−1
6 g7g
−1
8 g6g
−1
5 , G
(T )
9 = g5g9g
−1
8 g6g
−1
5 . (3.9)
On de´finit ainsi la fonction fixe´e de jauge
φT (G
(T )
1 , G
(T )
3 , G
(T )
7 , G
(T )
9 ) = φ(G
(T )
1 , 1, G
(T )
3 , 1, 1, 1, G
(T )
7 , 1, G
(T )
9 ). (3.10)
On peut faire la meˆme chose avec un autre arbre U :
A
C D
EB
F
1
2
3
4
5
6
7
8
9
Effectuant toujours la proce´dure de fixation de jauge avec C comme point de re´fe´rence, on re´duit le graphe a` la
fleur a` quatre pe´tales et on de´finit les variables G(U) :
G
(U)
2 = g
−1
1 g2g
−1
3 g1, G
(U)
4 = g4g
−1
3 g1,
G
(U)
6 = g5g9g
−1
7 g6g
−1
5 , G
(U)
8 = g5g9g
−1
7 g8g
−1
9 g
−1
5 . (3.11)
La fonction φU est de´finit par
φU (G
(U)
2 , G
(U)
4 , G
(U)
6 , G
(U)
8 ) = φ(1, G
(U)
2 , 1, G
(U)
4 , 1, G
(U)
6 , 1, G
(U)
8 , 1). (3.12)
Alors la de´composition des boucles G(U) en fonction des variables G(T ) s’e´crit :
G
(U)
2 = (G
(T )
1 )
−1(G
(T )
3 )
−1G
(T )
1 , G
(U)
4 = (G
(T )
3 )
−1G
(T )
1 ,
G
(U)
8 = G
(T )
9 (G
(T )
7 )
−1(G
(T )
9 )
−1, G
(U)
6 = G
(T )
9 (G
(T )
7 )
−1. (3.13)
On peut ve´rifer ces relations en passant par les variables initiales g. Puis finalement, le changement de variables
pour passer de φT a` φU se lit :
φT (G
(T )
1 , G
(T )
3 , G
(T )
7 , G
(T )
9 ) =
φU ((G
(T )
1 )
−1(G
(T )
3 )
−1G
(T )
1 , (G
(T )
3 )
−1G
(T )
1 , G
(T )
9 (G
(T )
7 )
−1, G
(T )
9 (G
(T )
7 )
−1(G
(T )
9 )
−1)
(3.14)
Pour le moment, nous avons re´duit le proble`me de construire une mesure sur AΓ au proble`me de construire
une mesure sur les fleurs Ah = G
h/Ad(G), ou` Ad(G) de´note l’action ajointe diagonale de G :
g · (g1, · · · , gh)→ (gg1g−1, · · · , gghg−1). (3.15)
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La mesure que nous recherchons doit eˆtre syme´trique et invariante sous multiplication a` gauche et a` droite
(comme une mesure de Haar) :
dµ(gσ1 , · · · , gσh) = dµ(g1, · · · , gh), (3.16)
dµ(kg1h, · · · , gh) = dµ(g1, · · · , gh), (3.17)
ou` σ est une permutation quelconque. De plus, la mesure dµ devra e´galement satisfaire des conditions de re´alite´.
Plus pre´cise´ment, supposons que P (X1, · · · , Xh) est un e´le´ment re´el (P † = P ) et Ad(G)-invariant de U(Gh)
-U(G) e´tant l’alge`bre enveloppante universelle de G. P peut eˆtre repre´sente´ en tant qu’ope´rateur diffe´rentiel sur
Ah en utilisant la correspondance entre un e´le´ment X de l’alge`bre de Lie et un ope´rateur de´rive´e invariant a`
gauche :
∂iXφ(g1, ·, gi, · · · , gh) ≡ φ(g1, ·, giX, · · · , gh). (3.18)
L’ope´rateur diffe´rentiel P doit eˆtre Hermitien par rapport au produit scalaire induit par la mesure dµ que nous
voulons construire.
Dans le cas d’un groupe compact, il y a une unique mesure satisfaisant ces conditions. dµ est le produit des
mesures de Haar (normalise´es), c’est-a`-dire la mesure de Haar (normalise´e) sur Gh. Dans ce cas, la proprie´te´
de syme´trie est triviale et les conditions de re´alite´ sont imple´mente´es graˆce a` l’invariance a` gauche et a` droite
de la mesure de Haar. Plus pre´cise´ment, dans le cas h = 2, l’inte´grale d’une fonction φ invariante de jauge sur
G⊗2/Ad(G) se factorise ∫
G⊗2
dg1dg2φ(g1, g2) = vol(G)
∫
A2
dµ(g1, g2)φ(g1, g2), (3.19)
et, puisque le volume du groupe compact est fini, il est possible de normaliser la mesure de Haar de telle sorte
que vol(G) = 1.
Dans le cas d’un groupe non-compact, cela n’est plus possible puisqu’il s’agirait de diviser par le volume
infini du groupe. La construction de la mesure dµ est donc plus de´licate et je vais consacrer le chapitre suivant
a` expliciter sa de´finition.
Chapitre 4
Mesure pour les fonctions cylindriques
Ce chapitre est consacre´ a` la construction d’une mesure sur les espaces quotients AΓ. Dans un premier
temps, j’expliquerai comment la ge´ome´trie alge´brique permet de de´crire les espaces quotients. En effet, tout
le proble`me est de construire le “bon” quotient, qui aura des bonnes proprie´te´s de re´gularite´, permettant par
la suite d’induire une mesure (de Haar) sur cet espace. La ge´ome´trie alge´brique nous fournit une solution
formelle. Ensuite, je de´crirai comment construire explicitement un “bon” quotient et la mesure sur cet espace.
Dans un premier temps, je me concentrerai sur les espaces Ah corespondant aux fleurs. Puis je ge´ne´raliserai la
construction aux espaces quelconques AΓ en utilisant la proce´dure de fixation de jauge de´crite dans le chapitre
pre´ce´dent. Enfin, je montrerai que la mesure construite sur AΓ est bien inde´pendante de l’arbre maximal choisi
pour effectuer la re´duction a` la fleur, et que, par conse´quent, nous avons bien une unique mesure bien de´finie.
4.1 Cadre the´orique
4.1.1 Groupes de Lie et sous-alge`bres de Cartan
Les constructions de´crites ici sont valides pour des groupes line´aires, connexes et semi-simples, c’est-a`-
dire des sous-groupes de matrices qui sont connexes, invariants par transconjugaison t( ) et de centre fini.
Cela contient tous les groupes compacts, mais aussi des groupes non-compacts, parmi lesquels on distingue
les groupes complexes (SL(N,C), SO(N,C) et Sp(N,C)) des groupes re´els non-compacts (comme SL(2,R),
SO(N, 1), SL(N,R), . . .).
Dans un premier temps, introduisons les notations ne´cessaires pour la suite et rappellons certains e´le´ments
de the´orie des groupes. Soit un groupe de Lie G et son alge`bre de Lie G. Une sous-alge`bre de Cartan(-Lie) H
est une sous-alge`bre abe´lienne maximale de G stable sous transconjugaison. Un sous-groupe de Cartan H est
le centralisateur d’une alge`bre de Cartan H i.e. le sous-groupe des e´le´ments de G commutant avec l’ensemble
des e´le´ments de H. Pour chaque sous-groupe de Cartan, on de´finit le groupe de Weyl W (H) = N(H)/H , ou`
N(H) est le normalisateur de H , qui prend en compte l’action re´siduelle sur H de la conjugaison par G. Dans
le cas des groupes compacts, il y a une unique sous-alge`bre de Cartan (a` conjugaison pre`s) et, de plus, chaque
e´le´ment du groupe G est conjugue´ a` un e´le´ment de H . Dans le cas des groupes non-compacts, cela n’est plus
vrai. Tout d’abord, en ge´ne´ral, il existe un nombre fini de sous-alge`bres de Cartan non-conjugue´es. Elles ont
toutes le meˆme rang (ex. 2 pour SL(2,R), 1 pour SO(2N + 1, 1), N pour SL(N,R)). Remarquons ne´anmoins
que les groupes complexes (ex. SL(N,C)) ont tous un unique sous-groupe de Cartan. De plus les e´le´ments de
G ne sont pas tous conjugue´s a` un sous-groupe de Cartan. Les e´le´ments qui le sont, sont appele´s re´guliers et
l’ensemble de ces e´le´ments est note´ G1. G1 consiste en les e´le´ments x ∈ G tels que Ad(x) est diagonalisable.
C’est un ensemble ouvert dans G et son comple´mentaire a une mesure de Haar nulle. De plus, l’action de Ad(G)
sur G1 est re´gulie`re et G1/Ad(G) est l’union disjointe ⊔iHi/W (Hi) des sous-groupes de Cartan modulo leur
groupe de Weyl.
Ayant choisi une sous-alge`bre de Cartan H, la de´composition de Cartan de G s’e´crit G = H⊕B(H), ou` B(H)
est la sous-alge`bre de Borel associe´e a`H. B(H) se de´compose en sous-espaces propres de ad(H) : B = ⊕α∈∆(H)Bα
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ou` ∆(H) est l’espace des racines ∆ ⊂ H∗. Les ge´ne´rateurs de H sont soient (de type) compact H∗ = −H ou
(de type) non-compact H∗ = H .
Ayant choisi un sous-groupe de Cartan H , on de´finit la mesure sur G/H par∫
G
f(g)dg =
∫
G/H
[∫
H
f(s(x)h)dh
]
dx, (4.1)
ou` dg, dh sont les mesures de Haar invariantes sur G et H , et f est une fonction a` support compact sur G.
Remarquons que nous avons choisi une section s : G/H → G mais que la formule de factorisation reste valable
quelquesoit la section choisie.
G1 se de´compose en l’union des classes d’e´quivalence sous conjugaison G1 = ⊔iGHi , ou` GHi = {ghg−1, h ∈
Hi, g ∈ G}. Chaque classe de conjugaison recouvre w(Hi) = #W (Hi) fois la composante connexe correspondante
de G1. D’ou` la formule d’inte´gration de Weyl, qui exprime l’inte´grale sur G comme l’inte´grale sur les classes de
conjugaison : ∫
G
f(g)dg =
∑
i
1
w(Hi)
∫
Hi
[∫
G/Hi
f(xhx−1)dx
]
|∆i(h)|2dh, (4.2)
avec
∆i(e
H) =
∏
α∈∆+(Hi)
sinh
α(H)
2
, (4.3)
pour H ∈ HCi , eH ∈ Hi. Contrairement au cas des groupes compacts, tous les e´le´ments du groupe ne s’e´crivent
pas en tant qu’exponentielle eX avec X ∈ G (en fait, il faut un produit d’exponentielles). Ne´anmois, on peut
e´crire n’importe quel e´le´ment en tant que eX avec X dans l’alge`bre de Lie complexifie´e GC.
4.1.2 Un peu de Ge´ome´trie Alge´brique
Ah est de´fini en tant qu’espace quotient sous l’action du groupe G. En ge´ne´ral, l’espace des orbites re´sultant
n’est jamais une “gentille” varie´te´ Haussdorf. Plusieurs types de singularite´ peuvent alors intervenir. Regardons
par exemple le cas de A2 = G×G/Ad(G). Si (g1, g2) sont des e´le´ments ge´ne´riques (ne commutant pas) de G, le
groupe d’isotropie de ces points est le centre de G et donc un sous-groupe fini. Par contre, si g1 et g2 commutent,
leur groupe d’isotropie est non-trivial, et c’est l’intersection des centralisateurs de g1 et g2. Si g1 est re´gulier,
son centralisateur est un sous-groupe de Cartan et la dimension du groupe d’isotropie est en ge´ne´ral au moins
le rang du groupe G. Ces points particuliers peuvent agir comme des attracteurs pour l’action de Ad(G) sur
G×G. Conside´rons l’exemple de G = SL(2,R) et le point (g1, g2) = (1, eσ3) ou` σ3 = diag(+1,−1). Le groupe
d’isotropie de ce couple d’e´le´ments de G est le groupe abe´lien {etσ3 , t ∈ R}. Ce point n’est pas Haussdorf et
est un attracteur pour les orbites voisines. Regardons cela de plus pre`s et conside´rons gu = (e
uσ+ , eσ3) avec
σ+ =
(
0 1
0 0
)
. Alors limt→∞ e
−tσ3gue
tσ3 = (1, eσ3) et l’orbite Ad(G).(euσ+ , eσ3) n’est pas ferme´e puisqu’elle
contient le point (1, eσ3). Ainsi, deux orbites diffe´rentes associe´es a` u > 0 et u′ < 0 n’ont pas de voisinages
disjoints, ce qui signifie que l’espace quotient n’est pas Haussdorf. Une manie`re de reme´dier a` ce proble`me est
d’enlever de`s le de´but l’ensemble des couples d’e´le´ments commutants, pour que toutes les orbites soient ferme´es.
Mais cela n’est toujours pas suffisant. Ainsi, dans notre exemple, notons (x, y) ∈ R2 le couple (eσ3exσ+ , eσ3eyσ−).
L’action de etσ3 se traduit par (x, y)→ (etx, e−ty). Exclure les e´le´ments commutants se traduit par la condition
(x, y) 6= (0, 0). Sur ce nouvel espace, les orbites sont toutes ferme´es, cependant il est facile de voir que tout
voisinage de l’orbite de (x, 0) intersectera une voisinage de l’orbite de (0, y). Et donc, l’espace quotient n’est
toujours pas Haussdorf. La solution est d’exclure e´galement les points (x, 0) et (0, y). On obtient alors un bon
quotient !
Cet exemple illustre la proble´matique ge´ne´rale de la de´finition d’un espace quotient. En fait, comme G est
un groupe alge´brique (groupe de matrices) et que par conse´quent l’action de Ad(G) est aussi alge´brique, ce
proble`me a rec¸u beaucoup d’attention en mathe´matiques dans le cas ou` le groupe est complexe sous le nom de
“the´orie des invariants” [50, 51] (invariant theory).
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Tout d’abord, il faut rappeler quelques notions de ge´ome´trie alge´brique pour pouvoir donner ensuite la
de´finition d’un espace quotient re´gulier ou ge´ome´trique. Une varie´te´ alge´brique affine X sur C est de´finie comme
e´tant l’ensemble des racines d’une collection de polynoˆmes sur CN : X = ∩iV (Pi) ou` V (P ) = {x ∈ CN |P (x) =
0}. Elle est dite irre´ductible si elle ne peut pas eˆtre conside´re´e comme l’union de deux sous-varie´te´s alge´briques.
La topologie utile dans ce contexte est la topologie de Zariski dont les ferme´s sont les sous-varie´te´s alge´briques
de X , ge´ne´re´es par les X(P ) = X ∩ V (P ). Les ouverts de cette topologie sont les unions finies des ensembles
XP = {x ∈ X,P (x) 6= 0} ouverts pour la topologie usuelle. il est important de noter que les ouverts dans
la topologie de Zariski sont bien plus gros que dans la topologie usuelle. Ainsi, pour une varie´te´ irre´ductible,
n’importe quel ouvert non vide de X est dense dans X et, plus ge´ne´ralement, n’importe quelle intersection
d’ouverts non-vides sera encore dense. On de´finit l’alge`bre des fonctions re´gulie`res, note´e C[X ], comme l’alge`bre
des polynoˆmes sur CN restreints a` X . C’est l’ensemble C[X ] = C[CN ]/I(X) ou` I(X) est l’ide´al des polynoˆmes
s’annulant sur X . La condition d’irre´ductibilite´ de X se traduit par la condition que C[X ] soit inte`gre.
Un the´ore`me d’Hilbert stipule qu’une sous-alge`bre quelconque A de C[CN ] (ou d’une alge`bre commutative)
admettant un nombre fini de ge´ne´rateurs et ne contenant d’e´le´ment nilpotent est l’alge`bre des fonctions re´gulie`res
d’une certaine varie´te´ affine X . Une telle alge`bre est appele´e affine. X est le spectre de A et est de´fini comme
l’ensemble des homomorphismes de A dans C. Ce the´ore`me permet de traduire des concepts ge´ome´triques dans
un contexte alge´brique.
Enfin, ayant de´fini C[X ], on peut introduire le corps des fractions rationelles C(X). Egalement, on dit qu’une
application entre deux varie´te´s affines φ : X → Y est un morphisme ssi φ∗ envoie les fonctions re´gulie`res de Y
sur les fonctions re´gulie`res de X .
Nous sommes maintenant preˆts a` pre´ciser la notion de “bon” quotient. Grosso modo, ce sera un espace pour
lequel les orbites seront se´pare´es par les fonctions rationelles invariantes. Soit G un groupe alge´brique agissant
sur une varie´te´ affine irre´ductible X . Un quotient ge´ome´trique de X par l’action de G est une varie´te´ affine Y
munie d’un morphisme surjectif π : X → Y tel que :
(a) π induit un isomorphisme entre C(Y ) and C(X)G.
(b) Les fibres de π sont les orbites de X sous l’action de G.
La condition (b) nous dit que Y est un espace quotient puisque c’est un espace d’orbites. La condition (a) nous
dit que l’espace quotient est une varie´te´ alge´brique dont les points sont se´pare´s par les fonctions rationelles. A
travers les exemples du de´but de cette section, nous avons vu qu’en ge´ne´ral, il n’existe pas de tel bon quotient.
C’est un the´ore`me fondamental de Rosenlich [50] qui sauve la situation : quelque soit la varie´te´ X et l’action
alge´brique de G sur X , il existe toujours un ouvert dense X0 stable sous G tel que X0/G est un bon quotient !
Pour de´montrer ce the´ore`me, on commence par restreindre Y de telle sorte que (a) soit vraie. Puis l’hypothe`se
(a) implique que l’orbite de x est dense dans π−1(x). Mais alors la proprie´te´ (b) n’est pas vraie en ge´ne´ral. On
se restreint ensuite a` un sous-ensemble X0 de X ne contenant que des orbites de dimension maximale. Cela
implique (b). Alors le quotient ge´ome´trique X0/G existe en tant que varie´te´ alge´brique.
Dans le cas, d’un groupe G re´ductif, il existe un the´ore`me fondamental par Hilbert et Nagata, qui assure
que si X est irre´ductible et G re´ductif, alors C[X ]G est ge´ne´re´ par un nombre fini d’e´le´ments. Comme C[X ]G
ne contient aucun e´le´ment nilpotent, c’est donc une alge`bre affine i.e. c’est l’alge`bre des fonctions re´gulie`res sur
son spectre, que nous notons X//G ≡ spec(C[X ]G). Il est muni d’un morphisme surjectif π : X → X//G et
appele´ quotient de X par G. Ce quotient est universel dans le sens que tout morphisme G-invariant p : X → Y
peut eˆtre factorise´ sur X//G, c’est-a`-dire qu’il existe un morphisme q : X//G→ Y tel que p = q ◦ π. Il est alors
possible de montrer que chaque fibre de π contient une unique orbite ferme´e. Ge´ome´triquement, cela veut dire
que X//G est l’espace des orbites ferme´es de X sous G. Cela est quelque peu dommage parce que cela implique
X//G peut donner une description tre`s impre´cise de l’espace des orbites. En effet, X//G n’est ge´ne´ralement pas
un quotient ge´ome´trique. Par exemple, pour X = C2 et G = C∗ agissant par multiplication (x, y) → (tx, ty),
les seuls polynoˆmes invariants sont les polynoˆmes constants, de telle sorte que X//G est re´duit a` un simple
point, l’unique orbite ferme´e, celle de (0, 0). Heureusement, la proprie´te´ suivante est vraie quand G est un
groupe line´aire, connexe et semi-simple. Dans ce cas, l’alge`bre des fractions de C[X ]G (i.e. C(X//G)) est e´gale a`
C(X)G. Cela affirme que X//G est l’espace des orbites ferme´es et denses i.e. toute fibre π : X → X//G contient
une orbite dense et ferme´e. Cela implique que, dans le cas que nous conside´rons, il est possible de de´finir un
espace quotient ge´ome´trique comme le dual alge´brique de l’espace des polynoˆmes invariants.
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Revenant a` notre proble`me, G est un groupe line´aire, connexe et semi-simple agissant sur X = Gn par
conjugaison. Exploitant la the´orie expose´e ci-dessus, nous savons que, quand G est complexe, l’espace quotient
universel Gn//AdG consistant en les orbites denses se´pare´es par les polynoˆmes invariants est bien de´fini. De
plus, par le the´ore`me de Rosenlich, il est toujours possible d’exclure de Gn un ensemble ferme´ (ne´gligeable)
pour que l’espace d’orbites soit un bon quotient ge´ome´trique. Ne´anmoins, bien qu’e´le´gante et ge´ne´rique, ces
me´thodes ne s’appliquent pas directement dans le cas re´el (sur R) et de plus ne sont pas constructives.
Il est donc ne´cessaire de mieux comprendre (d’une manie`re explicite) quel est l’ensemble ferme´ que nous
devons exclure de Gn pour obtenir une espace quotient ge´ome´trique (qui sera une varie´te´ alge´brique bien
de´finie). De plus, nous sommes inte´resse´s par les proprie´te´s vis-a`-vis de la mesure du quotient et nous aimerions
de´montrer que la diffe´rence entre le quotient ge´ome´trique et l’espace quotient Gn//AdG est de mesure nulle.
Tout d’abord, le the´ore`me de Rosenlich nous affirme qu’il est toujours possible de construire un quotient
ge´ome´trique retirant un ensemble ferme´ (pour la topologie de Zariski) de Gn.
Le cas G/Ad(G) est bien connu. La solution consiste a` enlever de G les points auxquels l’action de Ad(g)
n’est pas re´gulie`re. L’ensemble des points re´guliers, note´ G1, est l’ensemble des points g ∈ G pour lesquels Ad(g)
est diagonalisable et tel que 1 soit une valeur propre de multiplicite´ e´gale au rang du groupe. L’espace quotient
G1/Ad(G) est alors e´gal a` l’union des e´le´ments re´guliers des sous-groupes de Cartan modulo leur groupe de
Weyl i.e. ⊔iHi/W (Hi).
Dans le cas G×G, la strate´gie est identique, et il s’agit d’exclure les points irre´guliers, puis on considerera
l’action de Ad(G) sur une sous-espace de G ×G. Dans le cas d’un groupe de rang 1, un tel sous-ensemble est
donne´ explcitement par
G2 ≡ {(g1, g2) ∈ G×G; g1 ∈ G1 ou g2 ∈ G1, et det[g1, g2] 6= 0}, (4.4)
ou` [g1, g2] = g1g2 − g2g1 est le commutant dans l’alge`bre. On a alors la proposition suivante :
Proposition 1. G2 est un sous-ensemble dense de G×G, son comple´mentaire est de mesure de Haar nulle et
G2/Ad(G) est un quotient ge´ome´trique quand G est de rang 1. Par conse´quent, A2 = G2/Ad(G) est une varie´te´
Haussdorf de dimension dimG, se´parant les fonctions rationelles et c’est la varie´te´ de base d’un fibre´ homoge`ne
de fibre G et dont l’espace total est G2 ≈ A2 ×G.
Cette proposition sera montre´ explicitement sur les exemples de SL(2,C), SL(2,R) et SU(2) dans le chapitre
6 ou` nous construirons le spectre dual a` l’espace des polynoˆmes invariants et montrerons qu’il est isomorphe a`
G2/Ad(G). Le point central est que la condition det[g1, g2] 6= 0 peut eˆtre imple´mente´e sous la forme d’ine´galite´s
alge´briques.
Notons que tenant compte de la de´finition (4.4), le centralisateur de n’importe quel e´le´ment de G2 est trivial.
En effet, supposons que g commute avec (g1, g2), alors, supposant que g1 est re´gulier, g peut eˆtre diagonalise´
dans la meˆme base que g1 (l’hypothe`se de re´gularite´ est essentielle ici). g ne peut pas eˆtre re´gulier, car dans ce
cas, car comme g commute avec g2, cela impliquerait que g2 est diagonal dans cette meˆme base et donc commute
aussi avec g1, ce qui est contraire aux hypothe`ses. Par conse´quent, la de´finition de g impose que g est diagonal
et non-re´gulier. Si le rang du groupe est 1, cela revient a` dire que g est l’identite´. Dans le cas de SL(N,C), il est
facile de ve´rifier que la condition de de´terminant non-nul est suffisante pour conclure que g est dans le centre
de G. Il est important de comprendre qu’il ne suffit pas d’exclure les points avec un centralisateur non-trivial :
pour obtenir un bon quotient, il faut enlever plus de points, et cela est dicte´ par le fait que l’espace quotient
est le spectre de l’alge`bre des fonctionelles invariantes.
Dans le cas d’un groupe de rang plus e´leve´, on peut de´finir G2 par
G2 ≡ {(g1, g2) ∈ G×G; g1 ∈ G1 ou g2 ∈ G1, et C(g1, g2) = ZG}, (4.5)
ou` C(g1, g2) de´note le centralisateur de g1 et g2, et ZG le centre du groupe. Nous avons vu que, dans le cas
de SL(N,C), cela peut eˆtre imple´mente´ par une condition alge´brique. On peut s’attendre a` ce que cela soit de
meˆme pour tout groupe, mais nous ne de´montrerons pas un telle proposition. Nous verrons dans la prochaine
section que G2 admet un bon quotient A2 par Ad(G). Ne´anmoins, contrairement a` la de´finition (4.4) (valide
pour tous les groupes de rang 1, et e´galement SL(N,C)), la de´finition (4.5) n’est pas e´quivalente a` une de´finition
de G2 en tant que dual alge´brique.
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4.2 Mesure sur les Fleurs
Pour construire la mesure sur les fleurs, je vais commencer par de´crire le cas a` deux pe´tales A2 = G2/Ad(G),
puis je ge´ne´raliserai a` un nombre de pe´tales quelconque.
4.2.1 Les fleurs a` deux pe´tales
Cas d’un unique sous-groupe de Cartan
Je commence par le cas ou` le groupe G contient un unique sous-groupe de Cartan (a` conjugaison pre`s). C’est
par exemple le cas des groupes complexes SL(N,C). Ce cas sera par la suite facilement ge´ne´ralise´ au cas ou` on
aurait plusieurs sous-groupes de Cartan non conjugue´s.
Conside´rons l’application suivante de G1 dans A2. Etant donne´, g ∈ G1, il est possible de la conjuguer au
sous-groupe de Cartan H ⊂ G i.e. il existe h ∈ H,x ∈ G/H tel que g = xhx−1. On choisit alors une section
s : G/H → G et on de´finit l’application :
js : G1 → A2
g = xhx−1 → Ad(G).(h, s(x)) (4.6)
ou` Ad(G).(h, s(x)) est l’orbite de (h, s(x)) sous l’action par conjugaison Ad(G). Ceci effectue une fixation de
jauge i.e. js est surjective. En effet, soit (g1, g2) ∈ A2. Il est possible de conjuguer g1 au sous-groupe de Cartan
H i-e il existe h ∈ H , y ∈ G/H tel que g1 = yhy−1. Alors Ad(G).(g1, g2) = Ad(G).(h, y−1g2y). Ceci fixe la jauge
seulement partiellement puisque H peut encore agir sur y par y → yk, ce qui veut dire que nous pouvons encore
conjuguer g˜2 = y
−1g2y par un e´le´ment de sous-groupe de Cartan. Ne´anmoins, puisque nous sommes dans A2,
le centralisateur g1 et g2 est trivial, ce qui implique que le centralisateur de h ∈ H et g˜2 est trivial. Puisque le
centralisateur de h ∈ H ∩G1 est H , cela signifie que l’action par conjugaison de H sur g˜2 n’a pas d’autres points
fixes que les e´le´ments du centre de G. Supposons, pour la suite, que le centre de G est trivial. Alors, quitte a`
exclure un ensemble de mesure nulle de G, il existe des sections s : G/H → G telles que nous pouvons utiliser
la syme´trie re´siduelle de l’action par conjugaison par H pour imposer que g˜2 soit dans l’image de s.
Par exemple, dans le cas SL(N,C), nous pouvons exclure les points
∏N−1
i=1 aii+1 = 0 ou` l’on note aij les
e´le´ments de matrices, alors on peut choisir la section de´finie par aii+1 = 1 pour tout i = 1, . . . , N − 1. En effet,
c’est une bonne fixation de jauge a` la fois pour l’action par multiplication a` gauche (ou a` droite) par H et pour
l’action par conjugaison Ad(H). Dans le cadre plus ge´ne´ral d’un groupe semi-simple, on de´compose un e´le´ment
g du groupe en ces composantes sur le Cartan et sur les racines
g = e
∑
α>0 uαE
α
he
∑
α<0 uαE
α
,
ou` l’on somme sur les racines α postives et ne´gatives avec h un e´le´ment du sous-groupe de Cartan et les α les
ge´ne´rateurs de l’alge`bre de Lie. Alors une bonne fixation de jauge sera par exemple uα = 1 pour toutes les
racines simples.
Au final, la fixation de jauge revient a` imposer que (g1, g2) → (h, s(x)) ∈ H × G/H , car nous venons de
de´montrer que tout e´le´ment de G2 peut eˆtre e´crit sous cette forme. De plus, la condition que le centralisateur
de (g1, g2) soit trivial est imple´mente´ si nous demandons que g = s(x)hs(x)
−1 /∈ H . En effet, s(x)hs(x)−1 ∈ H
impliquerait que soit s(x) ∈ H , soit que s(x) est une transformation de Weyl. La premie`re possibilite´ est
impossible car s(x) et h ne commute pas. Ainsi js de´finit une application de G1 \ H sur A2. La seconde
possibilite´ est lie´e a` un proble`me d’ambigu¨ıte´ de Gribov, qui rend la de´finition de js ambigu¨e.
Cette ambigu¨ıte´ est due au fait qu’un e´le´ment arbitraire du groupe peut eˆtre conjugue´ a` diffe´rents e´le´ments
du sous-groupe de Cartan, tous relie´s par l’action du groupe de Weyl W (H), qui est justement l’action par
conjugaison re´siduelle sur le sous-groupe de Cartan H . Il y a deux manie`res de s’affranchir de ce proble`me. Tout
d’abord, nous pouvons exiger un bon comportement de la section s sous l’action du groupe de Weyl :
∀x ∈ G/H, ∀w ∈ W (H), s(xw) = w−1s(x)w. (4.7)
Cela rend js bien de´finie et c’est l’hypothe`se que nous utiliserons dans la suite. Ou bien, nous pouvons imposer
que h soit dans une chambre de Weyl fixe´e. Dans ce cas, il suffit d’enlever tous les facteurs 1/w(H) des preuves
suivantes.
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En utilisant cet isomorphisme, nous pouvons tirer en arrie`re les fonctions sur A2 (ou de manie`re e´quivalente
les fonctions invariantes sur G2) a` des fonctions de´finies sur G1 par j
∗
sF (xhx
−1) = F (h, s(x)).
De´finition 1. Soit une mesure µ sur A2 de´finie par∫
A2
F (g1, g2)dµ(g1, g2) ≡
∫
G
j∗sF (g)dg. (4.8)
Proposition 2. Soit une fonction F L1 sur G2 pour la mesure de Haar. Nous demandons e´galement que sa
version invariante de jauge soit bien de´finie :
GF (g1, g2) =
∫
G
F (gg1g
−1, gg2g
−1)dg (4.9)
Alors, nous avons : ∫
G×G
F (g1, g2)dg1dg2 =
∫
A2
GF (g1, g2)dµ(g1, g2), (4.10)
Je vais de´montrer ce re´sultat explicitement dans le cas de SL(n,C). La de´monstration devrait pouvoir
s’adapter a´ tous les groupes semi-simples. Commenc¸ons donc par introduire un lemme :
Lemma 1. Pour g = SL(n,C), le sous-groupe de Cartan est consistue´ des matrices diagonales h = (λi)i=1..n
avec
∏
i λi = 1. A condition que
∏n−1
i ai,i+1 6= 0, la condition ∀i = 1..n − 1, ai,i+1 = 1 consistue une bonne
fixation de jauge a` la fois pour l’action de H par multiplication a` droite sur G et pour l’action adjointe Ad(H).
Elle de´finit une section s : G/H → G. On a alors une extension de la formule de factorisation (4.1) qui s’e´crit :∫
G
f(g)dg = n×
∫
H
[∫
G/H
f(h−1s(x)h)dx
]
dh, (4.11)
ou` n est donc qu’un facteur multiplicatif.
Pour de´montrer ce re´sultat, il s’agit d’analyser les proprie´te´s de la section choisie s sous multiplication a`
gauche par un e´le´ment du Cartan. Un calcul simple prouve que pour x ∈ G/H et h = (λi) ∈ H :
s(h−1x) = h−1s(x)k(h)
avec k(h) = (λn, λ1, .., λn−1) ∈ H est une permutation circulaire des e´le´ments de matrice de h. Notons le fait
important que l’e´le´ment k ne de´pend que de h et pas de x. Alors, en utilisant l’invariance de la mesure dx sur
G/H par multiplication a` gauche, on obtient :∫
H
[∫
G/H
f(h−1s(x)h)dx
]
dh =
∫
H
[∫
G/H
f(s(x)k−1(h)h)dx
]
dh.
Il s’agit maintenant de calculer le Jacobien du changement de variables k−1(h)h→ h. Compte tenu que la mesure
dh est simplement
∏n−1
i=1 dαi pour h = (e
αi)i, on trouve∫
H
[∫
G/H
f(h−1s(x)h)dx
]
dh =
1
n
∫
H
[∫
G/H
f(s(x)h)dx
]
dh,
ce qui permet de conclure.
De´montrons maintenant la proposition (2). Pour cela, conside´rons une fonction F (g1, g2) L
1 sur G × G.
Alors : ∫
G×G
F (g1, g2)dg1dg2 =
1
w(H)
∫
G/H×H×G
F (xhx−1, g2)|∆(h)|2dxdhdg2
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=
1
w(H)
∫
G/H×H×G
F (xhx−1, xg2x
−1)|∆(h)|2dxdhdg2 (4.12)
ou` nous avons utilise´ la formule d’inte´gration de Weyl (4.2) pour la premie`re e´galite´, puis l’invariance de la mesure
de Haar par multiplication a` gauche et a` droite pour la seconde. Utilisant l’identite´ (4.11) sur l’inte´gration sur
G2, notre inte´grale peut eˆtre de´veloppe´e :
n× 1
w(H)
∫
G/H×H×H×H\G
F (xhx−1, xkyk−1x−1)|∆(h)|2dxdhdkdy
= n× 1
w(H)
∫
H×H\G
[∫
G/H×H
F (xhx−1, xky(xk)−1)dxdk
]
|∆(h)|2dhdy
= n× 1
w(H)
∫
H×H\G
[∫
G/H×H
F (xkh(xk)−1, xky(xk)−1)dxdk
]
|∆(h)|2dhdy , (4.13)
ou` nous avons utilise´ le fait que H est abe´lien pour la dernie`re e´galite´. Puis, en utilisant la de´finition de la
mesure sur G/H (4.1), nous avons finalement :∫
G×G
F (g1, g2)dg1dg2 = n× 1
w(H)
∫
H×H\G
GF (h, y)|∆(h)|2dhdy (4.14)
ou` GF est la version invariante de jauge de F :
GF (g1, g2) =
∫
G
F (gg1g
−1, gg2g
−1)dg. (4.15)
Quitte a` absorber le facteur multiplicatif n dans la de´finition de la mesure dµ(g1, g2), ceci conclut la de´monstration
de la proposition (2).
The´ore`me 1. µ est inde´pendante du choix de la section s, syme´trique, invariante sous multiplication a` droite
et a` gauche et invariante sous passage a` l’inverse :
dµ(g1, g2) = dµ(g2, g1) (4.16)
dµ(kg1h, g2) = dµ(g1, g2) (4.17)
dµ(g1, g2) = dµ(g
−1
1 , g2) (4.18)
De´montrons le the´ore`me ci-dessus pour dµ(kg1, g2) (multiplication a` gauche) Il sera aise´ de de´montrer les
autres proprie´te´s de la meˆme fac¸on. Le plus simple est d’utiliser la proce´dure de fixation de jauge a` la Faddev-
Popov puis de se servir de la proposition 2. Conside´rons une fonction invariante F sur G2. Maintenant choisissons
une fonction ϕ sur G2 tel que
Gϕ = 1 et de´finissons la fonction fixe´e de jauge F˜ = Fϕ. Dans la proce´dure de
Faddeev-Popov usuelle, nous choisirions une fonction ϕ proportionelle a` une distribution δ, mais cela n’est pas
ne´cessaire dans notre cas. La proposition 2 donne :∫
A2
F (g1, g2)dµ(g1, g2) =
∫
G×G
F˜ (g1, g2)dg1dg2, (4.19)
En utilisant la liberte´ du choix de la fonction ϕ dans la proposition 2 et le fait que si ϕ(g1, g2) est une fixation
de jauge alors ϕk(g1, g2) = ϕ(k
−1g1, g2) l’est aussi, on obtient∫
A2
F (g1, g2)dµ(kg1, g2) =
∫
G×G
F (k−1g1, g2)ϕ(k
−1g1, g2)dg1dg2
=
∫
G×G
F (g1, g2)ϕ(g1, g2)dg1dg2
=
∫
A2
F (g1, g2)dµ(g1, g2). (4.20)
Ce qui conclut que la mesure dµ de´finie sur A2 est bien invariante a` gauche.
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Pour un nombre quelconque de sous-groupes de Cartan
Dans le cas de plusieurs sous-groupes de Cartan, notons-les H1, H2, . . . , Hn. G1 se de´compose en compon-
santes connexes G(i) = Ad(G).Hi, chacune e´tant conjugue´e a` un sous-groupe de Cartan Hi. Pour chacune de
ces composantes, on choisit une section si : G/Hi → G et on de´finit l’application :
ji : G
(i) ⊂ G1 → A2
g = yhy−1 → Ad(G).(h, si(y)) (4.21)
Avec cette application, nous pouvons de´finir une mesure dµi sur A2 comme dans le cas pre´ce´dent (1) par∫
A2
F (g1, g2)dµi(g1, g2) ≡
∫
Gi
j∗i F (g)dg. (4.22)
Proposition 3. Soit une fonction F L1 sur G2. Nous avons alors∫
G×G
F (g1, g2)dg1dg2 =
∫
A2
GF (g1, g2)dµ(g1, g2), (4.23)
avec
dµ(g1, g2) =
∑
i
1
w(Hi)
dµi(g1, g2) (4.24)
et ou` GF est la version de F invariante de jauge :
GF (g1, g2) =
∫
G
F (gg1g
−1, gg2g
−1)dg. (4.25)
Soit une fonction F (g1, g2) L
1 sur G×G. Alors∫
G×G
F (g1, g2)dg1dg2 (4.26)
=
∑
i
1
w(Hi)
∫
(G/Hi)×Hi×G
F (xhx−1, g2)|∆(h)|2dxdhdg2 (4.27)
=
∑
i
1
w(Hi)
∫
(G/Hi)×Hi×G
F (xhx−1, xg2x
−1)|∆(h)|2dxdhdg2, (4.28)
ou` nous avons utilise´ la formule d’inte´gration de Weyl (4.2) pour la premie`re e´galite´, puis l’invariance de la mesure
de Haar par multiplication a` gauche et a` droite pour la seconde. Utilisant l’identite´ (4.11) sur l’inte´gration sur
G2, notre inte´grale peut eˆtre de´veloppe´e en∑
i
1
w(Hi)
∫
G/Hi×Hi×Hi×Hi\G
F (xhx−1, xkyk−1x−1)|∆(h)|2dxdhdkdy (4.29)
=
∑
i
1
w(Hi)
∫
Hi×Hi\G
[∫
G/Hi×Hi
F (xhx−1, xky(xk)−1)dxdk
]
|∆(h)|2dhdy. (4.30)
Utilisant la de´finition (4.1) de la mesure sur G/Hi et le fait que Hi est abe´lien, on aboutit a`∫
G×G
F (g1, g2)dg1dg2 =
∑
i
1
w(Hi)
∫
Hi×Hi\G
GF (h, y)|∆(h)|2dhdy
=
∑
i
1
w(Hi)
∫
G(i)
dg j∗i (
GF )(g)
=
∑
i
1
w(Hi)
∫
A2
dµi(g1, g2)
GF (g1, g2) (4.31)
Puis, il est direct d’utiliser cette proposition pour ge´ne´raliser le the´ore`me 1 au cas de plusieurs sous-groupes de
Cartan en suivant la meˆme preuve que pre´ce´demment.
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4.2.2 Les fleurs en ge´ne´ral
On veut maintenant ge´ne´raliser le cas de A2 au cas Ah. D’apre´s le the´ore`me de Rosenlich de´crit dans la
sous-section 4.1.2, il est toujours possible de choisir un ensemble dense Gh ⊂ Gh tel que le quotient ge´ome´trique
Ah = Gh/Ad(G) est bien de´fini comme dans la proposition 1. Suivant la logique de la construction dans le cas
a` deux pe´tales, on de´finit Gh, dans le cas d’un groupe de rang 1, comme :
De´finition 2.
Gh ≡ {(g1, · · · , gh) ∈ Gh| ∃(i, j) ∈ [1, · · · , h], (gi, gj) ∈ G2} (4.32)
Notons que Gh est tel que le centralisateur de n’importe quel e´le´ment de Gh est l’identite´.
De´finition 3. Fixons deux pe´tales i, j sur la fleur a` n pe´tales. Alors, nous pouvons de´finir une mesure sur Ah :
µ(ij) [f(g1, g2, . . . , gn)] =
∫
G
(ij)
2
dµ(gi, gj)
∫ ∏
k 6=i,j
dgkf(g1, g2, . . . , gn) (4.33)
ou` nous avons pris la mesure fixe´ de jauge dµ(gi, gj) pour les deux pe´tales fixe´es et la mesure de Haar sur les
autres liens.
Cette mesure est bien de´finie puisque
∫ ∏
k 6=i,j dgkf(g1, g2, . . . , gn) est une fonction invariante sur G
(ij)
2 (et
par conse´quent une fonction sur A2, que nous pouvons inte´grer en utilisant dµ(gi, gj)).
Proposition 4. Soit une fonction F L1 sur Gn. Alors nous avons∫
Gn
F (g1, . . . , gn)dg1 . . . dgn =
∫
An
GF (g1, . . . , gn)dµ(g1, . . . , gn), (4.34)
ou` GF est la version invariante de jauge de F :
GF (g1, . . . , gn) =
∫
G
F (gg1g
−1, . . . , ggng
−1)dg (4.35)
Cette proposition est facilement de´montre´e en utilisant la proposition 2 et l’invariance de la mesure de Haar
sous multiplication a` gauche et a` droite. Elle implique le the´ore`me suivant :
The´ore`me 2. Les mesures dµ(ij) ne de´pendent pas du choix des liens i, j et de´finissant donc une unique mesure
dµ(g1, g2, . . . , gn) sur Ah. De plus, cette mesure est syme´trique sous permutations arbitraires de g1, . . . , gn, sous
multiplication a` gauche et a` droite et sous passage a` l’inverse :
dµ(gσ1 , · · · , gσn) = dµ(g1, · · · , gn),
dµ(kg1h, · · · , gn) = dµ(g1, · · · , gn),
dµ(g−11 , · · · , gn) = dµ(g1, · · · , gn) (4.36)
4.3 Mesure pour un graphe quelconque
Pour construire la mesure sur un graphe arbitraire Γ, on choisit un arbre maximal T , on effectue la proce´dure
de fixation de jauge de´crite dans le chapitre 3 pour re´duire le graphe Γ a` une simple fleur, puis on de´finit une
mesure dµT tel que pour toute fonction φ invariante de jauge sur Γ, on ait :∫
dµT (g1, . . . , gE)φ(g1, . . . , gE) =
∫
d˜µ(g1, . . . , gF )φT (g1, . . . , gF ) (4.37)
ou` d˜µ est la mesure sur la fleur a` hΓ = E − V + 1 pe´tales.
Cette de´finition de´pend a priori du choix de l’arbre T . Je vais montrer que ce n’est en fait pas le cas.
Choisisson pour cela, deux arbres T et U . Les fonctions fixe´es de jauge φT et φU sont relie´es par le changement
de variables (3.7) :
φT (G
(T )
e ) = φU (G
(U)
e =
−−−−−→∏
f∈L[e]\T
G
(T )
f )
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et il s’agit de de´montrer maintenant que :∫
d˜µ(G
(T )
1 , . . . , G
(T )
F )φT (G
(T )
1 , . . . , G
(T )
F ) =
∫
d˜µ(G
(U)
1 , . . . , G
(U)
F )φU (G
(U)
1 , . . . , G
(U)
F ) (4.38)
ou d’une manie`re e´quivalente :∫
d˜µ(G
(U)
1 , . . . , G
(U)
F )φU (G
(U)
1 , . . . , G
(U)
F ) =
∫
d˜µ(G
(T )
1 , . . . , G
(T )
F )φU (G
(U)
e =
−−−−−→∏
f∈L[e]\T
G
(T )
f ). (4.39)
Nous allons prouver cette e´galite´ en effectuant des changements de variables e´le´mentaires, qui correspondent
en fait a` des changements e´le´mentaires d’arbres maximaux. Nous allons dans une premier temps de´finir ces
changements e´le´mentaires entre arbres et montrer qu’il est possible de passer de n’importe quel arbre a` un autre
par une suite de tels mouvements. Puis je montrerai que la mesure est invariante sous de tels changements de
variables.
De´finition 4. Soit un graphe Γ et un arbre maximal T . Conside´rons un vertex v tel qu’au moins un lien attache´
a` v ne soit pas dans l’arbre T . Appelons f /∈ T un tel lien. Il existe un unique chemin dans T liant l’autre vertex
de f au point v. Ce chemin de´finit un autre lien e ∈ T attache´ a` v. Alors un changement e´le´mentaire d’arbre
consiste a` e´changer les liens e et f et a` conside´rer l’arbre U = T ∪ f \ e.
v v
f /∈ T f ∈ U
∈ T ∈ U
e /∈ Ue ∈ T
L’inte´reˆt d’une telle de´finition repose en la proposition suivante :
Proposition 5. Ayant choisi deux arbres maximaux T et U sur un graphe Γ, il existe une suite de changements
e´le´mentaires permettant de passer de T a` U .
Puis, le changement de variables deG(U) a`G(T ) est tre`s simple pour un changement e´le´mentaire et consiste en
une simple inversion ou multiplication a` gauche, ce qui simplifie e´norme´ment l’e´tude des changements d’arbres.
Montrons tout d’abord la proposition pre´ce´dente. Ayant choisi Γ et deux arbres maximaux T et U , on
distingue 4 types de liens : les liens appartenant a` la fois a` T et U , les liens dans V = T \ U les liens dans
W = U \ T et les liens dans aucun des deux. Il s’agit d’effectuer des changements e´le´mentaires pour re´duire les
ensembles V etW a` l’ensemble vide. Concentrons-nous sur V . Tout d’abord, il peut ne pas eˆtre connexe. On peut
alors travailler sur chacune des parties connexes. Choisissons-en une et notons-la V1. V1 est un arbre (puisque
c’est un sous-graphe de T ). En particulier, V1 n’est pa ferme´ et contient des liens ouverts (sans bouts) i.e. des
liens lie´s a` V1 par un seul vertex. Nous allons les enlever de V1 en effectuant des changements e´le´mentaires,
puis en re´pe´tant l’ope´ration, on pourra vider comle`tement V1. Et finalement, en faisant de meˆme avec toutes
les composantes connexes, on pourra absorber entie`rement l’ensemble T \ U .
Choisissons donc un lien e ouvert de V1. Il a deux vertex : v a` l’exte´rieur de V1 et w a` l’inte´rieur de V1. Il
existe un unique chemin P dans U reliant ces deux vertex. Ce chemin ne passe pas par e /∈ U . Dans P , il existe
au moins un lien dans U et non dans T sinon il y aurait une boucle dans l’arbre T .
Supposons qu’un tel lien f ∈ U \T soit directement rattache´ au lien e (par le vertex v). Alors, nous pouvons
effectuer un changement e´le´mentaire e ↔ f et passer a` un arbre (maximal) U˜ = U ∪ e \ f plus pre`s de l’arbre
T que de l’arbre initial U .
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e ∈ T \ U
f2
f1 ∈ T ∩ U
f ∈ U \ T
Revenons maintenant au cas ge´ne´ral. Nous avons une suite de liens f1, . . . , fn ∈ T ∩ U partant du vertex v
suivant le chemin P et aboutissant a` un lien f ∈ U \ T . Alors on effectue la suite de changements e´le´mentaires
sur l’arbre U e´changeant les liens e↔ f1, . . . , fn−1 ↔ fn, et ainsi cre´ant la suite d’arbres maximaux U1, . . . Un.
Partant de v, tous les liens e, f1, . . . , fn−1 sont a` la fois dans T et dans Un, fn est dans T \ Un, f est dans
Un \ T , et tous les autres liens revenant vers w sont dans Un. Nous sommes donc de retour dans le cas simple
pre´ce´dent et nous pouvons proce´der a` un ultime changement fn ↔ f sur l’arbre maximal Un cre´ant ainsi l’arbre
(maximal) U˜ tel que l’entie`re boucle P de v a` v est a` la fois dans T et U˜ excepte´ le lien f qui n’est dans aucun.
En pratique, nous sommes partis d’une boucle avec tous les liens dans U sauf un qui est dans T (c’est le lien
initial e), et en effectuant des changements e´le´menatires, nous l’avons bouge´ le long du chemin jusqu’a` ce qu’il
rencontre un lien qui n’est pas dans T et qu’ils “s’annulent” ensemble.
Ceci conclut l’absorbtion du lien e : l’ensemble T \ U˜ contient un lien de moins que T \U . Maintenant,nous
pouvons re´pe´ter la meˆme proce´dure en partant du nouvel arbre U˜ .
A pre´sent, il est possible de de´montrer le re´sultat suivant :
The´ore`me 3. Le Jacobien du changement de variables (4.39) est 1, de telle sorte que la mesure dµT ne de´pend
pas du choix de l’arbre T .
Ce the´ore`me assure l’existence d’une mesure dµ(Γ) = dµT inde´pendante du choix de T et par conse´quent
e´galement inde´pendante des arbitraires de toute la proce´dure de fixation de jauge. Elle permet d’inte´grer les
fonctions invariantes de jauge et de de´finir l’espace des fonctions invariantes L2 sur Γ. Comme nous le verrons
dans le prochain chapitre, c’est l’espace HΓ des re´seaux de spin de´fini sur le graphe Γ.
La proposition 5 implique qu’il suffit de de´montrer le the´ore`me 3 pour des changements e´le´mentaires. Con-
side´rons donc une changement e´le´mentaire sur l’arbre T autour du vertex v et de´finissant le nouvel arbre
U = T ∪ f \ e. Pour chaque lien a /∈ U sur la fleur re´duite de´finie par U , on de´finit la variable G(U)a . Il s’agit
de les exprimer en fonction des variables G
(T )
b . Dans le cas a /∈ U et /∈ T , G(U)a et G(T )a sont e´gaux a` une
multiplication pre`s a` droite ou a` gauche par G
(T )
f ou son inverse. Le seul autre cas est celui de a = e ; alors
G
(U)
e = (G
(T )
f )
±1. Alors, utilisant les invariances de la mesure (the´ore`me 2), on peut conclure que le changement
de variables ci-dessus a un Jacobien trivial.
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Chapitre 5
De´finir les re´seaux de spins
Maintenant que nous avons muni les espaces invariants AΓ d’une mesure (de Haar), nous pouvons de´finir
l’espace des fonctions invariantes L2 sur un graphe Γ. Dans le cas G = SU(2), une base de cet espace est fournie
par les re´seaux de spin SU(2). Dans ce chapitre, il s’agit de ge´ne´raliser ce re´sultat au cas d’un groupe de Lie G
quelconque, pour pouvoir en particulier l’appliquer au cas des groupes de Lorentz dans le cadre d’une approche
a` la Loop Gravity invariante par Lorentz. Les re´seaux de spin ge´ne´ralise´s seront de´finis comme les vecteurs
propres d’un ensemble d’ope´rateurs Laplaciens commutants et Hermitiens. On s’attachera ensuite a` discuter la
ge´ne´ralisation potentielle du formalisme d’Ashtekar-Lewandowski au cas d’un groupe non-compact, en vue de
de´finir un espace d’e´tats quantiques de la connexion/ge´ome´trie en sommant sur tous les graphes Γ possibles.
Je soulignerai les diffe´rences entre le cas d’un groupe compact et d’un groupe non-compact et j’expliquerai des
possibles constructions alternatives.
5.1 Diagonaliser les Laplaciens
Dans cette section, je vais de´finir les ope´rateurs diffe´rentiels Laplaciens sur un graphe Γ. Puis je montrerai
que ce sont des ope´rateurs hermitiens pour le produit scalaire de´fini par la mesure dµΓ, re´sultat se ge´ne´ralisant
a` tout ope´rateur diffe´rentiel invariant de jauge. Alors, les re´seaux de spin seront de´finis en tant que vecteurs
propres ge´ne´ralise´s des ope´rateurs Laplaciens. Ce qui permettra de mieux comprendre la structure de l’espace
d’Hilbert HΓ des fonctions invariantes L2 sur Γ.
5.1.1 Ope´rateurs Laplacien/Casimir
Soit un graphe Γ. Une fonction (invariante de jauge) de´finie sur Γ de´pend de E e´le´ments du groupe g1, . . . , gE .
De´notons par X un e´le´ment de l’alge`bre de Lie et par ∂ReX (resp. ∂
Le
X ) la de´rivation correspondante invariante
a` droite (resp. gauche) agissant sur le j-ie`me e´le´ment du groupe associe´ au lien e :
∂R1X f(g1, · · · , gN) = f(Xg1, · · · , gN ), (5.1)
∂L1X f(g1, · · · , gN ) = f(g1(−X), · · · , gN ). (5.2)
L’action du groupe de jauge agit sur ces ope´rateurs diffe´rentiels par conjugaison au niveau des vertex :
∂ReX → ∂Reks(e)Xk−1s(e) .
Nous nous inte´ressons aux ope´rateurs diffe´rentiels invariants de jauge. L’alge`bre de ces ope´rateurs est ge´ne´re´e
par les ope´rateurs Laplaciens ∆
(i)
e ou` e de´crit les liens du graphe Γ, i est un entier entre 1 et r le rang du
groupe. Pour chaque lien e, il y a une correspondance un-a`-un entre l’ensemble des Laplaciens et l’ensemble
des ope´rateurs Casimir sur l’alge`bre de Lie. Par conse´quent, l’ensemble de ces Laplaciens forme bien une base
comple`te d’ope´rateurs commutants. En effet, ils commutent bien entre eux puisque, pour un lien e donne´, deux
Casimirs commutent et que les ope´rateurs diffe´rentiels associe´s a` deux liens diffe´rents commutent e´galement.
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Le but est de de´finir les re´seaux de spin comme la base des vecteurs propres de cet ensemble complet
d’ope´rateurs diffe´rentiels invariants de jauge. Pour arriver la`, il faut montrer que ces ope´rateurs sont Hermitiens
pour la mesure dµ(Γ) construite dans le chapitre pre´ce´dent. Je vais donner la preuve dans le cas des ope´rateurs
Laplaciens ∆e =
∑
i ∂
Re
Xi
∂ReXi (note´ plus simplement ∆e = ∂
Re .∂Re) ou` Xi de´note une base orthonormale de
l’alge`bre de Lie. Le cas ge´ne´ral est similaire, mais ne´cessite des notations plus lourdes.
La mesure dµ(Γ) e´tant de´finie sur la fleur re´duite correspondant a` Γ, il faut suivre la proce´dure de fixation
de jauge de´finissant les variables “re´duites” Gi, . . . , GF sur la fleur et exprimer les ope´rteurs ∆e en fonction des
de´rive´es ∂˜L,Ri par rapport a` ces nouvelles variables.
Pour commencer, regardons l’exemple suivant : le cas d’une fleur a` deux pe´tales issue soit du graphe Θ soit
du graphe a` lunettes. Fixons de jauge le graphe Θ :
A B
g1
g2
g3
A
G1 G2
Fixant de jauge a` partir du point A, nous avons G1 = g1g
−1
3 et G2 = g2g
−1
3 . Il est facile de ve´rifier que
∂R1 = ∂˜
R
1 , ∂
R
2 = ∂˜
R
2 et ∂
R
3 = ∂˜
L1 + ∂˜L2 ; et par conse´quent que ∆1 = L˜1, ∆2 = L˜2 et ∆3 = ∆˜1 + ∆˜2 + 2∆˜12,
avec ∆˜12 = ∂˜
L
1 .∂˜
L
2 .
Dans le cas du graphe a` lunettes :
A B
g3
g1 g2
Nous avons G1 = g1 et G2 = g3g2g
−1
3 . Ce qui donne ∆1 = ∆˜1, ∆2 = ∆˜2 (car le Laplacien est invariant sous
l’action de Ad(G)) et ∆3 = (∂˜
R
2 − ∂˜L2 )2.
Dans le cas ge´ne´ral, pour un lien e fixe´, s’il existe un arbre maximal T qui ne contient pas e, alors e /∈ T
sera aussi sur la fleur re´duite et ∆e sera simplement le Laplacien ∆˜e avec les de´rive´es par rapport a` la nouvelle
variable Ge sur la fleur.
Ce qui arrive aux liens qui sont dans tous les arbres possibles, tel le lien au milieu du graphe a` lunettes, est
un peu plus de´licat. Conside´rons un tel lien e et fixons de jauge a` partir de son vertex source v = s(e). Alors
∂Re est e´gale a` la somme des ∂˜
R
f sur les liens f dont la boucle correspondante (liant v au lien f) commence par
le lien e et ∂˜Lf pour les liens dont la boucle se termine par le lien e.
Dans tous les cas, les ope´rateurs diffe´rentiels initiaux ∆e s’e´crivent comme une somme d’ope´rateurs ∆˜
RR
ij =
∂˜Ri .∂˜
R
j et ∆˜
LR
ij = ∂˜
L
i .∂˜
R
j ou` i, j = 1, · · · , g. Ces ope´rateurs sur Gh sont invariants sous l’action diagonale de
Ad(G). Cela peut se montrer facilement en partant du fait que l’invariance de jauge d’une fonction φΓ est
e´quivalente a` l’e´quation
(
∑
e|s(e)=v
∂Re +
∑
e|t(e)=v
∂Le)φ = 0, (5.3)
valable en chaque vertex v. Choisir un arbre (maximal) revient a` utiliser ces e´quations pour exprimer toutes
les de´rive´es sur les liens de l’arbre en fonction des autres de´rive´es ∂˜L,Ri . Cela nous laisse alors avec une unique
relation :
∑h
i=1(∂˜
R
i + ∂˜
L
i )φ = 0.
Maintenant que nous avons de´fini les ope´rateurs Laplaciens et e´tudie´ leur structure en de´tails, nous allons
montrer qu’ils sont Hermitiens et nous allons de´finir les re´seaux de spin.
5.1.2 Re´seaux de Spins comme vecteurs propres et la structure de HΓ
The´ore`me 4. Les ope´rateur Laplaciens ∆˜RRij et ∆˜
LR
ij sont Hermitiens pour le produit scalaire de´fini par la
mesure dµh, h ≥ 2.
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Je vais donner la de´monstration pour ∆˜i ≡ ∆˜RRii . La preuve pour les ope´rateurs LR se fait exactement de
la meˆme manie`re.
Conside´rons ∫
Ah
(ϕ∆˜iψ − ψ∆˜iϕ)dµh (5.4)
ou` ϕ, ψ sont des fonctions invariantes de jauge. Introduisons une fonction φ, pour fixer la jauge, telle que∫
G
gφdg = 1, (5.5)
ou` gφ(g1, · · · , gN) = φ(gg1g−1, · · · , ggNg−1). L’inte´grale (5.4) se re´-e´crit :∫
Gh
(ϕ∆˜iψ − ψ∆˜iϕ)φdg1 · · · dgh. (5.6)
Graˆce a` l’invariance de la mesure de Haar sous multiplication a` gauche, nous pouvons inte´grer par parties les
de´rive´es invariantes a` droite. Enlevant les symboles˜pour alle´ger les notations, on obtient :∫
Ah
(ϕ∆ψ − ψ∆ϕ)dµ =
∫
Gh
ψ∂RiXjϕ∂
Ri
Xj
φ− ϕ∂RiXjψ∂RiXjφdg1 · · · dgh. (5.7)
Nous pouvons factoriser le premier terme :∫
Gh
dg1 · · · dgh ψ∂RiXjϕ∂RiXjφ =
∫
Ah
ψ
[∫
G
dg g∂RkXi ϕ
g∂RlXiφ
]
dµh, (5.8)
ou` nous avons utiliser la de´finition de la mesure invariante (4) et gψ = ψ. Ensuite, utilisant la proprie´te´ des
de´rive´es
g∂Xiφ = ∂Ad(g)−1·Xi
gφ, (5.9)
et l’invariance de l’ope´rateur diffe´rentiel quadratique∑
i
∂RAd(g)·Xi ⊗ ∂RAd(g)·Xi =
∑
i
∂RXi ⊗ ∂RXi (5.10)
on obtient : ∫
Ah
ψ
[∫
G
dg∂Xi
gϕ∂Xi
gφdg
]
dµh. (5.11)
Finalement, puisque gϕ = ϕ (ϕ e´tant invariante de jauge) et que la condition (5.5) implique ∂Xi
∫
gφdg = 0,
nous pouvons conclure que l’inte´grale (5.4) est nulle.
De´finition 5. Les ope´rateurs ∆e formant un ensemble d’ope´rateurs Hermitiens commutants deux a` deux sur
l’espace d’Hilbert L2(dµ(Γ)), nous pouvons les diagonaliser dans une base commune, et leur vecteurs propres
forment une base orthonormale de L2(dµ(Γ)). On appelle ces vecteurs propres les re´seaux de spin ou spin
networks.
Dans le cas (tre`s probable) ou` une des valeurs propres fait partie d’un spectre continu, ces vecteurs propres
doivent eˆtre conside´re´s comme des vecteurs ge´ne´ralise´s δ-normalisable, donc en tant que distributions invariantes
et non des fonctions invariantes.
Nous obtenons ainsi une base de fonctions/distributions labelle´es par les valeurs propres des ope´rateurs
Laplaciens -les Casimirs du groupe- sur chaque lien du graphe. Autrement dit, si on appelle dρ(λ) la mesure
spectrale de l’ope´rateur Laplacien, on peut e´crire :
HΓ ≡ L2(dµ(Γ)) = ⊕e
∫
dρ(λe)⊗v Iv(λ), (5.12)
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ou` Iv(λ) correspond a` la de´ge´ne´re´scence des espaces propres labelle´s par la famille de valeurs propres {λe, e ∈ Γ}.
Iv(λ) est habituellement associe´ a` l’espace des entrelaceurs (vecteurs invariants) entre les repre´sentations porte´es
par les liens se rencontrant a` un vertex v.
On fait correspondre habituellement une repre´sentation de G a` un ensemble de valeurs propres des Laplaciens
correspondant a` un lien donne´. Ainsi on obtient un vecteur de´crit comme un graphe dont les liens portent
chacun une repre´sentation de G. Cela fonctionne sans proble`me par exemple pour G = SU(2), car il y a alors
une bijection entre les valeurs possibles du Casimir et les repre´sentations unitaires irre´ductibles (de dimension
finie). Dans le cas ge´ne´ral, cela n’est plus aussi certain et plusieurs repre´sentations peuvent avoir les meˆmes
valeurs des Casimir. Par exemple, dans le cas de SL(2,R), la se´rie des repre´sentations discre`tes donne deux
repre´sentations pour une meˆme valeur du Casimir. Par contre, dans le cas de SL(2,C), les repre´sentations
unitaires sont uniquement de´termine´es par les valeurs des 2 Casimirs.
Maintenant, pour regarder de plus pre`s la structure de Iv(λ) et pourquoi la de´ge´ne´rescence (mis a` part
celle associe´e a` la correspondance “valeurs propres des Casimirs↔ repre´sentations”) est associe´e aux vertex du
graphe, il convient de de´plier les vertex du graphe Γ. Par cela, j’entends remplacer chaque vertex par un arbre
(minimal) trivalent. Pour un vertex donne´ v, cela est possible en regroupant les liens se rencontrant en v deux
par deux, en cre´ant un vertex trivalent pour chacune de ces paires, puis en re´pe´tant le processus jusqu’a un
vertex trivalent final. Cette proce´dure permet de de´finir un graphe de´plie´ Γ0. Puisque les fleurs correspondants
a` Γ et Γ0 sont les meˆmes, on a L
2(dµ(Γ)) = L2(dµ(Γ0)). On construit alors les re´seaux de spin sur Γ0 labellant
tous ses liens, donc a` la fois les liens originaux de Γ et les liens internes aux vertex de Γ. On a ainsi acce`s a` la
structure interne des vertex des re´seaux de spin et tout le proble`me est ramene´ a` e´tudier les vertex trivalents
i.e. les entrelaceurs trivalents. Dans le cas de G = SU(2), ces entrelaceurs sont uniques (a` normalisation pre`s) :
ce sont les coefficients de Clebsh-Gordan. Malheureusement, de`s que le rang du groupe grandit un peu, l’espace
des entrelaceurs peut eˆtre de dimension infinie (comme pour sl(3,R)).
Au final, cette construction des re´seaux de spin pour un groupe de Lie arbitraire reproduit bien la structure
attendue des re´seaux de spin, similaire au cas SU(2) qu’il permet d’ailleurs de retrouver entie`rement. Cela nous
permet donc de comprendre la structure de ces observables (fonctions cylindriques de la connexion) des the´ories
de jauge dans le cas ou` le groupe de jauge est non-compact. Le raisonnement met e´galement en relief les points
de´licats qui peuvent se poser lors de l’application de ce formalisme ge´ne´ral a` des cas particuliers.
5.2 L’espace d’Hilbert des re´seaux de spins
5.2.1 La diffe´rence compact ↔ non-compact
Dans le cas du groupe compact SU(2), il est possible de coller tous les espaces d’Hilbert des connexions sur
des graphes en un seul espace d’Hilbert de´crivant les e´tats quantiques en tant que fonctionnelles sur un espace
de connexion ge´ne´ralise´e. Ceci est obtenu au travers des me´thodes projectives explique´es dans la section 2.1.2,
pouvant eˆtre ge´ne´ralise´es a` tous les groupes compacts [30]. Cependant elles ne s’appliquent pas directement
au cas des groupes non-compacts, le proble`me principal e´tant que les mesures invariantes dµΓ de´finies sur
les graphes ne sont pas compatibles avec la structure de projections/injections de´finies entre les espaces de
connexions discre`tes AΓ.
Ne´anmoins, on peut toujours construire le grand espace d’Hilbert comme somme de tous les HΓ. Il existe
une diffe´rence de taille entre les groupes compacts et les groupes non-compacts : la repre´sentation triviale (j = 0
dans le cas G = SU(2)) n’est pas L2 et n’intervient pas dans les labels des re´seaux de spin pour les groupes
non-compacts. Ainsi, si on compare la situation avec le cadre de la construction GNS de´crite comme alternative
a` la construction d’Ashtekar-Lewandowski dans la section 2.1.2, nous avons directement construit les espaces
H˜Γ, ge´ne´re´s par les re´seaux de spin labelle´s par aucune repre´sentation triviale. De ce point de vue, nous n’avons
pas besoin d’injecter les espaces les uns dans les autres et nous n’avons pas besoin de quotienter. Nous pouvons
donc construire l’espace d’Hilbert des e´tats quantiques de la connexion en tant que somme directe :
Hinv =
⊕
Γ
HΓ. (5.13)
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Il reste cependant une ambigu¨ıte´ de normalisation dans la somme ci-dessus : nous pouvons a priori normaliser
les espaces HΓ inde´pendamment les uns des autres. Cette liberte´ dans la normalisation relative des espaces
d’Hilbert est due a` l’ambigu¨ıte´ de normalisation de la mesure de Haar. Dans le cas compact, nous pouvons
imposer qu’elle soit une mesure de probabilite´ [52] et la normaliser pour que le groupe ait un volume unite´. Cela
n’est plus possible dans le cas des groupes non-compacts.
Ne´anmoins, vue la de´finition des mesures sur les fleurs, il est naturel d’imposer que la mesure de Haar utilise´e
partout (par toutes les fleurs, tous les graphes) soit toujours normalise´e de la meˆme manie`re. Plus pre´cise´ment,
si on conside`re une fonction sur G(n+1)/Ad(G), nous pouvons inte´grer un de ses arguments en utilisant la mesure
de Haar et nous obtenons une fonction sur Gn/Ad(G). Il est naturel de demander a` ce que les inte´grales de
ces deux fonctions soient identiques. Cet argument fixe la mesure de Haar a` une constante pre`s et si nous la
multiplions par un facteur α, alors toutes les mesures dµn prendront un facteur α
(n−1). On peut conside´rer se
fixer un facteur α comme un choix d’e´chelle dans notre the´orie physique.
Une autre manie`re de proce´der consiste a` remarquer que, bien que Hinv ne semble pas eˆtre un espace L2,
il ressemble fortement a` un espace de Fock. Dans ce cadre, les injections/projections de l’approche d’Ashtekar-
Lewandowski seraient remplace´es par des ope´rateurs d’annihilation et de cre´ation, supprimant et cre´ant des
boucles, qui agiraient comme des isome´tries entre les diffe´rents espaces d’HilbertHΓ = L2(GE/GV ) = L2(GhΓ/Ad(G))
et fixeraient les normalisations relatives. Plus pre´cise´ment, conside´rons un graphe limite Γ∞ d’une suite de graphe
(Γi)i∈N, Γi ∈ G telle que Γi ≺ Γi+1 (avec inclusion stricte) alors l’espace
FΓ∞ =
⊕
i
H˜Γi , (5.14)
semble exactement eˆtre un espace de Fock ou` l’addition d’une boucle/pe´tale serait un ope´rateur de cre´ation.
La difficulte´ de munir FΓ∞ d’une structure d’espace de Fock provient de la syme´trie de jauge re´siduelle
non-compacte Ad(G). Une fixation de jauge naturelle serait d’effacer cette syme´trie re´siduelle en conside´rant les
fonctions cylindriques invariantes de jauge a` tous les vertex sauf en un vertex particulier A. Ainsi, en suivant la
proce´dure de fixation de jauge de´crie dans le chapitre 3, l’espace des connexions a` support sur le graphe serait
simplement G⊗hΓ et l’espace d’Hilbert correspondant L2(G⊗hΓ , dg⊗hΓ) (la mesure est donne´e simplement par
la mesure de Haar sur G). Il est alors facile d’empiler ces espaces pour former un espace de Fock F , en sommant
sur les graphes. Les e´tats (quantiques) de la connexion seraient, dans ce cadre, des ensembles de boucles de
point de de´part A (des fleurs autour de A). Les ope´rateurs de cre´ation et d’annihilation seront les ope´rateurs
usuels permettant de passer de L2(GN ) a` L2(GN±1), cre´ant ou de´truisant une boucle partant de A. De ce
point de vue, F repre´sente les fluctuations de la connexion autour du point A. Mais alors comment restaurer
l’invariance de jauge au point A ? L’imposer directement sur F cause des divergences. A la place, nous pourrions
nous placer au point A, ignorer l’invariance de jauge et imposer que les e´tats conside´re´s se transforment selon
une repre´sentation fixe´e de G. Cela reviendrait a` introduire une particule en A ou de manie`re e´quivalente un
observateur. Mais ceci est une question d’interpre´tation physique ne permettant pas de re´soudre le proble`me
mathe´matique de construire un espace de connexion ge´ne´ralise´e pour un groupe non-compact.
5.2.2 Un espace de Fock : the´orie de jauge sur G
Nous voulons coller les espaces L2(Gn/Ad(G)) ensemble. Une analogie tre`s utile est d’interpre´ter ces espaces
comme espaces d’e´tats de particules sur un groupe G [53]. En fait, L2(Gn, (dg)n) - dg est la mesure de Haar
sur G - est l’espace correspondant a` une particule libre vivant sur le groupe Gn ou, de manie`re e´quivalente, n
particules libres sur le groupe G. Son action est fonction de la trajectoire g(t) : R→ Gn :
Sfree =
1
2
∫
dtTr
(
(g−1∂tg)
2
)
(5.15)
Cette action est invariante sous multiplication (constante) a` droite et a` gauche dans Gn. On peut proce´der a`
l’analyse Hamiltonienne du syste`me. L’espace des phases est le fibre´ cotangent du groupe G. L’e´quation du
mouvement est :
∂t(g
−1∂tg) = 0 (5.16)
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On choisit π(l) = g−1∂tg comme moment conjugue´ (a` la place du moment canonique). C’est la charge de Noether
associe´e a` l’invariance a` gauche. Les solutions sont alors parame´tre´es comme
gg0,π(l)(t) = g0 exp(π
(l)t). (5.17)
Ce sont les ge´ode´siques sur le groupe. On peut e´galement choisir le moment a` droite de´fini par π(r) = −∂tgg−1.
Alors les trajectoires solutions s’e´crivent
gg0,π(r)(t) = exp(−π(r)t)g0. (5.18)
Le crochet de Poisson est :
{g, gˆ} = 0
{g, π(l)X } = Xg
{π(l)X , π(l)Y } = π(l)[X,Y ]
(5.19)
ou´ on note g, gˆ des e´le´ments du groupe, X,Y sont dans l’alge`bre de Lie et π
(l)
X = Tr(Xπ
(l)) est la composante
de π(l) dans la direction X .
On peut alors cre´er l’espace de Fock des e´tats de particules libres :
F =
⊕
n≥0
L2(Gn), (5.20)
qui prend en compte les e´tats a` diffe´rents nombres de particules. On peut e´crire explicitement les ope´rateurs de
cre´ation a†ϕ et d’annihilation aϕ, ajoutant ou retirant une particule a` un e´tat (syme´trise´) a` n particules, note´
ψ :
(aϕψ)(g1, g2, . . . , gn−1) =
∫
dgnψ(g1, g2, . . . , gn)ϕ(gn) (5.21)
(a†ϕψ)(g1, g2, . . . , gn+1) =
∑
i
ψ(g1, . . . , gi−1, gi+1, . . . , gn)ϕ(gi). (5.22)
Il est aussi possible d’e´crire une the´orie de champs libre correspondant a` cet espace de Fock. Pour cela,
de´finissons les ope´rateurs champs Φ(g) = aδg et Φ
†(g) = a†δg , ou` δg est la fonction delta de Dirac au point g.
Alors l’ope´rateur impulsion totale, comme agissant sur l’espace d’Hilbert a` N particules, s’exprime en fonction
des ope´rateurs champs :
∑N
i=1 π
i(l/r)
X =
∫
G dgΦ
†(g)(−i∇(l/r)X )Φ(g), ou` ∇(l/r)X est l’ope´rateur de´rive´e invariante
a` gauche/droite dans la direction X . De la meˆme manie`re, on peut e´crire l’ope´rateur Hamiltonien :
H = −
∫
G
dgΦ†(g)∆Φ(g). (5.23)
L’action gouvernant la quantification et la dynamique du champ s’e´crit en fonction d’un champ Φ(t, g) (dans
l’“espace-temps” forme´ par R×G) :
S[Φ(t, g)] =
∫
R×G
dtdgΦ†(g)(i
∂
∂t
+∆)Φ(g). (5.24)
Il s’agit maintenant de suivre les meˆmes e´tapes dans le cas de particules jauge´es, pour lesquelles on impose
une syme´trie globale sous Ad(G). Ceci peut eˆtre pris en compte en introduisant un champs de jauge A a` valeur
dans l’alge`bre de Lie G. Alors l’action devient1 :
Sgauged[g(t) ∈ Gn, A] = −1
2
∫
dtTr
(
(g−1∂tg)
2
)
+
∫
dtTr
(
(g∂tg
−1)A+A(g−1∂tg) + gAg
−1A−A2) (5.25)
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Cette action est invariante sous des transformations de jauge Ad(G) de´finies par des fonctions arbitraires h(t)
a` valeurs dans G : {
g → hgh−1
A → hAh−1 + h∂th−1 (5.26)
L’espace des e´tats de notre syste`me est alors L2(Gn/Ad(G)). Dans le cas de ces particules jauge´es, nous aimerions
e´crire, comme dans le cas des particules libres, des ope´rateurs de cre´ation et d’annihilation, et construire ainsi
une the´orie de champs correspondante. Le proble`me re´side dans le changement de la syme´trie : la syme´trie
L2(Gn/Ad(G)) est une syme´trie globale Ad(G) du syste`me a` n particules et il n’est pas aise´ de trouver un
e´quivalent de cette invariance au niveau des espaces de Fock. Une analogie possible serait d’e´tudier un syste`me
de N particules dans l’espace-temps invariant sous transformation globale de Poincare´. Coller ces espaces a` N
particules n’est pas chose facile.
La me´thode la plus simple pour e´crire des ope´rateurs de cre´ation et d’annihilation consisterait a` fixer de
jauge. Ainsi, commenc¸ant par un graphe Γ appliquant la proce´dure de fixation de jauge, nous avons montre´
que l’espace L2(AΓ) est isomorphe a` L
2(GhΓ−1). Par conse´quent, l’espace associe´ a` un graphe limite serait
l’espace de Fock somme/limite de ces L2(GhΓ−1). Dans ce contexte, les ope´rateurs de cre´ation et d’annihilation
reviendraient bien a` ajouter et enlever une boucle au graphe. Il faudrait sans doute pousser ces ide´es plus loin
pour comprendre la structure de ces ope´rateurs de champs. Notons tout de meˆme que l’action pour la the´orie
de champs de ces particules jauge´es s’obtient en rajoutant le terme∫
dtdgA(t)(∇(l) −∇(r))Φ(g, t)
a` l’action (5.24) ou` A(t) est un champ de jauge.
5.2.3 Une Repre´sentation de l’alge`bre des holonomies ?
Pour conclure la discussion sur l’espace d’Hilbert des fonctionelles cylindriques de la connexion dans le
cas de groupes non-compacts, il faut mentionner que, dans l’approche suivie ici, l’accent a e´te´ mis sur les
ope´rateurs de´rive´es, qui fournissent une repre´sentation des ope´rateurs forme´s a` partir de la triade/te´trade
dans le cadre de la Loop Quantum Gravity (voir partie I pour plus de de´tails). Il faut e´galement discuter si
l’espace d’Hilbert construit Hinv =
⊕
Γ∈GHΓ porte aussi une repre´sentation des observables de la connexion,
tel l’alge`bre des fonctionnelles cylindriques -ou re´seaux de spin- elles-meˆmes en tant qu’ope´rateurs Hermitiens
(pour les observables re´elles).
A priori on s’attend a` ce qu’elles soient repre´sente´es par des ope´rateurs multiplication sur l’espace d’Hilbert
des re´seaux de spin. Mais, comme d’habitude, dans le cas des groupes non-compacts, nous sommes confronte´s a`
des proble`mes de divergence. En effet, duˆ au caracte`re distributionnel des fonctionnelles re´seaux de spins dans le
cas de groupes non-compacts, il est de´licat de multiplier deux paquets d’onde ou fonctionnelles cylindriques L2
dans la base des re´seaux de spin. Une autre approche est de´crit dans [54] pour le cas de SL(2,C) (et les re´sultats
s’appliquent e´galement au cas de SL(2,R)). Les re´seaux de spin SL(2,C) sont labelle´s par des repre´sentations
unitaires de SL(2,C), qui sont de dimension infinie et labelle´s par un parame`tre (valeur propre du Laplacien)
continu, que l’on note ρ. A la place de repre´senter ces quantite´s, on peut s’inte´resser a` repre´senter des re´seaux de
spin labelle´s par les repre´sentations irre´ductibles de dimension finie. Ils sont labelle´s par des parame`tres discrets,
ici note´s n, et ne sont bien suˆr plus des fonctionnelles cylindriques L2. Ne´anmoins, on peut les faire agir sur
Hinv. Faire agir un re´seau de spin n sur un paquet d’onde f(ρ) holomorphe (cela correspond plus ou moins a`
une fonctionnelle cylindrique a` support compact sur l’espace des orbites) revient a` shifter f a` f(ρ+ in). Il est
alors possible de ve´rifier que cet ope´rateur est bien de´fini et est Hermitien. Il serait bien de pouvoir e´tendre
cette approche au cas d’un groupe G ge´ne´rique et montrer que l’espace invariant de jauge Hinv porte bien une
repre´sentation des observables re´elles de la connexion (re´seaux de spin) sous la forme d’ope´rateurs Hermitiens.
Finalement, nous avons de´crit la structure de l’espace des fonctionnelles cylindriques de la connexion, pour
un groupe de Lie G “quelconque”. Cette espace correspondant aux observables d’une the´orie de jauge, l’espace
1Nous avons modifie´ le´ge`rement l’action propose´ dans [53].
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des fonctionnelles L2 (pour la mesure invariante construite ici) forment l’espace des fonctions d’onde ou e´tats
quantiques de la the´orie. Et nous avons exhibe´ la base des re´seaux de spin, qui diagonalise les ope´rateurs Lapla-
ciens/Casimir du groupe G. Maintenant, dans le dernier chapitre de cette partie, je vais illustrer le formalisme
ge´ne´ral de´veloppe´ jusqu’ici dans les cas particuliers les plus simples, mais e´galement les plus utiles pour la
quantification de la relativite´ ge´ne´rale.
Chapitre 6
Des exemples utiles
Le sujet de ce chapitre est l’application des techniques de´veloppe´es pre´ce´demment aux the´ories de la gravite´.
Par conse´quent, je vais de´velopper les exemples des fonctions cylindriques pour les groupes SL(2,C), SL(2,R)
et SU(2). En effet, SL(2,C) correspond au groupe de Lorentz en 3 + 1 dimensions, SL(2,R) est le groupe de
Lorentz pour la gravite´ en 2+1 dimensions et SU(2) est a` la fois le groupe de jauge de la Loop Quantum Gravity
(en 3 + 1 dimensions) et le groupe de syme´trie pour la gravite´ Euclidienne en 3 dimensions.
La me´thode est de de´river tout d’abord les re´sultats dans le cadre de SL(2,C), dont la structure est rel-
ativement simple (un unique sous-groupe de Cartan), puis de de´river les cas de SU(2) (pour ve´rifier que l’on
retrouve bien les re´sultats usuels) et de SL(2,R) (qui est un peu plus complexe a` cause de ses deux sous-groupes
de Cartan). Je de´crirai le cas a` une boucle, qui revient en fait a` e´tudier les caracte`res des repre´sentations des
groupes, et le cas de la fleur a` deux pe´tales, puisqu’il est a` la base de la construction pour toutes les fleurs.
6.1 La Boucle
Le cas a` une boucle revient a` e´tudier l’espace G/Ad(G), qui est singulie`rement diffe´rent des autres espaces
Gh/Ad(G) ∼ Gh−1 pour h ≥ 2. Il est ne´anmoins tre`s inte´ressant puisque c’est l’espace des fonctions cylindriques
invariantes de jauge le plus simple et que nous sommes suppose´s retrouver les caracte`res des repre´sentations
unitaires comme base de l’espace L2(G/Ad(G)).
6.1.1 Les Caracte`res de SL(2,C)
Conside´rons le cas du groupe SL(2,C). Il s’agit de de´crire le quotient (SL(2,C))//Ad(SL(2,C)) tel que
de´fini par la ge´ome´trie alge´brique dans la sous-section 4.1.2.
Nous noterons g =
(
a b
c d
)
∈ SL(2,C). L’alge`bre C[SL(2,C)]SL(2,C) des polynoˆmes invariants sous l’action
adjointe est ge´ne´re´e par
X(g) =
1
2
tr(g),
la trace e´tant prise dans la repre´sentation fondamentale i.e. tr(g) = a+d. En effet, les polynoˆmes invariants sont
des combinaisons line´aires des tr(gn). De plus tr(gn) s’exprime comme un polynoˆme en X graˆce a` la relation
g2− tr(g)g +1 = 0. Plus pre´cise´ment tr(gn) = Tn(X) ou` Tn sont les polynoˆmes de Chebichev du premier type.
Par conse´quent, le spectre de l’alge`bre affine des polynoˆmes invariants est simplement C et le morphisme vers
le quotient est la trace.
De plus X−1(x), x 6= ±1 est exactement une orbite d’un e´le´ment (strictement) re´gulier. Et
X−1(±1) = {±Id} ∪
{
±
(
1 z
0 1
)
|z ∈ C
}
∪
{
±
(
1 0
z 1
)
|z ∈ C
}
contient plusieurs orbites, mais seules celles de plus ou moins l’identite´±Id sont ferme´es. NotantG1 = {g|X(g) 6=
±1}, on peut donc conside´rer SL(2,C)//Ad(SL(2,C)) comme le quotient ge´ome´trique de G1 ∪±Id par Ad(G).
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La mesure Ad(G)-invariante (la mesure de Weyl) est induite par la mesure de Haar sur SL(2,C) et s’e´crit :
µ(f) =
∫
C
|X2 − 1|f(X)dX (6.1)
ou` l’inte´gration se fait sur le plan complexe prive´ de l’intervalle re´el [−1,+1] avec la mesure de Lebesgue
habituelle sur C. Plus explicitement, SL(2,C) a un unique sous-groupe de Cartan H consistant en l’ensemble
des matrices diagonales {diag(λ, λ−1), λ ∈ C∗}. Le groupe de Weyl est Z2 et diag(λ, λ−1) est conjugue´ a`
diag(λ−1, λ). La formula d’inte´gration de Weyl s’e´crit :∫
SL(2,C)
f(g)dg =
∫
H
dh
[∫
SL(2,C)/H
f(xhx−1)dx
]
|∆(h)|2. (6.2)
La mesure invarainte est obtenue en enlevant l’inte´gration redondante sur SL(2,C)/H et en inte´grant seulement
sur H . Alors on retrouve la mesure (6.1).
La se´rie principale de repre´sentations unitaires de SL(2,C) est une famille de repre´sentations unitaires
irre´ductibles de SL(2,C) indexe´s par des couples (j, ρ) avec j ∈ Z/2 et ρ ∈ R. Elles sont re´alise´es dans L2(C) et
l’action Rj,ρ de SL(2,C) est :
Rj,ρ
(
a b
c d
)
f(z) = |bz + d|−2−2iρ
(
bz + d
|bz + d|
)2j
f
(
az + c
bz + d
)
, (6.3)
avec z ∈ C et f ∈ L2(C). Les caracte`res sont les traces des e´le´ments du groupe dans ces repre´sentations et sont
donne´s par :
χj,ρ
(
ex+iθ 0
0 e−x−iθ
)
=
eiρxeijθ + e−iρxe−ijθ
|ex+iθ − e−x−iθ|2 . (6.4)
En utilisant la mesure (6.1) avec X = (ex+iθ + e−x−iθ)/2 et effectuant le changement de variables vers x, θ, il
est rapide de ve´rifier que
µ (χj1,ρ1χj2,ρ2) = δj1j2δ(ρ1 − ρ2). (6.5)
Donc les caracte`res de ces repre´sentations forment bien une base1orthonormale (en tant que distributions) de
l’espace d’Hilbert L2(A1) = L
2(SL(2,C)//Ad(SL(2,C))).
6.1.2 Les Caracte`res de SU(2)
Le cas de SU(2) est tre`s similaire au cas de SL(2,C). C’est une certaine section re´elle de SL(2,C). Il y a un
unique sous-groupe de Cartan H consistant en les matrices diagonales{
hθ =
(
eiθ 0
0 e−iθ
)
, θ ∈ [−π, π]
}
.
Le groupe de Weyl est Z2 : hθ est conjugue´ a` son inverse h−θ. La mesure invariante par SU(2) est :
µSU(2)(f) =
2
π
∫ +1
−1
dX
√
1−X2f(X) = 2
π
∫ π
0
dθ sin2 θf(θ) (6.6)
avec X = 1/2tr(g) = cos θ. C’est-a`-dire que l’on restreint le cas SL(2,C) aux configurations X ∈ [−1,+1].
Une base orthonormale de L2(SU(2)/Ad(SU(2))) est fournie par les caracte`res des repre´sentations irre´ductibles
unitaires (de dimension finie) de SU(2) :
χj(hθ) =
sin(j + 1)θ
sin(θ)
(6.7)
ou` j de´crit N (l’entier est le double du spin usuel). Effectuant un changement de variables de X a` θ, il est facile
de ve´rifier la proprie´te´ d’orthonormalite´ :
µSU(2)(χjχk) = δjk. (6.8)
1En fait, les representations (j, ρ) et (−j,−ρ) de´finissant les meˆmes caracte`res, il faut se restreindre par exemple a` j ≥ 0 pour
obtenir une base.
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6.1.3 Les Caracte`res de SL(2,R)
SL(2,R) est le groupe de Lorentz en 2 + 1 dimensions et peut s’obtenir aussi comme une section re´elle de
SL(2,C). Cette fois-ci, l’e´tude est plus complique´e car nous avons maintenant deux sous-groupes de Cartan. Le
premier est compact et correspond aux rotations d’espace (rotations dans le plan) :
H0 =
{
kθ =
(
cos θ sin θ
− sin θ cos θ
)
, 0 ≤ θ ≤ 2π
}
. (6.9)
Le second est non-compact et correspond aux boosts :
H1 = ±
{
at =
(
et 0
0 e−t
)
, t ∈ R
}
. (6.10)
Le groupe de Weyl W (H0) est trivial mais on a toujours W (H1) = Z2, at e´tant conjugue´ a` a−t. Un e´le´ment
re´gulier de SL(2,R) est soit conjugue´ a` H0 soit a` H1. Une fonction invariante sous Ad(SL(2,R)) f sera donc
de´crite par son action sur les deux sous-groupes de Cartan i.e. par deux fonctions f0(θ) et f
±
1 (t), t ≥ 0.
Pour construire la mesure, il s’agit de diviser par les volumes de G/H0 et de G/H1. Ces deux volumes sont
en effet infinis. Malheureusement, le proble`me est complique´ par le fait que le rapport de ces deux volumes est
lui aussi infini (duˆ au fait que H0 est compact alors que H1 est non-compact). Cela re´sulte en une ambigu¨ıte´ et
nous obtenons une famille a` un parame`tre de possibles mesures invariantes sous Ad(SL(2,R)) :
µSL(2,R)(f) = α0
∫ 2π
0
dθ sin2 θf0(θ) + α1
∫ +∞
0
dt sinh2 tf±1 (t). (6.11)
La proprie´te´ formelle que nous voulons que la mesure satisfasse est
µ(Gf) =
∫
G
dg f(g) (6.12)
ou` Gf de´note la fonction moyenne´e par l’action Ad(SL(2,R)) d’une fonction f a` support compact. Le point
subtil est que le centralisateur pour l’action Ad(SL(2,R)) d’un e´le´ment du groupe ge´ne´rique est (conjugue´) soit
a` H0 soit a` H1 de´pendant sur l’e´le´ment du groupe en question. Par conse´quent, la proce´dure de moyennage
devrait prendre en compte ce fait. Ainsi f0 (resp. f1) e´tant a` support sur l’espace G(0) (resp. G(1)) des e´le´ments
du groupe conjugue´s a` H0 (resp. H1), nous de´finissons :
Gfi(g = xhix
−1) =
∫
G/Hi
dxi f(xihix
−1
i ). (6.13)
Dans ce cas, il est direct de voir, en utilisant (4.2), que (6.12) est satisfait par l’unique choix αi = 1.
Mais cela n’est pas tout. En effet, le moyen le plus simple de construire une mesure invariante est de choisir un
cutoff λ et des sous-ensembles compacts Gλ de G, tel que la suite des Gλ soit un suite croissante, “remplissant”
G quand λ tend vers l’infini :
limλ→∞Gλ = G.
Alors on obtient une mesure invariante dans la limite infinie i.e.
µ(f) = lim
λ→∞
∫
Gλ
f(g)dg∫
Gλ
dg
, (6.14)
pour une fonction f invariante par G. Cette mesure limite correspond au choix (α0 = 1, α1 = 0) : cette mesure
donne un poids nul aux fonctions a` support sur G(1).
La manie`re de re´concilier ces deux points de vue est d’accepter les diffe´rences entre H0 et H1. On de´finit
ainsi deux espaces d’Hilbert diffe´rents : l’espace H0 des fonctions a` support sur G(0) et de´fini par la mesure
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(α0 = 1, α1 = 0) et l’espace H1 des fonctions a` support sur G(1) et de´fini par la mesure (α0 = 0, α1 = 1).
Ceci prend en compte le fait que l’espace quotient par Ad(SL(2,R)) n’est pas connexe avec des volumes de
centraliseurs incommensurable. En pratique, cela signifie que les deux secteurs ne peuvent pas communiquer
i.e. qu’il n’existe pas d’ope´rateurs physiques reliant les e´tats physiques des deux secteurs. Ceci a e´te´ montre´
rigoureusement par Gomberoff et Marolf dans [55] dans un contexte similaire en utilisant le vocabulaire de group
averaging et de rigging maps.
SL(2,R) a trois se´ries principales de repre´sentations unitaires : la se´rie continue Cs labelle´e par un nombre
re´el positif s et deux se´ries discre`tes (conjugue´e complexe l’une de l’autre) D±n toutes deux de´finies par un entier
n ≥ 1. Les caracte`res de la se´rie continue sont :
χs(kθ) = 0 (6.15)
χs(±at) = cos st| sinh t| (6.16)
et les caracte`res des se´ries discre`tes D±n sont
χ±n (kθ) = ∓
e±i(n−1)θ
2i sin θ
(6.17)
χ±n (at) =
e−(n−1)|t|
2| sinh t| avec un facteur (−1)
n pour − at. (6.18)
Vue la formule pour les mesures, il est clair que les caracte`res des se´ries discre`tes (resp. de la se´rie continue)
sont orthonormaux dans l’espace d’Hilbert H0 (resp. H1). De plus, tous ces caracte`res sont des vecteurs propres
du Laplacien. En effet, le Laplacien s’e´crit :
∆ =
1
sin θ
∂2
∂θ2
sin θ +
1
4
sur H0 , ∆ = − 1
sinh t
∂2
∂t2
sinh t+
1
4
sur H1 pour t ≥ 0. (6.19)
Ainsi la valeur propre correspondant a` χs est s
2 + 1/4 et celle correspondant a` χ±n est m(1 −m) ou` l’on note
m = n − 1/2. De plus, on remarque que, pour une mesure ge´ne´rique (6.11) pour des (α0, α1) arbitraires, les
caracte`res χ±n des se´ries discre`tes ne sont pas orthonormaux, ce qui serait en contradiction avec le fait que la
Laplacien est Hermitien. La seule mesure cohe´rente est alors le choix (α0 = 1, α1 = 0), qui donne l’espace
d’Hilbert H0, qui est donc la seule mesure possible quand on conside`re les se´ries discre`tes.
En fait, le proble`me est plus profond et la question est a` propos du domaine de de´finition du Laplacien ∆.
On e´tudie son action sur les espaces H0 et H1 pour tenir compte du moyennage par Ad(G), mais le proble`me
des valeurs/vecteurs propres n’est bien de´fini qu’en se plac¸ant sur les distributions sur tout le groupe G (prenant
en compte les rotations nulles, qui sont des e´le´ments non-re´guliers). L’e´tude des distributions invariantes sur
tout le groupe G (au lieu de G(0)
∐
G(1)) est a` la base des travaux, lance´s par Harish-Chandra, sur l’analyse
harmonique des groupes non-compacts [56]. Ainsi la “queue” des χn sur G(1) est due aux conditions a` la frontie`re
(re´gularite´ sur les rotations nulles) dans le proble`me aux valeurs propres.
Finalement, le cas de la boucle -le graphe a` une pe´tale- est assez complique´ duˆ au fait que l’espace A1 n’est
pas connexe, puisque nous avons exclus les rotations nulles du groupe. Pour les fleurs a` plus de pe´tales, la
situation sera heureusement plus simple car le centraliseur d’un point ge´ne´rique de Gh sera G. Ainsi la question
de “recoller” les rotations nulles (e´le´ments non-re´guliers) pour le proble`me aux valeurs propres sera plus facile
a` e´tudier, comme nous allons le voir dans le cas de la fleur a` deux pe´tales.
6.2 Les fleurs a` 2 pe´tales
L’e´tude du cas de la fleur a` deux pe´tales est essentielle e´tant donne´e la construction de la mesure de´crite
dans le chapitre 4. En effet, la mesure de la fleur a` deux pe´tales permet de construire directement la mesure
sur toutes les fleurs. Etudier ce cas particulier permet ainsi de comprendre la structure ge´ne´rale des mesures
quotients.
6.2. LES FLEURS A` 2 PE´TALES 71
6.2.1 Le cas SL(2,C)
Conside´rons le groupe G = SL(2,C). Nous voulons de´crire le quotient (SL(2,C))2//Ad(SL(2,C)), comme
de´fini dans la sous-section 4.1.2.
Pour (g1, g2) ∈ SL(2,C)2, on de´finit X1(g1, g2) = (1/2)tr(g1), X2(g1, g2) = (1/2)tr(g2) et X3(g1, g−12 ) =
(1/2)tr(g1g2). Ceci cre´e un morphisme π : SL(2,C)
2 → C3 invariant sous Ad(SL(2,C)). Il a la proprie´te´
suivante :
Proposition 6. π fournit un isomorphisme entre l’alge`bre des polynoˆmes invariants C[SL(2,C)2]SL(2,C) et les
polynoˆmes complexes a` trois variables C[X1, X2, X3].
De´montrons cette proposition. Notant [, ]G le commutateur sur le groupe, on de´finit l’ensemble
G2(SL(2,C)) =
{
(g1, g2) ∈ SL(2,C)|tr(g1)2 6= 4 ou tr(g2)2 6= 4, et tr([g1, g2]G) 6= 2
}
.
L’image de cet ensemble par π est C3 \ ∆, ou` on note ∆ l’ensemble ferme´ dans C3 sur lequel les polynoˆmes
X21 − 1 ou X22 − 1, et Θ(X1, X2, X3) ≡ (X3 −X1X2)2 − (X21 − 1)(X22 − 1) sont nuls. Ceci de´coule du fait que
tr([g1, g2]G)−2 = 4Θ(X1, X2, X3). Le point cle´ est que ceci fournit un isomorphisme entreG2(SL(2,C))/SL(2,C)
et C3 \ ∆. Construisons donc explicitement l’application inverse. Pour cela, introduisons les matrices s( ~X) =
(s1, s2) :
s1( ~X) =
(
X1 +
√
X21 − 1 0
0 X1 −
√
X21 − 1
)
, (6.20)
s2( ~X) =
 X2 − X1X2−X3√X21−1 1
− Θ( ~X)
X21−1
X2 +
X1X2−X3√
X21−1
 . (6.21)
Il faut faire attention a` la de´finition de s car elle fait intervenir une racine carre´e. Heureusement, un changement
(de signe) dans le choix de la racine carre´e peut s’imple´menter par une transformation de jauge. Par conse´quent
s est une fonction bien de´finie a` valeur dans le quotient G2(SL(2,C))/SL(2,C). Plus pre´cise´ment, notons s˜( ~X)
l’application correspondant a` une autre de´termination de la racine carre´e i.e. obtenue a` partir de s en remplac¸ant√
X21 − 1→ −
√
X21 − 1. Alors, on peut ve´rfier que :
s˜( ~X) = Ad
(
0 i
i 0
)
· s( ~X). (6.22)
Maintenant, il est facile de voir que π ◦ s est l’identite´ sur C3 \∆.
Il est e´galement vrai que s ◦ π est l’identite´ sur G2(SL(2,C))/SL(2,C). En effet, conside´rons un couple
(g1, g2) ∈ G2(SL(2,C)), nous pouvons tout d’abord diagonaliser g1 puisque c’est un e´le´ment re´gulier. Ensuite,
cela ne fixe pas comple´tement l’action du groupe de jauge puisqu’on peut encore agir par une transformation
de jauge diagonale et par une transformation de Weyl (i.e. g1 → g−11 ). Une transformation de jauge diagonale
diag(λ, λ−1) agit alors comme g2 =
(
a b
c d
)
→
(
a λ2b
λ−2c d
)
. Et puisque tr(g1g2g
−1
1 g
−1
2 ) − 2 = −(λ −
λ−1)2bc, la condition Θ 6= 0 se traduit par bc 6= 0. Ainsi, on peut fixer l’action re´siduelle en imposant b = 1. De
cette manie`re, nous avons effectivement ramener le couple (g1, g2) sous la forme (s1, s2) donne´e par les e´quations
(6.20) et (6.21). Par conse´quent, s ◦ π est bien l’identite´.
Proposition 7. La mesure invariante µ de´finie dans la de´finition 1 est simplement la mesure de Lebesgue sur
C3 traduite par les applications X1, X2, X3. Plus pre´cise´ment, soit F une fonction sur C
3, π∗F est alors une
fonction invariante et∫
(SL(2,C))2//SL(2,C)
π∗F (g1, g2)dµ(g1, g2) =
∫
C3
F ( ~X)d2X1d
2X2d
2X3. (6.23)
Afin de´montrer cette proposition, rappelons la de´finition de la mesure de Haar sur SL(2,C) :
dg = d2ad2bd2cd2dδ2(ad− bc− 1) pour g =
(
a b
c d
)
.
72 CHAPITRE 6. DES EXEMPLES UTILES
Notons
y =
(
a 1
c d
)
, h =
(
λ 0
0 λ−1
)
, g = yhy−1. (6.24)
La mesure A2 est de´finie par dµ = dg. Elle s’e´crit donc
dg = |λ− λ−1|2d2(λ+ λ−1)d2ad2d. (6.25)
De plus X1 = λ+ λ
−1, X2 = a+ d et X3 = λa+ λ
−1d. D’ou`, apre`s un petit calcul, dg = d2X1d
2X2d
2X3.
Regardons maintenant les fonctionelles invariantes
Φ~j,~ρ(g1, g2) = χj1,ρ1(g1)χj2,ρ2(g2)χj3,ρ3(g1g2). (6.26)
Un calcul explicite donne alors : ∫
Φ~j,~ρdµ(g1, g2) =
3∏
i=1
δ(ρi)δji . (6.27)
6.2.2 De´duire SU(2) de SL(2,C)
Il est possible de retrouver le cas G = SU(2) dans le formalisme pre´ce´dent. Ceci en imposant la contrainte
~X(g1, g2) ∈ I3 avec
I3 ≡
{
Xi ∈]− 1, 1[, Θ( ~X) = (X3 −X1X2)2 − (X21 − 1)(X22 − 1) < 0
}
. (6.28)
La mesure invariante est alors : ∫
I3
d ~X. (6.29)
En posant X = cos θ, nous pouvons re´-exprimer la contrainte en fonction des angles θ1,2,3 ∈ [0, π] :
cos(θ1 + θ2) ≤ cos θ3 ≤ cos(θ1 − θ2). (6.30)
On retrouve la contrainte habituelle apparaˆıssant quand on multiplie deux e´le´ments de SU(2) ou, de manie`re
e´quivalente, quand on additionne deux vecteurs dans un espace sphe´rique. En effet, deux e´le´ments g1, g2 de
SU(2) ∼ S3 de´terminent un triangle dans S3 avec comme vertex 1, g1 et g2. La ge´ome´trie invariante/intrinse`que
de ce triangle est donne´e par les longueurs des trois coˆte´s, qui sont alors θ1, θ2, θ3. Ecrites dans ces variables, la
mesure se lit sin θ1 sin θ2 sin θ3dθ1dθ2dθ3 et le domaine d’inte´gration est∣∣∣∣ θ1 + θ2 ≤ θ3 plus permutations cycliques.θ1 + θ2 + θ3 ≤ 2π. (6.31)
Nous pouvons e´galement de´crire la ge´ome´trie du triangle en fonction de deux de ses coˆte´s : leur longueurs
θ1, θ2 et l’angle θ˜3 qu’ils forment. Cet angle est de´termine´ par les longueurs des trois coˆte´s par la formule
cos θ3 = cosθ1 cos θ2 − sin θ1 sin θ2 cos θ˜3. Dans ces nouvelles variables ge´ome´triques, la contrainte (6.28) s’e´crit
Θ = − sin2 θ1 sin2 θ2 sin2 θ˜3 6= 0, ce qui signifie simplement que nous excluons les triangles de´ge´ne´re´s. La mesure
est alors tre`s simplement sin2 θ1 sin
2 θ2dθ1dθ2 sin θ˜3dθ˜3. Ce qui nous permet de ve´rifier facilement que∫
I3
χj1(X1)χj2 (X2)χj3(X3)d ~X = δj1,j2δj2,j3
1
dj3
(6.32)
comme attendu !
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6.2.3 SL(2,R) : les triangles de AdS3
Dans le cas de SL(2,R), la section de SL(2,C) conside´re´e est donne´e par la contrainte ~X(g1, g2) ∈ J3 avec
J3 ≡
{
Xi ∈ R, Θ( ~X) 6= 0, (X21 6= 1 or X22 6= 1)} and ~X 6= I3
}
. (6.33)
La mesure invariante est alors : ∫
J3
d ~X. (6.34)
On note que J3 correspond a` une section re´elle de C
3, qui est comple´mentaire a` I3 de´crivant SU(2). Et simi-
lairement au cas SU(2), il est possible de donner une interpre´tation ge´ome´trique a` l’espace des configurations J3
et a` la condition de non-de´ge´ne´rescence. Cela permettra de comprendre d’une manie`re intuitive les singularite´s
de l’espace quotient.
Il est bien connu que SL(2,R) est isomorphe a` l’espace Anti-de-Sitter AdS3 en 3 dimensions, qui peut eˆtre
de´crit comme une hyperbolo¨ıde dans l’espace plat a` 4 dimensions AdS3 = {−(X0)2 + (X1)2 + (X2)2 − (X3)2 =
−1}. Explicitement, cet isomorphisme se lit
g(X) =
(
X0 +X1 X2 +X3
X2 −X3 X0 −X1
)
. (6.35)
AdS3 est un espace Lorentzien et son groupe d’isome´trie est SO(2, 2). Ainsi, l’espace des couples d’e´le´ments
(g1, g2) de SL(2,R) correspond a` l’espace des triangles ge´ode´siques dans AdS3 dont l’un des vertex est fixe´ a`
l’identite´. L’action adjointe de SL(2,R) sur (g1, g2) se traduit alors par l’action du sous-groupe de SO(2, 2) qui
fixe l’identite´, c’est-a`-dire par l’action du groupe de Lorentz SO(2, 1) qui tourne les triangles. Par conse´quent,
l’espace des orbites est l’espace qui de´crit la ge´ome´trie intrinse`que des triangles dans Anti-de-Sitter.
Les triangles sont de 4 types : ils peuvent eˆtre de genre espace, de genre temps, de genre nul ou de´ge´ne´re´
(dans le cas ou` les trois vertex du triangle sont sur une meˆme ge´ode´sique), selon qu’ils sont dans un plan de genre
espace, temps ou nul. Les coˆte´s des triangles peuvent eux-aussi eˆtre de 4 types, le cas de´ge´ne´re´ correspondant
au cas ou` les deux vertex du coˆte´ co¨ıncident. Contrairement au cas G = SU(2), la ge´ome´trie invariante n’est
pas entie`rement de´termine´e par la longueur des coˆte´s (le carre´ de la longueur en fait) puisque, par exemple, la
longueur d’un coˆte´ est nulle a` la fois pour un coˆte´ de genre nul ou un coˆte´ de´ge´ne´re´.
Ne´anmoins si nous nous restraignons a` l’espace des triangles satisfaisant Θ 6= 0, alors la ge´ome´trie du triangle
est de´termine´e de manie`re unique par la longueur de ces coˆte´s. Plus pre´cise´ment :
Proposition 8. Θ(g1, g2) = 0 e´quivaut a` demander que le triangle AdS (1, g1, g2) est de´ge´ne´re´ ou de genre nul.
De plus Θ(g1, g2) < 0 (resp. Θ(g1, g2) > 0) ssi le triangle AdS (1, g1, g2) est de genre espace (resp. temps).
La de´monstration de cette proposition ne´cessite un peu de ge´ome´trie dans l’espace AdS et le lecteur inte´resse´
peut trouver la preuve dans [49].
Cette proposition nous dit que l’espace J3 est l’espace des triangles de genre non-nul et non-de´ge´ne´re´s.
Cet espace est clairement non-connexe. Ses deux parties connexes correspondent aux re´gions pour lesquelles la
normale au triangle est de genre temps ou de genre espace2. Ainsi, similairement, au cas de la boucle, la mesure
(6.34) permet de de´finir le produit scalaire de deux espaces d’Hilbert diffe´rents, un pour les fonctions a` support
sur les triangles de genre espace et un pour les fonctions a` support sur les triangles de genre temps. Cependant,
la situation est essentiellement diffe´rente du cas a` une pe´tale. En effet, dans le cas a` une boucle, l’espace quotient
e´tait non-connexe et le centraliseur e´tait fondamentalement diffe´rent dans les deux parties connexes. A pre´sent,
dans le cas a` deux boucles, le centralisateur (le groupe laissant invariant un triangle donne´) est trivial dans les
deux secteurs. Cela implique qu’il n’existe aucune re`gle de superse´lection, qui interdit les ope´rateurs invariants
envoyant un secteur sur l’autre. Et on e´vite les proble`mes du cas a` une boucle, comme de´crit dans la section
pre´ce´dente et dans [55].
2Il n’y a pas des distinction entre passe´ et futur dans AdS3 puisque cet espace est pe´riodique dans le temps. En particulier, une
ge´ode´sique de genre temps retraversera la surface normale initiale. On ne distingue donc pas les normales de genre temps oriente´es
vers le passe´ de celles oriente´es vers le futur.
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En fait, il est possible d’e´tendre l’espace J3 a` l’espace J˜3 de tous les triangles non-de´ge´ne´re´s (incluant
les triangles de genre nul), le centralisateur d’un triangle de J˜3 e´tant encore trivial. Par conse´quent, on peut
e´tendre la de´finition de la mesure a` J˜3 qui est connexe, et par conse´quent il existe une unique mesure
invariante sur cet espace ! Plus techniquement, si φ(g1, g2) de´note une fonction a` support compact sur J˜3
alors Gφ(g1, g2) =
∫
φ(gg1g
−1, gg2g
−1)dg est encore bien de´fini pour tout (g1, g2) ∈ J˜3. Cela permet d’e´tendre
directement les distributions invariantes sur J3 (obtenu par moyennage par Ad(SL(2,R))) a` des distributions
invariantes sur J˜3. Les fonctionelles re´seaux de spin seront de´finies en tant que telles et la structure de l’espace
d’Hilbert est fixe´ de manie`re unique. Ce re´sultat se ge´ne´ralise a` tous les espaces correspondant aux fleurs avec
plus de 2 pe´tales, e´tant donne´ que la mesure est de´finie directement a` partir de la mesure du cas a` deux pe´tales.
Ainsi, seul le cas d’une simple boucle est singulier.
Troisie`me partie
Invariance de Lorentz en
Quantification Canonique
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Dans cette partie, je vais de´crire les formalismes de Loop Gravity en 2 + 1 dimensions et 3 + 1 dimensions
utilisant le groupe de Lorentz, respectivement SL(2,R) et SL(2,C).
La gravite´ 2 + 1 est “triviale” dans le sens que c’est une the´orie topologique sans degre´ de liberte´ locaux et
que nous savons plus ou moins comment la quantifier exactement. Etudier le formalisme de la Loop Quantum
Gravity et de´velopper les techniques de re´seaux de spin dans ce cas est ainsi un travail pre´liminaire pour “tester”
les me´thodes dans un cadre plus simple que la relativite´ ge´ne´rale (en 3+1). Cela permettra de voir les proble`mes
principaux, et il s’agira e´galement de ve´rifier dans quelle mesure on retrouve bien les meˆmes re´sultats que les
autres approches a` la the´orie quantique en 2+1. Je m’inte´resserai particulie`rement aux ope´rateurs ge´ome´triques
-spectre des longueurs et des aires- et taˆcherai de souligner les liens reliant le pre´sent formalisme aux formalismes
usuels, dont le lecteur peut trouver une description assez exhaustive (plus ou moins de´taille´e) dans [57].
Puis je de´crirai comment de´velopper une Loop Quantum Gravity en 3+ 1 dimensions base´e sur le groupe de
Lorentz (donc sans fixation de jauge du type time gauge). Le formalisme canonique de base utilise´ a e´te´ prin-
cipalement e´tudie´ par Alexandrov [19, 26, 27] avec qui j’ai travaille´ sur les the´ories quantiques correspondantes
[17]. La motivation principale de ce travail est de trouver un lien explicite entre les structures canoniques de la
Loop Gravity et les mode`les covariants des mousses de spin (espace-temps forme´ par des histoires de re´seaux de
spin) que je de´crirai dans la partie IV. J’ai explicite´ la proble´matique de cette e´tude dans [48] : les mousses de
spin sont des structures invariantes par le groupe de Lorentz SL(2,C) alors que la Loop Quantum Gravity usuelle
est fonde´e sur des quantite´s invariantes de jauge SU(2). Dans cette recherche, la the´orie en 2 + 1 dimensions
pourra servir de guide car les deux formalismes (Loop Quantum Gravity et mousse de spin) utilisent alors tous
deux le groupe de Lorentz SL(2,R). A travers la quantification de la the´orie canonique “covariante” (utilisant
le groupe de Lorentz) [17], je montrerai qu’il est possible de retrouver d’une part le formalisme usuel de la Loop
Quantum Gravity SU(2) et d’autre part de de´river les structures cine´matiques des mode`les de mousse de spin.
L’outil principal sera des re´seaux de spins “projete´s” [48] qui permettront de prendre en compte la manie`re
dont l’hypersurface canonique est plonge´ dans l’espace-temps. En fait, l’hypersurface sera de´crite (localement)
au niveau quantique a` travers son plongement dans l’espace-temps.
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Chapitre 7
La the´orie 2 + 1
La relativite´ ge´ne´rale en 2+1 dimensions peut eˆtre formule´e en fonction d’une connexion (1-forme) SO(2, 1)
(groupe de Lorentz dans ce cadre), note´e Aiµ(x), et d’une triade (base orthonorme´e) e
i
µ(x). Ici, µ = 0, 1, 2 de´note
un indice d’espace-temps, labellant une base du fibre´ (co-)tangent, et i = 0, 1, 2 est un indice interne, labellant
une base de l’alge`bre so(2, 1). Je me placerai dans un espace-temps de signature (− + +) ; ainsi les indices
internes pourront eˆtre monte´s et descendus a` l’aide de la me´trique plate ηij = diag[−++]. L’action est de´finie
a` l’aide de la triade et de la courbure de la connexion F iµν = ∂µA
i
ν − ∂νAiµ + ηijǫjklAkµAlν (ǫijk est le tenseur
comple`tement anti-syme´trique) :
S(A, e) =
1
G
∫
tr(e ∧ F ) = 1
G
∫
d3x ηij ǫ
abc eia F
j
bc, (7.1)
ou` la trace est prise sur so(2, 1), le produit ∧ de´fini entre formes et G la constante de Newton. Je travaille sans
constante cosmologique (Λ = 0).
Il est facile de voir que les e´quations du mouvement imposent que la connexion soit plate (F = 0) et
que la triade soit compatible avec la connexion (dAe = 0). Il n’y a donc pas de perturbation du type onde
gravitationnelle en 2 + 1 dimensions et la the´orie se re´sume a` e´tudier l’espace des connexions plates.
Un point crucial dans l’e´tude de la the´orie quantique est la reformulation de la gravite´ 2 + 1 sous la forme
d’une the´orie de Chern-Simons sur le groupe de Poincare´ ISO(2, 1) [58]. En effet, on peut former une iso(2, 1)-
connexion ω en regroupant la connexion A et la triade en un seul objet
ωµ = A
i
µJi + e
i
µPi ∈ iso(2, 1),
ou` les Ji sont les ge´ne´rateurs du groupe de Lorentz SO(2, 1) et les Pi les ge´ne´rateurs des translations :
[Ji, Jj ] = ǫ
k
ijJk [Ji, Pj ] = ǫ
k
ijPk [Pi, Pj ] = 0.
L’action (7.1) se re´-e´crit alors :
S(A, e) = S(ω) =
1
G
∫
〈ω ∧ dω〉+ 2
3
〈ω ∧ ω ∧ ω〉, (7.2)
ou` 〈, 〉 de´note une forme quadratique invariante (non-de´ge´ne´re´e) sur iso(2, 1) :
〈Ji, Pj〉 = ηij 〈Ji, Jj〉 = 〈Pi, Pj〉 = 0.
Dans le cas d’une constante cosmologique Λ > 0 (resp. Λ < 0), on obtient le groupe de De Sitter SO(3, 1)
(resp. le groupe anti-De Sitter SO(2, 2)) au lieu du groupe de Poincare´. Ainsi, on reformule la gravite´ en 2 + 1
dimensions comme une the´orie topologique de jauge ISO(2, 1). Les e´quations du mouvement se re´duisent
a` F (ω) = 0, c’est-a`-dire aux connexions ω de courbure nulle. On peut pousser cette approche assez loin et
quantifier exactement la the´orie en fournissant une repre´sentation de l’alge`bre des holonomies de la connexion
ω (voir par exemple [54, 57]).
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Ce n’est pas cette approche que je vais suivre ici. Je vais de´crire l’approche Loop Gravity ou` on utilise
comme fonctions d’onde des fonctionnelles de la connexion de Lorentz A, en gardant a` l’esprit l’application de
ce formalisme a` la gravite´ en 3+ 1 dimensions. Je vais donc commencer par l’analyse de la structure canonique
de l’action (7.1), puis proce´der a` la quantification en utilisant les fonctionnelles cylindriques en la connexion
A. Pour cela, j’exploiterai les re´sultats de la partie II sur les re´seaux de spin pour SL(2,R) ∼ SO(2, 1) et je
de´riverai le spectre d’ope´rateurs longueurs et aires sur ces e´tats quantiques de la ge´ome´trie.
7.1 Le formalisme de la Loop Gravity en 2 + 1
Le formalisme de Loop Gravity en 2+1 que je vais expliquer dans cette section a e´te´ e´tudie´ dans [59, 60], en
collaboration avec Carlo Rovelli et Laurent Freidel. Il est diffe´rent du traitement de [61] ou` les auteurs proce`dent
a` la repre´sentation des boucles de Wilson (T0) et de leur “moments” associe´s (T
1). Je m’attacherais ici a` utiliser
les fonctionnelles cylindriques et les re´seaux de spin, suivant la meˆme approche en 3+ 1. Il existe e´galement un
autre formalisme de Loop Quantum Gravity en 2 + 1 se fondant sur une rotation de Wick et utilisant ainsi un
groupe de jauge compact SU(2) [62]. Mais conserver le groupe de Lorentz (non-compact) SO(2, 1) permet une
comparaison directe avec les mode`les de mousse de spin (de type Ponzano-Regge) de´finis en 2 + 1 dimensions
[63, 64].
Effectuons l’analyse Hamiltonienne habituelle sur l’action (7.1), en choisissant la coordonne´e x0 comme le
parame`tre de l’e´volution temporelle et xa = (x1, x2) des coordonne´es sur la surface initiale (canonique) Σ, que
nous prenons ferme´e et orientable. Alors, on peut re´-e´crire l’action :
S =
1
G
∫
dt
∫
Σ
dxa
(
ηij ǫ
ab eia
(
∂0A
j
b − ∂bAj0 + ηjkǫklmAlbAm0
)
+ ηijǫ
abei0 F
j
ab
)
=
1
G
∫
dt
∫
Σ
dxa
(
ǫabηije
i
a∂0A
j
b +A
i
0ǫ
ab(ηij∂be
j
a + ǫijke
j
aA
k
b ) + e
i
0ηijǫ
abF jab
)
, (7.3)
avec ǫab = ǫ0ab. Cette expression nous donne directement les variables canoniques Aia(x) et leur moments
conjugue´s πai (x) =
1
Gηijǫ
abejb(x). Le crochet de Poisson fondamental est alors :
{Aia(x), ejb(y)} = G ǫab ηij δ(2)(x, y). (7.4)
Les multiplicateurs de Lagrange Ai0 et e
i
0 imposent respectivement les contraintes ǫ
abDaeib = 0 et F iab = 0.
La premie`re -la loi de Gauss- ge´ne`re les transformations de jauge SO(2, 1), agissant sur la connexion et la
triade. La seconde contrainte F i = 0 (puisque la connexion est anti-syme´trique, F iab est entie`rement donne´e par
F i = ǫabF iab) impose que le courbure soit plate. Elle ge´ne`re une variation de la triade seule :∣∣∣∣ δeia = DaλiδAia = 0. (7.5)
Quand le repe`re mobile e est non-de´ge´ne´re´, cette deuxie`me contrainte peut se de´composer en une contrainte
vectorielle imposant une invariance sous diffe´omorphismes spatiaux (de la tranche 2-dimensionnelle) et en une
contrainte scalaire (ou contrainte Hamiltonienne) [65]. La structure de la the´orie 2 + 1 est alors tre`s similaire a`
la structure canonique de la Loop Gravity , telle que de´crie dans la partie I. Plus explicitement, introduisons la
(co-)triade conjugue´e a` la connexion :
Eai = ǫ
abηije
j
b, (7.6)
et le vecteur normal densite´ :
ni =
1
2
ǫijkǫabE
a
j E
b
k = ~e1 ∧ ~e2, (7.7)
ou` j’utilise la notation vectorielle pour les indices internes. Utilisant que |~n|2 = ηijninj = −det(2g) est le
de´terminant de la 2-me´trique (le signe moins e´tant duˆ a` la signature Lorentzienne de la me´trique η) et que
Eai n
i = 0, on peut de´composer la contrainte de platitude en [65]
N iF i = NaVa +NH, (7.8)
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Na et N e´tant respectivement le Shift et le Lapse de´finis comme :
N i = NaǫabE
b
i +N
ni√
det(2g)
⇔ Na = ǫijk
niEaj
det(2g)
Nk et N =
N ini√
det(2g)
. (7.9)
Va est la contrainte vectorielle imposant l’invariance sous diffe´omorphismes spatiaux et H est la contrainte
Hamiltonienne cense´e dicter l’e´volution dans le temps : Va = F
i
abE
b
i = ~ea · ~F
H = 12ǫijkF
i
ab
EajE
b
k√
det(2g)
= ~n|~n| · ~F
(7.10)
Je vais de´crire la structure cine´matique de la the´orie quantique. Plus pre´cise´ment, je vais m’occuper princi-
palement des quantite´s invariantes de jauge : les fonctionnelles cylindriques invariantes de jauge. Je vais ainsi
utiliser les re´seaux de spin SO(2, 1) ∼ SL(2,R) pour quantifier la the´orie. Pour prendre en compte les con-
traintes vectorielles, il suffira de conside´rer les classes d’e´quivalence sous diffe´omorphismes de graphes sur Σ.
Ce sera l’espace “cine´matique” de la Loop Quantum Gravity . L’e´tape suivante (que je ne vais pas e´tudier ici)
serait de prendre en compte la contrainte Hamiltonienne pour faire e´voluer dans le temps les re´seaux de spin.
Cette contrainte Hamiltonienne agirait sur les re´seaux de spin en modifiant a` la fois le graphe-support et les
repre´sentations du re´seau de spin. Dans le cas de la gravite´ Euclidienne en 3 dimensions, on est cense´ retrouver
alors l’amplitude du mode`le de Ponzano-Regge (avec SU(2)) de´fini par les symboles {6j}(SU(2)), qui permet
bien au final de re´duire l’espace cine´matique a` l’espace physique des connexions plates [66]. Dans notre cadre
Lorentzien, on s’attendrait donc a` reconstruire a` partir de la contrainte scalaire H un mode`le de Ponzano-Regge
Lorentzien [64].
7.1.1 Quantification et l’Ope´rateur Longueur
Dans cette sous-section, je de´finis le cadre de la Loop Quantum Gravity en 2 + 1 dimensions, fonde´e sur
l’utilisation des fonctionnelles cylindriques de la connexion comme fonctions d’onde. Je de´finis l’espace d’Hilbert
des e´tats de la the´orie quantique, dont une base est donne´e par les re´seaux de spin SO(2, 1). Et je de´finis
l’ope´rateur longueur d’une courbe, qui n’est en fait rien d’autre que l’ope´rateur Laplacien (sa racine carre´ plus
pre´cise´ment). Il sera donc diagonal dans la base des re´seaux de spin et ses valeurs propres seront donne´es par
la valeur du Casimir de SO(2, 1). Le spectre explicite sera donne´ dans la sous-section suivante.
En Loop Quantum Gravity , les fonctions d’onde de la the´orie sont des fonctionnelles de la connexion,
contrairement a` l’approche de la the´orie de Chern-Simons ou` on conside`re des fonctionnelles de la connexion ω
donc a` la fois de A et de e. Plus pre´cise´ment, on conside`re des fonctionnelles cylindriques de la connexion A,
de´finies par un graphe-support Γ (avec V vertex et E liens) et une fonction ψ sur (SO(2, 1))E :
ΨΓ,ψ(A) = ψ(U1(A), . . . , UE(A)), (7.11)
ou`
Uγ(A) = P exp
(∫
γ
ds α˙a(s)Aia(α(s)) Xi
)
,
est l’holonomie de la connexion A sur d’un lien γ du graphe. Ici Xi de´note les 3 ge´ne´rateurs de l’alge`bre de Lie
so(2, 1).
Suivant la partie II, on de´finit pour un graphe Γ fixe´ une mesure invariante sur l’espace invariant de jauge.
Cela fournit l’espace d’Hilbert HΓ des fonctionnelles L2 a` support sur le graphe, dont une base est donne´e par
les re´seaux de spin SO(2, 1). Sur cet espace, deux sortes d’ope´rateurs sont de´finies. Tout d’abord, les ope´rateurs
de type boucle de Wilson (trace de l’holonomie de la connexion A le long d’une boucle). Ces ope´rateurs agissent
par multiplication. Il faut faire particulie`rement attention au domaine de de´finition d’un tel ope´rateur (voir
la discussion dans la sous-section 5.2.3). Les autres ope´rateurs sont les ope´rateurs de´rive´es, correspondant au
champ eia(x) :
êia(x) = −i~Gǫabηij
δ
δAjb(x)
, (7.12)
82 CHAPITRE 7. LA THE´ORIE 2 + 1
ou` ~G est la longueur de Planck lP en 3 dimensions. Rappelons que
δ
δAjb(x)
Uγ(A) =
∫
γ
ds
dγb(s)
ds
δ(2)(γ(s), x) Uγ1(s)(A)[X
iUγ2(s)](A), (7.13)
ou` γ1(s) and γ2(s) sont les deux parties du lien γ se´pare´es par le point x et X
i le ge´ne´rateur de l’action a` gauche
de SO(2, 1) sur les fonctions sur le groupe. L’alge`bre quantique de ces ope´rateurs fournit une quantification de
leur alge`bre de Poisson classique.
Ainsi, le produit scalaire de notre the´orie est de´fini par :
〈ΨΓψ|ΨΓψ′〉 =
∫
dµΓ(U1...UE)ψ(U1...UE) ψ
′(U1...UE) (7.14)
Il faut alors faire attention aux conditions de re´alite´ : les ope´rateurs Âia et ê
i
a doivent eˆtre des ope´rateurs
Hermitiens. Âia agissant par multiplication, on a trivialement (a` quelques ennuis de domaine de de´finition pre`s)
imple´mente´ Âia
†
= Âia. De plus, comme montre´ dans la partie II, tout ope´rateur diffe´rentiel invariant de jauge
est Hermitien sur l’espace HΓ pour la mesure dµΓ, et donc bien sur tout l’espace Hinv =
⊕
ΓHΓ.
En utilisant la de´composition de Plancherel des fonctions L2 sur SO(2, 1) (pour la mesure de Haar) ou, de
manie`re e´quivalente, la proce´dure de la partie II, une base orthonorme´e de HΓ est fournit par les re´seaux de
spin labelle´s par les repre´sentations unitaires (de dimension infinie) de SO(2, 1). Rappellons en effet que les
fonctions L2 sur SO(2, 1) peuvent eˆtre de´compose´es sur une base orthonorme´e de´finie par des repre´sentations
unitaires irre´ductibles. Dans cette de´composition dite de Plancherel, les repre´sentations appartiennent a` deux
se´ries de repre´sentations : la se´rie principale et la se´rie discre`te (en fait, la se´rie discre`te positive et la se´rie
discre`te ne´gative). Je donnerai des de´tails sur cela dans la prochaine sous-section.
Pour construire cette base des re´seaux de spin, on commence par se fixer un graphe Γ. On choisit une
repre´sentation unitaire Ie de SO(2, 1) pour chaque lien e du graphe. On contracte les matrices de repre´sentation
des holonomies UIee a` l’aide d’un entrelaceur SO(2, 1) a` chaque vertex (entrelac¸ant les repre´sentations associe´es
aux liens se rencontrant a` ce vertex). La fonctionnelle re´sultante est un re´seau de spin SO(2, 1). Elle depend
du graphe, des repre´sentations associe´es aux liens et des entrelaceurs associe´s aux noeuds. L’ensemble de ces
fonctionelles forme une base orthonormale (au sens ge´ne´ralise´ des distributions) comple`te des fonctionnelles
cylindriques invariantes de jauge.
Dans ce contexte de Loop Gravity en 2+1 dimensions, on s’inte´resse a` l’ope´rateur longueur, qui est l’e´quivalent
de l’ope´rateur aire en 3 + 1 dimensions. Tout d’abord, la longueur d’une courbe lisse c : τ ∈ [0, 1] → c(τ) ∈ Σ
est donne´e par
Lc =
∫
[0,1]
dτ
√
c˙a(τ) c˙b(τ) gab(c(τ)) =
∫
[0,1]
dτ
√
c˙a(τ) c˙b(τ) ηij eia(c(τ)) e
j
b(c(τ)). (7.15)
Pour simplifier les notations, introduisons le vecteur
ei(c(τ)) = eia(c(τ))c˙
a(τ).
Je me restreindrai a` l’e´tude du cas ou` la norme ηije
iej du vecteur ei ne change pas de signe le long de la courbe.
Cela revient a` demander que la courbe soit entie`rement de genre temps ou de genre espace. Remarquons que
dans le cas d’une courbe de genre temps, i.e. ηije
iej < 0, il existe une autre quantite´ invariante de jauge mis a`
part la norme de ei : le signe de e0. Ce signe est en effet invariant sous SO(2, 1) et correspond a` l’orientation
dans le temps, passe´ ou futur, de la courbe.
La longueur d’une courbe de genre espace (ηije
iej > 0) est bien de´finie par (7.15) comme un nombre re´el.
Dans le cas d’une courbe de genre temps (ηije
iej < 0), il est pre´fe´rable de de´finir un intervalle temporel re´el
oriente´
Tc = sign(e
0)
∫
[0,1]
dt
√
|ηijeiej|. (7.16)
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L’ope´rateur longueur quantique repre´sentant la longueur classique est obtenue en remplac¸ant l’ope´rateur triade
eia(x) par l’ope´rateur quantique (7.12) dans ces expressions. Regardons maintenant l’action de cet ope´rateur
longueur sur les fonctionnelles re´seaux de spin, suivant l’exemple de l’ope´rateur aire en Loop Quantum Gravity
en 3 + 1 dimensions.
Conside´rons une courbe c et un e´tat re´seau de spin tel que la courbe et le graphe-support s’intersecte en un
seul point (et pas en un vertex du graphe) et regardons l’action de l’ope´rateur longueur de la courbe c sur cet
e´tat. La proce´dure peut eˆtre facilement e´tendue aux cas d’intersections multiples et d’intersections au niveau
des noeuds. Appelons γ le lien du graphe intersecte´ par la courbe c et notons I la repre´sentation irre´ductible
associe´e to γ.
L’action de ei(x) sur l’e´tat re´seau de spin inse`re la matrice X iI du ge´ne´rateur X
i dans la repre´sentation I
au milieu de l’holonomie Uγ le long du lien γ. On obtient alors :
L̂cΨ
(I) = ~G
∫
c
dτ
√(∫
γ
ds ǫabc˙a(τ)
dγb
ds
δ(2)(γ(s), c(τ))
)2 (
−ηjkXj(I)Xk(I)
)  Ψ(I). (7.17)
L’inte´grale ∫
c
dτ
∫
γ
ds
∣∣∣∣ǫabc˙a(τ)dγbds δ(2)(γ(s), c(τ))
∣∣∣∣
compte le nombre d’intersections entre la courbe c et le lien γ, ici 1, car ǫabc˙
a(τ)γ′b(s) est le Jacobien de la
transformation entre les coordonne´es orthonormales (x1, x2) et les coordonne´es locales (τ, s)
1. Cela montre que
les re´seaux de spin sont des vecteurs propres de l’ope´rateur longueur, qui n’est autre que l’ope´rateur Laplacien :
L̂c Ψ
(I) = ~G
√
−ηjkXj(I)Xk(I) Ψ(I) = ~G
√
q(I) Ψ(I). (7.18)
ou` q(I) est la valeur de l’ope´rateur Casimir Q = −ηijX iXj de SO(2, 1) dans la repre´sentation I. Cela fournit
le spectre des longueurs de la gravite´ 2 + 1 dans la quantification a` boucle.
De´pendant du signe de q(I), on obtient soit une longueur de genre espace ou de genre temps ou de genre
nul. Dans les cas de genre temps ou de genre nul, il faut e´galement spe´cifier l’orientation temporelle i.e. le signe
de l’observable sign(e0). Tout comme la longueur, cette information devrait eˆtre spe´cifie´e par la repre´sentation
I : dans les repre´sentations de genre temps/nul, l’ope´rateur ê0 devrait avoir une spectre comple`tement positif
ou comple`ment ne´gatif.
Pour finir, l’action de l’ope´rateur longueur d’une courbe agissant sur un re´seau de spin dont elle intersecte
le graphe-support en plusieurs points est donne´e par une contribution pour chaque lien intersecte´ :
Lc Ψ = lP
∑
e|e∩c 6=∅
√
q(Ie)Ψ. (7.19)
Maintenant que nous avons de´fini l’espace d’Hilbert des e´tats quantiques et l’action de l’ope´rateur longueur,
regardons plus en de´tails les re´seaux de spin SO(2, 1), pour en de´duire le spectre exact de l’ope´rateur longueur.
Pour cela, il faut de´crire les repre´sentations de SO(2, 1).
7.1.2 Repre´sentations de SO(2, 1) et spectre des longueurs
L’alge`bre de Lie so(2, 1) est de dimension 3 et ge´ne´re´e dans sa repre´sentation fondamentale2 par les trois
matrices suivantes :
τ0 =
i
2
(
1 0
0 −1
)
, τ1 =
1
2
(
0 1
1 0
)
, τ2 =
i
2
(
0 −1
1 0
)
. (7.20)
1Cela est vrai que dans le cas ou` la courbe c et le lien γ ne sont pas tangents au point d’intersection. Dans ce cas particulier,
l’action de L̂c est nulle.
2En fait, c’est la repre´sentation fondamentale de SU(1, 1), qui est le double recouvrement de SO(2, 1). Je me bornerai ici a`
n’utiliser que le groupe SO(2, 1) car sa the´orie des repre´sentations est plus simple. Ne´anmoins, tous les re´sultats peuvent eˆtre
ge´ne´ralise´s sans aucun proble`me au cas SU(1, 1), et le lecteur inte´resse´ peut trouver les de´tails dans l’appendice de [60].
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Les relations de commutations entre ces ge´ne´rateurs sont :
[τ0, τ1] = −τ2 [τ1, τ2] = τ0 [τ2, τ0] = −τ1.
On peut ve´rifier que ce sont les bons signes pour le groupe de syme´trie SO(2, 1) d’un espace Lorentzien (−,+,+).
Soient Xi les ge´ne´rateurs d’une repre´sentation line´aire du groupe. Ils satisfont eux-aussi :
[X0, X1] = −X2 [X1, X2] = X0 [X2, X0] = −X1.
Il est important de ne pas confondre les proprie´te´s d’Hermicite´ des matrices τi et des ope´rateurs Xi. Comme
signale´ pre´ce´demment, les repre´sentations intervenant en gravite´ quantique sont celles apparaissant dans le
formule de Plancherel. Ces repre´sentations sont unitaires i.e. les ope´rateurs iXi sont Hermitiens. En fait, ce sont
les quantite´s correspondant aux ope´rateurs triades et leur Hermicite´ refle`te que la triade est re´elle !
Il est utile d’e´tudier l’alge`bre en introduisant les ope´rateurs H and J± :
H = −iX0 J± = ±X1 + iX2. (7.21)
Ils satisfont les relations de commutation :
[H, J±] = ±J± [J+, J−] = −2H. (7.22)
La diffe´rence avec l’alge`bre re´elle so(3) est le signe moins dans la seconde relation de commutation. L’ope´rateur
Casimir s’e´crit :
Q = (X0)
2 − (X1)2 − (X2)2 = −H2 + 1
2
(J+J− + J−J+). (7.23)
Les conditions de re´alite´ exprimant que les ope´rateurs iXi sont Hermitiens se lisent :
H† = H (J±)
† = J∓. (7.24)
On peut alors e´tudier les repre´sentations de SO(2, 1) dans le meˆme type de base que pour SO(3). Et il est
facile de ve´rifier que 
H |m〉 = m|m〉,
J+|m〉 = (q +m(m+ 1))1/2|m+ 1〉,
J−|m〉 = (q +m(m− 1))1/2|m− 1〉
(7.25)
fournit une repre´sentation de SO(2, 1) sur l’espace ge´ne´re´ par les vecteurs {|m〉, m ∈ Z}3. Le parame`tre q donne
la valeur de l’ope´rateur Casimir.
Les repre´sentations unitaires de SO(2, 1) sont de dimension infinie car SO(2, 1) est non-compact. De plus,
leur ope´rateur de Casimir est Hermitien Q† = Q, donc q est re´el. Regardons donc les diverses repre´sentations
obtenues pour des valeurs re´els du parame`tre q. Commenc¸ons par les valeurs ne´gatives q ≤ 0. Pour des valeurs
ge´ne´riques, les repre´sentation obtenues sont irre´ductibles. Cependant (q+m(m+1)) prend des valeurs ne´gatives,
ce qui contredit la condition de re´alite´ (J±)
† = J∓. Par contre, pour les valeurs spe´ciales q = −n(n − 1) ≤ 0,
avec n ∈ N∗, (q+m(m+1)) s’annule pour m = n− 1 and m = −n. Par conse´quent, la repre´sentation n’est pas
irre´ductible. En fait, elle se de´compose en 3 repre´sentations :
– Il y a la repre´sentation interme´diaire, note´e V n. Elle est de dimension finie et ge´ne´re´e par les vecteurs
{|m〉 , −(n−1) ≤ m ≤ (n−1)}. C’est la meˆme repre´sentation que la repre´sentation irre´ductible de SO(3)
de spin j = n− 1. Mais (q +m(m+ 1)) < 0 et on a (J±)† = −J∓, ce qui viole la condition de re´alite´ : ce
n’est pas une repre´sentation unitaire.
– La repre´sentation supe´rieure D+n est une repre´sentation de dimension infinie de plus bas poids ge´ne´re´e par
les valeurs m ∈ n+ N. C’est une repre´sentation unitaire.
– La repre´sentation infe´rieure D−n est une repre´sentation de dimension infinie de plus haut poids ge´ne´re´e
par les valeurs m ∈ −(n+ N). C’est aussi une repre´sentation unitaire.
3Si on ge´ne´ralise m pour prendre en compte des valeurs demi-entie`res m+1/2 partout dans (7.25), on obtient une repre´sentation
de SU(1, 1). Et si on remplace m par des valeurs m+ α, avec 0 < α < 1, on obtient une repre´sentation du recouvrement universel
de SO(2, 1).
7.1. LE FORMALISME DE LA LOOP GRAVITY EN 2 + 1 85
PSfrag replacements
1+
1−
n = 2−
n = 2+
n = 3+
n = 4+
T = i
√
2 ∼ 1.41
T = i
√
6 ∼ 2.45
T = i
√
12 ∼ 3.46
s = 0, L = 12
Fig. 7.1 – Le spectre de l’ope´rateur longueur.
Pour une valeur positive du Casimir q > 0, (q +m(m+ 1)) = q − 1/4 + (m+ 1/2)2 reste toujours positif et on
obtient une repre´sentation de dimension infinie unitaire ge´ne´re´e par les vecteurs m ∈ Z. 0 < q < 1/4 correspond
a` la se´rie dite exceptionnelle ou comple´mentaire. Et q > 1/4 a` la se´rie dite principale. Ces dernie`res sont note´es
Cs, avec q = s2 + 1/4.
Les repre´sentations unitaires irre´ductibles D+n , D−n et Cs sont celles intervenant dans la de´composition de
Plancherel d’une fonction L2 f sur le groupe SO(2, 1) :
f(g) =
∑
n≥1
(2n− 1) Tr(f+n RD+n (g)) +
∑
n≥1
(2n− 1) Tr(f−n RD−n (g))
+
∫
s>0
ds
coth(πs)
4πs
Tr(fsRCs(g)), (7.26)
Il est important de noter que les repre´sentations continues commencent a` q = 1/4 au lieu de q = 0.
Les valeurs propres de l’ope´rateur longueur associe´ a` une courbe fixe´e sont donne´es par la racine carre´ de
l’ope´rateur Casimir des repre´sentations porte´es par les liens du graphe-support que la courbe intersecte. Une
repre´sentation continue Cs a un Casimir positif et correspond donc a` une longueur spatiale avec valeur :
Ls =
√
s2 + 1/4. (7.27)
Notons le “trou” initial 1/2. Cela signifie qu’il existe une longueur spatiale minimale meˆme si le spectre est
continu. Ce trou correpond a` la se´rie comple´mentaire de repre´sentations unitaires. Elles ont une mesure de
Plancherel nulle i.e. elles n’interviennent pas dans la de´composition de Plancherel.
Une repre´sentation discre`te Dǫn (ǫ = ± et n ∈ N) a un Casimir ne´gatif et correspond donc a` une courbe de
genre temps. Son orientation passe´ ou futur sgn(e0) est donne´e par ǫ. En effet, ǫ est le signe du ge´ne´rateur H
(de ses valeurs propres), qui est l’ope´rateur quantification de e0. Ainsi le spectre des longueurs d’une courbe de
genre temps sera discret. Et les valeurs propres sont :
Tǫ,n = ǫ
√
n(n− 1). (7.28)
Remarquons que les valeurs ne sont pas e´galement espace´es. Notons aussi que les premie`res repre´sentations
discre`tes D±n=1 ont un Casimir nul et par conse´quent correspondent a` un courbe de genre nul, le signe ±
refle´tant l’orientation passe´ ou futur de la courbe.
Il existe une alternative a` ce spectre, due a` une ambigu¨ite´ dans la quantification (au niveau de la re´gularisation)
[40]. En effet, nous pouvons utiliser la proce´dure de quantification syme´trique pour quantifier êi comme de´rivation
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Fig. 7.2 – Le spectre de l’ope´rateur longueur syme´trique.
sur l’alge`bre de Lie (en tant qu’espace vectoriel) au lieu de de´rivation sur le groupe de Lie4. Alors l’ope´rateur
Casimir q est translate´ a` q − 1/4 et le spectre de la longueur devient :∣∣∣∣ Ls = s for space-like Cs>0Tǫ,n = ǫ (n− 12) for time-like Dǫ=±n≥1 (7.29)
Il y a maintenant un intervalle temporel minimal et aucune repre´sentation de genre nul donne´ par les se´ries
discre`tes. De plus le spectre des longueurs temporelles devient e´galement espace´. De l’autre coˆte´, le trou initial
pour le spectre des longueurs spatiales disparaˆıt et on a la possibilite´ d’une courbe de genre nul dans la limite
s→ 0. Ce second spectre est compatible avec les re´sultats obtenus dans les mode`les de mousse de spin en 2+ 1
dimensions (mode`le de Ponzano-Regge Lorentzien) [63, 64, 67].
7.1.3 Spectre de l’aire
L’aire d’une surface S plonge´e dans la surface canonique Σ est donne´e par
AS =
∫
S
ds2
√
det(2g) (7.30)
ou` gab = e
i
ae
j
bηij est la 2-me´trique sur Σ. On regarde donc l’ope´rateur quantification de cette quantite´.
Le de´terminant de la me´trique s’e´crit det(2g) = −ηijninj en fonction du vecteur normal densite´ ni(x) =
1
2ǫijkǫ
abeja(x)e
k
b (x). La triade e
i
a(x) agissant sur un re´seau de spin a une action non nulle ssi x appartient au
graphe-support. Et quand x est au milieu d’un lien (pas un noeud) cette action est proportionelle au vecteur
tangent γ˙a(s)X
i au lien. Alors, puisque ǫabγ˙aγ˙b = 0, l’ope´rateur n̂i(x) a une action nulle sur le re´seau de spin. Par
conse´quent, les seuls points ou` n̂i(x) a une actio non-nulle est au niveau des noeuds/vertex du graphe-support :
l’ope´rateur aire est a` support sur seulement les noeuds du graphe-support.
Pour calculer l’action de l’ope´rateur aire d’une surface S sur un e´tat re´seau de spin, on de´coupe la surface
en petits morceaux, chacun d’eux contenant au plus un noeud du graphe-support. On peut donc se restreindre
4Cette ambigu¨ite´ peut eˆtre retrouve´e dans l’analogie avec les mode`les de particules sur le groupe de´crit dans 5.2.2. L’action pour
une particule libre sur le groupe est
S =
1
2
∫
dtTr((g−1∂tg)
2).
Comme variable conjugue´e a` g, on peut choisir soit le moment canonique p = ∂tg−1, qui est commutatif, soit la charge de Noether
non-commutative Π = g∂tg−1. Cette dernie`re ge´ne`re la multiplication a` gauche et satisfait {ΠX ,ΠY } = Π[X,Y ], ou` ΠX = Tr(XΠ)
est la composante en X de Π.
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au cas d’une surface e´le´mentaire ne contenant qu’un seul vertex v du re´seau de spin sur lequel l’ope´rateur aire
agit. Pour simplifier les notations, je me contente d’expliciter le cas d’un noeud tri-valent. Pour de´finir l’aire,
il faut choisir une orientation pour Σ, meˆme si le re´sultat final sera inde´pendant de ce choix. Cela revient a` se
fixer un ordre cohe´rent des 3 liens se rencontrant a` chaque vertex du graphe.
Le vertex v a trois liens incidents e = 1, 2, 3 (ordonne´ suivant l’orientation) labelle´ par les repre´sentations
Ie de SO(2, 1). Commenc¸ons par regarder l’action de l’ope´rateur n̂i(x) sur la fonctionnelle re´seau de spin au
niveau du noeud v :
n̂i(x)Ψ
I1I2I3
v = α(x, v) n˜iΨ
I1I2I3
v , (7.31)
avec le facteur ge´ome´trique
α(x, v) =
∑
e,e′
∫
dsdt δ2(x, γe(s)) δ
2(x, γe′ (t)) |ǫabγae (s)γbe′(t)|, (7.32)
et l’ope´rateur n˜i inse´rant des X au vertex v
n˜iΨ
I1I2I3 = − l
2
P
2
ǫee′ǫijkX
j
Ie
XkIe′Ψ
I1I2I3 , (7.33)
ou` e, e′ sont deux liens arbitraires se rencontrant en v et ǫee′ refle`te l’orientation relative des deux liens autour
du vertex. Notons qu’en utilisant ~XI1 + ~XI2 + ~XI3 = 0, on peut obtenir une expression plus syme´trique de n˜i
en sommant l’expression pre´ce´dente sur les couples de liens (e, e′) (avec un facteur 1/3).
On peut re´gulariser le facteur ge´ome´trique et on voit qu’il est proportionel a` δ2(x, v). Par conse´quent, l’action
de l’ope´rateur aire sur le re´seau de spin est :
AS ΨI1I2I3 =
√
−ηii′E˜iE˜′i ΨI1I2I3 (7.34)
= l2P
√
−1
4
ηii′ǫijkǫi′j′k′X
j
I1
XkI2X
j′
I1
Xk
′
I2
ΨI1I2I3
= l2P
1
2
√(
( ~XI1)
2( ~XI2)
2 − ( ~XI1 . ~XI2)2
)
ΨI1I2I3
= l2P
1
2
√
| ~XI1 ∧ ~XI2 |2ΨI1I2I3 . (7.35)
En utilisant que ~XI1+ ~XI2+ ~XI3 = 0, nous pouvons re´-exprimer le facteur pre´ce´dent en fonction des ope´rateurs
Casimir qIα des 3 repre´sentations. Ainsi l’ope´rateur aire est diagonal dans la base des re´seaux de spin avec
comme valeurs propres :
AS = l2P
1
2
√
qI1qI2 − 1
4
(qI3 − qI1 − qI2)2. (7.36)
Cela correspond bien avec la de´finition de l’aire d’un triangle ge´ome´trique de´fini par les longueurs de ces 3 coˆte´s
Lα =
√
qIα . Plus explicitement, la formule ci-dessus se re´-e´crit :
AS = l2P
1
4
√
(L1 + L2 + L3)(−L1 + L2 + L3)(L1 − L2 + L3)(L1 + L2 − L3). (7.37)
On obtient donc un tout cohe´rent puisque Lα =
√
qIα est pre´cise´ment la valeur propre de l’ope´rateur longueur
agissant sur un lien α du re´seau de spin.
Pour trouver le spectre de l’ope´rateur aire explicitement, il faut caracte´riser les noeuds admissibles i.e. les
triplets de repre´sentations (I1, I2, I3) admettant un entrelaceur non nul. Pour cela, regardons la de´composition
du produit tensoriel de deux repre´sentations de SO(2, 1). La de´composition des produits tensoriels est5 :
D±n1 ⊗D±n2 =
⊕
n≥n1+n2
D±n , (7.38)
5Le lecteur pourra trouver des expressions explicites des coefficients de Clebsh-Gordan dans [63].
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D+n1 ⊗D−n2 =
n1−n2⊕
n=1
D+n ⊕
n2−n1⊕
n=1
D−n ⊕
∫
ds Cs, (7.39)
D±n1 ⊗ Cs2 =
⊕
n≥1
D±n ⊕
∫
ds Cs, (7.40)
Cs1 ⊗ Cs2 =
⊕
n≥1
D+n ⊕
⊕
n≥1
D−n ⊕ 2
∫
ds Cs. (7.41)
Ces de´compositions peuvent eˆtre interpre´te´es comme des re`gles de sommation de vecteurs (dans l’espace de
Minkovski M2+1). Intuitivement, une representation correspond a` la classe d’e´quivalence d’un vecteur sous
l’action du groupe de Lorentz, et on distingue ainsi des vecteurs de genre espace et des vecteurs de genre temps
passe´ et futur. Le Casimir de la repre´sentation correspond a` la norme de ces vecteurs. Conside´rer le produit
tensoriel de deux repre´sentations revient a` additionner deux vecteurs. Ainsi, similairement a` l’e´tude des mode´les
de mousse de spin en 3 dimensions, on regarde les classes d’e´quivalence de triangles (sous l’action du groupe de
Lorentz), comme remarque´ dans le chapitre 6 de la partie II.
Ainsi on identifie les repre´sentations D±n a` des vecteurs de genre temps passe´ et futur de norme Ln = n−1/2
et les repre´sentations Cs a` des vecteurs de genre espace de norme Ls = s. Remarquons que ceci correspond
exactement au spectre de l’ope´rateur de longueur (syme´trique). Alors, l’e´quation (7.38) correspond au fait que
la somme de deux vecteurs de genre temps de meˆme orientation est de nouveau un vecteur de genre temps de
la meˆme orientation. De plus, le produit tensoriel refle`te e´galement l’ine´galite´ anti-triangulaire Ln ≥ Ln1 +Ln2 .
Similairement, l’e´quation (7.41) correspond a` sommer deux vecteurs de genre espace. Le re´sultat peut eˆtre soit
un vecteur de genre espace, soit un vecteur de genre temps, et il n’y a aucune ine´galite´ (anti-)triangulaire.
Notons que cela implique que restreindre la the´orie a` la seule se´rie principale continue de repre´sentations pour
ne conside´rer que les liens et des surfaces de genre espace ne fonctionne pas : il faudrait en plus imposer a`
la main les ine´galite´s triangulaires sur les produits tensoriels, ce qui ne semble pas tre`s naturel a` la vue de la
the´orie des repre´sentations.
Finalement, les valeurs propres de l’ope´rateur aire reproduisent pre´cise´ment les diffe´rents types de triangles
obtenus en sommant deux vecteurs comme de´crit par les re`gles de de´composition des produits tensoriels.
Conclusion : un espace continu et un temps discret
En conclusion, il est possible de quantifier la gravite´ en 2 + 1 dimensions en suivant la proce´dure de la
Loop Quantum Gravity . Je n’ai pas de´crit comment e´tudier la dynamique de la the´orie et je me suis attache´ a`
l’interpre´tation ge´ome´trique des e´tats re´seaux de spin, qui sont les e´tats quantiques de la ge´ome´trie de la surface
canonique. Ainsi un re´seau de spin (graphe habille´ par des repre´sentations de SO(2, 1)) a une interpre´tation
naturelle d’une varie´te´ 2d discre`te/triangule´e : les faces ont une aire finie et sont duales aux vertex du graphe-
support, ces faces sont se´pare´es par des coˆte´s de longueur finie duaux aux liens du graphe. De plus, le spectre
des longueurs est fixe´ et a e´galement une interpre´tation ge´ome´trique : les longueurs des coˆte´s de genre espace
ont un spectre continu et les coˆte´s de genre temps ont un spectre des longueurs discret !
7.2 Variables a` la ’t Hooft
Une autre approche dans laquelle il est possible de retrouver le meˆme re´sultat de “espace continu versus
temps discret” est la quantification de la gravite´ 2 + 1 par ’t Hooft [68]. Il s’agit de travailler sur un espace
triangule´ (en fait, de´composition cellulaire arbitraire) et d’e´tudier comment la triangulation e´volue dans le
temps. Dans ce cadre, ’t Hooft de´rive assez simplement une dynamique des tranches spatiales.
Je propose ici de de´river directement ce formalisme a` partir du cadre canonique. Cela nous permettra d’avoir
un nouveau point de vue sur la dynamique en Loop Quantum Gravity . En particulier d’obtenir des relations
de commutation canonique entre des variables de longueur et des variables d’angle. Le calcul de base est donc
le crochet de Poisson de la longueur d’une courbe c et de (la trace de) l’holonomie de la connexion A le long
d’une courbe γ. On conside`re le cas d’une seule intersection entre c et γ.
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Fig. 7.3 – La courbe c dont on regarde la longueur et la courbe γ le long de laquelle on calcule l’holonomie, se
recontrant au point P qui partage γ en γ1 et γ2.
Plus pre´cise´ment, la longueur d’une courbe parame´tre´e par c : τ ∈ [0, 1]→ c(τ) ∈ Σ est fonction de la seule
triade :
lc =
∫
c
dτ
√
ηijei(τ)ej(τ) avec e
i(τ) = eia
dca(τ)
dτ
. (7.42)
D’autre part, notons Uγ(A) ∈ SO(2, 1) ∼ SU(1, 1) l’holonomie de la connexion A le long de γ. Une matrice
U =
(
α+ iα0 α1 − iα2
α1 + iα2 α− iα0
)
∈ SU(1, 1)
avec α2 + α20 − α21 − α22 = 1 peut eˆtre de deux types :
– soit c’est un boost si β2 = −(α20 − α21 − α22) > 0. Dans ce cas, on de´finit l’angle du boost η > 0 tel que
α2 = cosh2 η et β2 = sinh2 η. Ainsi, en notant Xi les matrices de Pauli ge´ne´rant SU(1, 1), on e´crit
U = ± coshη Id + sinh η ~u · ~X
ou` ~u est un vecteur unite´ de genre espace dans l’espace de MinkovskiM (−++), simplement l’axe du boost.
Remarquons que changer ~u en −~u revient a` changer η en −η, d’ou` la restriction η > 0. Notons finalement
que
1
2
Tr(U) = α = cosh η
1
2
Tr(U ~X) = ~u sinh η.
– soit c’est une rotation quand β2 = (α20 − α21 − α22) > 0. Dans ce cas, on de´finit l’angle de la rotation
θ ∈ [−π, π[ tel que α2 = cos2 θ et β2 = sin2 θ. Ainsi, on obtient
U = cos θ Id + sin θ ~u · ~X
ou` ~u est un vecteur unite´ de genre temps, l’axe de la rotation. Remarquons que changer ~u en −~u revient
a` changer θ en −θ. Ainsi on peut se restreindre a` θ ∈ [−π, π[ et ~u oriente´ futur (sur l’hyperbolo¨ıde
supe´rieure).
On de´finit alors la trace de l’holonomie
tγ =
1
2
TrUγ(A) =
∣∣∣∣ ± cosh η (boost)cos θ (rotation) (7.43)
Alors le crochet de Poisson de lc et tγ consiste en leur de´rive´es respectives par rapport a` e et a` A :
{lc, tγ} = Gǫabηij
∫
Σ
d2x
δlc
δeia(x)
δtγ
δAjb(x)
.
De´river tγ en fonction de A
j(x) revient a` inse´rer le ge´ne´rateurXj au point x = γ(s) au milieu de Uγ , c’est-a`-dire
on de´coupe γ en deux morceaux γ1(s) et γ2(s) se´pare´s par x et on conside`re la quantite´
1
2
TrUγ1(s)X
jUγ2(s) = u
j(s)×
∣∣∣∣ sinh ηsin θ
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avec ~u(s) = Uγ1(s)~u = U
−1
γ2(s)
~u ou` ~u est l’axe de l’holonomie Uγ (i.e. ~u(s) est simplement le transporte´ paralle`le
de ~u le long de la courbe γ). Alors, un calcul direct donne{
lc, tγ =
∣∣∣∣ ± cosh ηcos θ
}
= G
∣∣∣∣ sinh ηsin θ ×
∫
c
dτ
∫
γ
ds
(
ǫab
dca(τ)
dτ
dγb(s)
ds
δ(2)(c(τ), γ(s))
)
~u(s).
~e(τ)
|~e(τ)| (7.44)
L’inte´grande est compose´ de deux facteurs. Le premier est simplement la fonction delta de Dirac (avec le
Jacobien du changement de coordonne´es (x1, x2) → (τ, s)) nous plac¸ant au point d’intersection de c et γ. Le
second est le produit scalaire (un invariant de jauge) de l’axe de la rotation/boost ~u(s) avec le vecteur unite´
tangent a` la courbe c.
Ici, j’ai utilise´ des quantite´s invariantes de jauge SO(2, 1). Mais il reste a` imple´menter l’autre contrainte
de jauge ~F = 0. Je vais les utiliser pour “tourner” la triade e et donc le vecteur ~e(τ) pour l’aligner sur ~u(s)
et simplifier l’expression du crochet de Poisson (7.44). Plus pre´cise´ment, je vais fixer la jauge. La condition de
fixation de jauge 6 que je choisis est
~C =
∣∣∣∣ sinh ηsin θ ~u(P ) ∧ ~e(P ) = 0 (7.45)
au point d’intersection P = c(τ) = γ(s). Une proprie´te´ tre`s inte´ressante de ce choix est que
{~C, lc} = {~C, tγ} = 0,
par conse´quent le crochet de Dirac de l et t sera identique a` leur crochet de Poisson ! De plus, ~u(P ) et ~e(P ) sont
coline´aires et le produit scalaire dans (7.44) est ±1 suivant l’orientation relative de c et γ. Ainsi{
lc, tγ =
∣∣∣∣ ± coshηcos θ
}
D
= G
∣∣∣∣ sinh ηsin θ (7.46)
d’ou` les crochets canoniques (dans la fixation de jauge7) :
{lc, η}D = ±1 et {lc, θ}D = 1
L’angle ±η ou θ est conjugue´ a` la longueur lc de´pendant du secteur de l’espace des phases ou` nous sommes.
Ainsi lors de la quantification, comme η n’est pas borne´, le spectre de lc sera continu et, comme θ ∈ [0, 2π],
le spectre de lc sera discret ! Ceci confirme les re´sultats de l’approche Loop Quantum Gravity de´crite dans la
section pre´ce´dente. De plus, ce sont les relations de commutation canonique utilise´es par ’t Hooft dans [68] pour
quantifier son mode`le de gravite´ quantique en 2+1 dimensions. On a donc bien de´rive´ le meˆme cadre the´orique.
Je ne vais pas de´crire la dynamique de la the´orie. Mais en fait, la fixation de jauge ~C ne fixe pas entie`rement
les transformations de jauge ge´ne´re´es par les ~F . Il reste la composante ~F ge´ne´rant des transformations de ~e(P )
coline´aires a` ~u(P ) et donc a` ~e(P ) : ce sont des variations de la norme de ~e(P ). Cette contrainte supple´mentaire
va donc s’assimiler a` la contrainte Hamiltonienne ge´ne´rant un flot de courbes c (ou γ) de´crivant leur e´volution
dans le temps. On remarque qu’elle ge´ne`re des variations de la longueur lc (sans toucher aux holonomies) et
qu’elle s’apparente ainsi aux transformations conformes. Tout le proble`me est alors de choisir un temps c’est-a`-
dire une variable conjugue´e a` cette dernie`re contrainte. Il s’agit de de´finir ce que l’on veut dire par une tranche
6Il est facile de ve´rifier que son crochet de Poisson avec les contraintes ~F est non-nul et par conse´quent que c’est une fixation
de jauge le´gitime. Plus pre´cise´ment, il est possible d’atteindre la surface contrainte ~C = 0 par des transformations de jauge
“topologiques” ge´ne´re´es par ~F = 0.
7Il existe une possibilite´ de fixation de jauge alternative a` (7.45) aboutissant aux meˆmes crochets canoniques. C’est la contrainte
scalaire :
C =
∣∣∣∣ sinh ηsin θ ~u(P ) · ~n(P ) = 0
ou` ~n = ~e1 ∧ ~e2 = ǫabǫijkejaekb est le vecteur densite´ normal. Cette contrainte commute avec lc et tγ . Cependant elle ne fixe pas
directement le crochet de Dirac (7.46). Ne´anmoins, une fois ~u(P ) orthogonale au plan tangent, il est possible de choisir une courbe
c telle que ~e(P ) soit coline´aire a` ~u et par conse´quent satisfaisant le crochet canonique (7.46).
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a` temps constant. Sans doute que l’inclusion de particules dans le formalisme pourrait aider a` de´finir un temps
pre´fe´rentiel.
Pour retrouver le cadre utilise´ par ’t Hooft, on peut appliquer les calculs pre´ce´dents a` une triangulation de
la surface canonique et conside´rer comme variables canoniques les longueurs des liens de la triangulation. Les
variables conjugue´es seront des angles/boosts associe´s a` chaque lien de´crivant le changement de repe`re d’un coˆte´
a` l’autre du lien. La dynamique modifiera alors les longueurs (et angles) et, quand des longueurs s’annulent,
modifiera la triangulation elle-meˆme [68]. On peut e´galement penser appliquer ce formalisme a` la Loop Quantum
Gravity . En effet, on peut prendre un graphe et conside´rer comme variables canoniques les angles/boosts trace
des holonomies le long des liens du graphe. Alors les variables conjugue´es seront les longueurs de courbes
traversant les liens du graphe. Et la dynamique agira sur les angles/boosts et longueurs et modifiera suˆrement
le graphe initial. Cela permettrait d’avoir un autre point de vue sur la dynamique de la Loop Gravity en 2 + 1
dimensions.
Finalement, pour avoir une ide´e de la dynamique dans ce formalisme, on pourrait regarder le cas du tore.
Ainsi, choisissons deux courbes/cercles correspondant aux deux cycles du tore. Alors l’angle du cercle 1 est
conjugue´ a` la longueur du cercle 2 et re´ciproquement. Ceci est tre`s similaire au formalisme issu de la reformulation
de la gravite´ 2 + 1 sous forme de the´orie de Chern-Simons, dont on connaˆıt tre`s bien les de´tails. Il s’agirait
de comparer les deux formalismes pour en tirer des informations pre´cises sur la structure du Hamiltonien dans
notre situation.
Conclusion : Ge´ome´trie Quantique en 2 + 1 dimensions
J’ai effectue´ l’analyse canonique de la gravite´ (Lorentzienne) en 2 + 1 dimensions dans un formalisme de
Loop Quantum Gravity , c’est-a`-dire utilisant le couple de variables canoniques conjugue´es connexion SO(2, 1)
et diade a` valeur dans so(2, 1) (couple de 3-vecteurs formant une base orthonorme´e de la surface canonique). La
quantification me`ne a` des e´tats quantiques de la surface canonique de´crits par des re´seaux de spin SO(2, 1) : ce
sont des graphes dont les liens sont labelle´s par des repre´sentations unitaires de SO(2, 1) et on peut interpre´ter
leur dual en tant que varie´te´ simpliciale 2d dont les longueurs des coˆte´s sont donne´s par le Casimir (sa racine
carre´e) des repre´sentations.
On peut alors distinguer deux types de repre´sentations : celles a` Casimir positif, correspondant a` des coˆte´s
de genre espace et celles a` Casimir ne´gatif correspondant a` des coˆte´s de genre temps. Dans ce contexte, on
obtient que les e´tats de ge´ome´trie de la surface canonique contiennent des coˆte´s des deux genres et qu’ils n’y
a pas de crite`re alge´brique pour se restreindre de manie`re naturelle a` des triangulations uniquement de genre
espace. De plus, re´sultat important, on obtient :
(a) un spectre continu des longueurs de genre espace,
(b) un spectre discret des intervalles de genre temps.
On peut retrouver cette meˆme conclusion en identifiant une variable conjugue´e a` la longueur d’une courbe c
dessine´e sur la surface : la trace de l’holonomie le long d’une courbe γ intersectant c. On remarque alors qu’il y a
deux secteurs de l’espace des phases suivant que l’holonomie est conjugue´e a` une rotation ou un boost. Dans le
cas d’un boost, la courbe c est de genre espace et, l’angle parame`tre du boost de´crivant l’intervalle non-compact
R+, le spectre de la longueur ne sera pas quantife´. Alors que dans le cas d’une rotation, le courbe c est de genre
temps et l’angle parame`tre de´crivant [0, 2π], la longueur de c sera quantifie´e ! Cette analyse canonique permet
de de´river le mode`le de gravite´ quantique discret en 2+1 dimensions de ’t Hooft, qui lui avait permis de trouver
les meˆmes re´sultats “espace continu & temps discret”.
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Chapitre 8
Un nouveau formalisme canonique en
3 + 1 dimensions
Je vais maintenant expliquer comment formuler la Loop Gravity sous une forme invariante sous le groupe de
Lorentz SL(2,C) et non pas seulement sous le groupe des rotations 3d SU(2). L’approche est fonde´e sur l’analyse
canonique re´alise´e par Alexandrov [19, 26, 27]. Comme dans le cas de la the´orie 2 + 1 expose´e pre´ce´demment,
la quantification utilisera des re´seaux de spin sur le groupe de Lorentz. Il en re´sultera que le spectre des aires
(e´quivalent en 3 + 1 dimensions de la longueur en 2 + 1 dimensions) de genre espace sera en ge´ne´ral continu.
Plus pre´cise´ment, on trouvera une ambigu¨ıte´ dans la quantification. Et il sera d’une part possible de retrouver
le cadre de la Loop Quantum Gravity usuelle (de´crite dans la partie I) avec un spectre de l’aire discret. D’autre
part, on de´rivera une the´orie quantique compatible avec les mode`les de mousse de spin Lorentziens de´crits dans
la partie IV. Dans ce second cas, le spectre de l’aire sera bien entendu continu.
La motivation du choix de quantification permet alors un nouveau point de vue sur la Loop Quantum Gravity
et la question d’invariance sous Lorentz. En effet, on retrouvera que la connexion de Lorentz utilise´e pour de´river
la Loop Gravity usuelle ne se transforme pas normalement sous l’action des diffe´omorphismes d’espace-temps :
y aurait-il un proble`me au niveau de la contrainte Hamiltonienne en Loop Quantum Gravity SU(2) ? D’un
autre coˆte´, la connexion utilise´e pour faire le lien avec les mode`les de mousse de spin est l’unique connexion
de Lorentz se comportant bien sous l’action des diffe´omorphismes d’espace-temps : cela simplifierait-il l’analyse
de la dynamique de la the´orie ? Tout cela re´ve`le une autre question : est-il possible de trouver un lien explicite
entre la Loop Quantum Gravity SU(2) et les mode`les de mousse de spin covariants ?
8.1 Analyse Canonique de la the´orie 3 + 1
Rappellons qu’il s’agit d’analyser et de quantifier l’action de Palatini ge´ne´ralise´e (1.1) :
S[ω, e] =
1
2
∫
M
ǫIJKLe
I ∧ eJ ∧ FKL(ω)− 1
γ
∫
M
eI ∧ eJ ∧ FIJ (ω). (8.1)
ou` les I, J, . . . sont des indices a` valeur dans l’espace de MinkovskiM (3+1) allant de 0 a` 3. Je vais suivre l’analyse
canonique d’Alexandrov [19]. On commence par effectuer un splitting 3+ 1 de l’espaceM en une varie´te´ R×Σ
en distinguant une direction temporelle des dimensions d’espace. Cela revient a` de´composer la te´trade eI (en
tant que 1-forme) en :
e0 = Ndt+ χiE
i
adx
a
ei = EiaN
adt+ Eiadx
a (8.2)
ou` i est un indice interne allant de 1 a` 3 (restriction de I aux composantes “espace”) et a est l’indice d’espace
labellant les coordonne´es xa. N et Na sont comme la lapse et le shift. χi donne la de´viation de la normale a`
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l’hypersurface canonique par rapport a` la direction temps. On peut donc de´finir une (direction) normale (de
genre temps) par le 4-vecteur
χ =
1√
1− |~χ|2 (1, χi) ∈ H+
vivant sur l’hyperbolo¨ıde supe´rieure dans M (3+1) des vecteurs unite´ de genre temps (oriente´s vers le futur).
De´notant par X,Y des indices dans l’alge`bre de Lie sl(2,C) (couple anti-syme´trique [IJ ]) allant de 1 a` 6, on
de´finit des nouvelles variables de connexion/triade a` valeur dans sl(2,C) (au lieu de SU(2) comme dans la partie
I). Commenc¸ons par la connexion AXa :
AX = (
1
2
ω0i,
1
2
ǫijkω
jk). (8.3)
Puis, on peut de´finir une triade “rotation”
RaX = (−ǫjki Eiaχk, Eia) (8.4)
et une triade ”boost”
BaX = (⋆R
a)X = (E
i
a, ǫ
jk
i E
i
aχk), (8.5)
ou` ⋆ de´note l’ope´rateur de Hodge sur sl(2,C) e´changeant les parties rotation et boost dans l’alge`bre. On peut
en fait e´crire des projecteurs sur les parties rotation et boost de sl(2,C) en prenant les “carre´s” de R et B. En
effet :
(PR)
X
Y = R
X
a R
a
Y =
(
− δbaχ2−χaχb1−χ2 − ǫa
bcχc
1−χ2
− ǫabcχc1−χ2 δ
b
a−χaχ
b
1−χ2
)
(8.6)
est le projecteur de sl(2,C) sur le sous-espace su(2)χ ge´ne´rant les rotations laissant le vecteur (de genre temps)
χ invariant. Egalement
(PB)
X
Y = B
X
a B
a
Y =
(
δba−χaχ
b
1−χ2
ǫa
bcχc
1−χ2
ǫa
bcχc
1−χ2 − δ
b
aχ
2−χaχ
b
1−χ2
)
(8.7)
de´finit le projecteur sur le sous-espace des boosts, supple´mentaire a` su(2)χ. L’action exprime´e dans ces nouvelles
variables se lit :
S =
∫
dtd3x
((
BaX −
1
γ
RaX
)
∂tA
X
a + Λ
XGX +N aHa +NH
)
. (8.8)
Le couple de variables canoniques est donc :{
AXa (x),
(
BbY −
1
γ
RbY
)
(y)
}
= δXY δ
b
aδ
(3)(x, y). (8.9)
Puis on a les contraintes de premie`re classe :
GX = DA
(
BX − 1
γ
RX
)
,
Ha = −
(
BbX −
1
γ
RbX
)
FXab (A),
H = 1
1 + 1γ2
(
B − 1
γ
R
)(
B − 1
γ
R
)
F (A). (8.10)
G ge´ne`re les transformations de jauge SL(2,C). Ha est une contrainte vectorielle imposant (a` travers une
combinaison line´aire de G et de H) l’invariance sous diffe´omorphisme spatiaux de Σ. Et finalement, H est la
contrainte scalaire ou Hamiltonienne, dictant l’e´volution de nos variables canoniques. Le lecteur pourra trouver
des expressions explicites dans [19, 26]. En plus de ces contraintes de premie`re classe, s’ajoute des contraintes
de seconde classe :
φab = (⋆Ra)XRbX = 0 (8.11)
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ψab ≈ RRDAR. (8.12)
La contrainte φ = 0 est la contrainte dite de simplicite´ et est similaire a` la contrainte (1.2). La contrainte ψ = 0
est issue du crochet de Poisson {H, φ} et revient a` imposer que la contrainte φ = 0 est pre´serve´e au cours de
l’e´volution dans le temps. Il est inte´ressant de noter la ressemblance de ψ avec la contrainte de re´alite´ (1.27) du
formalisme self-dual. Le crochet de Poisson des contraintes ϕ = (φ, ψ) est de la forme [19, 26] :
∆rs = {ϕr, ϕs} =
(
0 D1
−D1 D2
)
et son inverse est
∆−1rs =
(
D−11 D2D
−1
1 −D−11
D−11 0
)
,
ce qui nous permet de calculer le crochet de Dirac :
{f, g}D = {f, g} − {f, ϕr}∆−1rs {ϕs, g}.
L’alge`bre des contraintes de premie`re classe n’est pas modifie´e, et en de´finissant
G(Λ) =
∫
d3xΛXGX , H(N) =
∫
d3xNH,
D( ~N) =
∫
d3xNa(Ha +AXa GX), (8.13)
les contraintes ont des crochets de Poisson similaires au cas de la Loop Gravity explicite´s dans la partie I :
{G(Λ1),G(Λ2)}D = G([Λ1,Λ2]),{
D( ~N),D( ~M)
}
D
= −D([ ~N, ~M ]),{
D( ~N),G(Λ)
}
D
= −G(Na∂aΛ),{
H(N),G(Λ)
}
D
= 0, (8.14){
D( ~N),H(N)
}
D
= −H(L ~NN),{
H(N),H(M)
}
D
= D( ~K)− G(KbAb),
avec
[Λ1,Λ2]
X = fXY ZΛ
Y
1 Λ
Z
2 [
~N, ~M ]a = N b∂bM
a −M b∂bNa
L ~NN = Na∂aN −N∂aNa Kb = (N∂aM −M∂aN)RaXRbY gXY (8.15)
ou` fXY Z sont les constantes de structure de l’alge`bre sl(2,C) (les A ∈ {1, 2, 3} sont des indices de boosts et les
B ∈ {4, 5, 6} ∼ {1, 2, 3} sont des indices de rotations) :
fA3A1A2 = 0, f
A3
A1B2
= −ǫA1B2A3 , fA3B1B2 = 0,
fB3B1B2 = −ǫB1B2B3 , fB3A1B2 = 0, fB3A1A2 = ǫA1A2B3 .
Ainsi, comme dans la section 1.1, G ge´ne`re les transformations de jauge SL(2,C) (au lieu de SU(2)), D
ge´ne`re les diffe´omorphismes spatiaux sur Σ et H induit les diffe´omorphismes dans la direction temps i.e. les
reparame´risations du temps.
Cependant les relations de commutation entre la connexion A et la triade R,B changent. Plus pre´cise´ment,
la triade commutent toujours avec elle-meˆme. Mais la connexion n’est plus conjugue´e a` la triade. De plus, la
connexion ne commute plus avec elle-meˆme et l’expression de son crochet de Dirac avec elle-meˆme est assez
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lourde (pour les formules explicites, le lecteur peut se re´fe´rer a` [17, 26, 27]). Bien entendu, puisque nous utilisons
le crochet de Dirac, les variables canoniques initiales perdent leur roˆle de variables pre´fe´re´es et nous sommes
libres de choisir d’autres variables mieux adapte´es pour de´crire la the´orie. Suivant [27], nous ne modifions pas
la triade mais cherchons une nouvelle connexion A satisfaisant les crite`res -naturels et ne´cessaires pour assurer
une signification physique/ge´ome´trique a` A- suivants :
• A doit eˆtre une connexion de Lorentz i.e. se transformer correctement sous la loi de Gauss G :
{G(Λ),AXa }D = ∂aΛX − [Λ, Aa]X = ∂aΛX − fXY ZΛYAZa . (8.16)
• A doit eˆtre une 1-forme et donc se transformer correctement sous diffe´omorphisme spatiaux (sur Σ) :
{D( ~N),A}D = AXb ∂aN b −N b∂aAXb . (8.17)
• On aimerait que A soit “conjugue´e” a` la triade, cela permettrait e´galement que les ope´rateurs aires
aireS ∼
∫
S d
2x
√
nanbRaXR
bX (ou` na est la normale a` la surface S) soient diagonalisables. Cette condition
s’e´crit :
{AXa (x), RbY (y)}D ∝ δbaδ(3)(x, y). (8.18)
On obtient une famille a` deux parame`tres de possibles connexion A(λ, µ) satisfaisant ces conditions [27].
Leur expression en fonction de A et de R est :
AXa (λ, µ) = AXa +
1
2
((
1 +
λ
γ
)
− 1
γ
(1− µ)⋆
)
PR
1
1 + 1γ2
(
1− 1
γ
⋆
)
[Ba,G]X
+(λ+ µ⋆)
(
PR ⋆ A
X
a +Θ
X
a (R)
)
, (8.19)
avec
ΘXa (R) = Θ
X
a (χ) =
(
− ǫ
ijkχj∂aχk
1− χ2 ,
∂aχ
i
1− χ2
)
. (8.20)
Les proprie´te´s de commutation de ces connexions avec la(les) triade(s) sont simples :
{AXa (λ, µ), BbY }D = δba [((1 − µ)− λ⋆)PB ]XY (8.21)
{AXa (λ, µ), PB}D = {AXa (λ, µ), χ}D = 0. (8.22)
Malgre´ cela, le crochet de Dirac de A avec elle-meˆme reste ge´ne´riquement assez complique´.
A partir de la`, on obtiendrait, en utilisant comme observables de base les boucles de Wilson/re´seaux de spin
de la connexion A(λ, µ), une famille de quantifications non-e´quivalentes. Ainsi, on peut calculer l’action d’un
ope´rateur aire comme dans le cas de la Loop Quantum Gravity (partie I) sur une boucle de Wilson de A(λ, µ)
dans la repre´sentation (n ∈ N, ρ ≥ 0) et on trouverait [17, 27] :
aireS ∼ l2P
√
(λ2 + (1− µ)2)C(su(2)χ)− (1− µ)2C1(sl(2,C)) + λ(1 − µ)C2(sl(2,C)) (8.23)
ou` C(su(2)χ) = ~J · ~J = j(j+1) est le Casimir du groupe SU(2)χ (laissant le vecteur χ invariant), C1(sl(2,C)) =
TXTX = ~J
2− ~K2 = n2−ρ2 et C2(sl(2,C)) = (⋆T )XTY = ~J · ~K = nρ sont les deux Casimirs du groupe SL(2,C)
(on note TX les ge´ne´rateurs de SL(2,C) et le lecteur peut trouver des de´tails sur les repre´sentations de SL(2,C)
en appendice). Remarquons que cette formule d’aire est toujours bien de´finie graˆce a` la condition j ≥ n sur le
de´composition des repre´sentations unitaires de SL(2,C) en repre´sentations de SU(2).
Il s’agit par conse´quent de choisir une (ou des) quantifications “spe´ciales” distingue´es par des proprie´te´s
supple´mentaires impose´es sur A(λ, µ) qui seraient “naturelles”. Deux cas particuliers se distinguent :
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• D’une part, il existe une unique connexion commutative, qui correspond au choix (λ, µ) = (−γ, 1) i.e.
{A(−γ, 1),A(−γ, 1)}D = 0.
Notons cette connexion A. Alors
{AXa , RbY }D = γδba(PR)XY , (8.24)
c’est-a`-dire que seule la partie “rotation” de la connexion importe et est conjugue´e a` la triade “rotation”
R. Le spectre de l’aire re´sultant ne prend en compte que la partie “rotation” du Casimir de SL(2,C)
-la partie SU(2)χ- et reproduit exactement la formule de l’aire de la Loop Quantum Gravity de´pendant
explicitement du parame`tre d’Immirzi :
aireS ∼ l2Pγ
√
C(su(2)χ). (8.25)
De plus, on peut expliciter les parties rotations et boosts de A :∣∣∣∣ PRA = PR(1− γ⋆)A− γΘPBA = ⋆Θ(χ) = ⋆(χ ∧ ∂χ) (8.26)
En particulier, la partie boost PBA n’est pas une variable inde´pendante et est fonction du champ de
normale χ (donc fonction de la triade). De plus e´tant donne´ que Θ s’annule quand le champ χ est
constant1, dans la time gauge χ = χ0, A se re´duit simplement a` la connexion SU(2) d’Ashtekar-Barbero
a` la base du formalisme re´el de la Loop Gravity SU(2).
Plus pre´cise´ment, A est l’unique connexion SL(2,C) extension de la connexion SU(2) PR(1 − γ⋆)A (le
lecteur peut trouver la de´monstration dans les appendices de [17]). On a donc une pure connexion “rota-
tion” ou connexion d’espace.
• D’autre part, il existe une unique connexion d’espace-temps, qui correspond au choix (λ, µ) =
(0, 0) i.e. qui se transforme bien sous l’action des diffe´omorphismes d’espace-temps (H engendre bien
les diffe´omorphismes dans la direction temps). En effet, c’est l’unique connexion qui co¨ıncide avec la con-
nexion originale A sur la surface des contraintes GX = Ha = H = 0. Notons cette connexion simplement
A. Le crochet de Dirac avec la triade est :
{AXa , BbY }D = δba(PB)XY , (8.27)
c’est-a`-dire que seule la partie “boost” de la connexion importe et est conjugue´e a` la triade “boost” B.
Le spectre de l’aire re´sultant ne de´pend pas du parame`tre d’Immirzi et ne prend en compte que la partie
boost du Casimir de SL(2,C) :
aireS ∼ l2P
√
C(su(2)χ)− C1(sl(2,C)). (8.28)
De plus, on peut expliciter la partie rotation boost de A, qui est simplement e´gale a` la spin-connexion
fonction de la triade2 :
PRAXa = Γ(R)Xa =
1
2
fWYZ(PR)
XY RZa ∂cR
c
W +
1
2
fZWY
(
RTaRTb(PR)
XY +RXb R
Y
a −RXa RYb
)
RcZ∂cR
b
W .
(8.29)
Cette contrainte est a` comparer avec la contrainte de re´alite´ (1.28) et (2.41) du formalisme self-dual de la
Loop Gravity qui impose que la partie re´elle de la connexion complexe est e´gale a` la spin-connexion. Dans
ce cas, on voit que nous travaillons avec une pure connexion de boost.
Maintenant, je vais proce´der a` la quantification de ces deux formalismes, qui se distinguent naturellement du
cas ge´ne´ral (λ, µ) quelconque. Mais avant je tiens a` remarquer que la connexion commutative A ne se comporte
1Notons que PBΘ = 0.
2En fait, pour obtenir une expression de PRA relie´e a` la connexion de spin, il est ne´cessaire d’utiliser les contraintes de seconde
classe, que l’on peut ajouter a` n’importe quelle fonction des variables sans modifier les crochets de Dirac.
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pas normalement sous les diffe´omorphismes d’espace-temps (sous la contrainte Hamiltonienne H), ainsi il risque
d’avoir des proble`mes d’interpre´tation ge´ome´trique de l’action de H au niveau quantique (risque d’anomalie) !
D’un autre coˆte´, la connexion d’espace-temps A n’est pas commutative (pour le crochet de Dirac) donc il sera
plus complique´ de quantifier la the´orie dans ce cas !
Les boucles de Wilson SL(2,C) et les re´seaux de spin correspondants sont toujours des observables de la
the´orie. Ne´anmoins, l’aire de´pend de la normale χ comme on peut le voir sur les formules de “spectre” que j’ai
donne´es ci-dessus. Ainsi si nous voulons quantifier la the´orie et obtenir des e´tats quantiques de ge´ome´trie vecteurs
propres des ope´rateurs aire comme dans le cadre usuel de la Loop Quantum Gravity , il faudra conside´rer comme
fonctions d’onde des fonctionnelles invariantes de´pendant a` la fois de la connexion (de Lorentz), A ou A, et du
champ de normales χ. J’y consacrerai la section suivante, avant de proce´der explicitement a` la quantification des
deux the´ories (classiquement e´quivalentes) ci-dessus qui nous me`nera aux re´sultats principaux de cette partie :
• d’une part, a` partir de A, on re-de´rivera la Loop Quantum Gravity SU(2) et on en donnera une formulation
invariante sous le groupe de Lorentz,
• d’autre part, en utilisant A, on obtiendra le cadre des mode`les de mousse de spin (voir partie IV) avec
des re´seaux de spin simples de´crivant la ge´ome´trie de l’hypersurface canonique Σ a` travers son immersion
dans l’espace-temps.
8.2 Outils : re´seaux de spins projete´s
On s’inte´resse donc a` des fonctions d’une connexion de Lorentz A ∈ sl(2,C) et du champ de normales
χ ∈ SL(2,C)/SU(2) (χ peut eˆtre ge´ome´triquement/intuitivement compris comme la normale a` l’hypersurface
canonique Σ). J’ai introduit le mate´riel que je de´cris dans cette section dans l’article [48], ou` le lecteur pourra
trouver des preuves de toutes les affirmations non-de´montre´es ici. Dans ce cadre, une transformation de jauge
SL(2,C) agit a` la fois sur A et sur χ et l’invariance de jauge d’une fonction f(A,χ) se traduit par :
∀g ∈ SL(2,C) f(A,χ) = f(gA = gAg−1 + g∂g−1, g.χ). (8.30)
A l’aide d’une transformation de jauge, on remarque que l’on peut toujours tourner les vecteurs χ(x) jusqu’a`
atteindre un meˆme vecteur fixe´ χ0 (par exemple (1, 0, 0, 0)). Ainsi, une fonction invariante est entie`rement
de´termine´e par sa section a` χ = χ0 constant (sur Σ) fχ0(A) = f(A,χ = χ0) :
f(A,χ) = fχ0(
gA) pour tout g tel que g.χ = χ0. (8.31)
Remarquons que fχ0(A) a une invariance re´siduelle sous SU(2)χ0 . Ainsi, nous sommes en train d’e´tudier des
fonctions d’une connexion de Lorentz, non pas invariantes (d’une manie`re effective) sous SL(2,C) mais sim-
plement sous le groupe compact SU(2) ! Cette fixation de jauge est simplement la time gauge utilise´e en Loop
Gravity .
Dans ce cadre, je vais introduire des fonctions cylindriques, ne de´pendant de la connexion et de χ qu’a`
travers un nombre fini de variables. Tout comme les fonctionnelles cylindriques introduites pre´cedemment, elles
seront a` support sur un graphe. Je munirai les fonctions a` support sur un graphe donne´ d’une mesure et de´crirai
l’espace des fonctionnelles L2. Une base sera donne´e par des re´seaux de spin “projete´s”. Puis j’e´tudierai l’espace
total des fonctions cylindriques en le de´crivant comme un espace de Fock et en discutant la question de raffiner
le graphe-support. Enfin, j’expliquerai comment e´tendre le pre´sent formalisme a` n’importe quel groupe de Lie
non-compact.
8.2.1 Fonctions Cylindriques et Re´seaux de Spin Projete´s
Fixons-nous un graphe oriente´ Γ dans cette section, avec E liens et V vertex. Une fonction cylindrique de
A et de χ de´pendra des holonomies U1, . . . , UE de A le long des liens de Γ et des valeurs χ1, . . . , χV de χ aux
vertex du graphe. Une transformation de jauge agissant sur les holonomies a` leurs extre´mite´s, l’invariance de
jauge d’une fonction cylindrique s’e´crit :
∀{kv} ∈ SL(2,C)⊗V , φ(U1, U2, . . . , UE, χ1, . . . , χV ) = φ(ks(1)U1k−1t(1), . . . , ks(E)UEk−1t(E), k1.χ1, . . . , kV .χV ).
(8.32)
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Graˆce aux nouvelles variables χv, bien que la fonctionelle φ soit invariante sous SL(2,C)
V , la syme´trie de jauge
effective est compacte. En effet, a` χ fixe´, φ n’est invariante que sous ×Vv=1SU(2)χi . Plus pre´cise´ment, nous
pouvons “fixer de jauge” en tournant χ sur χ1, . . . , χV = χ0, comme fait sur une fonction ge´ne´rique. Cela
de´finit la fonction
φχ0 (U1, U2, . . . , UE) = φ(U1, U2, . . . , UE , χ1 = χ0, . . . , χV = χ0)
dont l’invariance de jauge est re´duite a` (SU(2)χ0)
V .
Physiquement, le plongement de Σ dans l’espace-tempsM est de´fini par le champ χ. Ici, nous avons retenu
qu’un nombre fini de valeurs χ1, . . . , χV et par conse´quent, du point de vue de la fonction cylindrique, le
plongement de Σ n’est de´fini qu’en ce nombre fini de points et est laisse´ flou partout ailleurs : Σ, vu par la
fonction cylindrique, n’est de´fini qu’en un nombre fini de points... En ces points, la normale χv est fixe´e et donc
la syme´trie re´duite de SL(2,C) a` SU(2)χv .
Puisque la syme´trie de jauge effective est compacte, une mesure naturelle pour inte´grer les fonctions cylin-
driques invariantes est la mesure de Haar sur SL(2,C). Plus pre´cise´ment, on de´finit la mesure :
µ(φ) =
∫
SL(2,C)E
∏
e
dgeφ(g1, . . . , gE , χ1, χ2, . . . , χV ) =
∫
SL(2,C)E
∏
e
dgeφχ0(g1, . . . , gE), (8.33)
et le produit scalaire :
〈φ|ψ〉 =
∫
SL(2,C)E
∏
i
dgiφ¯(g1, . . . , gE , χ1, χ2, . . . , χV )ψ(g1, . . . , gE , χ1, χ2, . . . , χV )
=
∫
SL(2,C)E
∏
i
dgiφ¯χ0(g1, . . . , gE)ψχ0(g1, . . . , gE). (8.34)
Il est facile de ve´rifier que ces quantite´s sont bien de´finies pour des fonctionnelles invariantes de jauge. On peut
alors conside´rer l’espace des fonctions L2 pour cette mesure.
Avant d’e´tudier la structure de cet espace, remarquons qu’il sera toujours possible de regarder des observ-
ables invariantes de jauge et fonction uniquement de la connexion sur cet espace d’Hilbert. En effet, pour
O(U1, . . . , UE) invariantes de jauge (fonctions cylindriques usuelles de la connexion), on peut conside´rer les
e´le´ments de matrices
〈φ|O|ψ〉 =
∫
SO(3,1)E
∏
i
dgiφ¯(g1, . . . , gE , χ1, . . . , χV )O(g1, . . . , gE)ψ(g1, . . . , gE , χ1, . . . , χV ), (8.35)
qui ne de´pendent pas des χ et sont bien de´finis pour O borne´.
Il est facile d’exhiber une base orthonormale de l’espace L2, que nous noterons HΓ. Elle sera donne´e par des
re´seaux de spin “projete´s”. Leur structure est tre`s similaire aux re´seaux de spin de´crit pre´ce´demment. En effet,
puisque la syme´trie de jauge (effective) est re´duite a` SU(2), je vais attacher des entrelaceurs SU(2) aux vertex
au lieu d’entrelaceurs SL(2,C) comme on s’attendrait pour des re´seaux de spin SL(2,C). D’ou` l’appelation
“projete´” puisque la syme´trie de jauge est projete´e de SL(2,C) a` SU(2)χ.
Explicitement, le proce´dure normale pour construire un re´seau de spin est d’assigner une repre´sentation Ii
de SL(2,C) a` chaque lien ei du graphe Γ, puis de choisir un SL(2,C)-entrelaceur Iv pour chaque vertex v du
graphe et de construire la fonctionnelle re´seau de spin en contractant les holonomies Ui[A] (le long des liens ei)
dans la repre´sentation Ii avec les entrelaceurs pour obtenir un scalaire :
φ(A) =
⊗
v
Iv
⊗
i
DIi(Ui). (8.36)
Dans notre cas, on choisit en plus une repre´sentation j
(v)
i de SU(2) pour chaque lien ei du graphe -plus
pre´cise´ment deux par lien, un pour chaque vertex aux extre´mite´s- et un SU(2)-entrelaceur iv entrelac¸ant les
repre´sentations autour de chaque vertex v. Pour coller les holonomies en utilisant ces entrelaceurs, on va les
projeter au niveau des vertex.
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Fig. 8.1 – Un re´seau de spin projete´, fonctionnelle des holonomies Ui et des normales χ : les liens sont labelle´s
par les couples de repre´sentations (I, j) de SL(2,C) et SU(2) et les vertex par des entrelaceurs SU(2).
Pour eˆtre plus explicite, notons RI l’espace d’Hilbert de la repre´sentation I de SL(2,C) et V j l’espace
d’Hilbert de la repre´sentation j de SU(2). Les repre´sentations unitaires irre´ductibles de SL(2,C) sont de di-
mension infinie et labelle´e par un couple (n ∈ N, ρ ≥ 0) (voir en appendice pour plus de de´tails). Alors on
peut de´composer R(n,ρ) en repre´sentations de SU(2). Pour cela, choisissons un sous-groupe SU(2) particulier
de SL(2,C) i.e. choisissons une normale (temps) x ∈ SL(2, C)/SU(2) et regardons le sous-groupe SU(2)x des
transformations laissant le vecteur x invariant. Alors :
R(n,ρ) =
⊕
j≥n
V j(x). (8.37)
Appelons P j(x) le projecteur orthogonal de R
(n,ρ) sur V j(x). Il s’exprime
P j(x) = ∆j
∫
SU(2)x
dg ζ
j
(g)D(n,ρ)(g), (8.38)
ou` ∆j = (2j + 1) est la dimension de repre´sentation j, l’inte´gration sur le sous-groupe SU(2)x, D
(n,ρ)(g) la
matrice de g dans la repre´sentation (n, ρ) et ζj le caracte`re de la repre´sentation j.
Pour construire le re´seau de spin projete´, on inse`re ce projecteur aux deux extre´mite´s de chacun des liens et
la fonctionnelle a la structure suivante autour d’un certain noeud v (trivalent pour simplifier les notations) :
φ(U1, U2, U3, . . . , χv, . . . ) = i
j1j2j3
v
3∏
i=1
|Iiχvj(v)i mi〉〈Iiχvj(v)i mi|DIi(Ui) . . . autres vertex, (8.39)
ou` |Ixjm〉 est la base de V j(x) →֒ RI , avec m allant de −j a` j, et ou` on somme sur les vecteurs mi. En quelques
mots, on trace sur V j(χ) au lieu de R
I au niveau des vertex.
Il est facile de ve´rifier que ces nouveaux re´seaux de spin satisfont l’invariance de jauge (8.32). Et un calcul
simple permet de montrer qu’une fois choisie une base orthonormale d’entrelaceurs de SU(2), les re´seaux de
spin projete´s re´sultants forment une base de l’espace HΓ des fonctionnelles cylindriques L
2 de A et χ a` support
sur le graphe Γ i.e. le produit scalaire de deux re´seaux de spin est une fonction delta en les repre´sentations I et
j et en les SU(2)-entrelaceurs.
Insistons sur le fait qu’a priori il y a deux repre´sentations de SU(2) diffe´rentes pour chaque lien, lie´es a` ses
deux extre´mite´s. Quand on s’occupera de raffiner les re´seaux de spin projete´s, on sera re´duit naturellement a`
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conside´rer que les cas ou` les deux repre´sentations co¨ıncident et donc que chaque lien n’est labelle´ que par une
seule repre´sentation de SU(2).
Il est inte´ressant de remarquer que les re´seaux de spin projete´s sont intimement lie´s aux re´seaux de spin usuels
SU(2). En effet, conside´rons la restriction d’un re´seau de spin projete´, dans la fixation de jauge ∀v, χv = χ0, au
sous-groupe SU(2)E (au lieu de SL(2,C)E). Alors l’invariance de jauge re´siduelle signifie que cette restriction
est justement une fonctionnelle cylindrique sur SU(2) invariante sous des transformations SU(2). Et on obtient
en fait un re´seau de spin SU(2), avec des liens labelle´s par les repre´sentations de SU(2) donne´es par le re´seau
de spin projete´ (en fait, il faut que les deux repre´sentations SU(2) associe´es a` chaque lien co¨ıncident sinon
la fonctionnelle restreinte est simplement nulle). Ce re´seau de spin SU(2) ne de´pend plus des repre´sentations
Ie = (ne, ρe) de SL(2,C) attache´es aux liens, mais seulement des repre´sentations je de SU(2). De ce point de vue,
les je suffisent a` de´crire la ge´ome´trie intrinse`que 3d de l’hypersurface. Et les (ne, ρe) de´crivent la manie`re dont
l’hypersurface change sous des transformations de Lorentz infinite´simal i.e. le plongement de l’hypersurface dans
l’espace-temps environnant. En fait, dans les chapitres suivants, nous verrons que duˆes aux conditions impose´es
sur A et sur A, nous obtiendrons en fait deux formulations comple´mentaires : avec A, les e´tats de´criront la
ge´ome´trie intrinse`que de Σ tandis qu’avec A, les e´tats de´criront le plongement de Σ dans l’espace-temps.
8.2.2 Raffiner les fonctions cylindriques
Tout comme pour l’e´tude des re´seaux de spin expose´e dans la partie II, dans l’e´tude des re´seaux de spin
projete´s, j’ai commence´ par la construction des espaces d’Hilbert HΓ des fonctions cylindriques L
2 a` support
sur un graphe donne´ Γ. Maintenant, je vais m’inte´resser a` la structure de l’espace total des fonctionnelles
cylindriques c’est-a`-dire a` la somme sur les graphes de tous les HΓ.
Tout d’abord, nous utilisons simplement la mesure de Haar sur SL(2,C) et l’espace HΓ est l’espace des
fonctions L2 sur SL(2,C)E invariantes sous le groupe compact SU(2)V . Ainsi, comme le groupe d’invariance est
compact, il suffit de prendre des fonctions quelconques sur SL(2,C)E et d’imple´menter l’invariance sous SU(2)
en inte´grant partiellement les fonctions. Il est alors tre`s facile de munir l’espace total H = ⊕ΓHΓ d’une structure
d’espace de Fock en e´crivant des ope´rateurs de cre´ation et d’annihilation.
Par exemple, conside´rons deux graphes Γ1 ⊂ Γ et notons Γ′ = Γ \ Γ1. Choisissons maintenant une fonction
ϕ ∈ HΓ1 . On de´finit l’ope´rateur d’annihilation agissant sur HΓ
∀f ∈ HΓ (aϕf)(gf∈Γ′ , xw∈Γ′) =
∫ ∏
e∈Γ1
dgeϕ¯(ge∈Γ1 , xv∈Γ1)f(ge∈Γ1 , gf /∈Γ1 , xv∈Γ) (8.40)
ou` on prend les meˆmes variables xv∈Γ1 pour ϕ et f . aϕ envoie bien HΓ sur HΓ′ .
De meˆme, on peut rajouter des liens a` un graphe Γ en multipliant les fonctions de HΓ par des fonctions
cylindriques L2 a` support seulement sur les liens a` rajouter. On pourrait e´galement coller deux graphes avec
des liens en commun si les fonctions cylindriques de´finies sur les deux graphes sont a` support compact.
Un autre point inte´ressant est la possibilite´ de raffiner les fonctionelles cylindriques projete´es. En effet,
physiquement, la fonctionelle cylindrique ne connaˆıt qu’une nombre fini de points de Σ : les vertex du graphe,
ou` on connaˆıt explicitement la normale a` l’hypersurface. On peut donc se poser la question de donner plus
d’informations a` la fonctionnelle cylindrique pour qu’elle en connaisse plus sur la ge´ome´trie de Σ. En fait, lors
de la quantification, les fonctionnelles cylindriques deviendront les fonctions d’onde de la ge´ome´trie de Σ et
l’e´tat quantique de Σ ne sera de´fini qu’a` travers l’information lue a` partir de la fonctionnelle cylindrique.
Rajouter l’information de la normale a` un point x de Σ revient a` projeter la fonctionnelle a` ce point de
SL(2,C) sur SU(2)χ(x). On s’inte´resse donc aux vertex bivalents : pour raffiner une fonctionnelle cylindrique,
on rajoute des vertex bivalents le long des liens. Dans la limite, on aura projete´ la fonctionnelle en tout point.
Pour de´finir une telle limite, on aimerait de´finir des suites de fonctionnelles cylindriques cohe´rentes a` support
sur des graphes de plus en plus fins.
Commenc¸ons donc par de´finir la notion de “cohe´rent”, c’est-a`-dire comment rajouter/enlever un vertex
bivalent a` une fonctionnelle cylindrique. Pour cela, concentrons-nous tout d’abord sur la relation entre l’espace
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des fonctions ne de´pendant que d’un lien et l’espace de celles ou` on rajoute un vertex au milieu du lien :
f(g, x, y) = f(kgh−1, kx, hy)
l ?
φ(g1, g2, x, y, z) = φ(ag1c
−1, cg2b
−1, ax, by, cz).
(8.41)
L’ope´ration la plus naturelle entre ces deux ensembles est de commencer avec une fonction f et de de´finir une
fonction φ en contractant les deux e´le´ments du groupe :
f → φ(g1, g2, x, y, z) = f(g = g1g2, x, y). (8.42)
On peut alors de´finir une ope´ration inverse pour aller de φ a` f en inte´grant sur la valeur z de la normale au point
supple´mentaire. Plus pre´cise´ment,
∫
dz φ(g1, g2, x, y, z) ne de´pend de g1 et g2 qu’a` travers le produit g = g1g2.
Ainsi, on peut exprimer la meˆme inte´grale par un produit de convolution :
φ→ f(g, x, y) =
∫
SL(2,C)
dg˜ φ(g˜, g˜−1g, x, y, z) =
∫
H+
dz φ(g1, g2, x, y, z). (8.43)
Ne´anmoins, cela n’est pas vraiment ce que nous recherchons, car la fonction φ de´finie a` partir de f ne
de´pend pas de la variable normale z. Ce que nous voulons c’est rajouter l’information z donc nous cherchons
une nouvelle fonction φ de´pendant de z.
Pour avoir une ide´e plus pre´cise de la proce´dure, il est plus simple de regarder les re´seaux de spin projete´s.
Concentrons-nous de nouveau sur un lien particulier du re´seau. Trois variables vivent sur ce lien : un e´le´ment du
groupe g et deux normales x et y aux deux vertex extre´mite´s. Le re´seau de spin de´pend alors d’une repre´sentation
I de SL(2,C) et de deux repre´sentations j1, j2 de SU(2) et la fonctionnelle correspondante s’e´crit :
f(g, x, y, . . . ) = 〈Ixj1m1|DI(g)|Iyj2m2〉 . . . (8.44)
On peut cre´er un vertex bivalent en inse´rant au milieu de ce lien l’identite´
∀j, IdRI = 1∆j
∫
H+
dzP j(z). (8.45)
Cela n’est possible que si j1 = j2 = j. En effet, on veut imposer une invariance par SU(2) au niveau du nouveau
vertex et, pour cela, il fautque cela soit la meˆme repre´sentation de SU(2) de chaque coˆte´ du vertex bivalent.
Ainsi, nous sommes naturellement re´duit a` une seule repre´sentation j de SU(2) pour chaque lien du graphe !
Maintenant, on conside`re le nouvelle fonctionnelle
φ(g1, g2, x, y, z, . . . ) =
1
∆j
〈Ixj1m1|DI(g1)P j(z)DI(g2)|Iyj2m2〉 . . . (8.46)
ou` on a inse´re´ le projecteur P j(z) sur la repre´sentation j de SU(2)z. Si nous appliquons l’application (8.43) et
que nou inte´grons φ sur z, on retrouve la fonction f de de´part.
Le “proble`me” avec cette proce´dure est que cette projection n’est pas compatible avec le produit scalaire,
c’est-a`-dire que les normes L2 de f et de φ ne sont pas e´gales. En fait, pour une fonction φ L2 arbitraire,
f n’est pas force´ment L2... Ne´anmoins, si φ e´tait (grosso modo) L4, alors f est L2. On est ainsi amene´ a`
travailler avec des fonctions dans L2 ∩ L4 ∩ L6 ∩ . . . , par exemple des fonctions a` support compact (en fait a`
support compact dans l’espace de Fourier, ou` on exprime les fonctionnelles comme fonctions des repre´sentations
I = (n ∈ N, ρ ∈ R) de SL(2,C) au lieu de fonctions d’e´le´ments du groupe). Il existe alors des suites cohe´rentes
de fonctionnelles cylindriques de plus en plus raffine´es ! Malheureusement, je ne sais pas si l’ensemble de ces
suites peut eˆtre muni d’une structure d’espace d’Hilbert. Le lecteur pourra cependant trouver une discussion
plus de´taille´e de cette question dans [48].
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8.2.3 Ge´ne´ralisation a` un groupe quelconque
Commenc¸ons par rappeller quelques faits de the´orie des groupes et introduisons le sous-groupe compact
maximal d’un groupe donne´ G et rappelons ses proprie´te´s. On conside`re donc un groupe connexe line´aire
re´ductif G i.e. un groupe connexe ferme´ de matrices re´elles ou complexes stable sous transconjugaison On note
G son alge`bre de Lie. On de´finit l’automorphisme Θ de G consistant a` prendre l’inverse du transconjugue´. On
a Θ2 = 1 et on appelle Θ l’involution de Cartan. Alors
K = {g ∈ G|Θg = g} (8.47)
est connexe et compact et est un sous-groupe compact maximal de G. Par exemple, c’est SO(3) dans le cas de
G = SO(3, 1) et c’est SU(2) dans le cas de G = SL(2,C). La diffe´rentielle θ de Θ a` l’identite´ 1 est un automor-
phisme de G, donne´e par l’oppose´ de la transconjugaison. Puisque θ2 = 1, on peut de´finir la de´composition de
Cartan de G
G = p⊕m, (8.48)
ou` p and m sont les espaces propres de correspondant aux valeurs propres 1 et -1 de θ. p consiste des e´le´ments
anti-Hermitiens de G et m des e´le´ments Hermitiens. Et on obtient facilement que :
[p, p] ⊂ p
[p,m] ⊂ m
[m,m] ⊂ p
(8.49)
La de´composition de Cartan de G est donne´e par l’application :
K ×m → G
(k, u) → k exp(u) . (8.50)
C’est un diffe´omorphisme, qui identifie le quotient X = G/K du groupe G par l’action a` gauche de K a` l’espace
m.
Une fonction cylindrique projete´e est de´finie a` support sur un graphe Γ -avec E liens oriente´s et V vertex-
et de´pend d’un e´le´ment du groupe pour chaque lien et d’une variable x ∈ G/K pour chaque vertex. De plus,
on demande l’invariance de jauge sous G :
∀ki ∈ G, φ(g1, g2, . . . , gE , x1, . . . , xV ) = φ(ks(1)g1k−1t(1), . . . , ks(E)gEk−1t(E), k1.x1, . . . , kV .xV ). (8.51)
Une telle fonction peut eˆtre construite a` partir d’une fonction quelconque sur G⊗E en inte´grant (a` gauche) sur la
partie K des E e´le´ments du groupe. Une fixation de jauge correspond a` fixer toutes les variables x a` des valeurs
arbitraires et le cas particulier χ = χ0 revient a` fixer tous les x a` la classe d’e´quivalence [Id] de l’identite´ i.e. le
sous-groupeK lui-meˆme. La mesure que j’introduis est le mesure de Haar dg⊗E . L’espace d’Hilbert re´sultant est
l’espace des fonctions invariantes L2. Ainsi, nous avons “e´vite´” les proble`mes auxquels nous sommes confronte´s
dans l’e´tude des espaces des orbites pour les groupes non-compacts de la partie II.
On ge´ne´ralise la construction des re´seaux de spin projete´s. Pour cela, regardons comment une repre´sentation
de G se de´compose en repre´sentations de K. Soit donc une repre´sentation π de G de´finie sur un espace d’Hilbert
V . Quand K agit par des ope´rateurs unitaires, alors on peut de´composer π en repre´sentations irre´ductibles de
K (voir chapitre 8 de [69]) :
π =
∑
τ∈Kˆ
nτ τ (8.52)
ou` Kˆ est l’ensemble des classes d’e´quivalence (unitaire) de repre´sentations irre´ductibles de K et nτ ∈ N∪{+∞}
est la multiplicite´ de chaque repre´sentation. De plus, si π est une repre´sentation irre´ductible unitaire, alors
toutes les multiplicite´es nτ sont finies et satisfont nτ ≤ dimτ .
On peut e´galement introduire la notion de vecteurs K-finis qui sont les vecteurs v tels que π(K)v ge´ne`re
un espace de dimension finie. Pour des re´pre´sentations unitaires (ou plus ge´ne´ralement admissibles), tous les
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vecteurs K-finis sont des vecteurs C∞, l’espace des vecteurs K-finis est stable sous π(G) et tous les e´le´ments de
matrices g → (π(g)u, v), avec u K-finis, sont des fonctions analytiques sur G.
On peut alors introduire les re´seaux de spin projete´s. On choisit E e´le´ments du groupe g1, . . . , gE sur les
liens du graphe et V e´le´ments x1, . . . , xV sur le quotient G/K. On choisit aussi E repre´sentations I (unitaires
irre´ductibles) de G, et 2E repre´sentations de K. On suit exactement la meˆme construction que dans le cas
SL(2,C) choisissant V K-entrelaceurs et les contractant avec les e´le´ments de matrice de πIi(gi) a` l’aide d’une
base de l’espace d’Hilbert de la repre´sentation du sous-groupe K (en fait du sous-groupe K(x) stabilisateur de
x). Finalement, graˆce a` la K-finitude des vecteurs utilise´s dans la construction, la fonctionnelle re´sultante est
parfaitement bien de´finie.
8.3 Quantification : retrouver la Loop Gravity SU(2)
On aimerait quantifier canoniquement la relativite´ ge´ne´rale en utilisant les boucles de Wilson de la connexion
de Lorentz A, qui semble n’eˆtre qu’une simple extension a` SL(2,C) de la connexion SU(2) d’Ashtekar-Barbero.
Cela sera confirme´ au niveau de la the´orie quantique. En effet, je vais montrer que l’on retrouve exactement
comme espace des e´tats quantiques le meˆme espace d’Hilbert des re´seaux de spin SU(2) qu’en Loop Quantum
Gravity . En fait, on aura une extension a` SL(2,C) de ces structures i.e. on pourra agir sur les re´seaux de spin
SU(2) avec des boosts et donc explorer la the´orie en dehors de la fixation de jauge χ(x) = χ0 = (1, 0, 0, 0) (time
gauge). Egalement, on retrouvera le meˆme spectre de l’aire discret et de´pendant du parame`tre d’Immirzi. On
aura ainsi comple`tement de´rive´ le formalisme usuel de la Loop Quantum Gravity a` partir du nouveau formalisme
canonique covariant. Cela permet d’avoir un nouveau point de vue “covariant” sur la Loop Quantum Gravity
, et dans ce cadre, il est utile de se rappeller que la connexion A ne se transforme pas normalement sous
les diffe´omorphismes d’espace-temps et que cela peut induire un proble`me d’interpre´tation ge´ome´trique (dans
l’espace-temps) de la contrainte Hamiltonienne H.
Ce proble`me semble eˆtre relie´ a` la remarque de Samuel [25] comme quoi les boucles de Wilson de la con-
nexion d’Ashtekar-Barbero n’ont pas d’interpre´tation dans l’espace-temps. Ainsi, modifier le plongement de
l’hypersurface dans l’espace-temps change la valeur de cette boucle de Wilson. Ne´anmoins, cette difficulte´ dis-
paraˆıt comple`tement dans le nouveau formalisme ou` nous tenons compte de plongement de l’hypersurface dans
l’espace-temps graˆce au champ de normales χ. Ainsi la connexion A de´pend explicitement du plongement de
Σ dans M a` cause de la contrainte (8.26) sur PRA. Par contre, les boucles de Wilson de A sont des objets
(d’espace-temps) bien de´finis invariants de jauge SL(2,C) donc invariants sous changement de χ. Le proble`me
re´el se situe alors au niveau de la dynamique de A dans l’espace-temps i.e. au niveau de la contrainte Hamil-
tonienne H. Reste que la the´orie est toujours invariante sous diffe´omorphismes de l’espace-temps car l’alge`bre
des contraintes n’est pas modifie´e par le choix de la connexion ! Par contre, choisir une connexion particulie`re
revient a` choisir une repre´sentation particulie`re des diffe´omorphismes. Peut-eˆtre que certaines repre´sentations
posent des proble`mes lors de la quantification. Egalement on pre´fe`re ge´ne´ralement la repre´sentation naturelle
des diffe´omorphismes (de l’espace-temps), ce qui permet de conserver l’interpre´tation ge´ome´trique des quantite´s.
Ainsi, il est naturel de pre´fe´rer la the´orie quantique base´e sur la connexion d’espace-temps A, que je de´crirai
dans la prochaine section, a` la pre´sente quantification reproduisant la Loop Quantum Gravity usuelle.
Conside´rons une boucle de Wilson de la connexion de Lorentz A
Uα[A] = P exp
(∫
α
dxiAXi TX
)
, (8.53)
ou` α est une boucle oriente´e (et TX les ge´ne´rateurs de SL(2,C)). C’est l’objet invariant de jauge de base.
On regarde habituellement les repre´sentations principales unitaires irre´ductibles R(n,ρ) de SL(2,C), car ce sont
celles intervenant dans la formule de Plancherel (voir en appendice pour plus de de´tails). Mais comme remarque´
pre´ce´demment, ces observables ne nous suffisent pas dans notre cas car ces fonctionnelles ne sont pas des vecteurs
propres de l’ope´rateur aire et par conse´quent n’ont pas d’interpre´tation physique/ge´ome´trique simple en tant
que fonctions d’onde de la ge´ome´trie. En effet, conside´rons une petite surface intersectant la boucle en un point
x, pour calculer l’ope´rateur aire, il faut de´composer la repre´sentation R(n,ρ) de SL(2,C) en les repre´sentations
V jχ(x) du sous-groupe SU(2)χ(x) (laissant le vecteur χ(x) invariant). D’apre`s la formule (8.25) donnant l’action
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de l’ope´rateur aire, chaque sous-espace V j donnera une contribution γ
√
j(j + 1) et l’ope´rateur aire total ne sera
pas une simple multiplication : l’ope´rateur aire n’est pas diagonal sur les boucles de Wilson (ou re´seaux de spin
SL(2,C)).
Pour obtenir des vecteurs propres, nous avons besoin de pouvoir se´lectionner un sous-espace particulier
V jχ(x). Puisque ce sous-espace de´pend de χ, nous devons conside´rer des fonctionnelles invariantes de´pendant a`
la fois de A et du champ χ. Cela justifie l’e´tude de la section pre´ce´dente. En effet, les re´seaux de spin projete´s
construits projetent bien la repre´sentation R(n,ρ) de SL(2,C) sur des repre´sentations V jχ(x) de SU(2) : un re´seau
de spin donne´ est un vecteur propre des ope´rateur aires d’une surface intersectant son graphe-support a` un/des
vertex. Si l’on veut conside´rer une surface n’intersectant le graphe-support a` un vertex, il faut raffiner le re´seau
de spin en introduisant un vertex bivalent sur le graphe au niveau du point d’intersection. Dans la limite d’une
fonctionnelle infiniement raffine´e, on aurait un vecteur propre de tous les ope´rateurs aire.
Dans ce cadre, on a des vecteurs propres de l’aire et on peut le´gitimement e´crire le spectre des aires :
aireS ∼ γ
√
C(SU(2)χ) ∼ γ
√
j(j + 1), (8.54)
qui reproduit bien le spectre de l’aire de la Loop Quantum Gravity SU(2) !
Les repre´sentations (n, ρ) de SL(2,C) n’interviennent pas dans cette formule. On aimerait dire qu’elles
de´crivent simplement la manie`re dont les re´seaux de spin projete´s se comportent sous des boosts de Lorentz et
donc de´crivent le plongement de l’hypersurface Σ dans l’espace-temps.
A ce niveau, on aurait tendance a` penser que le travail est fini. Cependant, il faut de´crire la structure d’espace
d’Hilbert de l’espace des e´tats (ici : les re´seaux de spin projete´s). On aimerait prendre simplement la mesure de
Haar naturelle comme utilise´e dans la section pre´ce´dente. Mais, en fait, il faut tenir compte des contraintes de
seconde classe, qui se manisfestent par les contraintes sur la connexion A. En effet, PBA est fonction de χ, et
cela re´duit de 18 a` 9 le nombres de composantes inde´pendantes de la connexion A. Cette contrainte devra eˆtre
pris en compte dans la mesure : on ne veut inte´grer que sur les configurations des champs A et χ satisfaisant
cette contrainte !
Je rappelle l’expression exacte de la contrainte liant A et χ :
PBA = ⋆Θ(χ) = ⋆(χ ∧ ∂χ).
Comme nous l’avons vu, une fonction f , de A et de χ, invariante de jauge est entie`rement de´termine´e par sa
valeur fχ0 dans la fixation de jauge χ = χ0 (qui n’est qu’autre que la time gauge). Commenc¸ons par analyser ce
qui se passe dans cette jauge. Dans ce cas, PBA = 0 : A est re´duit a` sa partie SU(2)χ0 et devient simplement
une connexion SU(2). Plus pre´cise´ment, les holonomies de A sont des e´le´ments de SU(2). Par conse´quent,
pour imple´menter cette contrainte, on peut se restreindre aux fonctions fχ0 de´finies sur SL(2,C)
E a` support
seulement sur SU(2)Eχ0 ou, de manie`re e´quivalente, il suffit de conside´rer le produit scalaire :
〈f |g〉 =
∫
[SUχ0(2)]
E
dUe fχ0(Ue)gχ0(Ue). (8.55)
Cette mesure est bien invariante sous SL(2,C) : je l’ai de´finie sur la section χ = χ0, il suffit de faire une
transformation de jauge pour sortir de cette jauge particulie`re. Par contre, si on regarde ce produit scalaire sur
les re´seaux de spin projete´s, il y a une e´norme de´ge´ne´rescence. Et tout comme dans le cadre de la construction
GNS, il faut enlever tous les e´tats dont la norme est nulle.
Pour un re´seau de spin projete´ de´fini par les repre´sentations (ne, ρe) de SL(2,C) et les repre´sentations
je de SU(2), qui satisfont je ≥ ne (condition pour trouver la repre´sentation j dans la de´composition de la
repre´sentation (n, ρ)), nous avons de´ja` vu que la restriction de la fonctionnelle, dans la jauge χ = χ0, a` SU(2)
E est
simplement le re´seau de spin SU(2) labelle´ par les repre´sentations je. Ainsi, tous les re´seaux de spin partageant les
meˆmes labels je sont e´quivalents du point de vue du produit (8.55) quelque soient leurs repre´sentations (ne, ρe).
On retrouve ainsi exactement le meˆme espace d’Hilbert des e´tats quantiques que pour la Loop Quantum Gravity
usuelle !
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De plus, on peut maintenant e´galement de´crire les re´seaux de spin en dehors de la time gauge i.e. de´crire
les solutions aux contraintes de seconde classe en toute ge´ne´ralite´ et ne pas seulement les de´crire dans la jauge
χ = χ0. Pour cela, prenons une solution des contraintes dans la jauge χ = χ0, puis agissons dessus par des
transformations de jauge. Par exemple, prenons un re´seau de spin SU(2). Comme nous venons de le voir, c’est
une solution des contraintes. Agissons dessus par une transformation de Lorentz. Il s’agit de faire tourner le
champ χ(x) et donc les sous-espaces SU(2)χ, en tout point de l’espace, en particulier en tout point du graphe-
support. Pour cela, on est amene´ a` conside´rer des re´seaux de spin projete´s en tout point, ou des re´seaux de spin
projete´s infiniment raffine´s, ou encore des re´seaux de spin totalement projete´s.
Pour eˆtre plus explicite, regardons le cas d’une simple holonomie U
(n,ρ)
α [A] le long d’un lien α dans la
repre´sentation (n, ρ). On choisit une repre´sentation j de SU(2) associe´ au lien α. On peut de´finir une “holonomie”
totalement projete´e en choisissant une partition de α =
∐N
k=1[ak, ak+1], projetant aux N points ak de cette
partition, puis raffinant la partition N →∞ :
U (n,ρ,j)α [A, χ] = lim
N→∞
P
{
N∏
n=1
P jχvn+1
U (n,ρ)αn [A]P
j
χvn
}
, (8.56)
ou` P j(x) de´note comme pre´ce´demment le projecteur R
(n,ρ) → V j(x). On aimerait qu’une telle boucle de Wilson
ou qu’un re´seau de spin de´fini similairement soit solution des contraintes de seconde classe i.e. ne de´pendent
que de la partie SU(2)χ de la connexion A en tout point. Dans la limite d’un raffinage infini de la partition, a`
un point donne´ x ∈ α, on est amene´ a` conside´rer P j(χ)A(x)XTXP j(χ). On veut que la partie TX = K de cette
expression soit nulle. En regardant les repre´sentations de SL(2,C) (voir en annexe), on aperc¸oit que :
P j(χ)
~KP j(χ) = β(j)P
j
(χ)
~JP j(χ) avec β(j) =
nρ
j(j + 1)
.
Par conse´quent la partie boost disparaˆıt a` condition que β(j) = 0 i.e. si et seulement si nρ = 0. Ceci se´lectionne
les repre´sentations simples de SL(2,C) avec soit n = 0 (se´rie continue) soit ρ = 0 (se´rie discre`te). Dans ces cas,
les re´seaux de spin totalement projete´s, labelle´s par des repre´sentations simples de SL(2,C), sont bien solutions
des contraintes de seconde classe (liant A et χ). Leurs sections a` χ = χ0 sont toujours bien les re´seaux de spin
SU(2).
Ceci conclut l’e´tude des e´tats quantiques de la the´orie fonde´e sur la connexion d’Ashtekar-Barbero ge´ne´ralise´e
A. Ce sont des re´seaux de spin totalement projete´s labelle´s par des repre´sentations simples ((0, ρ) ou (n, 0)) de
SL(2,C). Ils se re´duisent dans la jauge χ = χ0 a` de simples re´seaux de spin SU(2). Le produit scalaire peut eˆtre
donne´ dans cette jauge particulie`re : c’est la meˆme mesure qu’en Loop Quantum Gravity , de´finie simplement a`
partir de la mesure de Haar SU(2).
8.4 L’alternative : une Loop Gravity covariante
On s’inte´resse maintenant a` une quantification utilisant des fonctionnelles de la connexion A. Rappelons la
particularite´ de cette connexion : c’est l’unique connexion se transformant correctement sous les diffe´omorphismes
d’espace-temps dans le formalisme canonique.
La difficulte´ principale lors de la quantification dans ce cas est la non-commutativite´ (classique) de A. Et il
faut prendre en compte ce crochet de Dirac non-nul de A avec elle-meˆme au niveau des ope´rateurs correspondant
Â. Dans ce cadre, je n’ai pas quantifie´ totalement la the´orie, et je ne vais donner qu’une repre´sentation des
crochets de Dirac en un nombre fini de points de Σ. Ne´anmoins, dans cette quantification partielle, on trouve
exactement les meˆmes structures cine´matiques que dans le mode`le de mousse de spin de Barrett-Crane, que
je de´crirai dans la partie IV. Cette quantification permet ainsi d’obtenir un lien explicite entre le formalisme
canonique et les the´ories covariantes de mousse de spin !
Commenc¸ons par e´tudier le cas limite γ → ∞. Alors l’action de Palatini ge´ne´ralise´e se re´duit a` l’action de
Palatini usuelle avec un unique terme ⋆(e ∧ e) ∧ F (ω). Les crochets de Dirac s’e´crivent :
{B,B}D = 0,
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Fig. 8.2 – Un re´seau de spin simple labelle´ par les repre´sentations simples ρi, qui de´finissent l’aire des surface
duales aux liens. Les χ donnent la normale a` l’hypersurface au niveau des liens.
{PBA, PBA}D = 0,
{PBAXa , BbY }D = δba(PB)XY ,
{PRA, PRA}D = 0, (8.57)
et la non-commutativite´ de A est entre sa partie rotation PRA et sa partie boost PBA et re´side dans la contrainte
PRA = Γ(R),
exprimant PRA comme une fonction (la connexion de spin) de la triade R ou B. Puisque la partie PRA n’est
pas une variable inde´pendante et n’intervient pas dans les crochets de Poisson de A avec la triade, on aimerait
l’ignorer. Plus pre´cise´ment, on aimerait utiliser des fonctions d’onde (toujours invariantes sous SL(2,C)) ne
de´pendant pas de PRA.
Si on se re´duit a` chercher des fonctions satisfaisant ce crite`re a` un nombre fini de points, une solution est
fournie directement par les re´seaux de spin projete´s labelle´s par des repre´sentations triviales j = 0 de SU(2).
De telles fonctionnelles sont nomme´es re´seaux de spin simples.
Regardons cela plus pre´cise´ment. Choisissons un nombre fini de points sur Σ et conside´rons des graphes dont
les vertex sont ces points particuliers. Sur un tel graphe, on labelle les liens e avec des repre´sentations (ne, ρe).
On conside`re les holonomies Ue[A] le long de ces liens et on regarde leurs e´le´ments de matrice sur les vecteurs
invariants sous SU(2). Remarquons que l’espace R(n,ρ) ne contient un vecteur invariant sous SU(2) que si n = 0.
On est donc restreint naturellement aux repre´sentations simples (0, ρe). La fonctionnelle s’e´crit alors :
s{ρe}(Ue, χv) =
∏
e
〈ρe χs(e) j = 0|Ue|ρe χt(e) j = 0〉, (8.58)
ou` χv est la valeur du champ χ au vertex v et |ρχvj = 0〉 le vecteur de la repre´sentation ρ qui est invariant
sous SU(2)χv . Ce sont des fonctionnelles cylindriques ne de´pendant pas de PRA aux vertex ! Une expression
explicite de s{ρe}(Ue, χv) est fournie par les noyaux Kρ de´crits en annexe :
s{ρe}(Ue, χv) =
∏
e
Kρe(χ
−1
s(e)Ueχt(e)).
Alors, le crochet de Dirac de deux telles fonctionnelles, a` support sur des graphes dont les vertex sont les
points choisis au de´but, est nul. D’un certain de vue, les points fixe´s au de´but sont les seuls points de Σ existants.
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En effet, ce sont les seuls points ou` on connaˆıt explicitement la normale a` Σ. Les autres points e´tant rendus
flous dans l’espace-temps. Dans ce cadre, si on conside`re deux re´seaux de spin simples s’intersectant a` un autre
point que leur vertex, il nous faut “de´finir” ce point et pre´ciser la normale a` ce point : il faut projeter les re´seaux
de spin en ce point i.e. raffiner les fonctionnelles en rajoutant un vertex bivalent. De cette manie`re, on pourrait
construire une tour de fonctionnelles de´pendant de A qui commuteraient les unes avec les autres. On pourrait
e´galement conside´rer la limite de re´seaux de spin simples infiniment raffine´s.
De toute manie`re, on peut regarder l’action de l’ope´rateur aire sur un re´seau de spin simple pour une surface
intersectant le graphe-support au niveau d’un vertex. Le re´seau de spin est un vecteur avec comme valeur
propre :
aireS ∼
√
−C1(SL(2,C)) =
√
ρ2e + 1, (8.59)
en appliquant la formule (8.28) pour j = 0. On trouve ainsi un spectre des aires continu. Le point partic-
ulie`rement inte´ressant est que ces re´seaux de spin simples repre´sentent aussi les e´tats cine´matiques des mousses
de spin (voir partie IV pour plus de de´tails).
Pour terminer la quantification, il faut pre´ciser l’imple´mentation des ope´rateurs Â et B̂ :
P̂BA = PBA×,
B̂ =
δ
δPBA ,
R̂ = ⋆̂B,
P̂RA = Γ(R̂). (8.60)
Toute la proce´dure peut se ge´ne´raliser au cas ge´ne´rique γ quelconque. En effet, les crochets de Dirac sont
alors :
{B,B}D = 0,{
PB
(
1 +
1
γ
⋆
)
A, PB
(
1 +
1
γ
⋆
)
A
}
D
= 0,
{AXa , BbY }D = δba(PB)XY ,
{PRA, PRA}D = 0. (8.61)
On remarque que comme PRA commute avec B, on peut re´-e´crire la relation de commutation entre A et B
telle que : {
PB
(
1 +
1
γ
⋆
)
AXa , BbY
}
D
= δba(PB)
X
Y , (8.62)
e´tant donne´ que PB⋆ = ⋆PR. On a ainsi la meˆme structure que pre´ce´demment en remplac¸ant
PBA ↔ PB
(
1 +
1
γ
⋆
)
A.
Par conse´quent, on peut garder les meˆmes fonctionnelles simples que dans le cas γ →∞ en changeant le´ge`rement
la repre´sentation des ope´rateurs : on imple´mente maintenant PB(1 + 1/γ⋆)A par la multiplication par PBA.
D’ou` la quantification :
̂
PB
(
1 +
1
γ
⋆
)
A = PBA×,
B̂ =
δ
δPBA ,
P̂RA = Γ(R̂),
P̂BA = PBA×+1
γ
P̂RA. (8.63)
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On a donc quantifie´ la the´orie en un nombre fini de points. Je ne sais pas explicitement comment la quantifier
entie`rement, bien qu’il semble possible d’utiliser pour cela l’alge`bre des fonctionnelles cylindriques de´crit ci-
dessus ou la limite de fonctionnelles cylindriques infiniement raffine´es. Ne´anmoins, on obtient des re´seaux de
spin simples qui diagonalise l’ope´rateur aire d’une surface et le spectre est continu. Ces meˆmes re´seaux sont
e´galement les e´tats cine´matiques des mode`les de mousse de spin et forment donc un pont entre le formalisme
canonique et le formalisme covariant des mousses de spin. Finalement, on obtient une the´orie quantique (et un
spectre de l’aire) inde´pendant du parame`tre d’Immirzi γ. Ce re´sultat est compatible avec l’imple´mentation de
l’inte´grale de chemin re´alise´ dans [70], qui montre qu’elle est inde´pendante du parame`tre d’Immirzi.
Conclusion
Le formalisme canonique invariant sous Lorentz (sans fixation de jauge) ne´cessite l’utilisation du crochet
de Dirac tenant compte des contraintes de seconde classe. Les relations de commutation de la connexion (avec
elle-meˆme) en ressortent bien plus complique´es. Ne´anmoins, on peut changer les variables canoniques de base
et il est possible de trouver deux connexions de Lorentz aux proprie´te´s bien particulie`res.
La premie`re est l’unique connexion de Lorentz commutative (sous les crochet de Dirac) et imple´mente en
fait une extension Lorentzienne de la connexion d’Ashtekar-Barbero. Elle permet de retrouver la Loop Quantum
Gravity usuelle a` partir de notre contexte covariant. De plus, on peut maintenant conside´rer l’action de boosts
de Lorentz sur les re´seaux de spin SU(2) (e´tats de la ge´ome´trie en Loop Gravity ) Le travail effectue´ ouvre donc
les portes vers l’e´tude de changement des e´tats sous modification du plongement de l’hypersurface canonique et
ainsi de l’action des boosts de Lorentz sur les ope´rateurs aire de la Loop Quantum Gravity SU(2). Notons que
cette the´orie quantique de´pend fortement du parame`tre d’Immirzi γ.
La seconde connexion est l’unique connexion se transformant correctement sous diffe´omorphismes de l’espace-
temps. Le fait qu’elle soit non-commutative complique la proce´dure de quantification. Ne´anmoins, il est possible
de quantifier la the´orie (de manie`re partielle, car s’e´tant restreint a` un nombre fini de points ou, en d’autres
termes, quantifiant une classe restreinte d’observables) et on obtient comme e´tats quantiques de ge´ome´trie les
re´seaux de spin simples repre´sentant e´galement les e´tats cine´matiques des mode`les de mousse de spin. De plus,
on de´rive un spectre de l’aire continu par opposition au spectre discret de la Loop Gravity . Notons que cette
the´orie quantique ne de´pend pas du tout du parame`tre d’Immirzi.
Pour le moment, il semble donc avoir un choix entre un spectre discret de´pendant de γ et un spec-
tre continu inde´pendant de γ. Reste toujours l’e´tude de la dynamique exacte de ces the´ories. L’usage de la
connexion d’espace-temps sera peut-eˆtre alors plus avantageux que celui de la connexion d’Ashtekar-Barbero
(ge´ne´ralise´e) : le comportement “bizarre” de cette dernie`re sous diffe´omorphismes de l’espace-temps pourrait
causer des proble`mes lors de l’imple´mentation de la contrainte Hamiltonienne au niveau quantique. . .
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Quatrie`me partie
L’Espace-Temps en Mousse de Spins
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Les mode`les de Mousses de Spin, ou Spin Foams, sont des mode`les d’inte´grale de chemin de la gravite´. Ils
apparaˆıssent au carrefour de diverses approches a` la question de la gravite´ quantique : Loop Quantum Gravity
, the´ories topologiques (State Sum Models), approches discre`tes a` la Regge, inte´grale de chemin (somme sur
les ge´ome´tries) a` la Hartle-Hawking, approches cate´goriques. Pour le lecteur inte´resse´, il existe deux revues
comple`tes sur le sujet [71, 72].
Le point de vue de la gravite´ a` boucles nous pre´sente les mousses de spin comme des histoires de re´seaux
de spin [46], et c’est de la` qu’est issu le nom de Spin Foam [47]. Ainsi une mousse de spin est un espace-temps
repre´sentant l’e´volution d’un re´seau de spin dans le temps (sous l’action d’un Hamiltonien ou d’une contrainte
Hamiltonienne) : les faces de la mousse de spin sont labelle´es par des repre´sentations d’un groupe (SU(2) si
l’on e´tudie la Loop Gravity ou SL(2,C) dans une approche invariante sous Lorentz), aux coˆte´s sont associe´s
des entrelaˆceurs (entre les repre´sentations des faces adjacentes au lien) et les vertex/points repre´sentent les
“e´ve`nements” dans l’espace-temps i.e les lieux de la dynamique. De cette manie`re, si on conside`re une tranche
hypersurface de genre espace d’une mousse de spin, on obtient bien un graphe dont les liens sont labelle´s par
des repre´sentations i.e. un re´seau de spin ! Alors un mode`le de mousse de spin particulier de´finit une amplitude
a` chaque histoire de re´seau de spin. La fonction de partition du mode`le est alors la somme de ces amplitudes
sur toutes les histoires possibles et en cela imple´mente une inte´grale de chemin.
Le mode`le de mousse de spin le plus prometteur est le mode`le de Barrett-Crane, cense´ de´finir la gravite´
quantique. Il en existe une version Euclidienne [73] et une version Lorentzienne [74]. Il est issu des techniques de
quantification des the´ories topologiques. Plus particulie`rement, la relativite´ ge´ne´rale peut eˆtre reformule´e comme
une the´orie BF contrainte (voir par exemple [75]). Or la the´orie BF est une the´orie topologique que nous savons
quantifier. De plus, son caracte`re “topologique” permet de l’e´tudier sur une triangulation (ou de´composition
cellulaire ge´ne´rique) de l’espace-temps sans en alte´rer le contenu. Par conse´quent, on peut discre´tiser la the´orie
BF et de´couper l’espace-temps en 4-simplex, quantifier la the´orie BF discre´tise´e, puis imposer les contraintes
au niveau quantique. Dans ce contexte, le mode`le de Barrett-Crane associe des repre´sentations du groupe de
Lorentz SL(2,C) aux faces de la triangulation et de´finit une amplitude pour chaque 4-simplex comme fonction
des repre´sentations qui le labellent. Les contraintes sur la the´orie BF se refle`tent par des contraintes sur les
repre´sentations admissibles, qui sont restreintes a` eˆtre simples. La mousse de spin est alors le dual (topologique)
de la triangulation de l’espace-temps et l’amplitude d’une histoire/triangulation est le produit des amplitudes
des 4-simplex la composant. Une tranche 3d de cette mousse de spin de´finit un re´seau de spin simple ! Et on
retrouve ainsi les e´tats cine´matiques de la Loop Gravity covariante construits dans la partie pre´ce´dente. On
peut aussi voir ce mode`le comme une quantification ge´ome´trique des 4-simplex [73, 76], ce qui fournit une
interpre´tation ge´ome´trique directe de la the´orie. Ainsi on peut le construire a` l’aide de bivecteurs quantiques se
combinant pour former des 4-simplex quantiques. On obtient un espace-temps fait de patchs plats (les 4-simplex
quantiques), la courbure de l’espace-temps re´sidant dans la manie`re dont ces patchs sont relie´s [77].
Il existe des analogues en basse dimension. Ce sont des mode`les discrets quantifiant la the´orie topologique
BF. En deux dimensions, l’approche mousse de spin rejoint l’e´tude des mode`les de matrices (en “0 dimension”)
de la the´orie des cordes. On peut comparer le contenu du mode`le de mousse de spin avec la the´orie BF classique
et sa quantification canonique et ve´rifier que tout est bien cohe´rent [78]. En trois dimensions, c’est le mode`le
de Ponzano-Regge. Il quantifie la gravite´ Euclidienne en trois dimensions et permet de comprendre le contexte
des mousses de spin, meˆme si son caracte`re topologique le distingue irre´me´diablement du cas de la relativite´
ge´ne´rale. Il est construit en de´coupant l’espace-temps en te´trae`dre (3-simplex) : on attache des repre´sentations
de SU(2) aux liens de la triangulation puis on de´finit des amplitudes invariantes sous SU(2) associe´es a` chaque
te´trae`dre. Cette proce´dure produit des amplitudes infinies et il faut les re´gulariser. Il existe diverses me´thodes.
On peut imposer un cut-off sur les repre´sentations. Ou on peut utiliser une de´formation quantique du groupe
SU(2) : on obtient le mode`le de Turaev-Viro qui est bien de´fini et cense´ quantifier la gravite´ 3d avec une
constante cosmologique [66]. On peut aussi remarquer que ces infinis correspondent a` une invariance re´siduelle
par diffe´omorphismes et fixer de jauge cette syme´trie [79]. Au final, on associe une amplitude finie a` chaque
triangulation. Le dual de ces triangulations de´finit une mousse de spin, dont chaque tranche 2d donne un re´seau
de spin SU(2) : le mode`le de´finit une dynamique des re´seaux de spin (voir par exemple [80]). Il existe e´galement
des versions Lorentziennes de ce mode`le [63, 64] utilisant le groupe SL(2,R) au lieu de SU(2).
Le lien avec la gravite´ 3d classique est souvent effectue´ a` l’aide d’asymptotiques de l’amplitude des te´trae`dres.
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On retrouve en effet l’exponentielle de l’action de Regge. La meˆme proce´dure peut eˆtre suivie avec le mode`le
de Barrett-Crane et on retrouve une nouvelle fois l’action de Regge [81]. Mais cela ne fonctionne pas aussi
simplement. Tout d’abord, on ne trouve pas exactement l’exponentielle, mais le cosinus. Il faut orienter la
mousse de spin et re´tablir la causalite´ pour reconstruire l’exponentielle [77, 82]. Egalement, il semble que ce
soient des configurations de´ge´ne´re´es qui dominent la fonction de partition [67, 83, 84], donc il reste du travail
pour ve´rifier que le mode`le correspond bien a` une the´orie de la gravite´ quantique.
Un autre point tre`s inte´ressant est la reformulation des mode`les sous la forme d’une the´orie des champs sur
un groupe. En effet, le mode`le de Ponzano-Regge peut eˆtre e´crit sous la forme d’une the´orie des champs sur
SU(2)×n, dite de Boulatov-Ooguri [85]. Dans ce cadre, la triangulation/mousse de spin est reconstruite comme
un diagramme de Feynman de la the´orie des champs. Ainsi la the´orie ge´ne`re toutes les triangulations de l’espace-
temps et son inte´grale de chemin de´finit la fonction de partition des mousses de spin. Pour Ponzano-Regge, il
existe une version convergente de l’inte´grale de chemin [86], ce qui permet de lui donner un sens physique
intrinse`que au lieu de se contenter de son roˆle de fonction ge´ne´ratrice.
La meˆme construction est possible en quatre dimensions. On peut ainsi ge´ne´rer le mode`le de Barrett-Crane
a` partir d’une the´orie de champs sur Spin(4) pour la version Euclidienne [87, 88] et sur SL(2,C) pour la version
Lorentzienne [89]. Plus ge´ne´ralement, il est possible de faire de meˆme pour n’importe quel mode`le de mousse de
spin [90]. Dans le cas de Barrett-Crane, il existe aussi des re´sultats de finitudes des amplitudes [91, 92, 93] et on
a donc bien un mode`le bien de´fini. On peut aussi se servir de l’inte´grale de chemin pour de´finir les observables
de la the´orie [94] a` travers des corre´lations de la the´orie de champs.
L’avantage des mode`les de mousse de spin est que ce sont des structures covariantes et construisant l’espace-
temps meˆme : les mousses de spin sont “background independent”, elles ne sont pas de´finies sur une varie´te´
mais la de´finissent elles-meˆmes. En cela, ils pre´sentent un ve´ritable espoir de gravite´ quantique. Et meˆme si les
mode`les actuels en quatre dimensions se re´ve`lent incorrects (on ne retrouve pas la relativite´ ge´ne´rale dans un
re´gime semi-classique), ils semblent fournir un exemple bien de´fini d’une the´orie d’inte´grale de chemin sur les
classes de ge´ome´trie de l’espace-temps.
Dans un premier chapitre, je commencerai par de´crire les mousses de spin 2d. Durant ma the`se, j’ai e´tudie´
leur relation avec la the´orie BF 2d avec Carlo Rovelli et Alejandro Perez [78]. Ici, je pre´sente directement le
mode`le a` travers sa the´orie de champs ge´ne´ratrice. Je rappelle comment la fonction de partition et corre´lations
de la the´orie ge´ne`rent une inte´grale de chemin sur les ge´ome´tries 2d. Et dans ce cadre, j’ai tente´ au cours de
ma the`se de comprendre la signification non-perturbative et le roˆle de cette the´orie de champs a` travers l’effet
non-perturbatif le plus simple : les solutions classiques de la the´orie de champs.
Puis je de´cris le mode`le de Ponzano-Regge quantifiant la gravite´ 3d. Cela permet de pre´senter la ge´ome´trie
des mousses de spin et de comprendre la logique de l’utilisation de ces mode`les. J’aborde dans ce contexte la
question de l’e´volution et de la causalite´. A coˆte´ de ces conside´rations ge´ome´triques, je fournis e´galement une
interpre´tation des solutions classiques de la the´orie de champs.
Dans un second chapitre, je de´cris le mode`le de gravite´ quantique de´fini par les mousses de spin de Barrett-
Crane. Dans un premier temps, j’ai e´tudie´ la quantification de la relativite´ ge´ne´rale aboutissant au mode`le de
mousse de spin [95, 96], en concentrant mon attention a` la possibilite´ d’une ambigu¨ıte´ de type Immirzi. Puis je
me suis attache´ a` comprendre la ge´ome´trie quantique du mode`le et le roˆle de la causalite´ [77, 82].
Chapitre 9
Mousse de Spin en Basse Dimension
Regarder les mode`les de mousse de spin en basse dimension permet de comprendre la structure de la the´orie
BF et les outils mathe´matiques ne´cessaires a` son e´tude. Il est alors possible de faire des calculs explicites et de
comparer les mode`les de mousse de spin aux autres approches a` la quantification de la the´orie BF. De plus, nous
pouvons e´galement tester nos interpre´tations ge´ome´triques et le sens physique que nous attribuons aux diverses
structures de la the´orie. En espe´rant que cela nous me`ne a` une meilleure compre´hension des mousses de spin en
quatre dimensions, cense´es quantifier la relativite´ ge´ne´rale. En effet, les structures de base sont similaires meˆme
si malheureusement ces the´ories sont beaucoup trop simples pour pouvoir servir de ve´ritable guide dans l’e´tude
de la gravite´ quantique.
Je commence par de´crire la the´orie BF en deux dimensions. Je construis les mousses de spin et compare
l’approche a` la quantification canonique. Je montre aussi comment de´river le mode`le a` partir d’une the´orie de
champs. Dans ce cadre, j’explore la signification non-perturbative de cette the´orie de champs a` travers l’effet le
plus simple : les solutions classiques de la the´orie.
Je commence par de´crire le mode`le de mousse de spin en deux dimensions quantifiant la the´orie BF. Je
montre comment la the´orie de champs auxiliaire permet de ge´ne´rer l’espace-temps a` partir de rien et j’e´tudie
la possibilite´ d’utiliser les solutions classiques comme ge´ome´trie de background.
Puis je de´cris le mode`le de Ponzano-Regge, explicite la ge´ome´trie du mode`le et son interpre´tation en terme
d’histoire de re´seau de spin. Cela permettra de mieux comprendre la logique du mode`le de Barrett-Crane.
Finalement, je regarde les solutions de la the´orie de champs ge´ne´rant le mode`le de Ponzano-Regge et discute
leur interpre´tation dans le cadre de la quantification de la gravite´ 3d.
9.1 The´orie BF en 2d
9.1.1 The´orie de champs ge´ne´ratrice
Le mode`le de mousse de spin en deux dimensions correspond a` la quantification de la the´orie BF :
S(A,B) =
∫
M
TrBF (A) =
∫
M
BiF i(A) (9.1)
ou`M est une varie´te´ 2d, B un champ scalaire surM a` valeur dans su(2), A une 1-forme a` valeur dans su(2) et
F sa courbure. Classiquement, les e´quations du mouvement imposent que la connexion A est plate. La the´orie
est invariante sous SU(2) et invariante sous diffe´omorphisme. De plus, c’est une the´orie topologique. On peut
la discre´tiser et la quantifier. La proce´dure est re´alise´e explicitement dans [78] ou` on construit les mousses de
spin a` partir de la the´orie classique et ou` on compare ses re´sultats avec la quantification canonique. Ici, je ne
de´crirai pas ce travail, et je m’attacherai a` pre´senter les structures des mousses de spin 2d dans leur globalite´.
Construisons les mousses de spin 2d directement a` partir de la the´orie de champs ge´ne´ratrice. Soit donc un
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PSfrag replacements
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N × λ
Fig. 9.1 – Propagateurs et Vertex pour les diagrammes de Feynman du mode`le de matrices (9.6) de taille N .
champ ϕ : SU(2)2 → C et l’action :
S[ϕ] ≡ 1
2
∫
dg1dg2 |ϕ(g1, g2)|2 − λ
3!
∫
dg1dg2dg3 ϕ(g1, g2)ϕ(g2, g3)ϕ(g3, g1). (9.2)
On impose une invariance de ϕ sous SU(2) :
∀g ∈ SU(2), ϕ(g1, g2) = ϕ(g1g, g2g). (9.3)
On peut donc exprimer la the´orie avec le champ φ de´fini par
φ(g1g
−1
2 ) ≡ ϕ(g1, g2).
L’action devient alors :
S[φ] =
1
2
∫
SU(2)
dg |φ(g)|2 − λ
3!
∫
dgdg˜φ(g)φ(g˜)φ(g˜−1g−1). (9.4)
On demande e´galement que ϕ soit re´el et syme´trique g1 ↔ g2. Cela revient a` imposer φ re´el et invariant sous
passage a` l’inverse g ↔ g−1. Afin de mieux saisir le contenu de la the´orie, on passe a` la transforme´e de Fourier
de´composant φ sur les repre´sentations de SU(2) :
φ(g) =
∑
j∈N/2
∆jφ
j
abD
j
ab(g)
ou` ∆j = (2j +1) est la dimension de la repre´sentation j, D
j
ab(g) la matrice repre´sentant l’e´le´ment g ∈ SU(2) et
φjab la matrice ∆j ×∆j transforme´e de Fourier de φ. Imposer que φ soit syme´trique se traduit par ǫtφj = φjǫ,
ou` ǫ est l’ope´rateur de conjugaison/parite´1sur les repre´sentations de SU(2). Alors, demander φ re´el rend la
matrice φj hermitienne. Un calcul rapide fournit
S[φ] =
∑
j
∆j
(
1
2
Trφ2j −
λ
3!
Trφ3j
)
. (9.5)
Les secteurs a` j diffe´rents de la the´orie ne communiquent pas et, pour chaque j donne´, on reconnaˆıt un mode`le
de matrice simple, correspondant aux mode`les de matrices de la the´orie des cordes ze´ro-dimensionnelle.
Concentrons-nous donc sur une composante j fixe´e et e´tudions le mode`le de matrice :
SN [M ] = N
(
1
2
TrM2 − λ
3!
TrM3
)
, (9.6)
ou` N est la taille des matrices M . On peut calculer la fonction de partition (et les corre´lations) de la the´orie de
manie`re perturbative en de´veloppant ses diagrammes de Feynman. Les re`gles de Feynman sont de´finies par un
propagateur trivial (1/N fois l’identite´) et un vertex trivalent de poids N × λ. En fait, il y a deux composantes
du propagateur dues aux syme´tries de la matrice M ≡ φj : l’identite´ et un twist (voir figure 9.1.).
Alors les diagrammes de Feynman ferme´s, dont la somme permet de calculer la fonction de partition, ge´ne`rent
des triangulations de varie´te´ 2d. En effet, un diagramme de Feynman donne´ est un graphe trivalent ferme´ dont
1ǫ(j) est tel que ∀g ∈ SU(2), Dj(g) = ǫDj(g)ǫ−1. On a alors tǫ(j) = (−)2jǫ(j).
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les noeuds sont les vertex d’interactions, les liens les propagateurs. Mais c’est meˆme un 2-complexe dont les faces
peuvent eˆtre reconstruites comme les boucles du diagramme de Feynman, prenant en compte qu’il est construit
a` partir de lignes doubles. On peut construire le dual topologique du diagramme de Feynman en conside´rant
les triangles duaux aux vertex “d’interaction” (voir [97] pour une approche syste´matique du proble`me de la
reconstruction d’une surface 2d a` partir du graphe). A ce point, notons que le propagateur twist est ne´cessaire
pour retrouver toute les topologies possibles de varie´te´ 2d a` partir du de´veloppement perturbatif. Alors il est
facile de calculer l’amplitude d’un graphe donne´ en fonction de son nombre de vertex V , de coˆte´s E et de faces
F :
A(E,V,F ) = NV−E+FλV .
Elle de´pend de la caracte´ristique d’Euler χ(M) = V − E + F de la surface 2d M duale au graphe conside´re´.
χ(M) est une fonction du genre g de de la varie´te´ M et de son orientabilite´ : χ(M) = 2 − 2g(M) pour une
varie´te´ orientable et χ(M) = 2−g(M) pour une varie´te´ non-orientable. Ainsi, le cas χ = 2, g = 0 correspondant
a` une sphe`re, χ = 0, g = 1 a` un tore, χ = 1, g = 1 a` l’espace projectif P 2R, χ = 0, g = 2 a` la bouteille de Klein,
et ainsi de suite. La fonction de partition est alors obtenue en sommant sur tous les graphes possibles :
ZN =
∑
g,ǫ
∑
V
N (g, ǫ, V )λVN2−(1+ǫ)g, (9.7)
ou` N (g, ǫ, V ) compte le nombre de triangulations de genre g avec V triangles orientable pour ǫ = 1 et non-
orientable pour ǫ = 0. Ces nombres ne sont malheureusement pas connus explicitement. Ne´anmoins, on connaˆıt
des asymptotiques permettant de de´duire le comportement convergeant/divergeant de Z [85] :
N (g = 0, V ) ∼ V − 72 eβcV avec eβc = 2
4
33/2
,
N (g ≥ 1, V ) ∼ V − 52 g+ 32 eβcV . (9.8)
Le cas topologique correspond au cas ou` l’amplitude d’un graphe ne de´pend plus que de sa topologie i.e. de son
genre g (et de son orientabilite´). Il est atteint quand λ = 1. Ce cas correspond a` la the´orie BF. Cependant, la
somme des graphes de Feynman est alors clairement divergente, ce qui rend l’e´tude de ce cas particulier difficile
dans le contexte des mousses de spin.
On peut introduire des frontie`res aux triangulations en calculant des corre´lations. En effet, on obtiendra
alors des diagrammes de Feynman ouverts (avec bord). Les observables de la the´orie (invariants sous SU(2)
donc sous conjugaison dans le langague des matrices) sont ge´ne´re´es par les TrMn. Une telle observable TrMn
correspond a` une frontie`re de´finie par un cercle de longueur n unite´s. Plus pre´cise´ment, la corre´lation
W =
∫
[dM ] TrMne−S[M ]
se de´veloppe en des diagrammes de Feynman duaux a` des surfaces triangule´es avec bord un cercle “triangule´”
par n segments. On peut ge´ne´raliser cela et de´finir les corre´lationsW (c = {c0, c1, . . . }) correspondant a` un bord
avec cn cercles de longueur n.
On de´finit alors des e´tats frontie`res |c〉 = |c0, c1, . . .〉 et les corre´lations W de´finissent des amplitudes de
transition entre eux. Plus pre´cise´ment, sur ces e´tats orthogonaux par de´finition, on peut de´finir un produit
scalaire “physique” par
〈c′|c〉phys =W (c→ c′) ≡W (c ∪ c′). (9.9)
Puis pour obtenir un vrai espace d’Hilbert, il faudrait enlever les configurations non-physiques donne´es par les
e´tats de´ge´ne´re´s (dont la norme est nulle). Mathe´matiquement, pour cela, on peut utiliser la construction GNS :
on conside`re la C∗-alge`bre F des “e´tats frontie`res” c et la forme line´aire positive de´finie sur F par W , alors on
construit l’ide´al de Gelfand I = {c|W (c ∗ c) = 0} et l’espace d’Hilbert physique est le comple´te´ de F/I.
Ceci est la proposition de [94] de´crivant les mousses de spin comme une imple´mentation propre de l’inte´grale
de chemin sur les ge´ome´tries. Cependant, pour pouvoir mener ce projet a` terme, il faudrait connaˆıtre la fonction
de partition et les corre´lations de manie`re explicite, un calcul perturbatif ne suffisant pas. Dans ce cadre, il est
le´gitime de poser la question “cette the´orie de champs ge´ne´rant l’espace-temps a` partir de rien (vide total),
a-t-elle une ve´ritable signification non-perturbative ?” Dans ce cadre, le plus simple effet non-perturbatif est
fourni par les solutions classiques de la the´orie, que je propose maintenant d’e´tudier.
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9.1.2 Solutions “Classiques” : Instantons de la the´orie
Regardons les solutions classiques de l’action S[M ]. La the´orie n’ayant pas de parame`tre ~, il n’y a pas
de sens e´vident dans lequel ces instantons dominent la fonction de partition/les corre´lations. Le parame`tre
mathe´matiquement le plus similaire reste la taille N des matrices et il semble que ces configurations “classiques”
dominent l’inte´grale dans la limite N →∞. Une autre utilisation de ces solutions classiques est de les conside´rer
comme de nouveaux backgrounds et d’e´tudier la the´orie perturbativement autour de ces configurations.
Commenc¸ons par calculer ces solutions. Elles sont solutions de l’e´quation
M0 − λ
2
M20 = 0, (9.10)
donc elles sont diagonalisables avec valeurs propres 0 et −2/λ : a` un facteur pre`s, ce sont des projecteurs.
L’action e´value´e sur une solution M0 de´pend de la dimension de projecteur k (dimension de l’espace propre
associe´ a` −2/λ) :
S[M0] =
2
3
k
λ2
.
L’action minimale est atteinte pour k = 0 i.e. la solution nulle.
On peut faire de meˆme pour la the´orie de champs sur le groupe. L’e´quation du mouvement s’e´crit
ϕ(g1, g2) =
λ
2
∫
dg3 ϕ(g2, g3)ϕ(g3, g1) ou bien φ(g) =
λ
2
∫
dg˜ φ(g˜)φ(g˜−1g−1), (9.11)
ce qui signifie que φ = λ/2φ ⋆ φ ou` ⋆ de´note le produit de convolution2sur SU(2). De´finissant l’application
Pφ : f ∈ L2(SU(2))→ λ
2
φ ⋆ f,
φ est une solution classique si et seulement si Pφ est un projecteur dans l’espace d’Hilbert L
2(SU(2)). Reste
qu’il est plus simple pour les calculs de travailler sur les composantes de Fourier φj , dans quel cas on peut se
restreindre sans proble`me a` l’e´tude du mode`le de matrice.
On peut comprendre une solution classique M0 comme une configuration “auto-raffinante” du champs :
similairement a` la logique des triangulations explicite´e ci-dessus, M0 peut se penser comme un segment sur le
bord, ce segment M0 e´tant “e´quivalent” a` deux segments M
2
0 et ainsi de suite. Plus pre´cise´ment, regardons la
fonctionnelle bord “cercle de longueur n”
TrMn0 =
(
2
λ
)n−1
TrM0,
qui est e´gale (sur les M0) a` la fonctionnelle bord “cercle de longueur 1” (a` un facteur pre`s). D’une certaine
manie`re, M0 ressemble a` un e´tat cohe´rent du segment (quantifie´) ! On peut meˆme aller plus loin. On regarde
les fonctions (invariantes de jauge) d’une matrice : ce sont des fonctions du “segment quantifie´”, c’est-a`-dire les
e´tats de la the´orie. On conside`re alors la relation d’e´quivalence suivante :
f(M) ∼ g(M)⇐⇒ ∀M0 solution classique, f(M0) = g(M0), (9.12)
de´finie par l’e´galite´ des fonctions sur l’ensemble des solutions classiques3. L’ensemble des fonctions invariantes
de jauge e´tant ge´ne´re´e par les TrMn, il est facile de voir qu’aux yeux de la relation ∼ tous les TrMn pour tous
n sont e´quivalents
∀n,m ≥ 1,
(
λ
2
)n
TrMn ∼
(
λ
2
)m
TrMm
2Le produit de convolution sur SU(2) est de´fini par a ⋆ b(g) =
∫
dg˜ a(gg˜−1)b(g˜).
3Cette construction me fut sugge´re´e par Laurent Freidel.
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et que le quotient par ∼ est ge´ne´re´ simplement par des e´tats de´pendant du nombre de cercles et plus de leur
longueur ! De cette manie`re, on retrouve bien les meˆmes re´sultats du formalisme canonique rendant compte de
l’invariance par diffe´omorphismes et du caracte`re topologique du mode`le. Les solutions classiques de´finissent
ainsi les e´tats quantiques de la the´orie BF originale.
Maintenant que j’ai discute´ la possible d’interpre´tation physique de ces solutions classiques, regardons a` quoi
ressemble les perturbations autour de ces configurations. Pour cela, de´finissons la nouvelle action
SM0 [M ] = S[M0 +M ]− S[M0] = N
(
1
2
TrM2 − λ
3!
TrM3 − λ
2
TrM2M0
)
. (9.13)
Dans un contexte non-perturbatif, l’inte´grale de chemin de cette the´orie devrait co¨ıncider avec l’originale. Dans
le contexte perturbatif des diagrammes de Feynman, le terme supple´mentaire de´pendant de M0 introduit une
modification au propagateur de la the´orie. En effet, le terme quadratique en M s’e´crit 1/2TrM2(1−λM0) et le
propagateur devient (1−λM0)−1 = 1−λM0. Le vertex (d’interaction) de la the´orie lui demeure inchange´. C’est
la contribution des faces dans les diagrammes de Feynman qui va changer, n’e´tant plus simplement N = TrId
mais Tr(1 − λM0)p avec p nombre de coˆte´s/propagateurs autour de la face conside´re´e. Ce nombre de´pend de
M0 et vaut bien N quand p est pair mais vaut N − 2k quand p est impair. Cela casse l’invariance topologique
de la the´orie et permet d’introduire donc un background non-trivial dans la the´orie4.
Dans ce contexte, il est e´galement naturel de modifier l’alge`bre des “e´tats frontie`res” pour prendre en compte
la solution classique. En effet, on pourrait regarder le terme TrM2M0 comme un nouveau vertex trivalent et non
comme une correction au propogateur. De ce point de vue, on obtient sur la frontie`re des termes enM mais aussi
en M0. Mathe´matiquement, on conside`re des observables du type TrM
i
0M
j et les corre´lations correspondantes
WM0 =
∫
[dM ]TrM i0M
je−SM0 [M ].
Ces e´tats frontie`res ou` se meˆlent le champs/matriceM et la solution classique M0 peuvent s’interpre´ter comme
des perturbations de la ge´ome´trie autour de M0. Ce point de vue se ge´ne´ralise aux mode`les en dimension
supe´rieure. Par exemple, en dimension 3, notant φ le champ ge´ne´rateur, la the´orie autour de φ0 contient des
termes en Trφ0φ
3 qui se peuvent s’interpre´ter comme des corrections au propagateur mais uniquement en termes
de nouveaux vertex meˆlant φ et la solution classique φ0.
Reste a` savoir si tout cela permettra d’avoir des informations supple´mentaires sur les inte´grales de chemin
(son comportement asymptotique par exemple) et si on pourra utiliser les M0 pour construire des ge´ome´tries
de fond inte´ressantes. . .
9.2 Ge´ome´trie du Mode`le de Ponzano-Regge
Le mode`le de Ponzano-Regge est un mode`le de mousse de spin quantifiant la gravite´ Euclidienne en 3d,
version SU(2) (au lieu de SL(2,R)) de la the´orie que j’ai de´crite dans le chapitre 7. On peut le de´finir a` la fois
comme une quantification ge´ome´trique d’une triangulation de l’espace-temps ou comme une discre´tisation de la
gravite´ 3d (qui est une the´orie topologique de type BF !). On peut aussi le voir comme une version dynamique de
la Loop Quantum Gravity en trois dimensions, de´crivant la structure de l’espace-temps et de´finissant l’e´volution
des re´seaux de spin. Dans ce contexte, le mode`le de´finit un projecteur sur les e´tats physiques solutions de toutes
les contraintes (y compris la contrainte Hamiltonienne). Enfin, on peut le de´river e´galement d’une the´orie de
champs ge´ne´ratrice dont j’e´tudierai les solutions classiques et tenterai de leur donner une interpre´tation physique.
9.2.1 De´finition du mode`le
Le mode`le de Ponzano-Regge est un mode`le de ge´ome´trie simplicial : on construit l’espace-temps (tri-
dimensionel) en collant des te´trae`dres ensemble et on associe une amplitude a` chaque configuration. Plus
4Remarquons la solution classique φj =
2
λ
Idj correspondant a` la distribution φ(g) =
2
λ
δ(g), autour de laquelle il serait tre`s
inte´ressant de perturber. Dans ce cas-la`, la contribution des faces est soit N soit −N et on n’introduit que des signes supple´mentaires
par rapport a` la the´orie topologique.
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pre´cise´ment, une repre´sentation V j de SU(2) peut eˆtre conside´re´e comme un vecteur quantifie´ de norme j
5(voir par exemple [76]), ou intuitivement comme la classe d’e´quivalence d’un vecteur de norme j sous transfor-
mation SU(2) (donc sous les rotations 3d). Dans le contexte de la triangulation, il est par conse´quent naturel
d’associer a` chaque coˆte´ e de la triangulation une repre´sentation V je de SU(2), je correspondant a` sa longueur
(tout comme dans le cadre de la Loop Quantum Gravity 3d). Il s’agit ensuite d’associer une amplitude a` chaque
triangulation de´finie par l’ensemble de ces repre´sentations {je}. Pour cela, on de´finit le mode`le localement et
on attribue des poids a` chaque coˆte´/lien, triangle/face et te´trae`dre.
Le poids associe´ a` un coˆte´ est simplement la dimension de la repre´sentation associe´e ∆j = (2j+1). ∆j corre-
spond aux nombres d’e´tats |m〉 ∈ V j possibles du coˆte´/vecteur ayant fixe´ sa longueur j. Le poids d’un triangle t
est une fonction des trois repre´sentations j1, j2, j3 attache´es a` ses coˆte´s. Si il existe un entrelaceur entre ces trois
repre´sentations (i.e. le coefficient de Clebsch-Gordan est non nul), alors ce poids est 1, sinon il est simplement
0. Ceci correspond au nombre de triangles possibles (a` rotation pre`s) e´tant donne´e la longueur des trois coˆte´s.
Mathe´matiquement, ce poids peut eˆtre de´fini par l’e´valuation du graphe Θ labelle´ par les trois repre´sentations
j1, j2, j3. C’est le produit C
j1j2j3
m1m2m3C
j1j2j3
m1m2m3 de deux coefficients de Clebsch-Gordan. Finalement, on associe a`
chaque te´trae`dre tet le symbole {6j} de´pendant des six repre´sentations des coˆte´s de tet. Ce symbole est de´fini
par le produit des entrelaceurs (coefficients de Clebsch-Gordan) associe´s aux 4 triangles de tet :
{6j} =
∑
mi
Cj1j2j3m1m2m3C
j3j4j5
m3m4m5C
j5j2j6
m5m2m6C
j6j4j1
m6m4m1 . (9.14)
En multipliant tous ces poids, on obtient alors une amplitude pour la configuration de la triangulation
(ensemble des te´trae`dres recolle´s) de´finie par les je. Et la fonction de partition pour une triangulation T (sans
bord) donne´e est :
Z(T ) = NT
∏
e
∑
je
∆je
∏
t
Θt(j)
∏
tet
{6j}tet (9.15)
ou` NT est un facteur (combinatoire) ne de´pendant que de la triangulation (et non des labels je).
On peut voir ce mode`le comme une discre´tisation de la the´orie BF topologique, de´finie sur les variables
connexion ω et multiplicateur de Lagrange B. Cette the´orie BF est exactement la gravite´ tri-dimensionnelle
avec le champ B e´tant simplement la triade E (voir partie III pour plus de de´tails). Au niveau de l’inte´grale de
chemin (pour la fonction de partition par exemple), en inte´grant sur le champ B, il ne reste que l’inte´gration
sur les configurations de ω contrainte a` eˆtre de courbure nulle F = 0 :
Z =
∫
[dB]
∫
[dω] ei
∫
TrB∧F =
∫
[dω] δ(F [ω]).
Il est alors facile de discre´tiser cette inte´grale6. Pour cela plac¸ons-nous sur le dual de la triangulation. On fait
donc correspondre a` chaque te´trae`dre un vertex (repre´sentant ainsi un e´ve`nement dans l’espace-temps), a` chaque
triangle correspond un lien (1d) reliant les deux te´trae`dres auxquels il appartient, a` chaque coˆte´ une surface
appele´e plaquette de´limite´e par une boucle reliant les te´trae`dres partageant ce coˆte´, et enfin a` chaque point un
volume 3d ou bulle. Ce dual est la mousse de spin elle-meˆme : l’espace-temps est fait de bulles dont les surfaces
(faites des plaquettes) sont labelle´es par des repre´sentations de SU(2) (en effet, les V j sont attache´es aux liens,
donc aux plaquettes duales). On commence par discre´tiser la connexion ω. On la remplace par une connexion
“discre`te” : des e´le´ments gl de SU(2) associe´s a` chaque lien dual l. Ils sont ainsi rattache´s chacun a` un triangle
et de´crivent le transport paralle`le d’un te´trae`dre a` un autre a` travers le triangle (de´crivant donc le changement
de repe`re d’un te´trae`dre a` l’autre). Il est alors normal de discre´tiser la 2-forme courbure F [ω] sur des surface, ici
plaquettes. En effet, on peut remplacer F [ω] sur une plaquette/face f par l’holonomie de la connexion autour de
cette plaquette multipliant les e´le´ments de groupe gl des liens sur la frontie`re de la plaquette. Alors la condition
5Il y a en fait une ambigu¨ıte´ dans la norme exacte, certains pre´conisent j, j + 1/2 ou
√
j(j + 1). . .
6On peut e´galement discre´tiser directement la the´orie BF, puis effectuer l’inte´grale sur le champ B seulement au niveau discret.
On retrouve le meˆme re´sultat final, mais cela permet de mieux suivre ce qui advient des syme´tries continues (comme l’invariance
sous diffe´omorphismes) au niveau discret [79].
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Fig. 9.2 – Une plaquette (dual d’un coˆte´ de la varie´te´ simpliciale) divise´e en wedges, avec ses liens limites (duaux
aux triangles) et ses vertex limites (duaux aux tetrae`dres).
F = 0 se traduit par contraindre l’holonomie a` eˆtre l’identite´ sur SU(2). Ainsi on discre´tise l’inte´grale de chemin
de la the´orie BF :
Z =
(∏
l
∫
dgl
) ∏
f
δ
−−→∏
l∈∂f
gl
 . (9.16)
On peut alors “de´velopper” les fonctions delta en utilisant la formule de Peter-Weyl sur SU(2) :
δ(g) =
∑
j
∆jχj(g),
ou` χj est le caracte`re de la repre´sentation j (la trace sur V
j). Ceci associe une repre´sentation a` chaque face
(duale) f i.e. a` chaque coˆte´ e de la triangulation. Un calcul rapide permet alors de retrouver la meˆme fonction
de partition que pre´ce´demment.
9.2.2 Ponzano-Regge comme un projecteur
Etudions maintenant les proprie´te´s de ce mode`le et regardons comment s’en servir pour calculer des ampli-
tudes de transition en gravite´ quantique (3d). Tout d’abord, la proprie´te´ fondamentale du mode`le de Ponzano-
Regge est que c’est une the´orie topologique7 : les amplitudes calcule´es ne de´pendent pas des de´tails de la
triangulation fixe´e mais de sa topologie uniquement.
Plus pre´cise´ment, il existe des e´galite´s “pentagonales” exprimant le produit de 2 symboles {6j} en fonction
de la somme de produits de 3 symboles {6j}, et similairement un seul symbole {6j} en fonction de la somme
de produits de 4 symboles {6j}. Ces identite´s peuvent eˆtre traduites en terme d’invariance de la fonction de
partition sous les mouvements de Pachner 2 ↔ 3 et 1 ↔ 4, remplac¸ant respectivement 2 te´trae`dres par 3
te´trae`dres (gardant la meˆme frontie`re) et 1 te´trae`dre par 4 te´trae`dres, et re´ciproquement.
Cette proprie´te´ exprime l’invariance du mode`le sous raffinement de la triangulation, ce qui refle`te que le
mode`le discret de´crit exactement la the´orie (quantique) continue et non pas seulement une approximation.
Introduisons des bords/frontie`res dans le mode`le. Du point de vue de la triangulation, on peut de´finir le bord
d’une varie´te´ simpliciale tri-dimensionnelle par une varie´te´ simpliciale bi-dimensionnelle constitue´e de triangles
colle´s les uns aux autres. Dans le mode`le de Ponzano-Regge, les coˆte´s des triangles de la frontie`re sont labelle´s
7En fait, les amplitudes de´finies sont infinies et le mode`le n’est pas bien de´fini en ge´ne´ral. Ne´anmoins, on peut le re´gulariser soit
par cutoff, soit en utilisant un groupe quantique SU(2)q (mode`le de Turaev-Viro), dans ces cas, on obtient un mode`le topologique
bien de´fini.
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par des spins j. Du point de vue dual, si on prend une tranche 2d de la mousse de spin (duale a` la triangulation),
on obtient un re´seau de spin labelle´ par des repre´sentations j et avec des vertex trivalents. Ces vertex trivalents
peuvent eˆtre conside´re´s comme duaux a` des triangles, alors le re´seau de spin s’interpre`te comme dual a` une
varie´te´ simpliciale 2d et tout est bien cohe´rent. La fonction de partition d’une varie´te´ avec bords est donne´e par
exactement la meˆme formule que pre´ce´demment sauf que nous ne sommons pas sur les spins/repre´sentations j
externes.
Ayant introduit des frontie`res, on peut alors interpre´ter le mode`le de Ponzano-Regge comme nous fournissant
des amplitudes de transition entre varie´te´s bi-dimensionnelles. En fait, il de´finit un projecteur, projetant les e´tats
cine´matiques (re´seaux de spin labelle´es par des repre´sentations arbitraires) sur des e´tats physiques solutions de
toutes les contraintes de la gravite´ 3d (voir par exemple [66]). Plus pre´cise´ment, conside´rons une 3-varie´te´M et
de´composons-la en trois parties M1, M2 et N , avec N ayant la topologie d’un cylindre Σ× [0, 1] (Σ compact)
et les bords ∂M1 et ∂M2 e´tant isomorphes a` Σ. La fonction de partition de Ponzano-Regge peut s’e´crire :
ZM = NT
∑
je∈∆1,je˜∈∆2
ZM1,∆1(je)P∆1,∆2(je, je˜)ZM2,∆2(je˜), (9.17)
en choisissant une triangulation de M telle qu’aucun te´trae`dre ne soit partage´ par deux des re´gions M1, M2 ou
N . Ici ∆i de´note une triangulation des frontie`res. La somme sur les spins attache´s aux liens internes a` M1, M2
et N est implicite dans la de´finition des fonctions ZMi,∆i et P∆1,∆2 .
On a alors la relation suivante grace a` l’invariance topologique du mode`le :
L∆2
∑
je˜∈∆2
P∆1,∆2(je, je˜)P∆2,∆3(je˜, j
′
e) = P∆1,∆3(je, j
′
e), (9.18)
ou` L est une constante de normalisation de´pendant uniquement de la triangulation ∆2. Cela permet de de´finir un
ope´rateur de projection agissant sur les e´tats de re´seaux de spin φ∆ de´finis sur la frontie`re d’une triangulation :
P [φ∆](j) = L∆
∑
j′
P∆,∆(j, j
′)φ∆(j
′). (9.19)
Il est facile de ve´rifier que P · P = P , et nous pouvons e´crire la fonction de partition comme :
ZM = NT
∑
je∈∆1,je˜∈∆2
P [ZM1,∆1](je)P∆1,∆2(je, je˜)P [ZM2,∆2 ](je˜). (9.20)
Cela nous permet de de´finir les e´tats physiques de la the´orie comme ceux satisfaisant :
φ∆ = P [φ∆] (9.21)
qui est l’analogue de l’e´quation de Wheeler-DeWitt. On en de´duit le produit scalaire physique :
〈φ∆ | φ′∆〉phys =
∑
j,j′∈∆
φ∆(j)P∆,∆(j, j
′)φ′∆. (9.22)
Ainsi, les fonctions ZM1 et ZM2 sont solutions de l’e´quation (9.21) et la fonction de partition de M donne leur
produit scalaire ! Dans ce contexte, il est possible de ve´rifier que le projecteur projete bien les re´seaux de spin
sur le secteur F = 0 et que donc le mode`le de Ponzano-Regge imple´mente bien la gravite´ quantique Euclidienne
en trois dimensions.
Il existe une autre manie`re de comprendre la projection re´alise´e par le mode`le en utilisant la construction
GNS. Tout d’abord, dans un formalisme connexion, les e´tats frontie`res sont de´finis par des fonctionnelles cylin-
driques. Plus pre´cise´ment, on de´finit les donne´es ge´ome´triques du bord par une connexion (discre`te) sur le
graphe frontie`re. Pour eˆtre plus concret, conside´rons un graphe frontie`re donne´ Γ et nume´rotons ses liens par
i = 1, .., N et ses vertex par v. Un e´tat frontie`re, note´ φ, est une fonction cylindrique de´pendant d’e´le´ments de
groupe gi et invariante sous SU(2) aux vertex :
∀kv ∈ SU(2), φ(gi) = φ(ks(i)gik−1c(i)),
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Fig. 9.3 – Un te´trae`dre avec le dual de la frontie`re et les variables de connexion sur la frontie`re.
avec les notations e´videntes pour les vertex source et cible. On de´finit la mesure de Haar µ sur SU(2)N pour
inte´grer ces fonctions.
Ces e´tats frontie`res forment une alge`bre A. Pour appliquer la construction GNS pour les projeter sur les
“e´tats physiques”, conside´rons la fonctionnelle line´aire positive :
w(φ) = µ(aφ) =
∫
SU(2)N
∏
i
dgi z(gi)φ(gi) (9.23)
ou` z(gi) est la fonction de partition de la triangulation/mousse de spin avec frontie`re de´finie par les gi. Elle est
de´finie a` partir de la formule (9.16) valable pour une varie´te´ sans frontie`re en refermant les faces/plaquettes
ouvertes a` l’aide de la connexion sur la frontie`re :
z(ge) =
(∏
l
∫
dgl
) ∏
f interne
δ
−→∏
l∈f
gl
 ∏
f ouverte
δ
−→∏
l∈f
glgi∈∂f
 . (9.24)
Alors, quotientant par l’ide´al de Gelfand :
I = {φ |w(φ¯φ) = 0}, (9.25)
w de´finit un produit scalaire sur A/I et l’espace d’Hilbert sera le comple´te´ de A/I pour la norme de´finie par
w.
Dans le cas du te´trae`dre, le graphe frontie`re est le graphe trivalent a` 4 noeuds et 6 liens. Les e´tats frontie`res
sont des fonctions invariantes de six e´le´ments g1, .., g6. Un calcul rapide donne :
w(φ) = φ(gi = Id), (9.26)
et donc les e´tats physiques sont donne´s par les connexions plates gi = Id comme pre´vu.
Un point important dans la construction d’un projecteur a` partir du mode`le de Ponzano-Regge est que,
tout comme dans les inte´grales de chemins formelles pour la gravite´, nous avons inte´gre´ sur les deux signes
du temps propre. Ceci tue la “causalite´”. On peut voir cela dans l’asymptotique des symboles {6j} qui, dans
la limite de grands j, tend vers e+iS + e−iS ou` S est l’action de Regge -discre´tisation de la gravite´. Les deux
termes correspondent a` des signes de lapse oppose´s et donc a` des configurations a` direction temps oppose´e.
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A un niveau plus profond, cette syme´trie se lit dans l’invariance de la fonction de partition sous changement
d’orientation g ↔ g−1 des e´le´ments de groupe, qui est due a` l’invariance des caracte`res χj . Mathe´matiquement,
cela correspond au groupe de Weyl Z2 de SU(2).
Inte´grer sur les deux signes du temps propre est tout-a`-fait normal si on veut obtenir un projecteur comme
on peut le voir sur l’exemple de la particule relativiste (voir par exemple [77]). Par contre, si on veut re´tablir
le temps, une structure causale et de´crire une e´volution (unitaire) des structures dans le temps, il faut briser
cette syme´trie Z2.
Ce proble`me est lie´ directement au domaine d’inte´gration de l’inte´grale de chemin. En effet, l’action
S[A,E] =
∫
TrE ∧ F (A)
de la gravite´ 3d est anti-syme´trique en E. Classiquement, on retrouve la relativite´ ge´ne´rale 3d dans le secteur
det(E) > 0. Cependant, la the´orie BF quantique est de´finie par l’inte´grale de chemin sur les deux signes de E
et donc de det(E) :
ZBF =
∫
[dE] ei
∫
TrE∧F (A) =
∫
det(E)>0
[dE]
(
ei
∫
E∧F (A) + e−i
∫
E∧F (A)
)
+
∫
det(E)=0
[dE] ei
∫
E∧F (A).
Ne´gligeant le secteur de´ge´ne´re´, on voit bien que cette fonction de partition est diffe´rente de la fonction de
partition de la relativite´ ge´ne´rale ou` on inte´grerait seulement sur les configurations det(E) > 0 [98]. Inte´grer sur
les deux signes de det(E) effacent la structure causale de l’espace-temps ge´ne´re´ car les deux signes de det(E)
correspondent a` des directions temps oppose´es. Et c’est ce meˆme phe´nome`ne qui se refle`te dans le mode`le
discre´tise´ de´fini par Ponzano-Regge.
En principe, il est possible de distinguer les deux images mirroirs (en coupant les caracte`res en deux par
exemple), mais il n’y a pas vraiment de motivations pour imposer une fle`che temps dans un mode`le Euclidien. Par
contre, regardons le mode`le de Ponzano-Regge Lorentzien [63, 64]. Un tel mode`le est fonde´ sur les repre´sentations
unitaires de SO(2, 1), explicite´es dans les parties pre´ce´dentes. Il existe alors un mode`le topologique utilisant la
se´rie positive discre`te de repre´sentations. Il est inte´ressant de noter que la syme´trie Z2 est alors brise´e et que
les caracte`res sont de simples exponentielles : SO(2, 1) distingue naturellement deux directions du temps et le
mode`le Lorentzien he´rite une fle`che temporelle intrinse`que. Dans ce sens, il semble donc que le mode`le Lorentzien
est une bonne quantification directe de la gravite´ (tenant compte seulement d’un secteur du de´terminant).
Dans le cas Lorentzien quadri-dimensionnel, le groupe de base sera SL(2,C), et son groupe de Weyl Z2, qui
ne permet pas de distinguer naturellement passe´ et futur. Il n’existe pas encore d’extension naturelle utilisant
un autre groupe permettant une telle extension, et pour re´tablir la causalite´ du mode`le, on est oblige´ de couper
le mode`le en deux a` la main, se laissant guider par l’intuition du mode`le de Ponzano-Regge Lorentzien. Cela
sera e´tudie´ en de´tails dans le prochain chapitre.
9.2.3 The´orie de champs ge´ne´ratrice
Il existe une the´orie de champs sur SU(2) ge´ne´rant le mode`le de Ponzano-Regge [99]. Tout comme dans le
cas 2d, ses diagrammes de Feynman reproduisent des varie´te´s simpliciales8 habille´s par des repre´sentations de
SU(2).
On de´finit un champ re´el φ sur SU(2)3 invariant sous permutation de ses arguments et invariant sous SU(2) :
∀g ∈ SU(2), φ(g1, g2, g3) = φ(g1g, g2g, g3g). (9.27)
Intuitivement, c’est un champ sur les triangles de R3 (triangles intrinse`ques i.e. classes d’e´quivalence de triangles
sous les isome´tries de R3). Passant a` la transforme´e de Fourier, φ s’e´crit :
φ(g1, g2, g3) = φ
j1j2j3
a1a2a3
3∏
i=1
D
(ji)
aibi
(gi)C
j1j2j3
b1b2b3
. (9.28)
8En fait, les diagrammes de Feynman donnent des 2-complexes qui ne sont duaux a` des triangulations que localement. En
ge´ne´ral, cela fournit des varie´te´s a` singularite´ conique. Plus intuitivement, on remarque que les bulles (duaux aux points) ne sont
plus clairement se´pare´es mais s’interpe´ne`trent, ce qui rend floue la de´finition des points de la triangulation.
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L’action de la the´orie ge´ne´ratrice est alors :
S[φ] =
1
2
∫
SU(2)3
dg1dg2dg3 |φ(g1, g2, g3)|2
− λ
4!
∫
SU(2)6
6∏
1
dgi φ(g1, g2, g3)φ(g3, g4, g5)φ(g5, g2, g6)φ(g6, g4, g1). (9.29)
Les re`gles de Feynman de´finissent un vertex d’interaction dual a` un te´trae`dre. Et on peut coller ces vertex
d’interaction a` l’aide de propagateurs, qui repre´sentent les triangles. On retrouve alors la fonction de partition
de´crit pre´ce´demment quand λ = 1. Pour λ arbitraire, la the´orie de´finit n’est plus exactement topologique et on
obtient des facteurs de λ exposant le nombre de te´trae`dres de la triangulation. De ce point de vue, λ permet de
controˆler le volume de la triangulation : par exemple les petites triangulations sont favorise´es quand λ est petit.
Comme dans le cas des mousses de spin 2d, je vais m’inte´resser aux solutions classiques de la the´orie.
L’e´quation du mouvement s’e´crit :
φ0(g1, g2, g3) =
λ
3!
∫
dg4dg5dg6 φ0(g3, g4, g5)φ0(g5, g2, g6)φ0(g6, g4, g1). (9.30)
Passant a` la transforme´e de Fourier, cette e´quation s’e´crit :
φj1j2j3a1a2a3 =
λ
3!
{6j}
∆j4∆j5∆j6
φj3j4j5a3a4a5φ
j5j2j6
a5a2a6φ
j6j4j1
a6a4a1 . (9.31)
D’ou` la solution e´vidente pour φ donne´e par l’inverse des Clebsh-Gordan. Mais il existe certainement d’autres
solutions. L’action e´value´e sur une solution vaut :
S[φ0] =
1
4
∫
dg1dg2dg3 φ0(g1, g2, g3)
2.
Comme dans le cas des mousses de spin 2d, on pourra les interpre´ter comme des e´tats cohe´rents de triangles.
En effet, un tel e´tat φ0 invariant sous mouvement de Pachner 1↔ 3 est un triangle e´quivalent a` trois triangles,
et ainsi de suite : c’est une configuration du champ auto-raffinante.
On peut conside´rer comme e´tat de la the´orie les fonctionnelles du champ φ. Tout comme dans le cas 2d,
on peut introduire la relation d’e´quivalence de´finie par l’e´galite´ sur toutes les solutions classiques. Ce seront
des fonctions invariantes sous le mouvement de Pachner 1 ↔ 3 mais pas force´ment sous le mouvement 2 ↔ 2.
Par similarite´ avec le cadre des mousses de spin 2d, on pourrait conside´rer ces classes d’e´quivalence comme
les solutions de la the´orie quantique canonique. Mais dans ce cas, puisque nous n’avons pas invariance sous le
mouvement 2 ↔ 2, cela ne projete pas sur les configurations a` courbure nulle F = 0. De plus, physiquement,
ces “e´tats” ne comportent pas de corre´lations a` longues distances puisqu’elles ne sont possibles que graˆce
aux mouvements 2 ↔ 2 (non-ultra-locaux comme les mouvements 1 ↔ 3). On peut trouver dans [100] des
conside´rations similaires sur la dynamique d’une the´orie de la gravite´ 3d ou 4d discre´tise´e.
On peut aussi regarder les perturbations de la the´orie autour de ces configurations. Elles sont de´finies par
l’action :
Sφ0 [φ] = S[φ0 + φ]− S[φ] =
1
2
∫
φ2 − λ
2
∫
φ2φ20 −
λ
4!
∫
φ4 − λ
3!
∫
φ3φ0 (9.32)
avec une modification a` la fois du propagateur et du vertex d’interaction. Cela permet d’e´tudier la the´orie autour
d’un “vide” non-trivial (une ge´ome´trie de fond non nulle).
9.2.4 Conclusion : extension a` la the´orie BF en dimension 4
Les construction pre´ce´dentes peuvent eˆtre ge´ne´ralise´es a` toute dimension et re´sultent en des mode`les de
mousse de spin quantifiant la the´orie BF topologique.
Examinons la situation en quatre dimensions. On conside`re une varie´te´ simpliciale 4d consistant en des
4-simplex colle´s ensemble. La mousse de spin est le 2-complexe dual. Chaque 4-simplex est fait de 10 triangles
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groupe´s en 5 te´trae`dres. On associe a` chaque triangle une repre´sentation de Spin(4) dans le cas Euclidien ou de
SL(2,C) dans le cas Lorentzien. Chaque te´trae`dre est de´fini par un entrelaceur 4-valent entre les 4 repre´sentations
de ses triangles. Spin(4) se de´compose en SU(2)× SU(2) et ses repre´sentations irre´ductibles sont labelle´s par
deux demi-entiers J = (j, k) correspondant aux deux sous-groupes SU(2). Une base d’une telle repre´sentation est
fournie par la base usuelle des repre´sentations de SU(2) et est labelle´e par un couple de demi-entiersM = (m,n).
Il n’y a pas un unique entrelaceur 4-valent e´tant donne´es 4 repre´sentations, mais les entrelaceurs forment un
espace d’Hilbert. Une base est donne´e par la de´composition de l’entrelaceur en deux entrelaceurs 3-valents.
Comme les entrelaceurs 3-valents sont uniques (coefficients de Clebsh-Gordan a` une normalisation), la base est
labelle´e par une repre´sentation de Spin(4) interme´diaire. On note ces entrelaceurs (orthonorme´s) CJ1J2J3J4JM1M2M3M4
avec J la repre´sentation interme´diaire.
Finalement, un 4-simplex est fait de 10 triangles labelle´s par 10 repre´sentations et de 5 te´trae`dres labelle´s
chacun par un entrelaceur. On associe alors a` chaque 4-simplex l’unique amplitude invariante fabriquable a` partir
de ces 15 repre´sentations. C’est le symbole {15j} de Spin(4), obtenu en contractant les 10 repre´sentations avec
les 5 entrelaceurs.
Regardons plus pre´cise´ment ce qui se passe au niveau des te´trae`dres, on leur associe un diagramme oeil
labelle´ par les 4 repre´sentations J1, .., J4 des triangles et par deux repre´sentations “internes” J et K de´crivant
les entrelaceurs attribue´s au te´trae`dre vu des deux 4-simplex qui le partagent. Contractant les deux entrelaceurs,
l’e´valuation du diagramme oeil vaut 1 si J = K et 0 sinon, ce qui correspond au nombre d’e´tats quantiques du
te´trae`dre. On remarque que le te´trae`dre est le meˆme vu des deux 4-simplex.
Comme en 3d, on pourra reconstruire tout cela par une discre´tisation de la fonction de partition de la the´orie
BF et on pourra e´galement suivre la meˆme construction d’un projecteur que dans le cas 3d.
A ce point, il est ne´cessaire de souligner que le 4-simplex construit tel quel a` partir de la the´orie BF n’est
pas ge´ome´trique, dans le sens qu’il n’y a aucune relation entre le champ B de la the´orie et la me´trique. Il est
par contre possible d’imposer une telle relation et de construire un 4-simplex ge´ome´trique en contraignant les
repre´sentations qui le labellent [73]. Cela me`ne au mode`le de Barrett-Crane que je discute dans la prochaine
partie. Alors, la repre´sentation interne d’un te´trae`dre sera diffe´rente vu des deux 4-simplex et l’e´valuation du
diagramme oeil ne sera plus simplement 0 ou 1 mais on obtiendra un espace d’e´tats quantiques du te´trae`dre
beaucoup plus riche [76].
Chapitre 10
La ge´ome´trie quantique selon
Barrett-Crane
Le mode`le de Barrett-Crane est un mode`le de mousse de spin quantifiant la relativite´ ge´ne´rale. D’une part,
on peut le voir comme une quantification ge´ome´trique de 4-simplex colle´s par la suite pour construire un
espace-temps, tout comme le mode`le de Ponzano-Regge pouvait eˆtre conside´re´ comme la the´orie d’un te´trae`dre
quantique. D’ailleurs ce point de vue se refle`te dans la possibilite´ d’e´crire une the´orie de champs ge´ne´ratrice pour
le mode`le. D’autre part, on peut de´river le mode`le a` partir de la the´orie BF. En effet, il existe une reformulation
de la relativite´ ge´ne´rale sous la forme d’une the´orie BF contrainte (les contraintes sont d’ailleurs les contraintes
de seconde classe (1.2)). Dans ce contexte, la quantification de la the´orie BF en n’importe quelle dimension est
connue et s’effectue d’une manie`re paralle`le au cas tri-dimensionel. Ensuite, il s’agit d’imposer les contraintes
au niveau quantique pour obtenir un mode`le quantifiant le´gitimement la relativite´ ge´ne´rale.
Dans un premier temps, je vais rappeler en introduction la quantification d’un 4-simplex effectue´e par Barrett
et Crane dans les cas Euclidien et Lorentzien [73, 74], ce qui permettra de comprendre les objections possibles
a` la pertinence du mode`le en tant que gravite´ quantique.
Puis dans une premie`re section, j’expliciterai la de´rivation de la relativite´ ge´ne´rale (action de Palatini
ge´ne´ralise´e) a` partir de la the´orie BF et je montrerai comment traduire les contraintes au niveau quantique.
Dans ce contexte, je soulignerai le roˆle du parame`tre d’Immirzi.
Ensuite, je de´crirai le mode`le de Barrett-Crane lui-meˆme et la ge´ome´trie quantique qu’il de´finit. En effet, le
mode`le n’est plus topologique et il s’agit de comprendre quels sont vraiment les degre´s de liberte´ de la the´orie.
Enfin, je terminerai ce chapitre par le proble`me de la fle`che temps : le mode`le est-il causal et peut-on le
comprendre en terme d’ope´rateur e´volution ?
10.1 Rappels sur la quantification d’un 4-simplex
Dans notre cadre, la quantification du 4-simplex se fait a` partir de sa description ge´ome´trique en fonction
de bivecteurs. A partir d’un 4-simplex ge´ome´trique on peut construire les 10 bivecteurs b(t) correspondant a`
ses 10 triangles t (on prend le bivecteur e ∧ f pour un triangle dont les vecteurs coˆte´s sont e, f, g = −(e+ f)).
Re´ciproquement, un 4-simplex ge´ome´trique est uniquement de´termine´ par ses 10 bivecteurs. Plus pre´cise´ment,
soit un 4-simplex combinatoire avec 10 bivecteurs correspondant a` ses 10 triangles et satisfaisant les conditions
suivantes [73] :
(1) Le bivecteur b(t) change de signe si l’orientation du triangle t change.
(2) Chaque bivecteur b(t) est simple i.e. de la forme e ∧ f . Cela e´quivaut a` la condition 〈b, ∗b〉 = 0.
(3) Si deux triangles ont un coˆte´ en commun, alors la somme des deux bivecteurs est encore simple.
(4) La somme des quatre bivecteurs correspondant aux faces d’un te´trae`dre est nulle, prenant comme orien-
tation des triangles celle de la frontie`re du te´trae`dre.
127
128 CHAPITRE 10. LA GE´OME´TRIE QUANTIQUE SELON BARRETT-CRANE
(5) La configuration des bivecteurs est non-de´ge´ne´re´e : les bivecteurs de six triangles partageant un meˆme
vertex sont line´airement inde´pendant.
(6) Dans le cas Euclidien, les bivecteurs peuvent eˆtre conside´re´s comme des ope´rateurs line´aires en utilisant
la me´trique Euclidienne. Alors pour n’importe quels 3 triangles sur un meˆme te´trae`dre, on suppoe que
Trb1[b2, b3] > 0, l’ordre 1, 2, 3 e´tant de´termine´ par l’orientation de la frontie`re du te´trae`dre. Dans le cas
Lorentzien, il faut prendre en compte le genre temps ou espace du te´trae`dre. Par exemple, dans le cas de
te´trae`dre de genre espace, on impose la meˆme condition que dans le cas Euclidien.
Alors les 10 bivecteurs de´terminent un unique 4-simplex ge´ome´trique a` translation pre`s (et inversion par rapport
a` l’origine pre`s). Remarquons que la condition (6) permet de distinguer une configuration b(t) de son oppose´e
−b(t) (le signe de la trace change) et de son dual ∗b(t) (on obtient un 4-simplex de´ge´ne´re´ avec Trb1[b2, b3] = 0).
Notons que dans le cas Euclidien, la contrainte de simplicite´ d’un bivecteur b s’exprime facilement en utilisant
la de´composition de b en parties selfduale et antiselfduale b = b++ b− avec ∗b± = ±b± : un bivecteur est simple
ssi |b+|2 = |b−|2.
Il s’agit de quantifier le 4-simplex en respectant les conditions (1) − (6)[73, 74, 76]. Commenc¸ons par le
cas Euclidien. On effectue une quantification ge´ome´trique utilisant une correspondance entre l’ensemble de
bivecteurs Λ2R4 et l’alge`bre (son dual) so(4)∗ :
θ : Λ2R4 → so(4)∗
e ∧ f → θ(e ∧ f) : l ∈ so(4)→ η(le, f) ∈ R (10.1)
ou` η est la me´trique Euclidienne (plate). Il est important pour la suite de noter une ambigu¨ıte´ dans la de´finition
de cette correspondance. En effet, on peut utiliser l’isomorphisme θ◦∗ [76] et meˆme plus ge´ne´ralement θ◦(α∗+β)
[96].
Identifiant so(4)∗ et so(4), on peut remplacer les bivecteurs par des ge´ne´rateurs du groupe SO(4) ∼ Spin(4)
et on se retrouve avec un ge´ne´rateur J ∈ so(4) sur chaque triangle. Quantifiant ge´ome´triquement [76], on se
retrouve avec une repre´sentation de Spin(4) sur chaque triangle et il s’agit de traduire les conditions (1)− (6)
en des contraintes sur les repre´sentations.
Les repre´sentations de Spin(4) ∼ SU(2)× SU(2) sont des couples de repre´sentations de SU(2) et sont donc
labelle´es par des couples de demi-entiers (j+, j−). Tenant compte qu’un bivecteur est simple ssi 〈b, ∗b〉 = 0, on
peut quantifier la condition de simplicite´ en 〈J, ∗J〉 = 0. Ceci est le second Casimir de spin(4) et se traduit
donc en :
j+(j+ + 1)− j−(j− + 1) = 0 i.e. j+ = j−. (10.2)
Ainsi les repre´sentations simples de Spin(4) sont labelle´es par un unique demi-entier j = j− = j+. Ce sont les
seules repre´sentations de Spin(4) contenant un vecteur invariant sous SU(2). Nous noterons ainsi |(j, j)x0〉, en
reprenant les notations de la partie pre´ce´dente, le vecteur de la repre´sentation (j, j) invariant sous le groupe
SU(2)x stabilisateur du vecteur x ∈ S3 ∼ SO(4)/SO(3).
Alors, interpre´tant un te´trae`dre comme un tenseur sur les 4 repre´sentations attache´es a` ses faces, la traduction
des conditions (1)− (4) est imme´diate :
(1) Changer l’orientation d’un triangle change sa repre´sentation en son dual.
(2) Chaque repre´sentation est simple i.e. du type (j, j).
(3) La somme de deux bivecteurs se traduit par le produit tensoriel des repre´sentations. Pour deux triangles
d’un te´trae`dre, le produit tensoriel des deux repre´sentations se de´veloppe sur les repre´sentations (j−, j+)
de spin(4). On impose que le tenseur du te´trae`dre soit non-nul seulement sur les composantes simples
(j, j) de la de´composition.
(4) Le tenseur associe´ a` un te´trae`dre est un tenseur invariant i.e. un entrelaceur entre les quatre repre´sentations
attache´es a` ses faces.
Ces conditions de´terminent de manie`re unique l’entrelaceur attache´ a` un te´trae`dre en fonction des 4 repre´sentations
le labellant [101]. On l’appelle l’entrelaceur de Barrett-Crane. C’est l’unique entrelaceur invariant sous SO(3)4
et peut eˆtre conside´re´ comme un entrelaceur sur l’espace SO(4)/SO(3) ∼ S3, fait qui peut se ge´ne´raliser a`
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toute dimension[102]. Cette invariance au niveau des entrelaceurs peut eˆtre interpre´te´e comme imple´mentant
l’invariance de la ge´ome´trie d’un te´trae`dre sous le groupe SO(3).
De´composant l’entrelaceur sur la base d’entrelaceurs trivalents, il se de´compose uniquement sur les repre´sentations
simples avec avec coefficients leur mesure de Plancherel (la dimension des repre´sentations) :
Ij1,j2,j3,j4BC ≡
∑
j
(2j + 1)2
(j1, j1)
(j2, j2)
〉
(j, j)
〈 (j3, j3)
(j4, j4)
(10.3)
ou` on peut permuter le roˆle des repre´sentations 1, 2, 3, 4 dans la de´composition de l’entrelaceur (il est “isotrope”).
Il peut e´galement eˆtre e´crit comme une inte´grale sur l’espace homoge`ne S3 :
Ij1,j2,j3,j4BC ≡
∫
S3
dx
4∏
i=1
〈(ji, ji)x0|. (10.4)
Il n’y a pas de traduction de la condition (5). Mais il est possible d’e´tudier la condition (6). Cette contrainte
est importante car elle permet de distinguer les secteurs b ↔ −b et b ↔ ∗b. Pour cela, il faut introduire des
ope´rateurs volumes chiraux U± :
U± = ±Trb±1 [b±2 , b±3 ],
ou` b± sont les composantes self-duales et anti-self duales de b dans spin(4). Il y a 4 possibilite´s au niveau
classique :
a. ce sont les bivecteurs b eux-meˆmes qui forment le 4-simplex, alors U+ > 0 et U
− = −U+.
b. ce sont les bivecteurs −b qui forment le 4-simplex, alors U+ < 0 et U− = −U+.
c. ce sont les bivecteurs ∗b qui forment le 4-simplex, alors U+ > 0 et U− = U+.
d. ce sont les bivecteurs − ∗ b qui forment le 4-simplex, alors U+ < 0 et U− = U+.
Au niveau quantique, il est possible d’imposer la contrainte de chiralite´ U+ + U− = 0 se´lectionnant le secteur
±b (et e´liminant le secteur ± ∗ b). Cela choisit la correspondance a` utiliser entre les bivecteurs et l’alge`bre (en
fait, cela contraint la structure de Poisson sur les ge´ne´rateurs de l’alge`bre) et il faut que cela soit θ ◦ ∗ et non
pas θ [76] ! Ainsi l’ambigu¨ıte´ au niveau de la correspondance est totalement fixe´e. Ne´anmoins, il n’est alors pas
e´vident du tout d’imposer la contrainte U+ > 0 au niveau quantique, que l’on laisse de coˆte´ pour le moment.
Le lecteur trouvera plus de de´tails sur la proce´dure de quantification en appendice.
L’extension au cas Lorentzien a e´te´ e´galement re´alise´e par Barrett et Crane [74]. La logique de l’e´tude est
la meˆme que dans le cas Euclidien. Cette fois-ci, on travaille avec le groupe de Lorentz SO(3, 1) ∼ SL(2,C).
Les repre´sentations unitaires sont labelle´es par des couples (n ∈ N/2, ρ ∈ R). La simplicite´ des repre´sentations
correspond a` la nullite´ du second Casimir nρ = 0, ce qui restreint aux repre´sentations (0, ρ) et (n, 0). Il y a
cette fois-ci trois entrelaceurs simples possibles : un correspond au quotient SL(2,C)/SU(2) isomorphe a` l’hyper-
bolo¨ıde supe´rieure H+ dans l’espace de Minkowski, un correspond au quotient SL(2,C)/SU(1, 1) isomorphe a`
l’hyperbolo¨ıde a` une nappeH0, et un correspond au coˆne de lumie`re. Dans les trois cas, si on regarde les fonctions
L2 sur ces espaces, on peut les de´velopper en transforme´e de Fourier (en fait, transforme´e de Gelfand-Graev)
sur des repre´sentations simples.
Concentrons-nous sur le cas du quotient SL(2,C)/SU(2) ∼ H+. Les fonctions L2 sur l’hyperbolo¨ıde se
de´compose sur les repre´sentations simples du type (0, ρ) :
L2(H+) =
∫
ρ2dρR(0,ρ).
L’entrelaceur de Barrett-Crane s’e´crit dans ce cas comme une inte´grale sur H+ :
Iρ1ρ2ρ3ρ4BC :
⊗4
i=1 R
(0,ρi) → C
f1 ⊗ ..⊗ f4 → 12π2
∫
H+
dx f1(x)..f4(x)
(10.5)
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en conside´rant les e´le´ments des R(0,ρ) comme des fonctions sur l’hyperbolo¨ıde. On peut e´galement de´composer
cet entrelaceur en des entrelaceurs trivalents ce qui donne :
Iρ1ρ2ρ3ρ4BC =
∫
ρ2dρ
ρ1
ρ2
〉
ρ
〈ρ3
ρ4
, (10.6)
ou l’e´crire en tant qu’inte´grale sur H+ des projections sur les vecteurs de R(0,ρi) invariants sous SU(2) comme
dans le cas Euclidien (10.4).
Regardons donc maintenaint le 4-simplex quantique que nous avons construit. Il est de´fini par 10 repre´sentations
simples de´crivant ses 10 triangles et par 5 entrelaceurs simples de´finissant les te´trae`dres. Etant donne´e la corre-
spondance entre b↔ ∗J de´finie par θ ◦ ∗, le Casimir 〈J, J〉 des repre´sentations simples correspond a` la quantite´
classique 〈∗b, ∗b〉 = ±〈b, b〉 suivant que nous sommes dans le cas Euclidien ou Lorentzien. On obtient ainsi
l’aire (au carre´) du triangle1 : un triangle labelle´ par (j, j) (cas Euclidien) aura comme aire
√
2j(j + 1) et un
triangle labelle´ par (0, ρ) (cas Lorentzien) aura comme aire
√
ρ2 + 1 > 0. On remarque que le cas Lorentzien
nous fournit le meˆme spectre de l’aire qu’obtenu avec l’approche canonique covariante de´crit dans la partie
III. Ensuite les te´trae`dres sont de´finis par les entrelaceurs simples, qui s’expriment comme des inte´grales sur
les espaces homoge`nes S3 et H+. Les vecteurs sur S3 et H+ peuvent alors s’interpre´ter comme la normale au
te´trae`dre. Dans le cas Lorentzien, cela nous restreint donc a` des te´trae`dres de genre espace ! Ce qui permet une
comparaison avec un formalisme canonique de´crivant l’e´volution dans le temps de tranches de genre espace.
Au final, nous avons quantifie´ un 4-simplex. Il faudrait maintenant construire une varie´te´ simpliciale en
recollant ses 4-simplex quantiques. Reste que de la manie`re de recoller de´pend la propagation des degre´s de
liberte´ de la the´orie. Pour cela, nous allons partir d’une the´orie continue, la relativite´ ge´ne´rale (car on veut un
mode`le de gravite´ quantique !), et on va la discre´tiser. Il se trouve qu’il existe une reformulation de la gravite´ en
tant qu’une the´orie BF contrainte qui permet de rede´river les meˆmes 4-simplex quantiques. Mais de plus, elle
permet de de´crire le couplage entre ces 4-simplex et donc potentiellement de cre´er des corre´lations. Et c’est ce
que je vais de´crire dans les sections suivantes.
10.2 La gravite´ comme une the´orie BF modifie´e
10.2.1 Contraindre la the´orie BF
Introduisons l’action de Plebanski [103], qui est une action de type BF avec des contraintes quadratiques
sur le champ B :
S = S(ω,B, φ) =
∫
M
[
BIJ ∧ FIJ (ω) − 1
2
φIJKLB
KL ∧ BIJ
]
(10.7)
ou` ω est une 1-forme a` valeur dans so(4) (so(3, 1)), ω = ωIJα JIJdx
α, JIJ e´tant les ge´ne´rateurs de so(4) (so(3, 1),
F = dωω est la 2-forme courbure de ω, B est aussi une 2-forme a` valeur dans so(4) (so(3, 1)), B = B
IJ
αβJIJdx
α∧
dxβ , et φIJKL est un multiplicateur de Lagrange satisfaisant φIJKLǫ
IJKL = 0 (de plus φIJKL est suppose´
syme´trique sous e´change de (IJ) et (KL) et antisyme´trique sous I ↔ J et K ↔ L). Dans la suite, α, β, .. sont
des indices d’espace-temps et I, J,K, ... de´notent des indices internes. Les e´quations du mouvement sont :
dB + [ω,B] = 0 F IJ(ω) = φIJKLBKL B
IJ ∧ BKL = e ǫIJKL (10.8)
avec e = 14! ǫIJKLB
IJ ∧ BKL. Quand e 6= 0, les contraintes (10.8) sont e´quivalentes a` ǫIJKLBIJab BKLcd = ǫabcde
[75], ce qui signifie que ǫIJKLB
IJ
ab B
KLab = 0 i.e. Bab est un bivecteur simple. De plus, (10.8) est satisfaite si et
seulement si il existe un champ de te´trade re´el eI = eIadx
a tel qu’une des e´quations suivantes soit vraie :
I± B
IJ = ± eI ∧ eJ (10.9)
1Il y a toujours des ambigu¨ıte´s lie´es a` la quantification. Ainsi un autre choix de conventions donnent les spectres
√
2(j +1/2) et
ρ ≥ 0.
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II± B
IJ = ± 1
2
ǫIJ KLe
K ∧ eL. (10.10)
Restreignant le champ B a` toujours eˆtre dans le secteur II+ (ce qui est parfaitement possible classiquement),
l’action se re´-e´crit :
S =
∫
M
ǫIJKL e
I ∧ eJ ∧ FKL (10.11)
qui est bien l’action de Palatini pour le formalisme du premier ordre de la relativite´ ge´ne´rale.
Il est possible de ge´ne´raliser les contraintes pour pouvoir de´river l’action de Palatini ge´ne´ralise´e et introduire
le parame`tre d’Immirzi. Ainsi [104] introduit l’action :
S =
∫
BIJ ∧ FIJ − 1
2
φIJKLB
IJ ∧BKL + µH (10.12)
ou` H = a1φIJ
IJ + a2φIJKLǫ
IJKL avec a1 et a2 des constantes arbitraires. φ (scalaire) et µ (4-forme) sont des
multiplicateurs de Lagrange, avec φ ayant comme syme´tries φIJKL = −φJIKL = −φIJLK = φKLIJ . φ impose
la contrainte sur le champ B, tandis que µ impose la condition H(φ) = 0 sur φ. L’ope´rateur ∗ agit sur les indices
internes de telle sorte que ∗BIJ = 1/2 ǫIJKLBKL. Ainsi ∗2 = ǫ, avec ǫ = 1 dans le cas Euclidien et ǫ = −1 dans
le cas Lorentzien.
Ceci est l’action la plus ge´ne´rale du type BF avec des contraintes quadratiques sur le champ B : la contrainte
scalaire H = 0 est la plus ge´ne´rale possible e´tant donne´es les syme´tries du champ φ. Alors les e´quations du
mouvement sont les meˆmes que pour l’action de Plebanski sauf que la contrainte sur le champ B se complique :
BIJ ∧BKL = 1
6
(BMN ∧BMN )η[I|K|ηJ]L + ǫ
12
(BMN ∧ ∗BMN )ǫIJKL (10.13)
2a2B
IJ ∧BIJ − ǫa1BIJ ∧ ∗BIJ = 0 (10.14)
La solution de ces contraintes, pour des champs B non-de´ge´ne´re´s (BIJ ∧ ∗BIJ 6= 0), sont [104, 95, 96] :
BIJ = α ∗ (eI ∧ eJ) + β eI ∧ eJ (10.15)
avec
a2
a1
=
α2 + ǫβ2
4αβ
(10.16)
Inse´rant cette solution dans l’action(10.12), on obtient l’action de Palatini ge´ne´ralise´e :
S = α
∫
∗(eI ∧ eJ) ∧ FIJ + β
∫
eI ∧ eJ ∧ FIJ (10.17)
avec un couplage entre le secteur ge´ome´trique ∗(e ∧ e) (relativite´ ge´ne´rale) et le secteur non-ge´ometrique e ∧ e.
Ainsi je me suis propose´ durant ma the`se d’e´tudier la quantification de cette action BF ge´ne´ralise´e a` l’aide du
formalisme de mousse de spin, permettant de voir le roˆle du parame`tre d’Immirzi : est-il un parame`tre modifiant
la the´orie quantique comme en Loop Quantum Gravity ou est-il un parame`tre sans conse´quence physique comme
dans l’analyse canonique covariante e´tudie´e dans la partie III.
Conside´rant (10.16), on se rend compte qu’une fois choisi un couple (α, β) nous avons quatre secteurs tout
comme avec l’action de Plebanski. Dans le cas Euclidien, on peut e´changer α et β. Sous cette transformation,
le champ B se change en son dual ∗B. Cela refle`te que notre action initiale se voit pas la diffe´rence entre B et
∗B. On peut aussi e´changer B → −B sans affecter la physique du mode`le. Cela nous fournit les quatre secteurs
suivants :
(α, β) (−α,−β) (β, α) (−β,−α). (10.18)
Dans le cas Lorentzien, la syme´trie sous ∗ nous donne les quatre secteurs suivants :
(α, β) (β,−α) (−α,−β) (−β, α). (10.19)
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Comparant avec l’action de Palatini ge´ne´ralise´e, la the´orie avec a1, a2 correspond a` un parame`tre d’Immrizi
γ = α/β donne´ par l’e´quation :
a2
a1
=
1
4
(
γ +
ǫ
γ
)
. (10.20)
On remarque les deux secteurs de la the´orie de´finis par γ et ǫ/γ correspondent a` la syme´trie e´changeant α et
ǫβ.
Ainsi, le groupe de syme´trie de la the´orie est Diff(M)×SO(4)×Z2×Z2, avec SO(4) remplace´ par SO(3, 1)
dans le cas Lorentzien. Le Z2 × Z2 correspond a` l’existence des 4 secteurs de solutions et est responsable pour
les interfe´rences au niveau quantique.
Comme dans le cas de l’action de Plebanski, quand B est non-de´ge´ne´re´, on peut reformuler les contraintes
sur le champ B e´changeant le roˆle des indices internes et des indices d’espace-temps2. Cela est possible quand
a2 6= 0 et
(
a1
2a2
)2
6= ǫ :
(
ǫIJMN − a1
a2
η[I|M|ηJ]N
)
BMNcd B
IJ
ab = e ǫabcd
(
1− ǫ
(
a1
2a2
)2)
(10.21)
avec
e =
1
4!
ǫIJKLB
IJ ∧BKL. (10.22)
Il est inte´ressant de noter que pour (ab) = (cd), (10.23) donne un e´quivalent de la contrainte (10.14) :
2a2
1
2
ǫIJKLB
IJ
abB
KLab − a1BIJab BabIJ = 0. (10.23)
Il est facile de voir le lien entre l’action BF contrainte ge´ne´ralise´e et l’action de Plebanski originale [95, 96].
En effet, effectuons le changement de variables suivant sur (10.12) :{
BIJ = αEIJ + ǫβ ∗ EIJ
φ˜IJKL = (α+ ǫβ
1
2ǫIJ
AB)φABCD(α+ ǫβ
1
2ǫKL
CD)
(10.24)
Alors l’action devient :
S =
1
|α2 − ǫβ2|3
∫
(αEIJ + ǫβ ∗ EIJ ) ∧ FIJ − 1
2
φ˜IJKLE
IJ ∧EKL + µǫIJKLφ˜IJKL (10.25)
et on voit bien que nous avons les meˆmes contraintes que dans l’action de Plebanski sur le champ E, ce qui
implique que E est restreint a` eˆtre simple et s’exprime en fonction d’un champs de te´trade selon l’un des
secteurs (10.10). De plus, cela montre que l’e´tude (et la quantification) de l’action BF ge´ne´ralise´e utilise les
meˆmes techniques que pour l’action de Plebanski.
10.2.2 Les contraintes a` la Barrett-Crane
Pour discre´tiser la the´orie, on se place sur une triangulation de l’espace-temps quadri-dimensionnel i.e. sur
une varie´te´ simpliciale. La discre´tisation de la the´orie se fait comme dans le cas de la the´orie BF (le lecteur
trouvera une approche syste´matique de la discre´tisation dans [41, 105]). L’espace-temps est forme´ de 4-simplex,
te´trae`dres, triangles, coˆte´s et points. Du dual, on ne retient que le 2-squelette : le 2-complexe dual forme´ des
vertex duaux aux 4-simplex, des liens duaux aux te´trae`dres et des faces/plaquettes duales aux triangles. Il
s’agit alors de discre´tiser la connexion ω, et sa courbure F , et le champ de bivecteur B. F et B e´tant des
2-formes, il est naturel de les discre´tiser en les associants aux triangles, ou de manie`re e´quivalente aux triangles.
En ce qui concerne la connexion, on la discre´tise sur les liens duaux : associe´ a` un te´trae`dre, elle de´crit le
transport paralle`le entre deux 4-simplex. On remplace alors la courbure F sur une plaquette par l’holonomie de
2J’ai donne´ une preuve dans [95].
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la connexion (discre`te) autour de cette plaquette. En ce qui concerne le champ B, on l’inte`gre sur les triangles
pour de´finir un bivecteur associe´ aux triangles :
BIJ(t) =
∫
t
BIJ .
Jusque la`, on est dans le meˆme cadre que pour la the´orie BF. La diffe´rence est qu’il faut maintenant discre´tiser
les contraintes sur le champ B en des contraintes sur les biecteurs B(t).
Dans un premier temps, nous allons discre´tiser la version des contraintes donne´es par (10.21). Le plus simple
est d’utiliser le changement de variables (10.24) et de se servir du champ E de´fini par B = αE + β ∗ E. Alors,
les contraintes s’e´crivent tre`s simplement :(
α2 + ǫ β2
)
ǫIJKLE
IJ
ab E
KL
cd = e ǫabcd (10.26)
ou` e = 14! ǫIJKLB
IJ ∧ BKL = 14! (α2 + ǫβ2)ǫIJKLEIJ ∧ EKL peut eˆtre conside´re´ comme un e´le´ment de volume
(puisque le champ B est suppose´ non-de´ge´ne´re´). En effet, les contraintes sur E (ou sur B) imposent que E
s’e´crit en fonction d’une te´trade, EIJ = ±eI ∧ eJ ou EIJ = ± ∗ (eI ∧ eJ), cette te´trade de´finissant la me´trique
quand nous re´solvons les e´quations du mouvement. Alors le scalaire e est proportionnel a` ǫIJKLe
I ∧eJ ∧eK∧eL.
Ainsi a` un facteur pre`s, le 4-volume ge´ne´re´ par deux triangles t et t′ d’un 4-simplex est donne´ par :
V (t, t′) =
∫
x∈t ; y∈t′
e ǫabcd dx
a ∧ dxb ∧ dyc ∧ dyd. (10.27)
Alors on peut inte´grer la contrainte (10.26) pour en avoir une version discre´tise´e :
ǫIJKLE
IJ (t)EKL(t′) =
1
(α2 + ǫ β2)
V (t, t′). (10.28)
Conside´rant un unique triangle t, on obtient la contrainte de simplicite´ du bivecteur t :
ǫIJKLE
IJ (t)EKL(t) = 0. (10.29)
Et conside´rant deux triangles t et t′ partageant un meˆme coˆte´, on obtient la simplicite´ de E(t) + E(t′) :
ǫIJKL E
IJ(t)EKL(t′) = 0. (10.30)
Ces contraintes correspondent bien aux contraintes (2) et (3) sur les bivecteurs d’un 4-simplex ge´ome´trique. On
peut les traduire sur les bivecteurs B(t) :
a2ǫIJKLB
IJ (t)BKL(t′) = a1B
IJ (t)BIJ (t
′) (10.31)
pour t = t′ ou t et t′ adjacents (partageant un meˆme coˆte´).
Maintenant, il s’agit de donner une version de ces contraintes au niveau quantique. Cela se fait en deux
e´tapes. Tout d’abord, on utilise l’application θ (10.1) pour traduire les bivecteurs en des ge´ne´rateurs de so(4)
ou so(3, 1), puis on quantifie ge´ome´triquement3. Utilisant la correspondance θ : B → J , on peut traduire la
contrainte (10.31) ci-dessus en une contrainte sur les repre´sentations de Spin(4) ou SL(2,C) [95, 96] reliant leur
deux Casimirs C1,2 :
2a2C2 = a1C1 (10.32)
ou` JIJJIJ = 2C1 et
1
2ǫIJKLJ
IJJKL = 2C2. On peut remplacer C1,2 par leur valeur explicite dans les
repre´sentations (j−, j+) de Spin(4) ou (n, ρ) de SL(2,C). On trouve que les contraintes n’ont pas de sens :
il n’y a presque pas de solutions. Serait-il impossible de quantifier la the´orie en ge´ne´ral (a1, a2 arbitraires i.e. γ
arbitraire) ?
3Il est e´galement possible d’utiliser des techniques d’inte´grale de chemin discre´tise´e comme dans [41, 106]
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J’ai donne´ la solution de ce proble`me dans [95, 96]. Elle consiste a` exploiter l’ambigu¨ıte´ de la correspondance
entre B ↔ J . En effet, au lieu d’utiliser l’application θ, on est libre d’utiliser une application arbitraire θ◦(a∗+b)
(ou` ∗ est l’ope´rateur de Hodge). On peut alors choisir (a, b) = (−α, β) (au facteur β2 − ǫα2 pre`s). Cela revient
a` faire correspondre E aux ge´ne´rateurs canoniques de so(4) ou so(3, 1) au lieu de B ↔ J ! Dans ce cas-la`, on
retrouve les contraintes de simplicite´ classique imposant de travailler avec des repre´sentations simples donne´es
par C2 = 0.
Une fois les contraintes sur B traduites au niveau quantique, on peut proce´der a` la quantification du mode`le
proprement dit. On trouve bien suˆr des 4-simplex quantiques et la question de´licate est le couplage entre ces
4-simplex i.e. le poids attribue´ aux te´trae`dres. Cette discre´tisation a e´te´ effectue´ dans [107] et de´finit le mode`le
de Barrett-Crane, que l’on peut e´galement de´river d’une the´orie ge´ne´ratrice [88, 89]. Je de´crirai ce mode`le et sa
ge´ome´trie en de´tail dans la prochaine section.
10.2.3 Les contraintes a` la Reisenberger
Il existe une autre manie`re de discre´tiser la the´orie BF contrainte consistant a` discre´tiser l’autre version des
contraintes donne´e par (10.13) et (10.14). Une fois encore, on utilise le 4-volume ge´ne´re´ par deux triangles :
V (t, t′) =
∫
x∈t ; y∈t′
e ǫabcd dx
a ∧ dxb ∧ dyc ∧ dyd.
Cette fois-ci, on de´compose la 2-forme B dans le 4-simplex en tant que somme de 2-formes associe´es aux triangles
[105, 75, 41] :
BIJ(x) =
∑
t
BIJt (x), (10.33)
ou` BIJt (x) est tel que : ∫
BIJt ∧D = BIJ [t]
∫
t∗
D, (10.34)
avec D une 2-forme quelconque et t∗ la surface duale au triangle (plus pre´cise´ment, la partie de cette surface
duale a` l’inte´rieure du 4-simplex conside´re´). Il est alors simple de remarquer que :∫
t
BIJt′ = δt,t′B
IJ [t] (10.35)
∫
BIJt ∧BKLt′ = BIJ [t]BKL[t′]ǫ(t, t′) (10.36)
ou` ǫ(t, t′) est le signe du volume oriente´ V (t, t′). Plus pre´cise´ment ǫ(t, t′) = ±1 si t et t′ ne partagent pas de
coˆte´, sinon ǫ(t, t′) = 0. En posant alors :
ΩIJKL =
∑
t,t′
BIJ [t]BKL[t′]ǫ(t, t′), (10.37)
on peut traduire les contraintes (10.13) et (10.14) sur le champ B dans le contexte discret :
Ω˜IJKL = ΩIJKL − 1
6
η[IKηJ]LΩABAB −
1
24
ǫIJKLǫABCDΩ
ABCD = 0, (10.38)
4a2Ω
AB
AB = a1ǫABCDΩ
ABCD. (10.39)
C’est l’extension des contraintes de Reisenberger [105] au cas avec parame`tre d’Immirzi, que j’ai explicite´ dans
[96]. Dans le cas de Spin(4), on peut de´composer Ω en parties self-duale et anti-self-duale, ce qui conduit aux
contraintes :
Ω˜ij++ = Ω
ij
++ − δij
1
3
tr(Ω++), (10.40)
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Ω˜ij−− = Ω
ij
−− − δij
1
3
tr(Ω−−), (10.41)
Ωij+− = 0, (10.42)
Ω0 = (α− β)2tr(Ω++) + (α+ β)2tr(Ω−−) = 0, (10.43)
ou` on remarque que le parame`tre d’Immirzi (a` travers les coefficients α et β) n’intervient que dans la contrainte
scalaire (la dernie`re). On peut ensuite imple´menter ces contraintes au niveau quantique soit en restreignant
le domaine d’inte´gration dans la fonction de partition [105, 96], soit en tant qu’e´quations diffe´rentielles sur la
fonction de partition [41].
10.3 Le mode`le de Barrett-Crane Lorentzien
Pour construire le mode`le, on peut suivre une proce´dure de discre´tisation de la the´orie BF contrainte ou partir
directement d’une the´orie de champs ge´ne´ratrice. Dans les deux cas, il s’agit de de´cider de la manie`re de coller
les 4-simplex ensembles. Dans le cadre de la discre´tisation, cela correspond au couplage entre les 4-simplex de´fini
par la the´orie continue. Dans le cadre de la the´orie de champs, cela correspond au choix du propagateur ou, au
niveau des diagrammes de Feynman, a` la manie`re de coller les vertex d’interaction (repre´sentant les 4-simplex).
Dans tous les cas, il n’y a qu’un seul test possible pouvant de´montrer la validite´ d’un couplage particulier : c’est
l’e´tude des corre´lations dans une limite semi-classique. Ne´anmoins, il existe un choix canonique du couplage,
qui provient du recollement le plus naturel des 4-simplex [107] ou de la the´orie de champs la plus simple [89],
que l’on appelle le mode`le de Barrett-Crane. Il existe d’autres possibilite´s de couplage respectant les syme´tries
impose´es au mode`le -invariance des 4-simplex sous SO(3, 1) et invariance des te´trae`dres sous SO(3)- qu’il serait
e´galement inte´ressant d’e´tudier. Cependant, je me contenterai dans ce chapitre de discuter du mode`le usuel, de
son interpre´tation ge´ome´trique et son interpre´tation en terme d’amplitude de transition.
10.3.1 De´finition du mode`le : amplitude des mousse de spin
On formule le mode`le sur des 2-complexes localement duaux a` des triangulations de l’espace-temps : on a
des vertex 5-valents lie´s par des liens ou` se rencontrent 4 faces, ainsi 10 faces se rencontrent a` chaque vertex.
Aux faces du 2-complexe (duales aux triangles) sont attache´es des repre´sentations simples de SL(2,C) labelle´es
par un nombre re´el ρ ≥ 0. On associe aux liens (duaux des te´trae`dres) les entrelaceurs simples, re´alise´s en
tant qu’inte´grale sur l’hyperbolo¨ıde H+ ∼ SL(2,C)/SU(2). Le poids associe´ aux faces est simplement le poids
statistique de la mesure de Plancherel de la repre´sentation de la face, qui fournit un e´quivalent de la dimension
de la repre´sentation dans le cas des repre´sentations unitaires d’un groupe non-compact (de dimension infinie). Le
poids des vertex (duaux des 4-simplex) est l’amplitude de Barrett-Crane correspondante, obtenue en contractant
(prenant la trace sur les repre´sentations) des entrelaceurs de Barrett-Crane associe´s a` ces 5 te´trae`dres (liens).
L’ambigu¨ıte´ est pour le poids assigne´ aux te´trae`dres. Dans le mode`le canonique, on prend la “norme” de
l’entrelaceur simple i.e. on contracte l’entrelaceur simple avec lui-meˆme en un graphe “oeil”. Ainsi la fonction
de partition du mode`le est :
Z = (
∏
f
∫
ρf
dρf ρ
2
f ) (
∏
v,ev
∫
H+
dxev )
∏
e
Ae(ρk)
∏
v
Av(ρk, xi), (10.44)
ou` on associe une variable d’inte´gration x pour chaque te´trae`dre dans chaque 4-simplex. En particulier, on a 2
variables x pour chaque te´trae`dre correspondant aux entrelaceurs simples de chacun des 4-simplex partageant
le te´trae`dre. Les amplitudes sont donne´es en fonction du noyau Kρ ds repre´sentations simples :
Ae(ρ1, ρ2, ρ3, ρ4) =
∫
H+
dx1K
ρ1(x1, x2)K
ρ2(x1, x2)K
ρ3(x1, x2)K
ρ4(x1, x2), (10.45)
Av(ρk, xi) = K
ρ1(x1, x2)K
ρ2(x2, x3)K
ρ3(x3, x4)K
ρ4(x4, x5)K
ρ5(x1, x5)
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Fig. 10.1 – Le diagramme d’un 4-simplex et le diagramme “oeil” d’un te´trae`dre, donnants les poids associe´s
aux vertex et liens dans le mode`le de Barrett-Crane : on trace les entrelaceurs simples (de Barrett-Crane) sur
les repre´sentations.
Kρ6(x1, x4)K
ρ7(x1, x3)K
ρ8(x3, x5)K
ρ9(x2, x4)K
ρ10(x2, x5). (10.46)
Je rappelle l’expression explicite du noyau K :
Kρ(x, y) =
2 sin ρη2
ρ sinh η
,
ou` η est la distance hyperbolique entre x et y. Dans la formule de la fonction de partition, il faut faire attention
a` n’inte´grer que sur 4 (au lieu des 5) variables xev pour chaque vertex/4-simplex pour obtenir une amplitude
bien de´finie [74].
Ceci est le couplage “standard”. D’autres couplages possibles sont obtenus en prenant diverses puissances
du diagramme “oeil” pour le poids des te´trae`dres. Ce changement respecte bien toutes les syme´tries du mode`le :
l’invariance sous SL(2,C) des 4-simplex et l’invariance des te´trae`dres sous SU(2). Cela modifie conside´rablement
les proprie´te´s de la fonction de partition, notamment sa convergence/divergence. Il peut eˆtre facilement pris en
compte dans la formulation en the´orie de champs ge´ne´ratrice [108] : on peut e´crire une the´orie de champs avec
tous les couplages possibles. Ceci de´finit une famille de the´orie avec une infinite´ de constantes de couplages, qui
pourrait fournir un cadre pertinant pour l’e´tude de la renormalisation de ces mode`les.
La fonction de partition pre´ce´dente concernait une triangulation ferme´e. Dans le cas d’une varie´te´ avec
bords, il faut commencer par de´crire la frontie`re dans notre contexte discre´tise´. La frontie`re est constitue´e de
te´trae`dres et est de´crite par les entrelaceurs simples qui leur sont associe´s. Ainsi, on rajoute a` la fonction de
partition Z donne´e par (10.44) un terme Cρ1ρ2ρ3ρ4(j1k1)(j2k2)(j3k3)(j4k4)(x) pour chaque te´trae`dre :
Cρ1ρ2ρ3ρ4(j1k1)(j2k2)(j3k3)(j4k4)(x) = D
ρ1
00j1k1
(x)Dρ200j2k2(x)D
ρ3
00j3k3
(x)Dρ400j4k4(x). (10.47)
ou` Dρ00jk(g) = 〈ρ00|g|ρjk〉 est un e´le´ment de matrice, repre´sentant l’e´le´ment de groupe g dans la repre´sentation
ρ dans la base canonique de Rρ de´finie par sa de´composition en repre´sentations de SU(2). Le te´trae`dre frontie`re
est de´crit par la variable x ∈ H+ et les vecteurs |ρjiki〉.
Il est facile de ve´rifier que cette convention permet de retrouver le bon poids associe´ a` un te´trae`dre quand
on colle deux varie´te´s le long de leurs te´trae`dres communs (frontie`re commune).
Ayant introduit une frontie`re, on peut e´galement de´crire les e´tats de cette frontie`re. La frontie`re, forme´e par
des te´trae`dres, est duale a` un graphe (tranche du 2-complexe support de la mousse de spin) dont les vertex v
sont les te´trae`dres et les liens e les triangles les reliant. Ce graphe est labelle´ par des repre´sentations simples
avec des entrelaceurs simples : c’est un re´seau de spin simple et nous retrouvons la meˆme structure cine´matique
qu’issue de la quantification canonique covariante effectue´e dans la partie III. Dans un formalisme connexionelle,
la ge´ome´trie de la frontie`re est de´crite par une connexion discre`te, forme´e par des e´le´ments de groupe de´crivant
la transport paralle`le d’un te´trae`dre a` un autre, et par les variables x associe´es aux te´trae`dres (par l’entrelaceur
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C(x)). Donc un e´tat de la frontie`re est une fonction de cette connexion discre`te et des variables x, qui a les meˆmes
invariances/syme´tries que la fonction de partition (avec frontie`re). Il est facile de ve´rifier que nous demandons :
φ(ge, xv) = φ(k
−1
s(e)gekt(e), kv.xv) pour tout kv ∈ SL(2,C),
qui est l’invariance des fonctions cylindriques (projete´es) demande´e lors de la quantification du formalisme
canonique invariant par Lorentz. Dans ce contexte, on choisit la mesure de Haar sur SL(2,C) pour de´finir le
produit scalaire et on trouve les re´seaux de spin projete´s comme base de l’espace L2. Pour obtenir les re´seaux
de spin simples comme base de l’espace d’Hilbert, il suffit de se rendre compte qu’en plus de l’invariance sous
SL(2,C), nous imposons e´galement une invariance sous SU(2)4 (de l’entrelaceur C(x) de (10.47)) au niveau de
chaque vertex/te´trae`dre. Ainsi, au final, les re´seaux de spin simples fournissent bien une base des e´tats-frontie`res
de la the´orie.
Interpre´tant alors la fonction de partition Z comme de´finissant une amplitude de transition entre e´tats
frontie`res, les re´seaux de spin simples sont nos e´tats cine´matiques et le mode`le de Barrett-Crane de´finit leur
dynamique. On retrouve ainsi le meˆme cadre de travail que celui de´rive´ de la quantification canonique covariante
propose´e en partie III.
Notons que, duˆ au fait que la mousse de spin conside´re´e dans la construction du mode`le de Barrett-Crane est
suppose´e (localement) duale a` une varie´te´ simpliciale, les re´seaux de spin (simples) vivants sur la frontie`re sont a
priori 4-valents. Une fois remarque´ le lien du mode`le avec la quantification canonique, il est simple de ge´ne´raliser
cela et d’e´tendre le mode`le de Barrett-Crane a` un (2-)complexe cellulaire quelconque, non ne´cessairement dual a`
une de´composition simpliciale d’une varie´te´ 4d. Les e´tats frontie`res sont donne´s par des re´seaux de spin simples
quelconques et le mode`le de´finit des “amplitudes de transition” entre re´seaux de spin. L’amplitude est de´finie par
les poids associe´s aux 4-cellules (ge´ne´ralisation des 4-simplex) et aux 3-cellules (ge´ne´ralisation des te´trae`dres).
Le poids assigne´ aux 4-cellules est l’e´valuation de leur re´seau de spin (simple) frontie`re, comme dans le cas du
4-simplex (voir fig.10.1). Similairement, le poids assigne´ aux 3-cellules est donne´ par la “norme” de l’entrelaceur
simple (contraction de 2 entrelaceur simples dont la valence est de´termine´ par la 3-cellule).
10.3.2 Significations Ge´ome´triques des variables
Les variables du mode`le sont les repre´sentations ρ associe´es aux faces de la mousse de spin et les vecteurs
x associe´s aux liens. Tout d’abord, conside´rant la de´rivation du mode`le par les me´thodes de quantification
ge´ome´trique, ρ correspondant a` l’aire d’un triangle dual a` la face en question4 : l’aire du triangle est donne´
par ρ ≥ 0 (ou
√
ρ2 + 1 > 0). Ainsi les valeurs des repre´sentations de´finissent les aires des triangles de la
varie´te´ simpliciale duale a` la mousse de spin. Cela de´finit-il entie`rement la triangulation? En fait, il existe une
ambigu¨ıte´ dans la de´finition d’un 4-simplex a` partir de seulement les aires de ses triangles : bien qu’un 4-simplex
est comple`tement de´termine´ par les longueurs de ses 10 coˆte´s, il n’est pas exactement entie`rement de´termine´ par
les aires de ses 10 triangles (il existe certains cas pathologiques pour lesquels la correspondance n’est pas unique).
Ne´anmoins, ces conside´rations concernent une potentielle interpre´tation classique du 4-simplex quantique, ce
qui ne nuit pas a` la le´gitimite´ du mode`le.
Maintenant, dans le contexte d’une varie´te´ simpliciale, quel est le roˆle des variables x ? Elles ont l’in-
terpre´tation naturelle de normales aux te´trae`dres de la varie´te´. Les te´trae`dres e´tant de genre espace, ce sont des
vecteurs de genre temps et prennent bien leurs valeurs sur l’hyperbolo¨ıde H+. Mais pourquoi y a-t-il deux nor-
males x pour chaque te´trae`dre -une pour chacun des entrelaceurs simples associe´s au te´trae`dres i.e. pour chacun
des 4-simplex auxquels il appartient ? En fait, le mode`le de Barrett-Crane reconstruit une varie´te´ simpliciale et
plus pre´cise´ment une varie´te´ plate par morceaux : on prend des morceaux d’espace-temps plat (les 4-simplex) et
on les colle ensemble. A chaque 4-simplex est attache´ un repe`re local. C’est le principe d’e´quivalence applique´
aux points de l’espace-temps remplace´ par les 4-simplex : pour chaque 4-simplex, il existe un re´fe´rentiel local
pour lequel le 4-simplex est plat. Alors les deux normales aux te´trae`dres sont en fait le meˆme vecteur mais vu
des deux repe`res diffe´rents associe´s aux 4-simplex. Cela permet de prendre en compte la courbure de l’espace-
temps. En effet, les repe`res des 4-simplex n’e´tant pas identiques duˆ a` la courbure, on a besoin d’une connexion
4Il est e´galement possible de de´river ce re´sultat par des calculs de corre´lations utilisant l’inte´grale de chemin discre´tise´e de la
the´orie BF [41].
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non-triviale pour passer de l’un a` l’autre. Cela est ainsi pris en compte dans le fait que nous travaillons avec deux
normales x, y ∈ H+ pour chaque te´trae`dre. Elles permettent de reconstruire, a` des e´le´ments du sous-groupe
stabilisateur SU(2) pre`s, la connexion (discre`te) g, alors de´finie par g.x = y. Par conse´quent, la donne´e des
variables x du mode´le de Barrett-Crane e´quivaut a` la donne´e de la connexion discre`te entre 4-simplex. Ceci
ne´anmoins au groupe SU(2) pre`s... Cependant cela semble correspondre a` la connexion de Lorentz A utilise´e
pour la quantification canonique covariante.
Bien suˆr, nous avons une invariance de Lorentz locale pour chaque simplex, correspondant au niveau
mathe´matique a` l’invariance de l’amplitude d’un 4-simplex sous SL(2,C). Physiquement, cela correspond au fait
qu les cinq normales (xA, xB, . . . , xE) des 5 te´trae`dres d’un 4-simplex fixe´ sont de´finies a` une transformation de
Lorentz pre`s : (xA, xB, . . . , xE) est e´quivalent a` (g · xA, g · xB, . . . , g · xE). Cela revient a` dire que le repe`re local
associe´ a` chaque 4-simplex est de´fini a` une transformation de Lorentz pre`s. Alors, e´tant donne´ deux 4-simplex
adjacents, on peut les tourner afin que les deux normales de´crivant leur te´trae`dre commun soient aligne´es. S’il
est possible de faire de meˆme d’une manie`re globale, pour tous les 4-simplex, et d’obtenir des normales aligne´es
partout, alors cela veut dire que la connexion (discre`te) est triviale et que nous avons un espace-temps plat.
Mais cette configuration n’est qu’une parmi toutes celles autorise´es par le mode`le de Barrett-Crane, qui permet
donc bien de de´crire des espaces-temps courbes.
J’ai parle´ de la connexion entre les 4-simplex, on peut e´galement de´finir la taille de ces 4-simplex. Le volume
(d’espace-temps) d’un 4-simplex est de´fini par le produit vectoriel de deux bivecteurs associe´s a` deux de ses
triangles non-adjacents :
V(4) = 1
30
∑
t,t′
1
4!
ǫIJKLsign(t, t
′)BIJt B
KL
t′ , (10.48)
ou` on somme sur les couples de triangles (t, t′) prenant en compte leur orientation relative sign(t, t′). Au niveau
quantique, on remplace les bivecteurs par des ge´ne´rateurs de SL(2,C) dans les repre´sentations attache´es aux
triangles :
V(4) = 1
30
∑
t,t′
1
4!
ǫIJKLsign(t, t
′)JIJt J
KL
t′ . (10.49)
Il existe une autre formule pour ce volume utile dans le contexte ge´ome´trique du mode`le prenant en compte les
normales aux te´trae`dres du 4-simplex :
(V(4))3 = 1
4!
ǫabcdNa ∧Nb ∧Nc ∧Nd, (10.50)
ou` les normales oriente´es ont pour norme |Ni| = v(3)i , le 3-volume du te´trae`dre correspondant.
Les amplitudes des 4-simplex quantifie´s de´finissent la dynamique du mode`le, pouvant eˆtre conside´re´s comme
des ope´rateurs allant de l’espace d’Hilbert des e´tats quantiques d’une hypersurface “passe´e” aux e´tats quantiques
d’une hypersurface “future” de´duite de la premie`re par un mouvement de Pachner correspondant au 4-simplex
[80].
Par contre, les diagrammes “oeil” attache´s aux te´trae`dres peuvent eˆtre conside´re´s comme des poids statis-
tiques refle´tant le nombre d’e´tats quantiques possibles du te´trae`dre de´fini par l’aire de ses 4 triangles. En
effet, un te´trae`dre classique est de´fini par 6 nombres (les 6 longueurs de ses coˆte´s par exemple) et n’est pas
entie`rement de´termine´ par les 4 aires de ses faces : il manque les aires des 2 parallellogrammes inte´rieures
[76]. Cette inde´termination persiste au niveau quantique. En fait, le te´trae`dre quantique est donne´ par les 4
repre´sentations associe´es aux triangles, mais e´galement par une variable supple´mentaire correspondant a` l’en-
trelaceur entre les 4 repre´sentations. Cette variable, donne´e par la repre´sentation interne dans la de´composition
du 4-vertex en vertex 3-valents, correspond a` l’aire d’un parallellogramme inte´rieur. Mais, il n’est alors pas
possible de spe´cifier l’aire d’un autre parallellogramme 5. Dans le cas Euclidien, le diagramme “oeil” est e´gal
a` la dimension de l’espace des e´tats quantiques du te´trae`dre [76] ! Dans le cas Lorentzien, les parame`tres sont
continus et cette dimension est infinie. Malgre´ cela, le diagramme “oeil” peut toujours eˆtre interpre´te´ comme
5Le lecteur peut trouver l’explication initiale dans [76] et un court re´sume´ de la situation dans [77]
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donnant la dimension de l’espace du te´trae`dre quantique, tout comme la mesure de Plancherel peut eˆtre con-
side´re´e comme de´finissant la dimension des repre´sentations unitaires de SL(2,C) qui sont de dimension infinie.
Pour cette interpre´tation, il est plus clair de raisonner en terme de connexion : on remplace la donne´e d’aire
inte´rieure au te´trae`dre par la transformation de Lorentz reliant les repe`res des deux 4-simplex partageant le
te´trae`dre. Cette transformation est de´finie par deux e´le´ments de H+ (les normales). Le diagramme “oeil” est
alors obtenu en inte´grant sur toutes les connexions possibles (e´le´ments de groupe de SL(2,C)) au niveau du
te´trae`dre. Ainsi le diagramme “oeil” de´finit un poids pour chaque connexion possible : il refle`te l’inde´termination
de la connexion et donc prend en compte la courbure de l’espace-temps. On interpre`te ainsi le diagramme “oeil”
comme de´finissant une fluctuation quantique localise´e au te´trae`dre que nous pouvons appeller onde re´fractive
quantique. En effet, les ondes re´fractives introduites dans [109] sont une nouvelle classe d’ondes gravitationnelles,
consistant en une discontinuite´ dans la me´trique alors que les aires (des directions de genre nul) restent bien
de´finies. Cette condition refle`te parfaitement la situation dans le mode`le de Barrett-Crane : les deux 4-simplex
s’accordent sur la valeur des 4 aires de leur te´trae`dre commun mais ne de´finissent pas la meˆme 3-ge´ome´trie
(normales diffe´rentes, 3-volumes diffe´rents). C’est cette “inde´termination” qui est responsable du caracte`re non-
topologique du mode`le. En effet, comme explique´ a` la fin du chapitre pre´ce´dent, le diagramme “oeil” de la
the´orie BF vaut 1 : le te´trae`dre est comple`tement de´termine´.
Une dernie`re remarque sur la ge´ome´trie concerne l’aire probable des triangles. Il est possible de se faire une
ide´e du graphe de probabilite´ de l’aire ρ d’un triangle donne´ dans l’approximation d’un espace-temps isotrope
autour du triangle. Dans cette situation, on peut oublier les autres repre´sentations de la mousse de spin et
l’amplitude de ρ est donne´e par :
A(ρ) = ρ2
(
sin(ρθ)
ρ sinh(θ)
)N
θ =
1
N
(2π − θ0), (10.51)
ou` N est le nombre de 4-simplex partageant ce meˆme triangle et θ0 l’angle de de´ficit de´finissant la courbure
autour du triangle, θ0 = 0 correspondant a` un espace-temps plat. Tout d’abord, l’amplitude pour ρ = 0 est nulle,
ce qui correspond au fait qu’un 4-simplex de´ge´ne´re´ a une probabilite´ nulle. Ensuite, on obtient une se´rie discre`te
de maxima refle´tant la possibilite´ de ge´ne´rer dynamiquement un spectre d’aire discret. Ce spectre change varie
avec la courbure θ0. De plus, il y a une tre`s grande diffe´rence d’amplitude entre le premier pic et les suivants, la
diffe´rence grandissant avec N (i.e. quand on raffine la triangulation). Ainsi, pour grandN , l’aire la plus probable
est de l’ordre de l2P , ρ valant entre 1 et 6. Par conse´quent, on s’attend a` ce que le re´gime pertinent du mode`le
soit fourni par pleins de petits 4-simplex (avec ρ petit) et non pas dans une limite asymptotique ρ→∞.
10.3.3 Un formalisme discret du premier ordre
On peut voir le mode`le de Barrett-Crane comme la quantification d’un formalisme du premier ordre a` la
Regge utilisant comme variables fondamentales les aires des triangles et les angles dihe´draux entre les normales
entre deux te´trae`dres partageant un triangle (dans un 4-simplex donne´). Ces angles dihe´draux correspondent
aux termes Kρ(xi, xj) de l’amplitude Av d’un 4-simplex. Cela est en contraste avec l’approche traditionnelle
d’une action a` la Regge pour la gravite´, du second ordre, ou` les aires et les angles sont conside´re´s comme des
fonctions de longueurs des coˆte´s de la triangulation. Ainsi, dans le mode`le de Barrett-Crane, il n’y a pas de
longueurs de coˆte´s et il s’agit de le comprendre en tant que formalisme du premier ordre 6.
Ainsi, dans le cas Euclidien, un formalisme du premier ordre fut propose´ par Barrett [111] utilisant l’action
suivante :
S(l, θ) =
∑
t
At(l) ǫt =
∑
t
At(l) (2π −
∑
σ(t)
θt(σ)), (10.52)
ou` les aires At des triangles t sont suppose´es eˆtre fonctions des longueurs des coˆte´s l, ǫt est l’angle de de´ficit
associe´ au triangle t (la mesure simpliciale de la courbure) et θt(σ) est l’angle dihe´dral associe´ au triangle t
dans le 4-simplex σ(t) le contenant. Les angles dihe´draux θ, en tant que variables inde´pendantes, de´terminent
une unique me´trique simpliciale pour chaque 4-simplex, a priori diffe´rente de celle obtenue par les longueurs des
6Il existe une tentative d’introduire des variables longueurs des coˆte´s mais elle n’a pas encore abouti a` des constructions concre`tes
[110].
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coˆte´s. En fait, les variables θ ne peuvent pas le´gitimement eˆtre appele´es “angles dihe´draux” tant que les deux
ge´ome´tries ne co¨ıncident pas. Cette contrainte imposant d’obtenir la bonne ge´ome´trie a` partir des variables θ
est exprime´e par l’identite´ de Schla¨fli : ∑
t
At dθt = 0. (10.53)
En effet, les variations de l’action, tenant compte de cette contrainte, ont pour re´sultat que les aires des triangles
calcule´es a` partir des longueurs l et des angles θ sont identiques :
At(l) ∝ At(θ). (10.54)
On peut voir cette contrainte comme ayant un roˆle similaire a` la contrainte de simplicite´ (de Plebanski) sur
la 2-forme B imposant qu’elle de´rive d’une te´trade et par conse´quent permettant son interpre´tation me´trique.
Tenant compte de cette contrainte a` l’aide d’un multiplicateur de Lagrange λσ, l’action devient [111] :
S =
∑
t
At(l) ǫt +
∑
σ
λσ detΓij(θ), (10.55)
la contrainte e´tant re´-exprime´e comme la nullite´ du de´terminant de la matrice Γij = − cos θij = − cos (xi · xj),
ou` on a (re´)introduit les variables x normales aux te´trae`dres (dans le 4-simplex σ).
La diffe´rence entre ce formalisme et la situation dans le mode`le de Barrett-Crane est que, dans le cadre des
mousses de spin, les aires ne sont pas conside´re´es en tant que fonctions des longueurs mais en tant que variables
inde´pendantes. Le roˆle des angles dihe´draux est toutefois le meˆme et on peut conside´rer cette action du premier
ordre comme “cache´e” dans le mode`le de mousse de spin.
Il faut cependant remarquer qu’il existe d’autres formulations du premier ordre a` la Regge, correspondant
a` d’autres formats des variables fondamentales [112, 113, 114]. Egalement, l’ide´e d’utiliser les aires comme
variables fondamentales fut d’abord pre´conise´e par [115], puis e´tudie´e dans [116, 117]. La possibilite´ de de´crire
la ge´ome´trie simpliciale en fonction de l’aire des triangles (i.e. inverser la relation entre les aires et les longueurs)
fut alors analyse´e dans [118, 119, 120].
10.4 Imposer la causalite´ pour retrouver un temps oriente´
La proble´matique de cette section est de montrer comment se restreindre a` un seul secteur de la the´orie, II+
ou II−, reliant le champ B a` la te´trade (B = ±∗(e∧e)), et ainsi obtenir un mode`le le´gitime d’inte´grale de chemin
pour la gravite´. Changer le signe du champ B revient a` changer le signe du lapse et donc du temps propre.
Par conse´quent, la question de se restreindre au secteur relativite´ ge´ne´rale est lie´e a` la question d’identifier une
fle`che temps dans le mode`le de Barrett-Crane : il s’agit d’imposer une structure causale au mode`le. Dans ce
cadre, on pourra le´gitimement parler d’amplitudes de transition (dans le temps) au lieu de simples corre´lations,
et on pourra alors se poser la question d’une e´volution unitaire des degre´s de liberte´ du mode`le. En effet, tel
quel, le mode`le de Barrett-Crane, sommant sur toutes les triangulations possibles de l’espace-temps, de´finit un
projecteur sur les e´tats quantiques physiques de l’hypersurface tout comme le mode`le de Ponzano-Regge 7 et ne
de´crit pas une e´volution dans le temps. Je me propose donc de construire un mode`le causal. Cette proposition
est issue d’une collaboration avec Daniele Oriti [77, 82].
Elle repose sur une imple´mentation non-triviale au niveau quantique de la condition (1) sur les 4-simplex
imposant qu’un changement d’orientation du mode`le revient a` changer les repre´sentations en leur duales. Dans
le mode`le de Barrett-Crane, cela est imple´mente´ de manie`re triviale, le mode`le e´tant invariant sous changement
au dual. Il s’agit par conse´quent de briser cette syme´trie.
10.4.1 Les points stationnaires : des 4-simplex oriente´s
Le noyau K utilise´ dans la construction des re´seaux de spin simples et du mode`le de Barrett-Crane est :
Kρij (xi, xj) =
2 sin(ηijρij/2)
ρij sinh ηij
,
7Le fait de sommer sur les triangulations au lieu de se contenter d’une triangulation fixe est duˆ au caracte`re non-topologique de
la the´orie.
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ou` ηij est l’angle (ou distance hyperbolique) entre xi ∈ H+ et xj ∈ H+. Pour x sur H+, on peut conside´rer le
vecteur −x ∈ H− et e´tendre le noyau K a` une fonction sur les deux hyperbolo¨ıdes H+ et H−. On remarque
alors les invariances suivantes de K :
Kρij (xi, xj) = K
−ρij (ηij) = K
ρij (−ηij) = Kρij (−xi,−xj) = Kρij (xj , xi). (10.56)
Ces syme´tries deviennent e´videntes lorsqu’on conside`re la de´composition unique des fonctions de repre´sentation
de SL(2,C) de 1er type en fonction des fonctions de repre´sentations du 2nd type (voir [121] pour plus de de´tails) :
Kρij (xi, xj) =
2 sin(ηijρij/2)
ρij sinh ηij
=
ei ηij ρij/2
iρij sinh ηij
− e
− i ηij ρij/2
iρij sinh ηij
= K
ρij
+ (xi, xj) +K
ρij
− (xi, xj) = K
ρij
+ (xi, xj) +K
ρij
+ (−xi,−xj)
= K
ρij
+ (xi, xj) +K
ρij
+ (xj , xi) = K
ρij
+ (ηij) +K
ρij
+ (−ηij). (10.57)
Ce de´coupage permet de re´-e´crire la fonction de partition du mode`le pour une triangulation fixe ∆ :
A(∆) =
∑
ǫt=±1
∫ ∏
t
ρ2tdρt
∏
T
Aeye({ρt, t ∈ T })
∏
σ
∫
(H+)4
∏
T∈σ
dx
(σ)
T
(∏
t∈σ
ǫt
iρt sinh ηt
)
ei
∑
t∈σ ǫtρtηt , (10.58)
ou` on note t les triangles, T les te´trae`dres et σ les 4-simplex. Conside´rant tous les termes a` part l’exponentielle
comme la mesure du mode`le, on peut conside´rer que le mode`le est l’inte´grale de chemin d’une action -action de
Regge- qui s’exprime pour un 4-simplex unique de´couple´ :
SR =
∑
t∈σ
ǫtρtηt, (10.59)
ou` les 10 angles ηt sont des fonctions des cinq vecteurs xi ∈ H+. Les cinq vecteurs e´tant de´termine´s sur H+
a` translation et rotation globale pre`s, ils de´finissent 9 parame`tres, il en re´sulte une contrainte sur les angles
ηt. Elle est donne´e par l’identite´ de Schla¨fli, qu’il nous faut prendre en compte pour e´tudier les variations de
l’action S.
L’amplitude A(∆) somme sur les deux signes de ǫt, ce qui rend l’amplitude invariante sous la syme´trie Z2
e´changeant les repre´sentations ρt avec leur duales ρt ≡ −ρt. A l’aide de l’e´tude des points stationnaires de S, je
vais montrer que ces ǫt refle`tent l’orientation dans le temps du 4-simplex. Il suffira alors de ne sommer que sur
une seule configuration cohe´rente des signes ǫt pour obtenir une amplitude causale. Une telle configuration des
ǫt munit alors la varie´te´ simpliciale ∆ d’une structure causale.
Pour de´river cela, commenc¸ons par un peu de ge´ome´trie simpliciale Lorentzienne et de´montrons l’identite´
de Schla¨fli dans le cadre Lorentzien. Conside´rons un 4-simplex. Appelons xi ∈ H+ les normales non-oriente´es
aux cinq te´trae`dres, que l’on suppose donc de genre espace, et ni = αixi les normales oriente´es (vers l’exte´rieur)
avec αi = ±. On de´finit le parame`tre de boost associe´ au triangle partage´ par les te´trae`dres i et j la quantite´ :
ηij = cosh
−1(xi · xj) ≥ 0, (10.60)
et l’angle dihe´dral Lorentzien :
θij = αiαjηij = αiαj cosh
−1(αiαjni.nj). (10.61)
L’identite´ de Schla¨fli est la diffe´rentielle de la contrainte stipulant que les 10 angles dihe´draux ont e´te´ construits
a` partir des vecteurs ni : ∑
i6=j
Aijdθij =
∑
i6=j
αiαjAijdηij = 0 (10.62)
ou` les Aij sont les aires des 10 triangles de l’unique 4-simplex de´fini par les ni. Pour de´montrer cela, on utilise
la matrice :
γij = ninj = αiαj cosh ηij = αiαj cosh(αiαjθij). (10.63)
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Alors la fermeture du 4-simplex s’e´crit :
i=5∑
i=1
|v(3)i |ni = 0 (10.64)
ou` v
(3)
i est le 3-volume du te´trae`dre i. Cela implique
∀j,
∑
i
|v(3)i |γij = 0, (10.65)
c’est-a`-dire l’existence du vecteur propre (|v(3)i |)i=1...5 de valeur propre nulle de la matrice γij . Ainsi la contrainte
ge´ome´trique reliant les angles θij est la nullite´ du de´terminant det(γ
σ
ij). C’est sous cette forme qu’on l’utilise
dans la formulation du premier ordre a` la Regge. L’identite´ de Schla¨fli s’obtient en diffe´rentiant la relation
ci-dessus puis en contractant de nouveau l’expression avec le vecteur des 3-volumes :∑
i6=j
|v(3)i ||v(3)j |dγij =
∑
i6=j
|v(3)i ||v(3)j |αiαj sinh(ηij)dηij = 0. (10.66)
Finalement, il est facile de montrer que
sinh(ηij)|v(3)i ||v(3)j | =
4
3
|V(4)|Aij (10.67)
ou` V(4) est le 4-volume du 4-simplex, ce qui nous permet de conclure avec (10.62).
Les points stationnaires de l’action pour un 4-simplex sont donc donne´s par l’e´quation :
dSR =
∑
t=(ij)∈s
ǫtρtdηt = µ×
∑
i6=j
αiαjAijdηij (10.68)
avec le multiplicateur de Lagrange µ ∈ R. On en de´duit les points stationnaires :∣∣∣∣ ǫijαiαj = sign(µ)ρij = |µ|Aij (10.69)
Cela veut dire que les aires des triangles sont donne´es (a` un facteur d’e´chelle pre`s) par les labels ρij des
repre´sentations de SL(2,C) et que nous avons une relation de cohe´rence entre les orientations des te´trae`dres
αi, les orientations des triangles ǫij et l’orientation globale du 4-simplex sign(µ) : seules ces configurations
particulie`res de valeurs de ǫt, correspondant aux points stationnaires, repre´sentent des ge´ome´tries Lorentziennes
(simpliciales) bien-de´finies. En se restreignant a` ces configurations cohe´rentes, on obtient alors des 4-simplex
oriente´s bien de´finis. Il s’agit maintenant d’e´tendre cette orientation a` toute la mousse de spin.
10.4.2 Une amplitude de transition causale
J’ai explique´ pre´ce´demment comment orienter un 4-simplex isole´. Cela se traduit par des orientations
cohe´rentes des triangles a` l’inte´rieur du 4-simplex. Maintenant, je vais e´tendre ce choix d’orientation a` toute la
varie´te´ simpliciale. Cela consiste a` choisir des orientations cohe´rentes des te´trae`dres d’un 4-simplex a` un autre.
En effet, l’orientation d’un 4-simplex permet de de´finir les te´trae`dres passe´s et futurs du 4-simplex et on impose
que si un te´trae`dre est passe´ pour un 4-simplex, il doit eˆtre futur pour l’autre. Cela se traduit par des relations
entre les µv (orientation des 4-simplex) et αT,v (orientation du te´trae`dre T dans le 4-simplex v) :
∀T, µp(T )αT,p(T ) = −µf(T )αT,f(T ) (10.70)
ou` v = p(T ) et v = f(T ) sont les deux 4-simplex (passe´ et futur) partageant T .
Cela revient a` imposer des contraintes sur les signes autour de chaque boucle de 4-simplex e´quivalentes a`
demander que le 2-complexe (la mousse de spin) soit orientable. Dans ce contexte, [87] propose un moyen de ne
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ge´ne´rer que des configurations orientables a` partir de la the´orie de champs ge´ne´ratrice du mode`le de Barrett-
Crane en imposant que le champ ge´ne´rateur -champ de te´trae`dres quantifie´s- est invariant sous permutation
paire de ces e´le´ments, ce qui revient a` orienter les te´trae`dres de manie`re cohe´rente.
Maintenant, au lieu de sommer sur toutes les configurations ǫt possibles, on peut se restreindre a` ne sommer
que sur les configurations cohe´rentes. Pour une triangulation fixe´e, cela revient a` se choisir des orientations
compatibles {µv, αT,v, ǫt}, satisfaisant (10.69) et (10.70), et de de´finir une amplitude causale Acausal(∆) :
A{µv ,αT,v,ǫt}(∆) =
∏
s
∫
(H+)4
∏
T∈s
dx
(s)
T
∏
t∈s
ǫt
iρt sinh ηt
∫ ∏
t
ρ2tdρt
∏
T
ATeye({ρt}t∈T )
∏
s
ei
∑
t∈s ǫtρtηt
=
∏
s
∫
(H+)4
∏
T∈s
dx
(s)
T
∏
t∈s
ǫt
iρt sinh ηt
∫ ∏
t
ρ2tdρt
∏
T
ATeye({ρt}t∈T ) ei
∑
t ρt
∑
s|t∈s θt(s)
=
∏
s
∫
(H+)4
∏
T∈s
dx
(s)
T
∏
t∈s
ǫt
iρt sinh ηt
∫ ∏
t
ρ2tdρt
∏
T
ATeye({ρt}t∈T ) ei SR . (10.71)
On a ainsi brise´ la syme´trie Z2 et impose´ une structure causale a` la triangulation. On peut alors de´finir la
fonction de partition du mode`le en sommant sur les varie´te´ oriente´es i.e. sur les structures causales :
Zcausal =
∑
∆,{µv,αT,v ,ǫt}
λ(∆)Acausal(∆), (10.72)
que l’on re´-e´crire sous la forme plus explicite :
Zcausal =
∑
∆
λ(∆)
∫
Dθt(∆)
∫
DAt(∆) ei S∆R (At,θt). (10.73)
On obtient ainsi une inte´grale de chemin sur des varie´te´s simpliciales et leur structures causales en fonction de
variables ge´ome´triques aires et angles. De plus, ce mode`le est construit entie`rement alge´briquement a` partir de
la the´orie des repre´sentations de SL(2,C) !
On peut aussi voir le changement de l’amplitude de Barrett-Crane re´elle a` l’amplitude causale en termes
des diverses fonctions de corre´lations. En re´sume´, l’amplitude re´elle correspond a` la fonction de Hadamard,
qui ne prend en compte aucune orientation, et l’amplitude oriente´e correspond a` la fonction de Wightman
(ou au propagateur de Feynman selon que l’on somme sur les deux directions temporelles globales ou non).
Habituellement, on peut passer de l’une a` l’autre par un changement de contour d’inte´gration. Cela se retrouve
dans notre contexte alge´brique par le changement de contour d’inte´gration effectue´ pour passer des fonctions
de repre´sentations de SL(2,C) de 1er type aux fonction de 2nd type. Le lecteur inte´resse´ peut trouver une
discussion de´taille´e sur les proprie´te´s du mode`le causal a` la Barrett-Crane dans [77].
A l’aide de cette amplitude causale, on peut explorer la question de l’e´volution dans le mode`le de gravite´
quantique fourni par les mousses de spin a` la Barrett-Crane. Tout d’abord, il est possible de reformuler le
mode`le dans le langage des ensembles causaux (graˆce a` la structure causale impose´e) et meˆme dans le langage
des ensemble causaux quantiques (quantum causal sets ou quantum causal histories) comme de´finis par Fotini
Markopoulou[122]. Un ensemble causal est simplement un ensemble de points ordonne´s par des liens causaux
(ordre partiel). Dans notre cas, les points sont les 4-simplex et les liens les te´trae`dres qui permettent de passer
d’un 4-simplex a` un autre. On peut e´galement raisonner sur l’ensemble causal dual, qui est l’ensemble causal
des liens.
Un ensemble causal quantique est un ensemble causal habille´ par des espaces d’Hilbert sur les liens (resp.
vertex) et des ope´rateurs e´volution au vertex (resp. sur les liens). Une manie`re de faire est d’associer aux
te´trae`dres (les liens de l’ensemble causal) l’espace d’Hilbert des entrelaceurs simples Cρ1,ρ2,ρ3,ρ4(x ∈ H+) i.e.
un espace L2(H+)ρ1,ρ2,ρ3,ρ4 de fonctions L2 sur l’hyperbolo¨ıde : un te´trae`dre est de´fini par sa normale x ∈ H+.
Alors on peut conside´rer l’amplitude (causale) d’un 4-simplex comme de´finissant l’ope´rateur e´volution. Un point
essentiel est que cet ope´rateur n’est pas unitaire (voir [77] pour une preuve). Physiquement, cela est normal.
En effet, c’est l’amplitude de transition (totale) entre deux e´tats que l’on aimerait voir unitaire, et elle est donne´e
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Fig. 10.2 – Un exemple de structure causale dans le mode`le de mousses de spin de Barrett-Crane.
Fig. 10.3 – Blocs fondamentaux des ensembles causaux du mode`le de Barrett-Crane : ils correspondent aux
mouvements de Pachner remplac¸ant n te´trae`dres par 5− n te´trae`dres.
Fig. 10.4 – Blocs fondamentaux des ensembles causaux duaux du mode`le de Barrett-Crane : les e´ve`nements
sont les liens/te´trae`dres du mode`le de Barrett-Crane et un 4-simplex est repre´sente´ par plusieurs liens.
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non pas par un 4-simplex mais pas la somme sur toutes les triangulations de l’espace-temps interme´diaire entre
les deux e´tats. Ainsi, puisque la somme de deux ope´rateurs unitaires n’est pas a priori unitaire, on n’a pas
besoin de supposer que l’amplitude d’un seul 4-simplex est unitaire. Cependant, la ve´rification que l’amplitude
globale est unitaire est pour le moment hors de porte´e. . .
Une autre manie`re de voir est de travailler sur l’ensemble causal dual. Dans ce cas, si on conside`re toujours
les te´trae`dres comme e´tant de´fini par leur normales, alors on associe les espaces d’Hilbert L2(H+) aux points.
Les amplitudes des liens duaux (voir fig.10.4.2) se lisent a` partir de l’amplitude causale : ce sont juste des
exponentielles ! Les ope´rateurs correspondants sont de simples transformations de Lorentz boostant un vecteur
H+ a` un autre et sont bien e´videmment unitaires. En fait, le mode`le de Barrett-Crane s’interpre`te a` ce niveau
comme une the´orie de particules libres sur l’hyperbolo¨ıdeH+ : le mode`le re´el associe aux liens (duaux) la fonction
de Hadamard et le mode`le causal effectue un changement d’inte´grale de contour pour obtenir la fonction de
Wightman. Ceci re´sume les proprie´te´s d’unitarite´ du mode`le de Barrett-Crane a` l’e´chelle microscopique.
Conclusion : une inte´grale de chemin pour la gravite´
Au final, le mode`le de mousse de spin de Barrett-Crane imple´mente une discre´tisation de l’inte´grale de chemin
de la gravite´ et a un interpe´tation ge´ome´trique claire en termes de ge´ome´tries simpliciales. La discre´tisation est
fonde´e sur la reformulation de la relativite´ ge´ne´rale en une the´orie BF contrainte. On sait quantifier la the´orie BF
topologique en la discre´tisant puis, en imple´mentant la contrainte au niveau quantique, on construit le mode`le
de Barrett-Crane. Ne´anmoins ces contraintes imposent que le champ B de´rive d’une te´trade B = ± ∗ (e ∧ e) et
on obtient deux secteurs, qui sont la relativite´ ge´ne´rale a` un signe pre`s. Au niveau classique, on peut voir ce
changement de signe comme un changement de la direction temporelle. Ainsi pour re´ellement obtenir la gravite´,
il faudrait se restreindre a` un seul secteur et imposer au mode`le une structure causale. Par conse´quent, durant
ma the`se, en collaboration avec Daniele Oriti, j’ai identif´ie la syme´trie Z2 responsable du changement de signe
au niveau discret des mousses de spin et de´duit une amplitude causale pour le mode`le de Barrett-Crane, qui
semble ainsi eˆtre une inte´grale de chemin le´gitime de la gravite´, formule´e comme une somme sur les varie´te´s
causales munies d’une structure causale.
L’image de l’espace-temps en re´sultant est un ensemble de 4-simplex plats colle´s les uns avec les autres, ou
au niveau dual, un 2-complexe fait de bulles labelle´es par des repre´sentations de SL(2,C). Le couplage se faisant
au niveau des te´trae`dres (frontie`res entre deux 4-simplex) sous la forme d’une onde re´fractive ou, sur la mousse
de spin, au niveau des liens charnie`res entre les bulles.
On peut e´galement effectuer un splitting 3 + 1 du mode`le afin de de´crire l’e´volution d’une hypersurface (de
genre espace). Les e´tats quantiques de l’hypersurface sont alors donne´s par des re´seaux de spin simples, tout
comme dans le formalisme canonique covariant de´veloppe´ dans la partie III : les points de l’hypersurface sont
de´finis par la normale a` l’hypersurface en ces points, et les liens entre ces points sont de´crits par l’aire d’une
surface duale donne´ par une repre´sentation de SL(2,C). Puis le mode`le de Barrett-Crane de´finit des amplitudes
de transition entre ces e´tats.
On a donc un mode`le complet de gravite´ quantique. Ne reste donc plus qu’a` essayer d’en tirer des pre´dictions
physiques. . .
146 CHAPITRE 10. LA GE´OME´TRIE QUANTIQUE SELON BARRETT-CRANE
Conclusion : Mousses de Spin comme
Gravite´ Quantique
Les mousses de spin ou spin foams de´crivent l’espace-temps cre´e´ par l’e´volution d’e´tats de ge´ome´tries de´finis
par les re´seaux de spin : ce sont des 2-complexes avec des repre´sentations de groupe attache´es a` ses faces et dont
la ge´ome´trie est de´finie par leurs entrelacements. Elles fournissent la dynamique de mode`les de Loop Quantum
Gravity et de´veloppent les concepts ne´cessaires a` son interpre´tation en tant que gravite´ quantique i.e. the´orie
quantique d’un espace-temps dynamique.
Mathe´matiquement, les mousses de spin de´finissent une inte´grale de chemin discre´tise´e et bien-de´finie de
la relativite´ ge´ne´rale. La proce´dure de construction des mode`les repose actuellement sur la quantification de
la the´orie BF topologique, que l’on contraint afin d’obtenir une the´orie a` degre´s de liberte´ locaux telle que la
gravite´.
En basse dimension, j’ai e´tudie´ les mousses de spin, qui correspondent simplememt a` la the´orie BF (sans
contrainte). Cela permet de comprendre le contexte des mousses de spin, leur ge´ome´trie et comment les utiliser
pour obtenir des objets avec interpre´tation physique tels que des amplitudes de transition.
En quatre dimensions, la question principale consiste en l’imple´mentation des contraintes au niveau quantique
permettant de passer de la the´orie BF a` la relativite´ ge´ne´rale. J’ai ainsi montre´ comment, en imposant une
structure causale a` la mousse de spin, on obtient un mode`le le´gitime d’inte´grale de chemin de la relativite´. Dans
ce contexte, on retrouve les meˆmes structures cine´matiques de´finies par des re´seaux de spin simple que dans
la quantification canonique invariante sous Lorentz (que j’ai de´veloppe´ dans la partie III), ce qui permet une
traduction directe des mousses de spin quadri-dimensionnelle dans un cadre canonique. De plus, on retrouve
un spectre continu des aires (le mode`le ne contient que des surfaces de genre espace). Et tenant compte de la
structure causale du mode`le, il est possible de l’e´tudier dans le contexte des ensembles causaux (quantiques),
qui fournit un cadre d’e´tude des proprie´te´s d’unitarite´ de l’e´volution.
Au final, on obtient des mode`les comple`tement alge´briques ou` la ge´ome´trie est reconstruite a` partir de la
the´orie des repre´sentations du groupe de Lorentz. Et il est meˆme possible d’e´crire une the´orie de champs sur le
groupe de Lorentz ge´ne´rant les mousses de spin par leur de´veloppement perturbatif en diagrammes de Feynman.
Cela ouvre la porte a` des calculs non-perturbatifs sur les mousses de spin utilisant la fonction de partition de cette
the´orie ge´ne´ratrice. J’ai donc e´tudie´ l’effet non-perturbatif le plus simple : les solutions classiques de la the´orie
de champs. Elles permettent d’introduire des ge´ome´tries de fond -des backgrounds- non-triviales (autre que le
vide total i.e. l’absence d’espace-temps) a` partir desquelles j’espe`re comprendre la structure non-perturbative
des mode`les de mousses de spin. En effet, le but serait d’e´tudier les effets des fluctuations des mousses de spin
autour d’une ge´ome´trie presque plate.
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Conclusion
La gravite´ quantique a` boucles, ou Loop Quantum Gravity, est une re´cente quantification canonique, et en
cela non-perturbative, de la relativite´ ge´ne´rale. Fonde´e sur un de´coupage de l’espace-temps en une hypersurface
3d e´voluant dans le temps, elle fournit une base d’e´tats quantiques (cine´matiques), invariants de jauge SU(2)
(rotation de l’espace) et invariants sous diffe´omorphismes (spatiaux), repre´sentant la ge´ome´trie quantique de
l’espace. Ces e´tats sont vecteurs propres d’ope´rateurs aires et volumes a` spectre discret, ce qui correspond a`
l’image de quanta de ge´ome´trie. Puis la the´orie de´crit leur e´volution, qui ge´ne`re notre espace-temps. Dans cette
the`se, j’ai e´tudie´ la structure (covariante) de cet espace-temps quantique.
On appelle les e´tats cine´matiques re´seaux de spin, ou Spin Networks, et les espace-temps re´sultants mousses
de spin, ou Spin Foams. Les mousses de spin permettent de de´crire la dynamique des re´seaux de spin. Elles
fournissent ainsi un nouveau point de vue sur les questions rencontre´es en Loop Quantum Gravity, telle la
pertinence du parame`tre d’Immirzi γ dont de´pend la the´orie quantique et le spectre des ope´rateurs ge´ome´triques,
ou telle l’invariance de la the´orie sous le groupe de Lorentz.
Mon approche a e´te´ d’e´tudier les possibles structures invariantes sous le groupe de Lorentz dans un contexte
de gravite´ quantique a` boucles.
Ainsi, dans un premier temps, j’ai e´tudie´ l’espace des observables (partielles) invariantes sous Lorentz de
la relativite´ ge´ne´rale dans un formalisme connexionnel. La difficulte´ vient de la non-compacite´ du groupe de
Lorentz. Par conse´quent, je me suis interesse´ plus ge´ne´ralement a` l’espace des observables invariantes sous un
groupe de jauge non-compact. Dans ce cadre, j’ai de´veloppe´, avec Laurent Freidel, une the´orie des re´seaux de spin
pour groupes non-compacts, qui fournissent une repre´sentation de l’alge`bre des observables. Gardant a` l’esprit
l’application de ces re´sultats mathe´matiques a` la the´orie de la gravite´, j’ai applique´ la the´orie mathe´matique
aux groupes de Lorentz en trois et quatre dimensions, SO(2, 1) et SO(3, 1). J’ai expose´ ces re´sultats dans la
partie II de cette the`se.
Dans la partie III, j’ai explore´ la possibilite´ de de´velopper un formalisme canonique invariant sous le groupe de
Lorentz. Pour commencer, je me suis attaque´ au cas de la gravite´ en 2+1 dimensions. Le formalisme canonique est
relativement simple et aboutit a` des re´seaux de spin SO(2, 1), qui ont une interpre´tation ge´ome´trique naturelle
en termes de ge´ome´trie simpliciale. Dans ce contexte, j’arrive a` la conclusion qu’en ge´ome´trie quantique, les
distances spatiales sont continues et les distances temporelles discre`tes.
Suivant le travail de Sergei Alexandrov, j’ai ensuite e´tudie´ un formalisme canonique en 3 + 1 dimensions
gardant explicite l’invariance sous le groupe de Lorentz. Ce formalisme prend en compte explicitement le plonge-
ment de l’hypersurface dans l’espace-temps. Il y a alors deux manie`res naturelles de quantifier la the´orie.
La premie`re permet de retrouver la gravite´ quantique a` boucles usuelle, avec des spectres discrets des
ope´rateurs ge´ome´triques. En fait, la the´orie quantique est une simple extension des structures SU(2) au groupe
de Lorentz. Malheureusement, il s’ave`re que les structures ne se transforment pas normalement (habituellement)
sous diffe´omorphismes dans la direction temporelle : cela pourrait impliquer des anomalies dans la dynamique
quantique de la the´orie.
La seconde quantification utilise, par contre, des structures covariantes et pre´voit des spectres continus des
ope´rateurs ge´ome´triques. De plus, la the´orie se re´ve`le inde´pendante du parame`tre d’Immirzi ! On obtient ainsi
une Loop Quantum Gravity covariante. Ne´anmoins, l’e´tude rigoureuse de la the´orie est complique´e par le fait
de variables de configuration non-commutatives.
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Dans la partie IV, je me suis finalement interesse´ aux mousses de spin elles-meˆmes. Dans un premier temps,
j’ai de´crit la logique des mode`les de mousses de spin, leur ge´ome´trie et leur structure non-perturbative a` l’aide
de the´ories en basses dimensions (deux et trois).
Puis, j’ai e´tudie´ le mode`le de Barrett-Crane. J’ai rappele´ comment il est de´rive´ a` partir d’une discre´tisation
et d’une quantification ge´ome´trique de l’espace-temps. Il se re´ve`le eˆtre une the´orie quantique d’une the´orie BF
(topologique) contrainte, qui est e´quivalent classiquement a` la relativite´ ge´ne´rale dans un certain secteur. Dans
ce cadre, en partant d’une action de type BF ge´ne´ralise´e, j’ai montre´ que le parame`tre d’Immirzi ne modifiait
en rien la the´orie quantique. Puis, dans un travail re´alise´ avec Daniele Oriti, j’ai montre´ qu’en imposant une
structure causale a` l’espace-temps (quantique) du mode`le, on obtenait une inte´grale de chemin (discre´tise´e) bien-
de´finie de la relativite´ ge´ne´rale. Finalement, point important, il s’ave`re que les e´tats cine´matiques du mode`le
sont exactement les meˆmes que ceux de la Loop Quantum Gravity covariante de´veloppe´e en partie III. Ainsi
les structures canoniques d’espace et celles d’espace-temps co¨ıncident et nous fournissent une vision cohe´rente
d’une ge´ome´trie quantique.
A travers mon travail, j’espe`re convaincre que les mode`les de mousses de spin (a` la Barrett-Crane) forment
des mode`les de gravite´ quantique viables, ces structures covariantes s’interpre´tant a` la fois dans un cadre
canonique -une gravite´ quantique a` boucles covariante- et en tant qu’inte´grale de chemin de la relativite´ ge´ne´rale.
Ces mode`les de´crivant l’espace-temps a` l’e´chelle de Planck, il s’agit maintenant de voir a` quelles structures
macroscopiques elles me`nent afin d’obtenir des pre´dictions physiques re´elles, ce qui permettrait e´ventuellement
de les valider en tant que (ve´ritable) gravite´ quantique. Une fac¸on de proce´der est d’e´tudier la renormalisation
de ces mousses de spin, c’est-a`-dire de regarder leur comportement sous transformation d’e´chelle. Il s’agit dans
ce cadre de comprendre tout d’abord les caracte´ristiques ge´ome´triques des mousses de spin, les informations
qu’il faut raffiner quand on regarde a` plus petite e´chelle et qu’il faut oublier quand on regarde a` plus grande
e´chelle. Cela permettra de de´terminer les choses que nous devons calculer, les questions que nous pouvons nous
poser. La formulation sous forme de the´orie de champ ge´ne´ratrice ouvre la porte e´galement a` une e´tude de la
renormalisation comme en the´orie quantique des champs : on e´crit tous les couplages possibles du mode`le de
Barrett-Crane (au niveau des te´trae`dres) et on regarde par exemple leur renormalisation en fonction du nombre
de 4-simplexes triangulant une re´gion de l’espace-temps.
Il reste ne´anmoins de nombreuses questions e´voque´es ici mais auxquelles je n’ai pas pu re´pondre entie`rement,
concernant le temps (le dynamique en gravite´ a` boucles) et le spectre des ope´rateurs ge´ome´triques. En effet,
la Loop Quantum Gravity a un spectre discret de´pendant du parame`tre d’Immirzi. Le point de vue covariant
ignore le parame`tre d’Immirzi et fournit un spectre continu des distances spatiales (tout en identiquant une
quantification des intervalles temporels). On peut donc s’interroger sur la pertinence de γ et sur l’incompatibilite´
a priori de l’approche Loop Quantum Gravity et des mousses de spin. Tout d’abord, les ope´rateurs ge´ome´triques
sont imple´mente´s au niveau cine´matique et ne refle´te pas les ve´ritables observables cense´es prendre en compte la
dynamique et re´soudre e´galement la contrainte Hamiltonienne. De plus, il y a la question de la fixation de jauge,
car on a vu a` travers l’exemple des variables a` la ’t Hooft que changer de fixation de jauge modifie les relations
canoniques et les proprie´te´s des ope´rateurs ge´ome´triques. Ainsi, en Loop Quantum Gravity , la jauge est de´ja`
fixe´e, ce qui peut poser un proble`me pour exprimer la dynamique (covariante) et les changements d’observateurs.
Par contre, dans le cadre de la Loop Quantum Gravity covariante et des mousses de spin, la jauge n’est pas fixe´e,
ce qui peut poser des proble`mes d’interpre´tration car un observateur donne´ de´finit un feuilletage de l’espace-
temps et donc une fixation de jauge, une dynamique particulie`re. Peut-eˆtre retrouvera-t-on un spectre discret
dans ce contexte-la`.
Lie´ a` cela est le proble`me des conditions aux bords, qui de´terminent le cadre physique et les questions que
nous pouvons poser. Ainsi, les mousses de spin ont des e´tats frontie`res donne´s pas les re´seaux de spin simples,
qui de´finissent l’hypersurface (canonique) d’une manie`re intrinse`quement diffe´rente des re´seaux de spin SU(2).
Alors, comment un re´seau de spin simple de´finit-il la ge´ome´trie de la tranche spatiale 3d ? Le proble`me est lie´
au fait que, dans le mode`le de Barrett-Crane, un te´trae`dre n’est pas entie`rement de´termine´ par lui-meˆme mais
par le 4-simplex auquel il appartient : il s’agit alors d’e´tudier les ge´ome´tries 3d les plus probables et de calculer
des corre´lations entre ge´ome´triqes 3d aux frontie`res en fonction de la structure de l’espace-temps.
Finalement, je ne vois pas d’oppositions re´elles entre la Loop Quantum Gravity SU(2) et l’approche covari-
ante par mousses de spin : il me semble que ce soit une diffe´rence de point de vue. Maintenant que le cadre
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mathe´matique est fixe´, il s’agit de comprendre le contexte physique : la question de l’observateur et la prise en
compte de la matie´re. Et il est certain que cette approche par quantification directe de la relativite´ ge´ne´rale
fournira des points de vue inte´ressants sur ces questions tout comme elle fournit de´ja` une description pertinente
de l’espace-temps quantique.
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Annexe A
Le groupe de Lorentz SL(2,C)
Les repre´sentations de SL(2,C)
Notons TX les ge´ne´rateurs de l’alge`bre de Lie sl(2,C) et f
Z
XY les constantes de structure :
[TX , TY ] = f
Z
XY TZ . (A.1)
Usuellement on note TX = (iKa, iJa) avec ~K les ge´ne´rateurs des boosts et ~J les ge´ne´rateurs des rotations
(d’espace). On introduit e´galement
H+ = J1 + iJ2, H− = J1 − iJ2, H3 = J3, (A.2)
F+ = K1 + iK2, F− = K1 − iK2, F3 = K3. (A.3)
Les relations de commutation s’e´crivent alors :
[H+, H3] = −H+, [H−, H3] = H−, [H+, H−] = 2H3,
[H+, F+] = [H−, F−] = [H3, F3] = 0,
[H+, F3] = −F+, [H−, F3] = F−, (A.4)
[H+, F−] = −[H−, F+] = 2F3,
[F+, H3] = −F+, [F−, H3] = F−,
[F+, F3] = H+, [F−, F3] = −H−, [F+, F−] = −2H3.
SL(2,C) a deux ope´rateurs Casimir C1 = ~J
2 − ~K2 et C2 = ~J. ~K.
Une repre´sentation irre´ductible du groupe de Lorentz est caracte´rise´e par deux nombres (n ∈ N/2, µ ∈ C).
Une base orthonormale utile de l’espace d’Hilbert correspondant Hn,µ est donne´ par sa de´composition en
repre´sentations V j de su(2) (ge´ne´re´ par les ~J) :
{ξj,m}, m = −j,−j + 1, . . . , j − 1, j, j = n, n+ 1, . . . (A.5)
L’action des ge´ne´rateurs sur cette base est :
H3ξj,m = mξj,m,
H+ξj,m =
√
(j +m+ 1)(j −m)ξj,m+1, (A.6)
H−ξj,m =
√
(j +m)(j −m+ 1)ξj,m−1,
F3ξj,m = γ(j)
√
j2 −m2ξj−1,m + β(j)mξj,m − γ(j+1)
√
(j + 1)2 −m2ξj+1,m,
F+ξj,m = γ(j)
√
(j −m)(j −m− 1)ξj−1,m+1 + β(j)
√
(j −m)(j +m+ 1)ξj,m+1
+ γ(j+1)
√
(j +m+ 1)(j +m+ 2)ξj+1,m+1, (A.7)
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F−ξj,m = −γ(j)
√
(j +m)(j +m− 1)ξj−1,m−1 + β(j)
√
(j +m)(j −m+ 1)ξj,m−1
− γ(j+1)
√
(j −m+ 1)(j −m+ 2)ξj+1,m−1,
avec
β(j) = − inµ
j(j + 1)
, γ(j) =
i
2j
√
(j2 − n2)(j2 − µ2)(
j − 12
) (
j + 12
) . (A.8)
Les Casimirs valent C1 = n
2 +µ2 − 1 et C2 = inµ. Les repre´sentations unitaires correspondent aux deux cas :
1. la se´rie principale : (n, µ) = (n, iρ) avec n ∈ N/2 et ρ ∈ R
2. la se´rie comple´mentaire : (n, µ) = (0, ρ) avec |ρ| < 1 et ρ ∈ R
Les repre´sentations de la se´rie principale sont celles intervenant dans la formule de Plancherel de´composant des
fonctions L2 sur SL(2,C), et donc celles que l’on utilise pour les re´seaux de spin SL(2,C) (base de l’espace L2 des
fonctions invariantes) tels qu’introduits dans la partie II. Plus pre´cise´ment, pour une fonction f ∈ L2(SL(2,C)),
on a
f(g) =
1
8π4
∑
n
∫
Tr[F (n, ρ)Dn,ρ(g−1)](n2 + ρ2)dρ (A.9)
ou` (n2 + ρ2)dρ est la mesure de Plancherel et la transforme´e de Fourier F est de´finie par :
F (n, ρ) =
∫
f(g)Dn,ρ(g)dg. (A.10)
Les repre´sentations simples sont les repre´sentations de la se´rie principale avec un Casimir nul C2 = n×ρ = 0.
Elles sont de deux types : (n, 0) and (0, iρ). Dans les deux cas, on a β(j) = 0 pour tout j. Toutefois, les
repre´sentations (0, iρ) ont la particularite´ qu’elles posse`dent un vecteur ξj=m=0 invariant sous SU(2).
Le quotient SO(3, 1)/SO(3)
Pour x sur l’hyperbolo¨ıde futur H+ i.e un vecteur unite´ de genre temps oriente´ vers le futur, on de´finit son
stabilisateur sous l’action x→ g.x de SO(3, 1) :
SO(3)x = {h ∈ SO(3, 1)/h.x = x} (A.11)
La loi de transformation de SO(3)x sous l’action de SO(3, 1) est
∀g ∈ SO(3, 1), SO(3)g.x = gSO(3)xg−1 (A.12)
Alors H+ peut eˆtre vu comme le quotient SO(3, 1)/SO(3) de SO(3, 1) par l’action a` gauche du sous-groupe
SO(3) -le sous-groupe canonique SO(3) i.e le stabilisateur de x0 = (1, 0, 0, 0). Alors pour [g0] ∈ SO(3, 1)/SO(3)
et g ∈ SO(3, 1), on a :
SO(3)[g0] = {k ∈ SO(3, 1)/k.[g0] = [g0]} = {k ∈ SO(3, 1)/SO(3)g0k = SO(3)g0} (A.13)
SO(3)g.[g0] = SO(3)[g0g−1] = gSO(3)[g0]g
−1 (A.14)
Maintenant, si on conside`re une repre´sentation unitaireRI de SO(3, 1), on peut la de´composer sur les repre´sentations
irre´ductibles unitaires SO(3)x pour un vecteur fixe´ x :
RI =
⊕
j
V j(x) (A.15)
Ainsi on peut choisir une base |Ixjm〉 de RI compatible avec la de´composition en somme directe des espaces
V j(x). Alors, a` la vue de (A.12), les bases pour diffe´rents choix de x sont relie´es par
|I(g.x)jm〉 = DI(g)|Ixjm〉. (A.16)
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Maintenant, si on regarde les fonctions surH+, une base de l’espace L2(H+) est fournie par les repre´sentations
simples (0, ρ). Ces repre´sentations contiennent un vecteur invariant sous SU(2), note´ |ρ j = 0〉, et se de´compose
sur toutes les repre´sentations de SU(2) :
∀x ∈ H+R(0,ρ) =
⊕
j≥0
V j(x). (A.17)
On peut alors de´finir un noyau bi-invariant sous SU(2) :
Kρ(g) = 〈ρ 0|D(0,ρ)(g)|ρ 0〉 (A.18)
Duˆ a` son invariance, c’est une fonction de seul l’angle de boost de g. Il est tre`s utile quand on e´tudie les fonctions
L2 sur H+ (c’est une base des fonctions L2 bi-invariantes) et correspond (plus ou moins) au propagateur d’une
particle libre sur l’hyperbolo¨ıde. Une expression explicite du noyau est
Kρ(x, y) = Kρ(x
−1y) =
sin ρη
ρ sinh η
(A.19)
ou` η est la distance hyperbolique (parame`tre de boost) entre x et y. On peut aussi ve´rifier que∫ ∞
0
ρ2dρKρ(x, y) = 2π
2δH+(x, y) (A.20)
ou` dµ(ρ) = ρ2dρ est la mesure de Plancherel restreinte aux repre´sentations simples (n = 0, ρ). De plus∫
H+
dyKρ(x, y)Kρ′(y, z) =
δ(ρ− ρ′)
ρ2
Kρ(x, z) (A.21)
ce qui signifie que le noyau K est le projecteur sur la composante de Fourier ρ sur l’hyperbolo¨ıde H+.
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Annexe B
Quantification Ge´ome´trique d’un
Bivecteur
Je de´cris la quantification (ge´ome´trique) d’un bivecteur et d’un te´tre`dre en trois dimensions et en quatre
dimensions utilisant la structure de Poisson de Kirillov-Konstant sur les alge`gres so(3) et so(4) suivant le travail
de Baez et Barrett [76].
Tout d’abord, e´tant donne´ une alge`bre de Lie g, le commutateur sur g induit une structure de Poisson sur
son dual g∗, dite de Kirillov-Konstant. Plus pre´cise´ment, des e´le´ments a, b ∈ g sont des fonctions line´aires sur
le dual g∗. Cela permet de de´finir un crochet de Poisson sur les fonctions line´aires, qui s’e´tend de fac¸on unique
a` l’alge`bre des fonctions C∞. En effet, il existe un champ de bivecteurs Ω sur g∗ tel que
[a, b] = Ω(da, db),
puis le crochet de Poisson est
{f, g} = Ω(df, dg).
Pour f donne´e, on peut alors de´finir un champs de vecteurs f# ve´rifiant
∀g, {f, g} = dg(f#) = f#g.
Une 2-forme ω est dite compatible avec la structure de Poisson ssi :
ω(a#, b#) = {a, b}.
ω est bien de´finie et est symplectique sur chaque orbite co-adjointe, e´galement appelle´e feuille symplectique1.
Puis, il s’agit de quantifier ce crochet de Poisson. On suit la proce´dure de quantification ge´ome´trique. Sur chaque
feuille, on choisit une structure complexe J compatible avec ω, qui munit la feuille d’une structure de Ka¨hler.
On choisit alors un fibre´ en droite complexe et holomorphe munie d’une connexion de courbure ω. Cela n’est
possible que si la classe de cohomologie de ω est un entier. Puis on obtient un espace d’Hilbert H en conside´rant
l’espace des sections de carre´ inte´grable.
B.1 Bivecteur Quantique 3d
En utilisant l’isomorphisme entre Λ2Rn et so(n)∗, e´tudier l’espace des bivecteurs revient a` e´tudier l’alge`bre
so(n)∗. En trois dimensions, on regarde donc so(3)∗, qui est de dimension 3. Les feuilles symplectiques de classe
de cohomlogie entie`re sont les sphe`res S2 (centre´es sur l’origine) de rayon 2πj, j ∈ N. Chaque sphe`re induit
1En effet, Ω est tangent a` chaque feuille et non-de´ge´ne´re´e en tant que forme biline´aire sur le fibre´ cotangent a` chaque feuille.
Alors ω est son inverse.
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alors la repre´sentation de spin j de SO(3). Et sommant sur toutes les orbites, on obtient l’espace d’Hilbert d’un
bivecteur quantique en 3 dimensions :
H =
⊕
j
V j . (B.1)
Choisissant la base canonique de l’alge`bre de Lie so(3), le crochet de Poisson est :
{E1, E2} = E3 {E2, E3} = E1 {E3, E1} = E2. (B.2)
Quantifiant, on obtient les relations de commutation :
[Ê1, Ê2] = iÊ3 [Ê2, Ê3] = iÊ1 [Ê3, Ê1] = iÊ2. (B.3)
A partir du cas du bivecteur, on peut former un te´trae`dre en tant que 4 copies de so(3)∗. En effet, un
te´trae`dre peut eˆtre de´fini a` partir de 4 bivecteurs E1,..4 satisfaisant une relation de fermeture :
E1 + E2 + E3 + E4 = 0.
En fait, il faut aussi une condition de positivite´ e´tant donne´ que :
U = E1 · (E2 ∧ E3) = V 2 ≥ 0
ou` V est (6 fois) le volume (oriente´) du te´trae`dre. On munit (so(3)∗)4 de la structure de Poisson de Kirillov-
Konstant et on conside`re la sous-varie´te´ contrainte C = {E1+E2+E3+E4 = 0}. La contrainte ge´ne`re l’action
diagonale de SO(3) sur les Ei. On obtient donc l’espace des phases re´duit T (comme te´trae`dre) en quotientant
C par cette action.
Pour quantifier le te´trae`dre, on commence par quantifier les 4 copies de so(3)∗. On obtient donc des ope´rateurs
Êi1, .., Ê
i
4 sur H⊗4 :
Êi1 = Ê
i ⊗ Id⊗ Id⊗ Id
Êi2 = Id⊗ Êi ⊗ Id⊗ Id
Êi3 = Id⊗ Id⊗ Êi ⊗ Id
Êi4 = Id⊗ Id⊗ Id⊗ Êi.
Puis on impose la contrainte de fermeture en se´lectionnant les e´tats de H⊗4 annulant l’action de Êi1+ Êi2+ Êi3+
Êi4. Ces e´tats sont pre´cise´ment ceux incvariant sous l’action (diagonale) de SO(3). On obtient ainsi l’espace
d’Hilbert :
T = Inv(H⊗4) =
⊕
j1,..,j4
Inv(V j1 ⊗ V j2 ⊗ V j3 ⊗ V j4), (B.4)
qui est en fait l’espace des entrelaceurs 4-valents. Pour la condition de positivite´, il s’agit de quantifier U .
L’ope´rateur correspondant est
Û =
∑
i,j,k
ǫijkÊ
i
1Ê
j
2Ê
k
3 .
Il faudrait alors se restreindre aux vecteurs propres correspondant aux valeurs propres positives.
B.2 Bivecteur Quantique 4d
Maintenant, il s’agit de quantifier so(4)∗. Pour cela, on utilise que so(4) = so(3) ⊕ so(3). Il suffit donc de
copier les re´sultats pre´ce´dents. Ne´anmoins, il y a une ambigu¨ıte´ dans l’isomorphisme entre Λ2R4 et so(4)∗. Ainsi,
choisir θ ou θ ◦ ⋆ (⋆ est l’ope´rateur de Hodge sur Λ2R4) modifie la structure complexe. Au final, cela revient a`
conside´rer l’espace d’Hilbert
H⊗H =
⊕
j,k
V j ⊗ V k
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ou l’espace d’Hilbert
H⊗H =
⊕
j,k
V j ⊗ V k.
Nous allons voir que c’est le second choix qui est le plus utile pour l’e´tude du te´trae`dre. Concentrons-nous donc
sur ce cas. Choisissant la base canonique E±i de so(4), le crochet de Poisson est :
{E+i, E+j} = ǫijkE+k {E−i, E−j} = ǫijkE−k {E+i, E−j} = 0, (B.5)
qui se quantifie de manie`re e´vidente.
Pour l’application au te´trae`dre et au 4-simplex, nous nous inte´ressons particulie`rement a` l’espace des
bivecteurs simples. Rappelons qu’un bivecteur quelconque se de´compose en parties selfdual et antiselfdual
b = b+ + b− (avec ⋆b± = ±b±) et qu’un bivecteur simple est tel que |b+|2 = |b−|2. On peut donc introduire les
ope´rateurs Casimirs
K± =
∑
i=1,2,3
(
Ê±i
)2
,
et l’espace d’Hilbert d’un bivecteur simple est l’espace des vecteurs ψ tel que K+ψ = K−ψ, ce qui se´lectionne
le sous-espace ⊕
j
V j ⊗ V j ⊂ H ⊗H. (B.6)
Un te´trae`dre en quatre dimensions est maintenant forme´ de 4 bivecteurs satisfaisant
(1) une contrainte de fermeture E1 + E2 + E3 + E4 = 0.
(2) une contrainte de simplicite´ sur chaque bivecteur |E+i |2 = |E−i |2.
(3) une contrainte de simplicite´ sur chaque somme de bivecteurs |E+i + E+j |2 = |E−i + E−j |2.
(4) une contrainte de chiralite´ U+ + U− = 0, avec U± = ±〈E±1 , [E±2 , E±3 ]〉.
La contrainte de chiralite´ permet de distinguer si le te´trae`dre est forme´ a` partir des bivecteurs Ei (ou −Ei)
ou des bivecteurs ⋆Ei (ou − ⋆ Ei). Imposant la contrainte de fermeture sur l’espace des phases, on obtient un
espace des phases T+ × T− simple double copie de l’espace des phases T du te´trae`dre 3d. Puis il est simple
de ve´rifier que les contraintes de simplicite´ Ci = |E+i |2 − |E−i |2 ont un crochet de Poisson nul avec toutes les
fonctions sur T+ × T−. On peut donc se placer imme´diatement sur l’espace {Ci = 0} ⊂ T+ × T− Par contre,
pour les contraintes Cij = |E+i + E+j |2 − |E−i + E−j |2, on obtient
{Cij , Cik} = 4(U+ + U−). (B.7)
Ainsi, imposer les contraintes de simplicite´, on obtiendra gratuitement la contrainte de chiralite´.
Quantifiant, imposant la contrainte de fermeture et les contraintes de simplicite´ Ci, on se re´duit a` l’espace
d’Hilbert : ⊕
j1,..j4
Inv ((j1, j1)⊗ (j2, j2)⊗ (j3, j3)⊗ (j4, j4)) ⊂ T ⊗ T ⊂ (H⊗H)⊗4, (B.8)
ou` on note (j, j) = V j ⊗ V j . Imposant les contraintes Ĉij , on re´duit cet espace d’entrelaceurs a` un espace
uni-dimensionnel, qui est l’espace d’Hilbert du te´trae`dre quantique en 4 dimensions. Cet espace prend en compte
gratuitement la contrainte de chiralite´ puisque :
4i[Ĉij , Ĉik] = Û
+ + Û−, (B.9)
ou` Û± =
∑
i,j,k ǫijkÊ
±i
1 Ê
±j
2 Ê
±k
3 . Ainsi, tout e´tat satisfaisant les contraintes de simplicite´ re´soud e´galement la
contrainte de chiralite´.
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