Abstract-In this paper, we present an adaptive optimal control approach applicable to a wide class of large-scale nonlinear systems. The proposed approach avoids the socalled loss-of-stabilizability problem and the problem of poor transient performance that are typically associated with adaptive control designs. Moreover, it does not require the system model to be in a certain parameterized form, and most importantly, it is able to efficiently handle systems of large dimensions. Theoretical analysis establishes that the proposed methodology guarantees stability and exponential convergence to state trajectories that can be made as close as desired to the optimal ones. A numerical example demonstrates the capability of the proposed approach to overcome loss-of-stabilizability problems. Moreover, simulation experiments for energy-efficient climate control performed on a ten-office building demonstrate the effectiveness of the proposed approach in large-scale nonlinear applications.
their "best" values, and during this time, the closed-loop performance may exhibit poor behavior [1] , [2] , which in some real-life applications might be unacceptable and jeopardize the overall system stability. It must be emphasized at this point that poor transient performance can be avoided if the system is persistently excited, in which case the adaptive system parameters converge exponentially fast to their best values. However, persistence of excitation cannot be guaranteed in most of the existing adaptive control systems without the use of external sufficiently rich signals that compromise the closed-loop system performance [1] , [3] .
Last but not least, the requirement for the system model to be in a certain parameterized form, according to some functions that must be known to the designer with the parameters to be the only unknown part [4] [5] [6] [7] [8] , may be quite restrictive. This is because in many real-life applications, it is not always possible to derive a parameterized form of the system. For instance, in applications such as urban traffic control or building energy-efficient control [9] , [10] , it is not possible to obtain a parameterized system model that is in a form suitable for the adaptive control design, unless oversimplified models are assumed which, however, are far from accurate.
In this paper, we present and analyze an adaptive control approach that overcomes the above-mentioned shortcomings. This is made possible by exploiting the well-known-in optimal control-Hamilton-Jacobi-Bellman (HJB) equation [11] , [12] and by combining it with appropriate adaptive mechanisms. More precisely, an adaptive estimation scheme is employed, which is based on the HJB equation-and not on the system dynamics-which allows us to overcome the problem of requiring a parameterized model for the system dynamics. Moreover, as there is no need for a parameterized model for the system dynamics, the loss-of-stabilizability problem is avoided. Most importantly, the use of the HJB equation and the aforementioned adaptive mechanisms associated with it render the proposed methodology capable of constructing a control design, which guarantees persistence of excitation without putting performance at stake. This, in turn, implies that poor transient performance is avoided and that the closed-loop system trajectories converge exponentially fast as close as desired to the optimal state trajectories. The adaptive mechanism of the proposed scheme is based on the cognitive adaptive optimization (CAO) approach developed by some of the authors in recent years [13] , [14] . The CAO algorithm aims at adaptively finding a set of optimal static parameters that maximize/minimize a given performance index [13] , [14] . The CAO approach has been extended in [9] and [10] to dynamic optimization, namely as parameterized cognitive adaptive optimization (P-CAO), in order to find the optimal control policy and associated optimal value function that minimizes a performance index: in [9] and [10] , while the system dynamics are assumed to be unknown, the performance of the system under a given control policy could be assessed via a simulation model of the system. In this work, the assumption of a simulation model is removed: in fact, such an assumption limits the applicability of the approach to many real-life systems, where the simulation models, no matter how elaborate, provide only a rough description of the actual system. Here, the control policy and the associated value function are optimized in real time using current state/input measurements coming from the system to be controlled.
The stability and optimality attributes of the proposed adaptive methodology are analyzed: furthermore, climate-control simulations on a ten-office building demonstrate the effectiveness of the approach in large-scale applications.
This paper is organized as follows. In Section II, we present the formulation of the problem. Section III introduces the adaptive optimal control methodology, together with the theoretical stability and convergence analysis of the proposed approach. A numerical example is shown in Section IV to illustrate some shortcomings of classical adaptive control schemes, and how the proposed approach can successfully deal with them. Moreover, the application of the proposed approach to a climate control problem exhibits its capability to efficiently deal with largescale nonlinear systems. The results are shown in Section V. Section VI concludes this paper.
II. PROBLEM FORMULATION AND PRELIMINARY TRANSFORMATIONS/APPROXIMATIONS

A. Optimal Control
We consider the optimal control problem of an unknown nonlinear system formulated as follows:
s.t.
where x ∈ R n and u ∈ U ⊂ R m denote the system state and control vectors, respectively, with U being a closed set, Q is the smooth system instantaneous state performance (cost), which is assumed to satisfy Q(x) ≥ 0 and Q(x) = 0 ⇐⇒ x = 0, R is a symmetric positive-definite matrix, f is a smooth unknown nonlinear vector function, and B is a constant known matrix. In order to have a well-posed problem, we will impose some assumptions as described in the following proposition.
Proposition 1: (see [15] ) Under the following assumptions, the solution to (1) and (2) exists and is unique.
A0) The space of admissible control functions is given by
for all x,x with x , x ≤ K; A3) There exists an open ball B(0, r), a constantū > 0, and δ ∈ KL such that for any x ∈ B(0, r), there exists u x ∈ U with u x ∞ ≤ū, T max (x, u x ) = ∞ and
where φ(t, x, u) denotes the solutions corresponding to an initial state x and control u, and T max (x, u) denotes the maximal interval where the solution is defined. Note that for any δ ∈ KL, there exist two functions
(6) A5) There exists a constant C > 0 such that
for all (x, u) ∈ B(0, r) × B(0,ū), for an arbitrary η > 0 and α 2 , as defined in A3. A6) Whenever x ≥ 2r and u ≥ 2ū
for some γ ∈ K ∞ . Assumptions A0-A3 imply existence and uniqueness of solutions. In particular, A0-A1 are standard continuity assumptions, A2 is a Lipschitz assumption, while A3 is a local asymptotic controllability property, which ensures that at least in a neighborhood of the origin, the system may be steered to 0. Assumptions A4-A6 are needed to ensure convergence of the integral cost.
The controller u * that solves the optimal control problem (1), (2) can be found as a solution of the well-known HJB partial differential equation described as follows [11] :
where V * (x) denotes the so-called optimal cost-to-go function and u * denotes the optimal controller, which satisfies
We will also assume that the value function is smooth, i.e., A7) V * is a smooth function. It must be emphasized that under assumptions A0-A6, the value function is continuous [15] but not necessarily smooth.
Since V * is assumed to be smooth and also that Q is by assumption a positive-definite function (i.e., Q(x) ≥ 0 and Q(x) = 0 ⇐⇒ x = 0), we have from (9) thatV * = −Q(x) − u * T Ru * or, equivalently that V * is a Lyapunov function for the closed-loop system (2), (9) . This is, in turn, implies that the solutions of the differential equation (2) under the optimal controller (9) exist and are unique, and moreover, they are asymptotically stable.
Remark 1: Under similar assumptions as in Proposition 1, the optimal control problem (1), (2) can be seen as a relaxed version of the following more general constrained optimal control problem:
υ ∈ U where χ and υ denote the vectors of the system states and controls andΠ and F are nonlinear vector functions that correspond to the system instantaneous performance (cost) and dynamics. The space U is the space of admissible control functions and F is an unknown nonlinear vector function. As it was seen in [16] and [17] , (1) and (2) can be recast into (11) and (12) after employing backstepping techniques. We finally recall that in most of the practical applications, it is interesting to consider (11) and (12) along with the more general set of constraintsC
Existence and uniqueness of solutions in this case is more difficult to be derived in general. In many practical cases, the use of penalty-function techniques, i.e., the inclusion of (13) as penalty term in (11) , along with the backstepping techniques of [16] , leads to a relaxed problem in the form (1), (2), whose optimal solution provides a solution close to the original problem (11)- (13) . Conditions for uniqueness and closeness of solutions are, however, harder to be derived, apart from some special cases [18] . Remark 2: Furthermore, the proposed approach can in principle be extended/updated to be applicable to more general optimal control formulations, which incorporate exogenous disturbances, tracking of time-varying signals, etc., by appropriately revising the HJB equation. For instance, in the case where the system is affected by stochastic disturbances, the deterministic HJB can be replaced by its stochastic version; in the case of bounded disturbances, the HJB equation can be replaced by the HJB-Isaacs equation; in the case where not all of the system states are measured, the HJB equation can be replaced by one that involves the presence of a state estimator (and the respective state estimation error), etc.
B. Approximation of Optimal-Cost-to-Go and Optimal Control
Let us assume that all initial conditions belong to a compact subset X 0 and let also X denote another compact subset, which contains X 0 . For the time being, we will assume that the subset X is "large enough"; later on, we will define it in a more formal way. Let also S i , i = 1, . . . , L denote a partition of X into L disjoint subsets and β i (x) denote a set of L mixing signals associated with the partition S i which are smooth and satisfy
; the reader is referred to [17] and [19] for ways to construct such mixing signals. Then, as shown in [17] , the optimal cost-to-go function V * can be approximated as follows:
where P i are positive-definite matrices satisfying
for some positive constants ε 1 , ε 2 . Let us define
and express (14) in the following compact form:
Note that
By using (10) and (17), the optimal control can be approximated as follows:
where M z (x) is the Jacobian matrix of z(x) with respect to x. The controller (19) is a smooth approximation of a piecewise linear controller. In fact, in the limiting case where the smooth mixing signals β i (x) are replaced by their nonsmooth versions
"reduces" to a piecewise linear controller, i.e., a controller that switches among L linear controllers with each being active at one of the subsets S i .
III. ADAPTIVE OPTIMAL CONTROL
Using (17) and (19) and the HJB equation (9), the control input
where we have defined for simplicity
The matrix P of the approximation of the optimal cost-to-go function is not known. LetP (t) denote a positivedefinite matrix that corresponds to an online estimate of P at time t or, in other words, letV denote an estimate of the optimal cost-to-go function, wherê
Then, a natural choice for the control to be applied is the following:
The proposed approach updates the matrixP (t) every Δt time units, so as to make it closer to the unknown P . In other words, if t k = t k −1 + Δt, t 0 = 0, k ∈ Z denote the time instances at whichP (t) is updated, thenP (t) remains constant in the intervals [t
where, adopting a standard notation, t + k denotes the limit from the right of t k . By integrating the HJB equation between two time instances t k and t k +1 , we obtain that the optimally controlled system would satisfy
It is thus possible to check how closeP is to P by evaluating the integral of Π between two time instances t k and t k +1 and updatê P accordingly. However, sinceP (t) is time varying and updated at discrete instants, it is important to check whether the switch from t k to t + k creates a destabilizing effect. As will be seen in the analysis of the proposed scheme, the switch will not have a destabilizing effect due to the intrinsic persistence of excitation properties of the proposed scheme. An update mechanism based on our previous work on P-CAO will be used to updateP , as described in the rest of this section. Straightforward calculations show thatV
where
In other words, we have that
is an unknown function of its arguments, as it depends on the unknown system dynamics f .
Similarly to CAO and PCAO approaches, we construct a linear-in-the-parameter (LIP) estimatorV of V, which is updated every Δt so as to approximate (estimate) V as accurately as possible. The output of the LIP estimator is as follows:
where φ is the vector of regressor terms, φ 0 denotes the so-called intercept term, and θ(t k ) is the vector of estimator parameters calculated using standard least squares, i.e.,
Although there are many different choices for the LIP estimator that can be employed within the proposed approach, we will assume hereafter that the LIP estimator is chosen so that
where s i are constant vectors and A i are constant matrices of appropriate dimensions. The above choice for the LIP estimator can be transformed in the form (24) by appropriately rearranging terms aŝ
with the vector θ depending on the entries of s i , A i and s i ⊗ A i (where ⊗ denotes the Kronecker product), φ 1 , φ 2 , and φ 3 are functions ofP (t + k ),P (t k ), x(t k ), and φ 0 is satisfying the following:
Moreover, the above choice for the LIP estimator can approximate the unknown functionV with arbitrary accuracy, as will be seen in Section III-A (see the proof of Lemma 1). Let
i.e., P denotes the set of all positive-definite matrices satisfying the bounds given in (18) . The adaptive law for updatingP is chosen as follows:
where α ∈ (0, 1) is a design scalar and the perturbation ΔP (t + k ) is chosen so as to satisfy
The choice (28) and (29) guarantees that
Therefore, (28) and (29) make sure that the estimate of P is always positive definite and, moreover, satisfies the bounds given in (18) . Remark 3: Despite the fact that the algorithm can in principle work by considering P = {P : P 0}, better convergence can often be achieved by selecting appropriately ε 1 and ε 2 . Since the actual bounds ε 1 and ε 2 in (18) are unknown, ε 1 and ε 2 are design parameters to be chosen after some fine-tuning. It must be emphasized, however, that such a fine-tuning does not have to be performed online (which would defeat the purpose of applying adaptive control) but using a simple offline procedure: ε 1 and ε 2 are chosen so that the control inputs under such choices do not lead to controller saturation or to control signals of negligible variation.
Using a similar approach for updatingP (t + k ) as in CAO [14] and PCAO [10] , we end up with the following adaptive scheme,
The proposed adaptive scheme: Update θ andP at the time instances t k , k = 0, 1, 2, . . . by performing online the following steps.
1) Choose a positive integer N satisfying N ≥ 2dim(z) 2 . 2) Initialize P (t 0 ) to be any positive matrix satisfying (25) . 5) Then, calculateP (t + k ) according to the following equation:
A. Analysis of the Proposed Scheme
In this section, we present a mathematical analysis of the properties of the proposed scheme. We use the following lemma.
Lemma 1: Let assumptions A0-A7 hold. Then, there exists a positive integer L * such that for all L ≥ L * and ∀x(t k ) ∈ X , the following holds:
(31) where¯ (t) is an exponentially decaying to zero signal.
Proof: Let us define
Using (27), we have
Note that the term L i=1 β i A i x is a smoothed piecewise linear approximator, and thus, it can approximate with accuracy O(1/L) the unknown function f over a compact set. This, in turn, implies that the term 
Similarly to [13] , [20] , and [21] , it can be seen that the use of the candidate random perturbations in (30) renders the regressor vector φ persistently exciting. Therefore, standard results in online parameter estimation, see e.g., [1] , can be used to establish that
where (t) is an exponentially decaying to zero signal and the last equality is obtained by using (33). From (20) , we have that
and, therefore, from (34) and assumption A7, we havê
LetP * = arg min
As the proposed approach employs N candidate random perturbations for choosingP (t are within a distance that is proportional to 1/N , i.e.,
Moreover, from (35) and (36), we havê
Combining (31) and (38), we can directly establish the proof. The above lemma states that, at each update time t k , the proposed approach calculates a new update for the estimate matrix P , whose "distance" from the "optimal" matrix P depends on three different quantities: the number L of mixing signals, the number N of candidate random perturbations, and a term that is exponentially decaying to zero. As a result, in the case where L and N are "sufficiently" large, after some time, the estimatê P will be very close to its "optimal" value P .
The following theorem presents the main result of this paper. Theorem 1: Let assumptions A0-A7 hold and that the initial state belongs to a compact set X 0 . Then, there exist positive integers L * , N * and a positive real Δt * such that the proposed algorithm described by (21) , (24), (25) , and (30) with L ≥ L * , N ≥ N * , Δt ∈ (0, Δt * ) guarantees that the following hold.
The closed-loop solutions x(t) are bounded and converge in finite time to the set
where they stay thereafter, with (t) being a signal that exponentially decays to zero. In addition
where x opt (t) denotes the solution of the optimal control problem (1), (2) .
Proof: Since x 0 ∈ X 0 ⊂ X , we have that x(t) remains in X for some finite time interval [0, t f ). Since all closed-loop quantities in the intervals [t k −1 , t k ) are continuous-from assumption A7 and (21), and (24)-and, moreover, they are bounded, for all [t k −1 , t k ) ⊂ [0, t f ), we have that the source of discontinuities in the closed-loop system dynamics is only during the time instances t k , and thus, we have a finite number of bounded discontinuities in any finite interval. Therefore, using similar arguments as those in [22, Lemma A.1], we can establish that the solutions of the closed-loop system exist in the sense of Carathéodory in the time interval [0, t f ). In the rest of the proof presented below, we will show that this solution can be extended to t f = ∞ and that the closed-loop solutions are arbitrarily close to the optimal ones. The key idea of the proof is to show that the Lyapunov function V = z T P z under the proposed control law satisfiesV
where μ 1 is a term that can be made arbitrarily small by increasing L, N and decreasing Δt , and μ 2 is a term that exponentially converges to zero. The above Lyapunov stability differential equation can then be used to establish existence, uniqueness, and stability of closed-loop solutions as well as their convergence arbitrarily close to the optimal ones.
Note that for t ∈ [0, t f ), we have
wherē
which, by using Lemma 1 and the fact that V (t
, can be rewritten as follows:
Using (20), we have
The above equation together with (40) implies that
or, equivalently,
Let us define the Lyapunov function W = V + ∞ t¯ (s)ds. Using the above equality and the fact that¯ (∞) = 0, we havė
Since Π(x) is a positive-definite function, we can use standard Lyapunov stability arguments-see, e.g., [23] -to establish t f = ∞, i.e., that x(t) remains in the compact set X for all t We will not elaborate further on this issue as it has been extensively analyzed in the literature, especially in the area of nonlinear adaptive control using neural, fuzzy, or other types of approximators (see [24] [25] [26] [27] ).
As the closed-loop solutions are stable, we have that t f can be extended to ∞, i.e., (41) holds for all t ∈ [0, ∞), and since Π(x) is a positive-definite function, we have that the time derivative of V * is negative as long as x(t) is outside D(t), which, in turn, implies convergence of x(t) to the set D(t) in finite time. Finally, using the fact that the optimal cost-to-go function V * satisfiesV * = −Π(x), we can directly impose using (41) thaṫ V convergences to the set
which, in turn, establishes that the solution is close to the optimal solution of the optimal control problem. In simple words, Theorem 1 states that using the proposed adaptive control approach, the closed-loop system performance is the optimal one plus a small perturbation term, provided that the number of estimated parameters L and the number of candidate controllers N are large enough. The perturbation depends on the following terms.
1) A term that convergences exponentially fast to zero.
2) A term that depends on the number N of candidate controller perturbations used. Note that N can theoretically made as large as desired-and thus, the term O(1/N ) can be made arbitrarily small depending on the available computational power. 3) A term that depends on the LIP estimator used: the "larger" is this estimator (i.e., the larger is its regressor vector), the smaller becomes this term. However, increasing the "size" of the LIP estimator implies more parameters to be estimated, which, in turn, implies that the convergence speed of the exponentially converging term is slowed down. 4) Finally, a term that depends on the sampling time Δt.
Theoretically, the smaller is Δt, the smaller is this term. Apparently, practical limitations as well as the nature of the system dynamics do not allow for Δt to become smaller than a given value in practical applications. Remark 4: The proposed approach differs with respect to other approaches on adaptive optimal control, e.g., the one of [28] . There, an initial stabilizing controller is requested to guarantee stability of the controller at every iteration. In the proposed approach, the effect of an initial destabilizing controller will disappear due to the persistence of excitation that guarantees exponential convergence to the best parameters. This allows us to converge to the final stabilizing controller, eventually passing through destabilizing controllers: furthermore, notice that the cost (30) can always be calculated, even if the true value function may be not be well defined (e.g., due to a temporarily destabilizing controller). The proposed approach is in the spirit of classical adaptive control, where the initial controller can be possibly destabilizing: of course, an initial stabilizing controller might avoid poor transient behavior and make convergence faster.
Remark 5: To get a better insight of the properties of the proposed algorithm, let us focus on the case where it is applied to linear systems. More precisely, let us consider the systeṁ
with the constant matricesĀ L andB L being unknown. By applying the prefeedbackv = u, the systemχ =Ā L χ +B L v is transformed into the following linear system:
and A L is a constant matrix whose entries are the elements of the unknown matricesĀ L andB L . By choosing the quadratic cost x T Qx + u T Ru and taking L = 1 (which implies that z(x) = x and M z (x) = I), the HJB equation (9) boils down to the standard algebraic Riccati equation (ARE) and the optimal controller takes the form
where P is the solution of the ARE. In this case, the assumptions of Theorem 1 reduce to the assumption that the solution P of the ARE exists and is unique (stabilizability and detectability assumptions). Given that such an assumption holds and by noting that in the linear case the approximation (33) holds exactly, i.e., μ(P 1 ,P 2 , x) = 0, we have that V * (x) ≡ V (x) = x T P x and, moreover, that (41) becomeṡ
where V is defined in the proof of Theorem 1. The term¯ is an exponentially decaying to zero term and can be seen to satisfȳ
for some nonlinear vector function φ and a positive 1 constant c. This term is due to the fact that the matrix A L is unknown: due to the persistence of excitation guaranteed by the proposed algorithm, this term exponentially converges to zero (or, in other words, the term φ(Â L (t k ))-which contains the estimates of the system parameters-converges exponentially to the term φ(A L ). Note that, according to the above analysis, the initial controller u = R −1 B TP (t 0 )x(t 0 ) does not have to be a stabilizing controller to the unknown systemẋ = A L x + Bu; all it is required is that the initial estimateP (t 0 ) belongs to the subset P. This is due to the fact that the term¯ (t + k ) is exponentially decaying to zero and, as a result, it does not cause instability effects even in the case where the initial controller is not a stabilizing one.
We also note that due to the fact that the CAO [14] and P-CAO [10] algorithms are performing as gradient descent algorithms perturbed by an exponentially decaying term, it can be seen that
for some positive constantc, where Proj P denotes the projection operator onto the convex subset P and J is defined as follows:
In the case of the linear system considered in this remark, the function J becomes
It is not difficult for someone to see that J is a convex function with respect toP (t + k +1 ) and attains its global minimum at P (t + k +1 ) = P . 
IV. NUMERICAL EXAMPLE: BILINEAR SYSTEM
In this section, we present a practical example, where classical adaptive control techniques fail to provide a practically efficient solution. The example considers a problem of designing an efficient control law for a bilinear system whose dynamics are described by the following equation:
where x denotes the system 1-D state variable,x = x − 1 denotes the difference between the actual system state and its nominal (desired) value, u denotes the control input, and d denotes the-available for measurement-disturbance, which is zero when the system is in normal operation and takes a positive value otherwise. The control goal considered is to design a control law, which keeps the state variable as close as possible to the nominal value while keeping the control values as small as possible. The coefficients a 1 , a 2 , b 1 , and b 2 are constant parameters with an unknown value. As these parameters are not known, the adaptive control design is used to solve the control problem. Moreover, within the control input application, a control hysteresis scheme is considered, emulating the time delay for applying the control hysteresis after the disturbance has been observed (typically after 20 timesteps). Besides, rough estimation of the parameter values a 1 , a 2 , b 1 , and b 2 is assumed to be available, as well as their sign and lower/upper bounds. Direct application of classical adaptive control designs can be used to come up with the following adaptive controller:
where a m is a positive design constant, andâ 1 ,â 2 ,b 1 , andb 2 are parameter estimates that are updated using standard adaptive laws [29] . Unfortunately, when the adaptive control law (43) is applied to the system (42), it may fail to achieve stability due to the fact thatb 1 andb 2 may take very small values, incurring in a loss-of-stabilizability problem. This can happen no matter whetherb 1 andb 2 are initialized to a positive or a negative value, as can be seen in Fig. 1 . Standard adaptive control techniques suggest that such a problem can be bypassed by employing a parameter estimation scheme with projection [1] , which does not allowb 1 (t) to become lower than a bound (in the particular simulation example this bound is taken to be 0.01): in many cases, the estimatê b 1 (t) saturates to the lower (positive) bound no matter what its initial sign is. The same phenomenon may occur even if it the initial estimateb 1 (0) is very close to the actual value of b 1 (the actual value of b 1 in the particular setting considered in the simulations is 0.0813). As shown in Fig. 1 , the adaptive control law (43) fails to estimateb 2 and converge to the actual value of b 2 (the actual value of b 1 in the particular setting considered in the simulations is 1e-5). On the other hand, under the same setting where the adaptive control scheme (43) fails, the application of the proposed algorithm can provide an efficient solution, which keeps the control value significantly less than the maximum allowable control, as shown in Figs. 2 and 3 with the dashed blue curves. The design parameters used for the implementation of the proposed algorithm are shown in Table I . 
V. LARGE-SCALE EXAMPLE: ENERGY-EFFICIENT CLIMATE CONTROL
A simulation model of the ten-office building shown in Fig. 4 , located in the campus of the Technical University of Crete in Chania, is used for evaluating the effectiveness of the proposed adaptive optimization algorithm.
The optimal control problem is to regulate the set points of the air conditioning (AC) units in the ten thermal zones of the building in such a way to reduce energy consumption. We adopt a backstepping approach, where a filtered version of the AC set points is controlled, while the actual AC set points are included in the state x. With this transformation, we have the following cost function:
which takes into account the AC energy consumption (E sc ) and the user thermal comfort (C sc ). The weight 0.1 is chosen as a scaling factor between the two scores. The energy score (in Joules) is a nonlinear function of the state x (mainly depending on the zone temperature, the actual AC set point, and the external temperature): this function is built-in in the building simulator for split-unit-type air conditioners (cf., the EnergyPlus documentation [30] ). The comfort score (in Celsius degrees) is calculated as the sum of the ten zone temperatures, i.e.,
10
i=1 T z i . In a cooling setting, the minimization of cost (44) describes the objective of keeping room temperature low, while using less energy.
For comparison purposes, two fixed setpoint controllers (FSCs) are adopted: the FSCs are actually implemented in the real building and keep the AC set points constant at 24
• C (FSC-24) or at 25
• C (FSC-25), during office hours. FSC-24 focuses on thermal comfort (at the expenses of energy consumption), while FSC-25 sacrifices thermal comfort to achieve a smaller energy consumption. The EnergyPlus simulator uses historical data collected during summer 2010 and retrieved from the EnergyPlus website [31] . The following linear controller has been adopted:
where u contains the filtered AC set points, u 25 is the input of FSC-25, and x is a state vector comprising the ten room temperatures, the ten room humidities, the ten actual AC set points, outside temperature, outside solar radiation, six predictions for outside temperature over the next six hours, six predictions for solar radiation temperature over the next six hours, and a constant term in order to account for a working point not in the origin. The dimension of the state is thus 46. The matrixP lin is a 46 × 46 matrix to be optimized online. The linear controller (L = 1) has been chosen as a good tradeoff between number of parameters to be optimized and performance: the total number of parameters is 1081 in the linear case. The proposed optimization algorithm is run with N = 500, dim(θ) = 2500, ε 1 = 0.001, ε 2 = 0.025, and sample time Δt = 10 min. Finally, for comparison reasons, an optimalP lin in (45) has been optimized offline via the simulation-based approach described in [10] : we will refer to this control law as the simulationbased optimal law, which serves as a close-to-optimal baseline over which we can compare the proposed online approach. Table II presents the results coming from running the proposed optimization scheme for two consecutive summer days, namely July 5-6, 2010. The terms in Table II arise from the integration of the terms in (44) over 12 occupancy hours (from 6 A.M. to 6 P.M.). The first day, July 5, is used to evaluate the transient performance of the adaptive algorithm, while the second day, July 6, is used to evaluate the steady-state performance.
From Table II , it can be noted that after some learning transient on July 5, on the next day, the performance of the adaptive optimal algorithm is comparable with the one optimized offline via the simulation-based algorithm: this means that after one day, the online controller has converged to a similar performance as the offline close-to-optimal controller.
VI. CONCLUSION
A novel approach for adaptive control of large-scale nonlinear systems has been proposed. The proposed approach is based on the adaptive solution of the HJB equation associated with an optimal control problem. Bad transients are avoided by guaranteeing that the control action is concurrently persistently exciting and minimizes a close-to-optimality cost. Theoretical analysis establishes the efficiency and close-to-optimality performance of the proposed methodology. Moreover, simulation and real-life experiments demonstrate the effectiveness of the methodology and its capability of handling large-scale control problems.
