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Abstract
The aim of this paper is to study a wide class of non-convex sweeping pro-
cesses with moving constraint whose translation and deformation are represented
by regulated functions, i. e., functions of not necessarily bounded variation admit-
ting one-sided limits at every point. Assuming that the time-dependent constraint
is uniformly prox-regular and has uniformly non-empty interior, we prove existence
and uniqueness of solutions, as well as continuous data dependence with respect to
the sup-norm.
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Introduction
Sweeping processes were introduced in [29] as an abstract setting of problems arising for
example in elastoplasticity modeling, where the constitutive relation can be formulated as
a constrained evolution system. Typically, the functional framework consists in assuming
that
X is a real Hilbert space (0.1)
endowed with scalar product 〈·, ·〉 and norm |x| = √〈x, x〉 for x ∈ X , and one considers
a family C(t) ⊂ X of nonempty closed subsets of X parameterized by the time variable
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t ∈ [0, T ] , where T > 0 is some given final time. The problem is to find a function
ξ : [0, T ]→ X with a prescribed initial condition ξ(0) = ξ0 ∈ C(0), such that ξ(t) ∈ C(t)
for all t ∈ [0, T ] and its derivative at time t points in the outward normal direction to
C(t) at the point ξ(t). Formally, this can be stated as
− ξ˙(t) ∈ NC(t)(ξ(t)) for t ∈ (0, T ), ξ(0) = ξ0, (0.2)
where both the “time derivative” ξ˙(t) and the outward normal cone NC(t)(ξ(t)) to C(t)
at the point ξ(t) have to be given an appropriate meaning.
In the paper [29], this problem is uniquely solved provided that C(t) is convex for
every time t and that the mapping t 7→ C(t) is absolutely continuous in terms of the
Hausdorff distance. In this case the solution ξ turns out to be absolutely continuous
and (0.2) is satisfied almost everywhere. In [30] the analysis of sweeping processes was
then extended to the case when the convex moving set C(t) has bounded variation with
respect to the Hausdorff metric. Under this weaker assumption, inclusion (0.2) has to be
properly interpreted in the sense of the differential measures and it is shown to admit a
unique solution of bounded variation.
The technique introduced in [30] is based on the so-called catching up algorithm and
consists in approximating C(t) by a sequence of right continuous step convex-valued
functions Ck(t), i. e., functions such that [0, T ] is partitioned into a finite number of
intervals where Ck(t) is constant. The approximate solution is constructed as a step
function ξk(t) by an iterative process, where the next value is obtained by projection
onto the current set Ck(t). The argument then consists in proving that the sequence {ξk}
uniformly converges to a right continuous BV function ξ solving the suitable generalized
version of (0.2), that can be also represented by the integral variational inequality (see
also [35]) ∫ T
0
〈ξ(t)− z(t), dξ(t)〉 ≤ 0 for all z : [0, T ]→ X , z(t) ∈ C(t) , (0.3)
where the test functions z are required to have some regularity properties, e. g., bounded
variation, and where the integral is understood in terms of the differential measure dξ .
A relevant particular case of sweeping process occurs when the constraint C(t) has a
fixed shape and moves only by means of translation, i. e., if C(t) is of the form C(t) =
u(t) − Z for a given function u : [0, T ] → X and a fixed closed convex set Z ⊂ X .
The resulting input-output relation u 7→ ξ is called the (vector) play operator and it was
independently studied in the monograph [16] when X is finite dimensional, Z is bounded
with non-empty interior, and u is continuous. An extension to the space of regulated
functions has been done in [21] and (0.3) is understood in the sense of Kurzweil or Young
integral. Note that the Young integral can be interpreted as a variant of the Kurzweil
integral, see [19]. A comparison between the measure approach and the Kurzweil/Young
integral approach to (0.3) is discussed in [34, Section A.4].
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Indeed, the integral in (0.3) makes clear sense only if the solution ξ is of bounded
variation. This can be achieved if the moving constraint has non-empty interior, as it
has been shown for the case of continuous inputs independently in [6] and in Section
19 (mostly written by A. Vladimirov) of [16]. More general cases of continuous convex
moving sets C(t) with non-empty interior were studied in [26, 27] (see also [28, Chapter
2]). In all these references the fact that the set of constraints has non-empty interior
allows the resulting solution to be of bounded variation.
All the above mentioned results deal with the case of convex constraints, however, the
convexity assumption turns out to be too restrictive in some applications, for example,
in problems coming from the modeling of crowd motion [38]. The study of non-convex
sweeping processes started with M. Valadier [37] and, since then, has called the attention
of many other authors, e. g., [2, 10, 36]. An important concept which allows to get around
the convexity of sets is the notion of uniform prox-regularity. These are closed sets having
a neighborhood where the projection exists and is unique. Sets with such a property
appear in the literature under different terminologies; being introduced under the name
of ‘positively reached sets’ by H. Federer [13] in finite dimensional setting. A series of
properties as well as the connection between sets and functions was deeply investigated in
[39] (therein called ‘weak convex sets/functions’). The notion of prox-regularity was later
extended to infinite dimensional spaces, [8, 33], and appears to lead to an appropriate class
of non-convex sets for which one can prove existence and uniqueness results for sweeping
processes, see for instance [1, 3, 4, 7, 12]. Notably, a recent paper [31] presents a fairly
general result for BV sweeping processes with prox-regular constraints. The case when
the moving uniform prox-regular constraint has unbounded variation was instead dealt
with in [11] where it is assumed that C(t) is continuous in time: In this paper another
geometric condition is also required, namely C(t) has uniform non-empty interior, which
essentially means that cusps are not admitted on the boundary.
In the present paper we address the situation where the set of constraints is uniformly
prox-regular and has uniform non-empty interior, but we also allow C(t) to be discon-
tinuous with possibly unbounded variation in time. We believe that the analysis of the
problem becomes more transparent if in the motion of the set C(t), we separate the effects
of translation in the space X from the effect of shape change, since in the mathematical
description, translation and shape changes play completely different roles. To be more
precise, we consider C(t) of the form C(t) = u(t) − Z(w(t)) for given u : [0, T ] → X
and w(t) : [0, T ]→ A , where A is a closed set of parameters in a Banach space W , and
we only assume that the translation u and deformation w are regulated right-continuous
functions, i. e., they admit the one-sided limits u(t+) = u(t), u(t−), w(t+) = w(t), w(t−)
at every point t ∈ [0, T ] , with the convention u(0−) = u(0), w(0−) = w(0). Note
that such functions are also called “ca`dla`g” in the literature (= continue a` droite, lim-
ite a` gauche), see [32]. Concerning the shape of the moving constraint, we assume that
Z(w(t)) is uniformly prox-regular and has uniformly non-empty interior. Indeed, since the
projection onto a prox-regular constraint is defined only in a small neighborhood of the
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constraint, we have to keep the admissible jumps of the inputs u and w within suitable
limits.
The functional framework of regulated functions is convenient, since regulated func-
tions are limits of step functions with respect to the topology of uniform convergence.
We substantially make use of the Kurzweil integral calculus, which is compatible with
the uniform convergence concept. Since Moreau’s catching-up algorithm yields the exact
solution in the Kurzweil integral setting for step functions u and w , we obtain the general
existence result in a standard way by passing to the limit.
The paper is structured as follows. In Section 1 we recall the notion and main prop-
erties of prox-regular set, and a rigorous statement of the main problem is specified in
Section 2. In Section 3 we analyze a discretized version of our problem and derive a uni-
form bound for the output variation. Section 4 is devoted to the proof of convergence of
the discrete scheme and of the continuous dependence property. In Section 5 we study the
case when the inputs u,w are continuous or absolutely continuous. Finally in Appendix
A, we collect some basic properties of the Kurzweil integral, which is a major tool in our
analysis.
1 Prox-regular sets
Definition 1.1. Let Z ⊂ X be a closed connected set and let dist(x, Z) := inf{|x− z| :
z ∈ Z} denote the distance of a point x ∈ X from the set Z . Let r > 0 be given. We
say that Z is r -prox-regular if the following condition hold.
∀y ∈ X : dist(y, Z) = d ∈ (0, r) ∃x ∈ Z : dist
(
x+
r
d
(y − x), Z
)
=
r
d
|y − x| = r. (1.1)
Note that this is in agreement with [33, items (a) and (g) of Theorem 4.1]. We start
with an easy lemma.
Lemma 1.2. Let Z ⊂ X be an r -prox-regular set, and let y ∈ X be given such that
dist(y, Z) = d < r . Let x satisfy the condition (1.1). For s ∈ [0, r] put y(s) = x +
(s/d)(y − x) . Then dist(y(s), Z) = (s/d)|y − x| = s for every s ∈ [0, r] .
Proof. For s ∈ [0, r] we have |y(s) − x| = s . For every z ∈ Z we have by the triangle
inequality
r ≤ |y(r)− z| ≤ r − s
d
|y − x|+ |y(s)− z| = r − s+ |y(s)− z|,
hence, |y(s)− z| ≥ s for all z ∈ Z , which we wanted to prove. 
For the reader’s convenience, we explicitly state and prove an easy result going back
to [33, formula (1.2), (a) and (f) of Theorem 4.1].
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Lemma 1.3. A set Z ⊂ X is r -prox-regular if and only if for every y ∈ X such that
d = dist(y, Z) < r there exists a unique x ∈ Z such that |y − x| = d and
〈y − x, x− z〉+ |y − x|
2r
|x− z|2 ≥ 0 ∀z ∈ Z. (1.2)
Proof. We first prove that for every r -prox-regular set Z condition (1.2) holds. The case
d = 0 is trivial and it suffices to choose x = y . For y ∈ X such that dist(y, Z) = d ∈ (0, r)
we use (1.1) and find x ∈ Z such that |y − x| = d . Put yˆ = x + r
d
(y − x). By (1.1) we
have dist(yˆ, Z) = r = |yˆ − x| . Let now z ∈ Z be arbitrary. We have
0 ≤ 1
2
|yˆ−z|2−1
2
|yˆ−x|2 = 〈yˆ − x, x− z〉+1
2
|x−z|2 = r
d
(
〈y − x, x− z〉+ |y − x|
2r
|x− z|2
)
(1.3)
and (1.2) follows.
To check that (1.2) holds for a unique x ∈ Z , assume that there exist x1, x2 ∈ Z
satisfying (1.2). Then
〈y − x1, x1 − x2〉+ |y − x1|
2r
|x1 − x2|2 ≥ 0,
〈y − x2, x2 − x1〉+ |y − x2|
2r
|x2 − x1|2 ≥ 0.
Summing up the above inequalities we obtain
|x1 − x2|2 ≤ |y − x1|+ |y − x2|
2r
|x1 − x2|2 ≤ d
r
|x1 − x2|2,
hence x1 = x2 , and the ”only if” part of the proof is complete.
Assume now that for every y ∈ X such that d = dist(y, Z) < r there exists a
unique x ∈ Z such that |y − x| = d and (1.2) holds. Let y ∈ X be arbitrarily chosen
such that dist(y, Z) = d ∈ (0, r). For yˆ as in (1.3) we can now read (1.3) in the
reverse order and check that |yˆ − z| ≥ |yˆ − x| = r
d
|y − x| for every z ∈ Z . Therefore
dist(x+ (r/d)(y − x), Z) = (r/d)|y − x| = r , which we wanted to prove. 
Clearly, every convex closed set Z ⊂ X is r -prox-regular for all r > 0. The vector
y − x in Lemma 1.3 is called outward prox-normal vector . Indeed, an r -prox-regular set
Z admits a neighborhood Ur(Z) := {y ∈ X; dist(y, Z) < r} such that the mapping
P : Ur(Z)→ Z which with y ∈ Ur(Z) associates x ∈ Z from Lemma 1.3 is well defined
and is called the proximal projection onto Z . Moreover, the set
NZ(x) = {ξ ∈ X; 〈ξ, x− z〉+ |ξ|
2r
|x− z|2 ≥ 0 ∀z ∈ Z} (1.4)
is called the proximal normal cone to Z at the point x , see, e. g., [9].
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We always have 0 ∈ NZ(x) for every Z and every x . One might expect that the
proximal normal cone to an r -prox-regular set contains nonzero elements for each x ∈ ∂Z .
Examples show that if X is infinite-dimensional, a nonzero outward normal vector may
fail to exist even in the convex case, and the existence is guaranteed if for example Z
is convex and has non-empty interior (see, e. g., [18, Proposition 2.11]). In the sequel,
we therefore restrict the family of admissible sets Z and we now formulate a suitable
non-empty interior condition for the nonconvex case. Here and in what follows for x ∈ X
and δ > 0 we denote by Bδ(x) the closed ball {y ∈ X; |y − x| ≤ δ} .
Definition 1.4. Let Z be a family of r -prox-regular sets Z ⊂ X . We say that elements
Z ∈ Z have uniformly non-empty interior if there exist R ≥ 3 and ρ ∈ (0, 2r/(1 + R2))
such that for every Z ∈ Z we have
∀x ∈ Z ∃x¯ ∈ Z : |x− x¯| < Rρ, B3ρ(x¯) ⊂ Z. (1.5)
Condition (1.5) can be equivalently written as
∃ρ ∈
(
0,
r
5
)
∀x ∈ Z ∃x¯ ∈ Z : |x− x¯|2 + ρ2 < 2rρ, B3ρ(x¯) ⊂ Z. (1.6)
Indeed, if (1.5) holds, then 2rρ > (1 + R2)ρ2 > |x − x¯|2 + ρ2 , which implies (1.6).
Conversely, if (1.6) holds, then there exists R ≥ 3 such that
|x− x¯|2
ρ2
< R2 <
2r
ρ
− 1
and (1.5) follows.
Lemma 1.5. Let an r -prox-regular set Z ⊂ X satisfy condition (1.5) for some admissible
values of R > 0, ρ > 0 . Then for every x ∈ ∂Z there exists a unit vector ξ ∈ X such
that
〈ξ, x− z〉+ 1
2r
|x− z|2 ≥ 0 ∀z ∈ Z. (1.7)
Proof. Let x ∈ ∂Z be given. We find a sequence {yn;n ∈ N} ⊂ X \ Z such that
supn∈N dist(yn, Z) < r and yn → x as n → ∞ . By (1.1) there exist xn ∈ X such that
εn := |yn − xn| = dist(yn, Z) ≤ |yn − x| . From Lemma 1.3 it follows that the inequality
〈yn − xn, xn − z〉+ |yn − xn|
2r
|xn − z|2 ≥ 0 (1.8)
holds for every n ∈ N and z ∈ Z . For all n put
ξn =
1
εn
(yn − xn).
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Then
〈ξn, xn − z〉+ 1
2r
|xn − z|2 ≥ 0 (1.9)
for every n ∈ N and z ∈ Z .
We have |xn − x| ≤ |yn − x|+ |yn − xn| , hence,
lim
n→∞
|xn − x| = 0.
All ξn are unit vectors. We can therefore find ξ∞ ∈ B1(0) such that ξn ⇀ ξ∞ weakly
in X . In (1.9), we choose
z = x¯+ ρξn
with the notation from (1.5), and obtain
〈ξn, xn − x¯〉 − ρ+ 1
2r
(|xn − x¯|2 + ρ2 − 2ρ 〈ξn, xn − x¯〉) ≥ 0.
Multiplying the above inequality by 2r we have by virtue of (1.5) that
2(r − ρ) 〈ξn, xn − x¯〉 ≥ 2rρ− ρ2 −R2ρ2 = ρ(2r − ρ(1 +R2)) =: γ > 0. (1.10)
Passing to the limit in (1.10) (note that xn converge strongly and ξn weakly) we see that
2(r − ρ) 〈ξ∞, x− x¯〉 ≥ γ > 0. (1.11)
This implies, in particular, that |ξ∞| = σ ∈ (0, 1], and passing to the limit in (1.9) we
conclude that
〈ξ∞, x− z〉+ 1
2r
|x− z|2 ≥ 0 ∀z ∈ Z. (1.12)
This is precisely (1.7) for ξ = ξ∞ if σ = 1. For σ < 1 we put y = x+ rξ∞ . Then
〈y − x, x− z〉+ 1
2
|x− z|2 ≥ 0 ∀z ∈ Z,
which is equivalent to the fact that |y − z| ≥ |y − x| = rσ for all z ∈ Z (argue as in the
computation in (1.3)). Thus, by Lemma 1.3 for d = rσ we have
〈y − x, x− z〉+ |y − x|
2r
|x− z|2 ≥ 0 ∀z ∈ Z, (1.13)
hence (1.7) holds for ξ = ξ∞/σ . 
In the situation of Figure 1, where the set Z admits a sharp cusp at x , for every ρ > 0
and every x¯ positioned as in the picture we have that
|x− x¯|2 + ρ2 = 6rρ+ 10ρ2 > 2rρ,
7
Figure 1: Violation of the uniform non-empty interior condition.
and this is enough to show that condition (1.6) is violated. In [11, Theorem 4.2], the
study of nonconvex sweeping processes relies on an interior cone condition which we write
in the form
∃s > 0 ∃d > 0 ∀x ∈ Z ∃x∗ ∈ Z, |x− x∗| ≤ d :
∀α ∈ (0, 1], x+ α(x∗ − x) + αBs(0) ⊂ Z.
(1.14)
Let us make the following interesting observation.
Lemma 1.6. Conditions (1.6) and (1.14) are equivalent.
Proof. Assume first that (1.14) holds. It suffices to put ρ = αs/3 and x¯ = x+α(x∗−x).
Then |x− x¯|2 +ρ2−2rρ = α2(|x∗−x|2 +s2/9)− (2/3)αrs ≤ α2(d2 +s2/9)− (2/3)αrs < 0
for α sufficiently small.
Conversely, assume that (1.6) holds and suppose by contradiction that (1.14) is not
satisfied, so that in particular there exist x ∈ Z , α0 ∈ (0, 1] and z ∈ B1(0) with z 6= 0,
such that xα0 := x+ α0(x¯− x+ ρz) 6∈ Z . Since x1 := x+ (x¯− x+ ρz) = x¯+ ρz ∈ Z by
virtue of (1.6), we have that α0 < 1, and the segment connecting xα0 and x1 necessarily
intersects the boundary ∂Z of Z , therefore there exists α ∈ (0, 1) such that
xα := x+ α(x¯− x) + αρz ∈ ∂Z.
Hence by Lemma 1.5 and Lemma 1.3, there exists ξ ∈ X , |ξ| = 1 such that dist(xα +
rξ, Z) = r . By hypothesis, both x and x¯+ 3ρξ belong to Z , hence
|xα + rξ − x| ≥ r,
|xα + (r − 3ρ)ξ − x¯| ≥ r.
In other words,
|α(x¯− x) + αρz + rξ| ≥ r,
|(1− α)(x¯− x)− (r − 3ρ)ξ − αρz| ≥ r,
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hence, using the triangle inequality and the fact that |z| ≤ 1,
|α(x¯− x) + rξ| ≥ r − αρ,
|(1− α)(x¯− x)− (r − 3ρ)ξ| ≥ r − αρ,
and, squaring both inequalities,
α2|x¯− x|2 + 2αr 〈ξ, x¯− x〉 ≥ −2αrρ+ α2ρ2,
(1− α)2|x¯− x|2 − 2(1− α)(r − 3ρ) 〈ξ, x¯− x〉 ≥ 6rρ− 9ρ2 − 2αrρ+ α2ρ2.
Taking into account that r− 3ρ > 0 by (1.6), we now eliminate the term 〈ξ, x¯− x〉 from
the above inequalities and obtain
(1− α)
(
1− α + αr − 3ρ
r
)
|x¯− x|2 ≥ rρ
(
6− 2α− 2(1− α)r − 3ρ
r
)
+ ρ2
(
−9 + α2 + α(1− α)r − 3ρ
r
)
.
(1.15)
Therefore, since (r − 3ρ)/r < 1, from (1.6) and (1.15) we infer that
2rρ− ρ2 > |x¯− x|2 ≥ 4rρ− 9ρ2.
This implies that r < 4ρ , which contradicts (1.6). The proof is complete. 
In what follows, we assume that
W is a real Banach space endowed with norm | · |W (1.16)
and that
A is a closed subset of W , (1.17)
and consider r -prox-regular sets Z(w) depending on an additional parameter w belonging
to A . We assume that the dependence of Z on w is continuous with respect to the
Hausdorff distance
dH(Z, Zˆ) := max{sup
z∈Z
dist(z, Zˆ), sup
zˆ∈Zˆ
dist(zˆ, Z)},
more specifically, we assume that
∀ε > 0 ∃δ > 0 : |w − wˆ|W < δ =⇒ dH(Z(w), Z(wˆ)) < ε. (1.18)
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2 Statement of the problem
In this section we provide a rigorous formulation of the non-convex sweeping process in
the framework of regulated functions. We first recall some basic facts about regulated
functions which can be found, e. g., in [15].
Definition 2.1. Assume that (1.16) holds. A function f : [0, T ]→ W is called regulated
(on [0, T ]) if it admits the one sided limits f(t−), f(t+) for every t ∈ [0, T ] , with the
convention that f(0−) := f(0) and f(T+) := f(T ). The space of W -valued regulated
functions on [0, T ] is denoted by G(0, T ;W ) and we also set GR(0, T ;W ) := {f ∈
G(0, T ;W ); f(t+) = f(t) ∀t ∈ [0, T ]} .
Indeed, every regulated function is bounded and the set of its discontinuity points is
at most countable, cf. [15, Corollary I.3.2]. Moreover, the space G(0, T ;W ) endowed
with the supremum norm
‖f‖ := sup
t∈[0,T ]
|f(t)|W for f ∈ G(0, T ;W ) (2.1)
is a Banach space and GR(0, T ;W ) is its closed subspace.
An important dense subset of G(0, T ;W ) consists of the so-called step functions, that
is, functions f : [0, T ]→ W such that there is a division 0 = t0 < t1 < · · · < tm = T for
which f is constant on any interval (tj−1, tj), j = 1, . . . ,m .
Another proper subset of G(0, T ;W ) important in our investigation is provided by
the space BV (0, T ;W ) of functions of bounded variation which we now briefly recall. For
f : [0, T ]→ W and for a, b ∈ [0, T ] , a < b , we set
Var
[a,b]
f := sup
{
m∑
j=1
|f(tj)− f(tj−1)|W ; a = t0 < · · · < tm = b, m ∈ N
}
, (2.2)
and we define BV (0, T ;W ) := {f : [0, T ] → W ; Var[0,T ] f < ∞} and BVR(0, T ;W ) :=
BV (0, T ;W ) ∩GR(0, T ;W ). It is also convenient to set
V (f)(t) := Var
[0,t]
f (2.3)
for t ∈ [0, T ] and f ∈ BV (0, T ;W ). The function V (f) is bounded and nondecreasing
for every f ∈ BV (0, T ;W ), hence V (f) ∈ BV (0, T ;R).
The following result will be used throughout the paper (see, e. g., [15, Theorem I.3.1]
or [14]).
Proposition 2.2. For each f ∈ G(0, T ;W ) there exists a sequence of step functions
fk : [0, T ] → W , k ∈ N which is uniformly convergent to f on [0, T ] and such that
fk([0, T ]) ⊂ f([0, T ]) . In particular, if f ∈ GR(0, T ;W ) one can assume that every fk
is right continuous, and if f ∈ BV (0, T ;W ) then Var[0,t] fk ≤ Var[0,t] f for every k ∈ N
and t ∈ [0, T ] .
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Now we are ready to state the precise formulation of our main problem.
Problem 2.3. Assume that (0.1) and (1.16)-(1.17) hold and that r > 0 . Let {Z(w); w ∈
A} be a family of r -prox-regular subsets of X satisfying (1.18). For given u ∈ GR(0, T ;X) ,
w ∈ GR(0, T ;W ) such that w(t) ∈ A for every t ∈ [0, T ] and x0 ∈ Z(w(0)) , we look for
functions ξ ∈ BVR(0, T ;X) and x ∈ GR(0, T ;W ) such that ξ(t) + x(t) = u(t) for all
t ∈ [0, T ] and∫ T
0
〈x(t)− z(t), dξ(t)〉+ 1
2r
∫ T
0
|x(t)− z(t)|2 dV (ξ)(t) ≥ 0
∀z ∈ G(0, T ;X), z(t) ∈ Z(w(t)) for all t ∈ [0, T ], (2.4)
x(0) = x0. (2.5)
The two integrals in (2.4) are meant in the sense of the Kurzweil integral introduced
in [22]: In the first integral we are integrating X -valued functions, while on the second
integral the particular case of real-valued functions is considered. In Appendix A we
briefly recall the main elements of the Kurzweil integral calculus. A comparison with
(1.4) shows that (2.4) can be interpreted as an integral formulation of the inclusion (0.2)
with C(t) = u(t) − Z(w(t)). The solution of Problem 2.3 will be provided by Theorem
4.2 below under an additional assumption (4.4).
3 Discrete sweeping processes
In this section we study a family of discrete sweeping processes which are obtained by an
implicit Euler discretization scheme for inequality (2.4).
Lemma 3.1. We assume that {Z(w);w ∈ A ⊂ W} is a family of r -prox-regular subsets
of X satisfying condition (1.18), and that {uj; j ∈ N∪{0}} ⊂ X , {wj; j ∈ N∪{0}} ⊂ A
are given sequences such that
dH(Z(wj), Z(wj−1)) + |uj − uj−1| ≤ r¯ ∀j ∈ N (3.1)
for some r¯ ∈ (0, r) . We further assume that x0 ∈ Z(w0) is a given element and put ξ0 :=
u0 − x0 . Then there exists a unique pair of sequences {ξj; j ∈ N} ⊂ X , {xj; j ∈ N} ⊂ X
such that
xj ∈ Z(wj), ξj = uj−xj, 〈ξj − ξj−1, xj − z〉+ |ξj − ξj−1|
2r
|xj−z|2 ≥ 0 ∀z ∈ Z(wj). (3.2)
Moreover the following estimates hold for every j ∈ N :
|xj − xj−1| ≤ 2|uj − uj−1|+ 3dH(Z(wj), Z(wj−1)),
|ξj − ξj−1| ≤ 3|uj − uj−1|+ 3dH(Z(wj), Z(wj−1)).
(3.3)
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Proof. The sequences xj and ξj can be uniquely constructed in the following recursive
way. Assume that we have already constructed xi ∈ Z(wi) and ξi = ui − xi for i =
0, . . . , j−1, and put y = xj−1+uj−uj−1 . From (3.1) it follows that d = dist(y, Z(wj)) ≤
r¯ , thus by Lemma 1.3 there exists a unique x ∈ Z(wj) such that |y − x| = d and
〈y − x, x− z〉+ |y − x|
2r
|x− z|2 ≥ 0 ∀z ∈ Z(wj).
Putting xj := x and ξj := uj − xj we obtain y− x = ξj − ξj−1 and (3.2) follows. Now by
construction we have
|ξj − ξj−1| ≤ r¯ (3.4)
for every j ∈ N , and Lemma 1.3 enables us to find xˆj−1 ∈ Z(wj) such that |xj−1−xˆj−1| =
dist(xj−1, Z(wj)). Therefore putting z = xˆj−1 in (3.2) yields
〈ξj − ξj−1, xj − xˆj−1〉+ |ξj − ξj−1|
2r
|xj − xˆj−1|2 ≥ 0 for j ∈ N, (3.5)
which implies
|xj − xˆj−1|2 ≤ 〈uj − uj−1, xj − xˆj−1〉+ |ξj − ξj−1|
2r
|xj − xˆj−1|2 + 〈xj−1 − xˆj−1, xj − xˆj−1〉
≤ |uj − uj−1| |xj − xˆj−1|+ 1
2
|xj − xˆj−1|2 + |xj−1 − xˆj−1| |xj − xˆj−1|,
and we easily obtain the upper bounds (3.3). 
3.1 Estimates of the total variation
Let the assumptions of Lemma 3.1 hold and let {ξj} be the sequence defined by (3.2). It
is easy to estimate the output variation
∑n
j=1 |ξj − ξj−1| for any n ∈ N using (3.3) if we
control the input variation
∑n
j=1
(|uj − uj−1|+ dH(Z(wj), Z(wj−1))) . In this subsection,
we show that if Z(w) have uniformly non-empty interior, the variation of {ξj} can be
estimated even if the variations of {uj} and {wj} are unbounded. The argument is based
on the following statement.
Proposition 3.2. Let {Z(w);w ∈ A} , {uj}, {wj} , and r¯ satisfy the assumptions of
Lemma 3.1. Suppose further that the system {Z(w);w ∈ A} have uniformly non-empty
interior with ρ,R as in Definition 1.4 and with
r¯ + ρ < r, (3.6)
and assume that there exist j0 < j1 such that
|uj − uj0| ≤ ρ, dH(Z(wj), Z(wj0)) ≤ ρ for j = j0 + 1, . . . , j1. (3.7)
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Then, if {xj}, {ξj} satisfy (3.2) and putting µ := ρ(2r − ρ) , we have that
j1∑
j=j0+1
|ξj − ξj−1| ≤ (r − ρ) log
(
µ
µ−R2ρ2
)
, (3.8)
where the right-hand side of (3.8) makes sense since by Definition 1.4 we have (1+R2)ρ <
2r so that
R2ρ2 < µ. (3.9)
Proof. In (3.2) it suffices to consider those values of j for which |ξj − ξj−1| > 0. By
Definition 1.4 we choose x¯ ∈ Z(wj0) such that
|uj0 − ξj0 − x¯| ≤ Rρ, B3ρ(x¯) ⊂ Z(wj0), (3.10)
and put in (3.2) for j = j0 + 1, . . . , j1
z = uj − uj0 + ρ
ξj − ξj−1
|ξj − ξj−1| + x¯. (3.11)
This is an admissible choice provided we show that
B2ρ(x¯) ⊂ Z(wj) for j = j0 + 1, . . . , j1. (3.12)
Indeed, assume that there exists j ∈ {j0 + 1, . . . , j1} and y ∈ X such that |y − x¯| ≤ 2ρ
and y /∈ Z(wj). We have y ∈ Z(wj0), hence dist(y, Z(wj)) =: δj ∈ (0, ρ] . Let x¯j ∈ Z(wj)
be such that |y − x¯j| = δj . For s ∈ [0, r] put
yj(s) = x¯j +
s
δj
(y − x¯j).
By Lemma 1.2 we have dist(yj(s), Z(wj)) = |yj(s) − x¯j| = s . On the other hand, for
ρ < s ≤ ρ+ δj we have
|yj(s)− x¯| ≤ |y − x¯|+
(
s
δj
− 1
)
|y − x¯j| ≤ 3ρ,
hence yj(s) ∈ Z(wj0), dist(yj(s), Z(wj)) = |yj(s)− x¯j| = s > ρ , which is a contradiction,
and (3.12) is proved. It follows that z given by (3.11) can be chosen as test element in
(3.2) for all j = j0 + 1, . . . , j1 . We obtain
〈ξj − ξj−1, uj0 − ξj − x¯〉 − ρ|ξj − ξj−1|
+
|ξj − ξj−1|
2r
(
|uj0 − ξj − x¯|2 + ρ2 −
2ρ
|ξj − ξj−1| 〈ξj − ξj−1, uj0 − ξj − x¯〉
)
≥ 0,
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that is(
1− ρ
r
)
〈ξj − ξj−1, uj0 − ξj − x¯〉+
|ξj − ξj−1|
2r
|uj0 − ξj − x¯|2 ≥ ρ
(
1− ρ
2r
)
|ξj − ξj−1|.
(3.13)
Put
Uj = |uj0 − ξj − x¯|2, sj =
|ξj − ξj−1|
r − ρ . (3.14)
Using the elementary inequality 〈a, a− b〉 ≥ 1
2
(|a|2−|b|2) for a, b ∈ X we easily conclude
that
〈ξj − ξj−1, uj0 − ξj − x¯〉 ≤ −
1
2
(Uj − Uj−1). (3.15)
Combining (3.13), (3.14) and (3.15) we get
Uj−1 − Uj + sjUj ≥ µsj (3.16)
with µ = ρ(2r− ρ) as in the hypotheses. Inequality (3.16) holds trivially if ξj = ξj−1 , so
that it is fulfilled for all j = j0 + 1, . . . , j1 .
We first rewrite (3.16) as
(1− sj)Uj ≤ Uj−1 − µsj. (3.17)
By (3.4) and (3.6) we have sj < 1, and (3.9), (3.10) yield
Uj0 ≤ R2ρ2 < µ. (3.18)
By induction it follows from (3.17) that Uj < µ for all j = j0 + 1, . . . , j1 . Using (3.16)
we conclude that Uj ≤ Uj−1 for all j = j0 + 1, . . . , j1 , and we rewrite (3.16) again as
sj ≤ Uj−1 − Uj
µ− Uj . (3.19)
For all v ∈ [Uj, Uj−1] we have µ− Uj ≥ µ− v , hence
sj ≤ Uj−1 − Uj
µ− Uj ≤
∫ Uj−1
Uj
dv
µ− v = log(µ− Uj)− log(µ− Uj−1).
Summing up the above inequalities over j we obtain
j1∑
j=j0+1
|ξj − ξj−1| ≤ (r − ρ) log
(
µ− Uj1
µ− Uj0
)
(3.20)
and the assertion follows from (3.18). 
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Note that (3.2) is the so-called catching up algorithm, see [30]. It can also be inter-
preted in terms of the Kurzweil integral of piecewise constant functions, and we explain
this approach in the next Subsection.
The uniform nonempty interior condition (1.6) is necessary for the validity of the upper
bound (3.20) if the input variation is unbounded. In the situation of Figure 1, we can
consider a fixed set Z(w) = Z , the initial condition x0 = x at the tip of the cusp, and
an input {uj} which oscillates perpendicularly to the vector x¯−x . Then we easily check
that the recipe (3.2) yields ξj = uj . The variation of {ξj} is therefore the same as the
variation of {uj} which can be arbitrarily large.
3.2 Kurzweil integral sweeping processes
Consider right continuous step functions u : [0, T ]→ X , w : [0, T ]→ A ⊂ W of the form
u(t) =
m∑
j=1
uj−1χ[tj−1,tj)(t) + umχ{tm}(t),
w(t) =
m∑
j=1
wj−1χ[tj−1,tj)(t) + wmχ{tm}(t),
(3.21)
corresponding to a division 0 = t0 < t1 < · · · < tm = T of the interval [0, T ] . In (3.21),
χA denotes the characteristic function of A ⊂ [0, T ] , that is, χA(t) = 1 for t ∈ A ,
χA(t) = 0 for t ∈ [0, T ] \ A .
Let now xj, ξj be associated with uj , wj as in (3.2), and put
x(t) =
m∑
j=1
xj−1χ[tj−1,tj)(t) + xmχ{tm}(t), (3.22)
ξ(t) =
m∑
j=1
ξj−1χ[tj−1,tj)(t) + ξmχ{tm}(t). (3.23)
Then x(t) ∈ Z(w(t)) for all t ∈ [0, T ] , and (3.2) can be written in Kurzweil integral form
(2.4), indeed, on one hand, by Theorems A.2 and A.3 we have∫ T
0
〈x(t)− z(t), dξ(t)〉 =
m∑
j=1
∫ tj
tj−1
〈
x(t)− z(t), d(ξj−1χ[tj−1,tj) + ξjχ{tj})(t)
〉
=
m∑
j=1
〈xj − z(tj), ξj − ξj−1〉 . (3.24)
On the other hand, observing that
V (ξ)(t) =
m−1∑
j=1
(
j∑
k=1
|ξk − ξk−1|)χ[tj ,tj+1)(t) +
m∑
k=1
|ξk − ξk−1|χ{tm}(t)
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and using Theorem A.3 we get∫ tj
tj−1
|x(t)− z(t)|2 dV (ξ)(t) = |xj − z(tj)|2|ξj − ξj−1| for j = 1, . . . ,m,
and consequently∫ T
0
|x(t)− z(t)|2 dV (ξ)(t) =
m∑
j=1
∫ tj
tj−1
|x(t)− z(t)|2 dV (ξ)(t)
=
m∑
j=1
|xj − z(tj)|2|ξj − ξj−1|. (3.25)
Thus it follows from (3.24)–(3.25) that (3.2) and (2.4) are equivalent.
The following property of Kurzweil integral variational inequalities will be useful in
the sequel.
Lemma 3.3. Let x ∈ GR(0, T ;X) and ξ ∈ BVR(0, T ;X) satisfy (2.4). Then for every
0 ≤ σ < τ ≤ T we have∫ τ
σ
〈x(t)− z˜(t), dξ(t)〉+ 1
2r
∫ τ
σ
|x(t)− z˜(t)|2 dV (ξ)(t) ≥ 0 (3.26)
for every regulated test function z˜ : [σ, τ ]→ X , z˜(t) ∈ Z(w(t)) for all t ∈ [σ, τ ] .
Proof. The argument is standard and follows the lines of the proof of [20, Lemma 2.2].
It consists in choosing z(t) in (2.4) in the form
z(t) =
{
x(t) for t ∈ [0, σ] ∪ (τ, T ],
z˜(t) for t ∈ (σ, τ ].

4 Arbitrary right continuous regulated inputs
One of the main tools in further analysis of the Kurzweil integral variational inequality
(3.26) is the Kurzweil integral counterpart of the Gronwall Lemma which goes back to
[23, Chapter 22]. For the reader’s convenience, we prove Lemma A.10 in Appendix A as
a simplified version of the general theory which is sufficient for our purposes. We start by
proving a general uniqueness result.
Lemma 4.1. Let {Z(w);w ∈ A} ⊂ X be a family of r -prox-regular sets satisfying (1.18)
and let u ∈ GR(0, T ;X) , w ∈ GR(0, T ;W ) , w(t) ∈ A for all t ∈ [0, T ] , and x0 ∈ Z(w(0))
be given. Then there exists at most one function ξ ∈ BVR(0, T ;X) such that (2.4)–(2.5)
hold with x(t) = u(t)− ξ(t) for every t ∈ [0, T ] .
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Proof. Assume by contradiction that there exist two solutions ξ1, ξ2 ∈ BVR(0, T ;X) of
the variational inequality∫ T
0
〈u(t)− ξi(t)− z(t), dξi(t)〉+ 1
2r
∫ T
0
|u(t)− ξi(t)− z(t)|2 dV (ξi)(t) ≥ 0 (4.1)
for every z ∈ G(0, T ;X), z(t) ∈ Z(w(t)) for all t ∈ [0, T ] , i = 1, 2. By Lemma 3.3, we
have for all τ ∈ [0, T ] that∫ τ
0
〈u(t)− ξi(t)− z˜(t), dξi(t)〉+ 1
2r
∫ τ
0
|u(t)− ξi(t)− z˜(t)|2 dV (ξi)(t) ≥ 0 (4.2)
for every admissible z˜ , i = 1, 2. In the variational inequality (4.1) we now choose z˜(t) =
u(t) − ξ2(t) for i = 1 and z˜(t) = u(t) − ξ1(t) for i = 2, and sum the two inequalities
up. This yields for ξ¯ = ξ1 − ξ2 that∫ τ
0
〈
ξ¯(t), dξ¯(t)
〉 ≤ 1
2r
∫ τ
0
|ξ¯(t)|2 d(V (ξ1) + V (ξ2))(t). (4.3)
We have indeed ξ¯(0) = 0, and
∫ τ
0
〈
ξ¯(t), dξ¯(t)
〉 ≥ 1
2
|ξ¯(τ)|2 by Corollary A.8. We are thus
in the situation of Lemma A.10 which yields ξ¯ ≡ 0, hence, ξ1 = ξ2 and the proof is
complete. 
We now state the main existence theorem for (2.4) for the case of right-continuous
regulated inputs with moderate jumps under two different hypotheses, namely that ei-
ther the sets Z(w) have uniformly non-empty interior, or, alternatively, the inputs have
bounded variation.
Theorem 4.2. Let {Z(w);w ∈ A} ⊂ X be a family of r -prox-regular sets satisfying
(1.18), and let u ∈ GR(0, T ;X) , w ∈ GR(0, T ;W ) , w(t) ∈ A for all t ∈ [0, T ] , and
x0 ∈ Z(w(0)) be given such that
dH(Z(w(t)), Z(w(t−))) + |u(t)− u(t−)| ≤ r
25
∀t ∈ (0, T ]. (4.4)
Assume that at least one of the following two conditions holds:
(i) The sets {Z(w);w ∈ A} have uniformly non-empty interior with ρ,R as in Defini-
tion 1.4.
(ii) A = W , u ∈ BVR(0, T ;X) , w ∈ BVR(0, T ;W ) , and
∃L > 0 ∀w1, w2 ∈ W : dH(Z(w1), Z(w2)) ≤ L|w1 − w2|W . (4.5)
Then there exists a unique ξ ∈ BVR(0, T ;X) and a unique x ∈ GR(0, T ;X) , x(t) ∈
Z(w(t)) , ξ(t) + x(t) = u(t) for all t ∈ [0, T ] , such that (2.4) holds and x(0) = x0 . More-
over, the piecewise constant approximations ξ(k) defined in (4.11) below and associated
with the catching up algorithm (3.2) converge uniformly to ξ .
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Proof. First of all let us consider a division 0 = tˆ0 < tˆ1 < · · · < tˆN = T such that
dH(Z(w(t)), Z(w(tˆi−1))) + |u(t)− u(tˆi−1)| ≤ 2r
25
for t ∈ [tˆi−1, tˆi), i = 1, . . . , N, (4.6)
and let {u(k)}, {w(k)} be sequences of right continuous step functions which converge
uniformly on [0, T ] to u , w , respectively, as k → ∞ . We further choose 0 < α < 1 the
value of which will be specified below in (4.19), and thanks to (1.18) we find k0 ∈ N such
that for k ≥ k0 we have
sup
t∈[0,T ]
dH(Z(w(t)), Z(w
(k)(t))) + ‖u− u(k)‖ < αr. (4.7)
We now choose arbitrary k, l ≥ k0 . We can assume that the functions u(k), u(l), w(k), w(l)
are step functions of the form
u(k)(t) =
m∑
j=1
u
(k)
j−1χ[tj−1,tj)(t) + u
(k)
m χ{tm}(t),
u(l)(t) =
m∑
j=1
u
(l)
j−1χ[tj−1,tj)(t) + u
(l)
m χ{tm}(t),
(4.8)
w(k)(t) =
m∑
j=1
w
(k)
j−1χ[tj−1,tj)(t) + w
(k)
m χ{tm}(t),
w(l)(t) =
m∑
j=1
w
(l)
j−1χ[tj−1,tj)(t) + w
(l)
m χ{tm}(t),
(4.9)
where 0 = t0 < t1 < · · · < tm = T is a division containing all discontinuity points
of all functions u(k), u(l), w(k), w(l) as well as the points tˆ0, . . . , tˆN ; moreover, we assume
u
(k)
0 = u
(l)
0 = u0 . Note that for j = 1, . . . m we have
dH(Z(w
(k)
j ), Z(w
(k)
j−1)) + |u(k)j − u(k)j−1|
= dH(Z(w
(k)(tj)), Z(w
(k)(tj−))) + |u(k)(tj)− u(k)(tj−)|
≤ dH(Z(w(k)(tj)), Z(w(tj))) + dH(Z(w(tj)), Z(w(tj−))) + dH(Z(w(tj−)), Z(w(k)(tj−)))
+ |u(k)(tj)− u(tj)|+ |u(tj)− u(tj−)|+ |u(tj−)− u(k)(tj−)|
thus, by (4.4) and (4.7),
dH(Z(w
(k)
j ), Z(w
(k)
j−1)) + |u(k)j − u(k)j−1| <
(
2α +
1
25
)
r =: r¯. (4.10)
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Hence condition (3.1) holds for α < 12/25, with wj , uj replaced with w
(k)
j , u
(k)
j etc.,
and the corresponding solutions of (2.4) for k, l ≥ k0 from Lemma 3.1 have the form
ξ(k)(t) =
m∑
j=1
ξ
(k)
j−1χ[tj−1,tj)(t) + ξ
(k)
m χ{tm}(t),
ξ(l)(t) =
m∑
j=1
ξ
(l)
j−1χ[tj−1,tj)(t) + ξ
(l)
m χ{tm}(t),
(4.11)
where ξ
(k)
j (respectively ξ
(l)
j ) satisfy (3.2) with uj , wj , xj , ξj replaced with u
(k)
j , w
(k)
j ,
x
(k)
j , ξ
(k)
j (respectively u
(l)
j , w
(l)
j , x
(l)
j , ξ
(l)
j ), and where x
(l)
0 = x
(k)
0 = x0 , x
(k)(t) =
u(k)(t)− ξ(k)(t), x(l)(t) = u(l)(t)− ξ(l)(t).
We now make use of hypothesis (4.6) and arguing similarly as in (4.10) we obtain for
all k ≥ k0 and t ∈ [tˆi−1, tˆi), i = 1, . . . , N that
dH(Z(w
(k)(t)), Z(w(k)(tˆi−1))) + |u(k)(t)− u(k)(tˆi−1)| ≤
(
2α +
2
25
)
r. (4.12)
We now distinguish between the two cases (i) and (ii) specified in Theorem 4.2. In
Case (i), in order to use Proposition 3.2 for estimating the output variation, we need to
guarantee that condition (3.7) is satisfied; in other words, that in (4.12) the constant α
is such that
2α +
2
25
<
1
5
.
Thus, we get the upper bound
max
{
Var
[0,T ]
ξ(k),Var
[0,T ]
ξ(l)
}
≤ N(r − ρ) log
(
µ
µ−R2ρ2
)
=: C¯, (4.13)
which is independent of k and l and depends on u only through the number N . In Case
(ii), we have by virtue of Proposition 2.2, (3.3) and (4.5) that
max
{
Var
[0,T ]
ξ(k),Var
[0,T ]
ξ(l)
}
≤ 3 Var
[0,T ]
u+ 3LVar
[0,T ]
w =: Cˆ. (4.14)
Now let us choose z = xˆ
(k)
j ∈ Z(w(l)j ) in (3.2) for x(l)j such that dist(x(k)j , Z(w(l)j )) =
|xˆ(k)j −x(k)j | and, similarly, z = xˆ(l)j ∈ Z(w(k)j ) in (3.2) for x(k)j such that dist(x(k)j , Z(w(k)j )) =
|xˆ(l)j − x(l)j | , we obtain that〈
ξ
(l)
j − ξ(l)j−1, x(l)j − xˆ(k)j
〉
+
|ξ(l)j − ξ(l)j−1|
2r
|x(l)j − xˆ(k)j |2 ≥ 0,〈
ξ
(k)
j − ξ(k)j−1, x(k)j − xˆ(l)j
〉
+
|ξ(k)j − ξ(k)j−1|
2r
|x(k)j − xˆ(l)j |2 ≥ 0.
(4.15)
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We have〈
ξ
(l)
j − ξ(l)j−1, x(l)j − xˆ(k)j
〉
≤
〈
ξ
(l)
j − ξ(l)j−1, x(l)j − x(k)j
〉
+ |ξ(l)j − ξ(l)j−1| dH(Z(w(l)), Z(w(k))),〈
ξ
(k)
j − ξ(k)j−1, x(k)j − xˆ(l)j
〉
≤
〈
ξ
(k)
j − ξ(k)j−1, x(k)j − x(l)j
〉
+ |ξ(k)j − ξ(k)j−1| dH(Z(w(l)), Z(w(k))),
|x(l)j − xˆ(k)j |2 ≤ 4
(
|u(l)j − u(k)j |2 + d2H(Z(w(l)), Z(w(k)))
)
+ 2|ξ(l)j − ξ(k)j |2,
|xˆ(l)j − x(k)j |2 ≤ 4
(
|u(l)j − u(k)j |2 + d2H(Z(w(l)), Z(w(k)))
)
+ 2|ξ(l)j − ξ(k)j |2.
For simplicity, put
δj = |ξ(l)j − ξ(l)j−1|+ |ξ(k)j − ξ(k)j−1|
We sum up the inequalities in (4.15) and use the above formulas to obtain〈
(ξ
(l)
j − ξ(k)j )− (ξ(l)j−1 − ξ(k)j−1), ξ(l)j − ξ(k)j
〉
≤
〈
(ξ
(l)
j − ξ(l)j−1)− (ξ(k)j − ξ(k)j−1), u(l)j − u(k)j
〉
+ δj
(
1
r
|ξ(k)j −ξ(l)j |2 +
2
r
(
|u(k)j −u(l)j |2 + d2H(Z(w(l)), Z(w(k)))
)
+ dH(Z(w
(l)), Z(w(k)))
)
≤ δj
r
(
|ξ(k)j − ξ(l)j |2 + U
)
, (4.16)
where
U = 2
(‖u(k)−u(l)‖2 + d2H(Z(w(l)), Z(w(k))))+ rdH(Z(w(l)), Z(w(k))) + r‖u(k)−u(l)‖.
Similarly as in (3.15) we have〈
(ξ
(l)
j − ξ(k)j )− (ξ(l)j−1 − ξ(k)j−1), ξ(l)j − ξ(k)j
〉
≥ 1
2
(
|ξ(l)j − ξ(k)j |2 − |ξ(l)j−1 − ξ(k)j−1|2
)
.
In order to simplify further the argument, we put
Yj := |ξ(l)j − ξ(k)j |2, λj :=
2δj
r
. (4.17)
Then (4.16) can be written in the form
Yj − Yj−1 ≤ λj(U + Yj) for j = 1, . . . ,m. (4.18)
By (4.13)–(4.14) we have
∑m
j=1 λj ≤ 4C/r , where C := max{C¯, Cˆ} , and, by (3.3) and
(4.10), we have
δj ≤ 6
(
2α +
1
25
)
r
Taking α sufficiently small, more specifically
α <
1
1200
, (4.19)
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we get from (4.17) that λj < 1/2 for all j = 1, . . .m . Then
Yj
j∏
i=1
(1− λi)− Yj−1
j−1∏
i=1
(1− λi) ≤ λjU
j−1∏
i=1
(1− λi) ≤ λjU. (4.20)
Summing up the above inequality over j = 1, . . . , p for an arbitrary p ≤ m and using the
fact that Y0 = 0 we obtain
Yp
p∏
i=1
(1− λi) ≤
p∑
j=1
λjU ≤ 4
r
CU.
Hence, we obtain for all p = 1, . . . ,m the estimate
Yp ≤ 4
r
CU
m∏
i=1
1
1− λi .
Since λi < 1/2 for all i , we therefore have
log
(
m∏
i=1
1
1− λi
)
= −
m∑
i=1
log(1− λi) ≤ 2
m∑
i=1
λi ≤ 8
r
C.
This yields the final estimate
‖ξ(k) − ξ(l)‖2 = max{Yp; p = 1, . . . ,m} ≤ 4
r
e8C/rCU
≤ C∗ (‖u(k) − u(l)‖+ ‖u(k) − u(l)‖2 + dH(Z(w(l)), Z(w(k))) + d2H(Z(w(l)), Z(w(k))))
(4.21)
where C∗ > 0 is a suitable constant independent of k and l . Then {ξ(k)} is a Cauchy
sequence in the space of right-continuous regulated functions which has uniformly bounded
variation, and we conclude that there exists a function ξ ∈ BVR(0, T ;X) such that
‖ξ(k) − ξ‖ → 0 as k →∞ . Then also the functions x(k) = u(k) − ξ(k) converge uniformly
to x = u− ξ , and x(t) ∈ Z(w(t)) for all t ∈ [0, T ] . Passing to the limit as k →∞ with
the aid of Theorem A.5 in the inequality∫ T
0
〈
x(k)(t)− z(t), dξ(k)(t)〉+ 1
2r
∫ T
0
|x(k)(t)− z(t)|2 dV (ξ(k))(t) ≥ 0, (4.22)
we check that (2.4) holds for every regulated function z : [0, T ]→ Z , and this proves the
existence statement. Uniqueness follows from Lemma 4.1. 
Theorem 4.2 states that the time discrete approximations of ξ defined by the catching
up algorithm (3.2) converge to the unique solution ξ of (2.4) uniformly. We now show that
in Case (i) of Theorem 4.2, also the input-output relation defined by (2.4) is continuous
with respect to the sup-norm. We need two preliminary results.
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Lemma 4.3. Assume that Z1, Z2 are two non-empty closed r-prox-regular sets of X such
that dH(Z1, Z2) < ∞ and assume that 0 < δ < r . Then there exists a constant C > 0
depending only on r and δ such that for every y1, y2 ∈ X such that dist(y1, Z1) ≤ δ , and
dist(y2, Z2) ≤ δ we have
|ζ1 − ζ2|2 ≤ C
(|y1 − y2|2 + d2H(Z1, Z2) + dH(Z1, Z2)) (4.23)
where ζi ∈ Zi denotes the unique vector in Zi such that |yi−ζi| = dist(yi, Zi) for i = 1, 2 .
Proof. Using the r -prox-regularity of the sets Z1 , Z2 we infer that for every z1 ∈ Z1
and z2 ∈ Z2 we have
|ζ1 − ζ2|2 = 〈y1 − ζ1, z1 − ζ1〉+ 〈y2 − ζ2, z2 − ζ2〉 (4.24)
+ 〈y1 − ζ1, ζ2 − z1〉+ 〈y2 − ζ2, ζ1 − z2〉+ 〈y1 − y2, ζ1 − ζ2〉
≤ 1
2r
|y1 − ζ1||z1 − ζ1|2 + 1
2r
|y2 − ζ2||z2 − ζ2|2
+ |y1 − ζ1||ζ2 − z1|+ |y2 − ζ2||ζ2 − z2|+ |y1 − y2||ζ1 − ζ2|
≤ δ
2r
(|z1 − ζ1|2 + |z2 − ζ2|2) + δ(|ζ2 − z1|+ |ζ2 − z2|) + |y1 − y2||ζ1 − ζ2|.
Now, taking in the previous inequality z1 and z2 such that max{|z1 − ζ2|, |z2 − ζ1|} ≤
dH(Z1, Z2), and using the triangle and Young inequalities we get
|ζ1 − ζ2|2 ≤ δ
2r
(
(|z1 − ζ2|+ |ζ2 − ζ1|)2 + (|z2 − ζ1|+ |ζ1 − ζ2|)2
)
+ δ(|ζ2 − z1|+ |ζ2 − z2|) + |y1 − y2||ζ1 − ζ2|
≤ δ
r
(1 + α)|ζ2 − ζ1|2 + δ
2r
(
1 +
1
α
)
d2H(Z1, Z2)
+ 2δdH(Z1, Z2) + β|ζ1 − ζ2|2 + 1
4β
|y1 − y2|2,
where α and β are chosen such that 0 < β < 1 − δ
r
(1 + α). This immediately yields
(4.23). 
Corollary 4.4. Let {Z(w);w ∈ A} be a family of r -prox-regular sets satisfying (1.18).
Assume that δ > 0 , y ∈ GR(0, T ;X) , w ∈ GR(0, T ;X) are given such that w(t) ∈ A and
dist(y(t), Z(w(t))) ≤ δ < r for every t ∈ [0, T ] . Let ζ : [0, T ] → X be defined in such a
way that ζ(t) is the only vector in Z(w(t)) such that
〈y(t)− ζ(t), ζ(t)− z〉+ |y(t)− ζ(t)|
2r
|ζ(t)− z|2 ≥ 0 ∀z ∈ Z(w(t)). (4.25)
Then ζ ∈ GR(0, T ;X) .
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Proof. Let us fix t0 ∈ (0, T ] . Thus, dist(y(t0−), Z(w(t0−))) ≤ δ < r . Since y is
regulated there exists t1 < t0 such that |y(t)− y(t0−)| < δ/2 if t1 < t < t0 . Then thanks
to Lemma 4.3 there exists a constant C > 0 such that
|ζ(t)− ζ(s)|2 ≤ C(|y(t)− y(s)|+ dH(Z(w(t)), Z(w(s))) + d2H(Z(w(t)), Z(w(s)))
whenever t1 < t < s < t0 , so the existence of ζ(t0−) ∈ X follows from the existence of
w(t0−) and from (1.18). The argument for the right limits in analogous. 
Theorem 4.5. Let {Z(w);w ∈ A} be a family of r -prox-regular sets satisfying (1.18)
and having uniformly non-empty interior with ρ,R as in Definition 1.4, and consider the
subset D ⊂ GR(0, T ;X)×GR(0, T ;W )×X defined by
D = {(u,w, x0) : w(t) ∈ A for t ∈ [0, T ], x0 ∈ Z(w(0)), and (4.4) holds}
Then the mapping R : (u,w, x0) ∈ D 7→ ξ ∈ GR(0, T ;X) which with given u ∈
GR(0, T ;X) , w ∈ GR(0, T ;W ) and an initial condition x0 ∈ Z(w(0)) associates the
solution ξ ∈ GR(0, T ;X) is continuous with respect to the norm ‖ · ‖ .
Proof. Consider sequences {un} in GR(0, T ;X) and {wn} in GR(0, T ;W ), wn(t) ∈ A
for all t ∈ [0, T ] which converge uniformly to u and w , respectively, and initial conditions
x0n ∈ Z(wn(0)) which converge to x0 . We proceed as in the proof of Theorem 4.2 and for
ρ as in Proposition 3.2 we find a division 0 = tˆ0 < tˆ1 < · · · < tˆN = T such that
dH(Z(w(t)), Z(w(tˆi−1))) + |u(t)− u(tˆi−1)| ≤ ρ
9
for t ∈ t ∈ [tˆi−1, tˆi), i = 1, . . . N. (4.26)
We further find n0 ∈ N such that for n ≥ n0 we have
sup
t∈[0,T ]
dH(Z(w(t)), Z(wn(t))) + ‖u− un‖ < ρ
9
. (4.27)
For each n ≥ n0 we construct a piecewise constant approximations u(k)n of un and w(k)n
of wn as in (4.8)-(4.9) and find kn ∈ N such that
sup
t∈[0,T ]
dH(Z(wn(t)), Z(w
(k)
n (t))) + ‖un − u(k)n ‖ <
ρ
3
for k ≥ kn.
By the triangle inequality we have for all n ≥ n0 and k ≥ kn that
dH(Z(w
(k)
n (t)), Z(w
(k)
n (tˆi−1))) + |u(k)n (t)− u(k)n (tˆi−1)| ≤ ρ for t ∈ [tˆi−1, tˆi), , i = 1, . . . N.
(4.28)
We now proceed as in the proof of Theorem 4.2 and obtain for the piecewise constant
solutions ξ
(k)
n , as a counterpart of (4.13), the estimate
sup
n≥n0,k≥kn
Var
[0,T ]
ξ(k)n ≤ C¯ (4.29)
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with a constant C¯ depending only on u and the geometry of the sets Z(w). We already
know that for every n ≥ n0 , ξ(k)n converge uniformly as k → ∞ to the unique solution
ξn of the variational inequality∫ t
0
〈un(τ)− ξn(τ)− z(τ), dξn(τ)〉+ 1
2r
∫ t
0
|un(τ)− ξn(τ)− z(τ)|2 dV (ξn)(τ) ≥ 0 (4.30)
for every t ∈ [0, T ] and every z ∈ G(0, t;X), z(τ) ∈ Z(wn(τ)) for τ ∈ [0, t] , where we
have also used Lemma 3.3. Moreover, we have
sup
n≥n0
Var
[0,T ]
ξn ≤ C¯ (4.31)
by virtue of (4.29). On the other hand, we have∫ t
0
〈u(τ)− ξ(τ)− z(τ), dξ(τ)〉+ 1
2r
∫ t
0
|u(τ)− ξ(τ)− z(τ)|2 dV (ξ)(τ) ≥ 0 (4.32)
for every t ∈ [0, T ] and every z ∈ G(0, t;X), z(τ) ∈ Z(w(τ)) for τ ∈ [0, t] . Let
us observe now that for every t ∈ [0, T ] we have u(t) − ξ(t) ∈ Z(w(t)), and we find
ζn(t) ∈ Z(wn(t)) such that |u(t)−ξ(t)−ζn(t)| = dist(u(t)−ξ(t), Z(wn(t))). Similarly, we
find ζ¯n(t) ∈ Z(w(t)) such that |un(t)−ξn(t)− ζ¯n(t)| = dist(un(t)−ξn(t), Z(w(t))). Let us
set for simplicity ∆n = supτ dH(Z(w(τ)), Z(wn(τ)))+‖u¯n‖ , u¯n = u−un and ξ¯n = ξ−ξn .
From Corollary 4.4 it follows that ζ¯n and ζn are regulated for every n sufficiently large,
hence, putting z(τ) = ζ¯n(τ) in (4.32), we obtain
−
∫ t
0
〈
u(τ)− ξ(τ)− ζ¯n(τ), dξ(τ)
〉
≤ 1
2r
∫ t
0
|u(τ)− ξ(τ)− ζ¯n(τ)|2 dV (ξ)(τ)
≤ 1
2r
∫ t
0
(|u¯n(τ)|+ |ξ¯n(τ)|+ |un(τ)− ξn(τ)− ζ¯n(τ)|)2 dV (ξ)(τ)
≤ 1
2r
∫ t
0
(2|ξ¯n(τ)|2 + 4|u¯n(τ)|2 + 4d2H(Z(wn(τ)), Z(w(τ)))) dV (ξ)(τ)
≤ 1
r
∫ t
0
(|ξ¯n(τ)|2 + 2∆2n) dV (ξ)(τ) (4.33)
Putting z(τ) = ζn(τ) in (4.30) and using the same argument as in (4.33) yields
−
∫ t
0
〈un(τ)− ξn(τ)− ζn(τ), dξn(τ)〉 ≤ 1
r
∫ t
0
(|ξ¯n(τ)|2 + 2∆2n) dV (ξn)(τ). (4.34)
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On the other hand we have that∫ t
0
〈
ξ¯n(τ), dξ¯n(τ)
〉
=
∫ t
0
〈
ξ¯n(τ)− u¯n(τ), dξ¯n(τ)
〉
+
∫ t
0
〈
u¯n(τ), dξ¯n(τ)
〉
=
∫ t
0
〈
ξ¯n(τ)− u¯n(τ), dξ(τ)
〉− ∫ t
0
〈
ξ¯n(τ)− u¯n(τ), dξn(τ)
〉
+
∫ t
0
〈
u¯n(τ), dξ¯n(τ)
〉
=
∫ t
0
〈
ξ(τ)− u(τ) + ζ¯n(τ), dξ(τ)
〉
+
∫ t
0
〈
un(τ)− ξn(τ)− ζ¯n(τ), dξ(τ)
〉
−
∫ t
0
〈ξ(τ)− u(τ) + ζn(τ), dξn(τ)〉 −
∫ t
0
〈un(τ)− ξn(τ)− ζn(τ), dξn(τ)〉
+
∫ t
0
〈
u¯n(τ), dξ¯n(τ)
〉
. (4.35)
Therefore from (4.33), (4.34), and (4.35) we infer that∫ t
0
〈
ξ¯n(τ), dξ¯n(τ)
〉
≤
∫ t
0
|un(τ)− ξn(τ)− ζ¯n(τ)| dV (ξ)(τ) +
∫ t
0
|u(τ)− ξ(τ)− ζn(τ)| dV (ξn)(τ)
+
1
r
∫ t
0
(|ξ¯n(τ)|2 + 2∆2n) d(V (ξ) + V (ξn))(τ) +
∫ t
0
|u¯n(τ)| dV (ξ¯n)(τ)
≤
∫ t
0
∆n d(V (ξ) + V (ξn))(τ) +
1
r
∫ t
0
(|ξ¯n(τ)|2 + 2∆2n) d(V (ξ) + V (ξn))(τ), (4.36)
and using Corollary A.8 we obtain that there exists a suitable constant C > 0 independent
of n such that
|ξ¯n(t)|2 ≤ |ξ¯n(0)|2 +
∫ t
0
(
∆n + ∆
2
n + |ξ¯n(τ)|2
)
dgn(τ) (4.37)
with gn(τ) = C(V (ξn)(τ) + V (ξ)(τ)). This is an inequality of the form (A.25) with
z(t) = ∆n + ∆
2
n + |ξ¯n(t)|2 . The functions gn are bounded above independently of n as
a consequence of (4.31). From Lemma A.10 it thus follows that there exists a constant
C > 0 independent of n such that
|ξ¯n(t)|2 ≤ C
(
∆n + ∆
2
n + |ξ¯n(0)|2
)
,
for every t ∈ [0, T ] , and the assertion follows easily. 
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5 More regular inputs
In this section we consider the cases when the inputs are continuous or absolutely con-
tinuous and prove that so is the solution of Problem 2.3 under appropriate assumptions.
Before proceeding with the continuous case we first prove a local result.
Lemma 5.1. Let {Z(w);w ∈ A} ⊂ X be a family of r -prox-regular sets satisfying
(1.18), and let u ∈ GR(0, T ;X) , w ∈ GR(0, T ;W ) , and d ∈ (0, r) be given, and for
0 ≤ σ < τ ≤ T such that for all t ∈ [σ, τ ] we have dH(Z(w(t)), Z(w(σ)) ≤ d put
U(σ, τ) = sup
t∈[σ,τ ]
|u(t)− u(σ)|+ sup
t∈[σ,τ ]
|u(t)− u(σ)|2
+ sup
t∈[σ,τ ]
dH(Z(w(t)), Z(w(σ))) + sup
t∈[σ,τ ]
d2H(Z(w(t)), Z(w(σ))).
Let ξ ∈ BVR(0, T ;X) be a function satisfying (2.4)–(2.5). Then there exists a constant
C∗ > 0 such that for all 0 ≤ σ < s ≤ τ ≤ T we have
|ξ(s)− ξ(σ)|2 ≤ C∗U(σ, τ) Var
[σ,τ ]
(ξ). (5.1)
Proof. Let x = u − ξ . By Lemma 3.3 for arbitrary 0 ≤ σ < s ≤ τ ≤ T , where
we choose z˜(t) = xˆ(σ, t) ∈ Z(w(t)) for t ∈ [σ, τ ] in (3.26) such that |xˆ(σ, t) − x(σ)| =
dist(x(σ), Z(w(t))). By virtue of Corollary 4.4, this is an admissible choice, and we obtain∫ s
σ
〈u(t)− ξ(t)− xˆ(σ, t), dξ(t)〉+ 1
2r
∫ s
σ
|u(t)− ξ(t)− xˆ(σ, t)|2 dV (ξ)(t) ≥ 0, (5.2)
hence, ∫ s
σ
〈u(t)− ξ(t)− u(σ) + ξ(σ), dξ(t)〉 −
∫ s
σ
〈xˆ(σ, t)− x(σ), dξ(t)〉
+
1
2r
∫ s
σ
|u(t)− ξ(t)− u(σ) + ξ(σ)− xˆ(σ, t) + x(σ)|2 dV (ξ)(t) ≥ 0.
(5.3)
From this inequality and from Corollary A.8 we infer that
1
2
|ξ(s)− ξ(σ)|2 ≤
∫ s
σ
〈ξ(t)−ξ(σ), dξ(t)〉
≤
∫ s
σ
〈u(t)−u(σ), dξ(t)〉 −
∫ s
σ
〈xˆ(σ, t)− x(σ), dξ(t)〉
+
3
2r
∫ s
σ
(|u(t)−u(σ)|2 + |ξ(t)−ξ(σ)|2 + |x(σ)− xˆ(σ, t)|2) dV (ξ)(t)
≤ C
∫ s
σ
(
U(σ, τ) + |ξ(t)− ξ(σ)|2) dV (ξ)(t)
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with C = max{1, 3/(2r)} . We now use Lemma A.10 with γ = 2CU(σ, τ) Var[σ,τ ] ξ ,
z(t) = |ξ(t+ σ)− ξ(σ)|2 and g(t) = 2CV (ξ)(t+ σ) for t ∈ [0, τ − σ] . Lemma A.10 yields
z(t) ≤ γy(t) for t ∈ [0, τ − σ] . Since y is bounded by virtue of (A.10) of Lemma A.9 and
the bounded variation of ξ , we obtain
|ξ(s)− ξ(σ)|2 ≤ 2Ce2C Var[0,T ](ξ)U(σ, τ) Var
[σ,τ ]
(ξ), (5.4)
which we wanted to prove. 
As a first corollary of Lemma 5.1 we prove that in Case (i) of Theorem 4.2, the output
is continuous if the inputs are continuous. We thus provide an independent proof of the
result obtained in [11, Theorem 4.2] reformulated in terms of the Kurzweil integral.
Corollary 5.2. Let {Z(w);w ∈ A} ⊂ X be a family of r -prox-regular sets satisfying
(1.18) and having uniformly non-empty interior with ρ,R as in Definition 1.4, and let
u ∈ C([0, T ];X) , w ∈ C([0, T ];A) , and x0 ∈ Z(w(0)) be given. Then there exists a
unique ξ ∈ BV (0, T ;X) ∩ C([0, T ];X) and a unique x ∈ C([0, T ];X) , x(t) ∈ Z(w(t)) ,
ξ(t) + x(t) = u(t) for all t ∈ [0, T ] , such that (2.4) holds and x(0) = x0 .
Proof. The existence and uniqueness of the solution ξ follows from Case (i) of Theorem
4.2, and the continuity of ξ is an immediate consequence of Lemma 5.1. 
Finally we turn our attention to the absolutely continuous case. The result reads as
follows.
Corollary 5.3. Let {Z(w);w ∈ A} ⊂ X be a family of r -prox-regular sets satisfying
(4.5), and let u ∈ W 1,1(0, T ;X) , w ∈ W 1,1(0, T ;W ) be arbitrarily chosen. Then the
solution ξ to (2.4) with any initial condition x0 ∈ Z(w(0)) belongs to W 1,1(0, T ;X) and
the variational inequality〈
x(t)− z, ξ˙(t)
〉
+
|ξ˙(t)|
2r
|x(t)− z|2 ≥ 0, x(t) + ξ(t) = u(t), (5.5)
holds for a. e. t ∈ (0, T ) and all z ∈ Z(w(t)) .
Proof. Let us start by observing that by virtue of Case (ii) of Theorem 4.2 there exists a
unique ξ ∈ BVR(0, T ;X) satisfying (2.4)–(2.5) with x(t) = u(t)−ξ(t) for every t ∈ [0, T ] .
As in Lemma 5.1 we consider 0 ≤ σ < s ≤ τ ≤ T such that Var[σ,τ ](w) < r/L . Using
(4.5) we obtain
U(σ, τ) ≤ (1 + ‖u‖) Var
[σ,τ ]
(u) + C(1 + ‖w‖W ) Var
[σ,τ ]
(w)
with a constant C depending only on L . By (5.1) there exists a constant Cˆ > 0 such
that for all 0 ≤ σ < τ ≤ T we have
|ξ(τ)− ξ(σ)| ≤ Cˆ
√
Var
[σ,τ ]
(ξ)
(
Var
[σ,τ ]
(u) + Var
[σ,τ ]
(w)
)
. (5.6)
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For any 0 ≤ a < b ≤ T and any sufficiently fine division a = t0 < t1 < · · · < tm = b such
that Var[tj−1,tj ](w) ≤ d < r for all j = 1, . . . ,m we thus have by the Cauchy-Schwarz
inequality
m∑
j=1
|ξ(tj)− ξ(tj−1)| ≤ Cˆ
m∑
j=1
√
Var
[tj−1,tj ]
(ξ)
(
Var
[tj−1,tj ]
(u) + Var
[tj−1,tj ]
(w)
)
≤ Cˆ
√√√√ m∑
j=1
Var
[tj−1,tj ]
(ξ)
√√√√ m∑
j=1
(
Var
[tj−1,tj ]
(u) + Var
[tj−1,tj ]
(w)
)
,
hence,
Var
[a,b]
(ξ) ≤ Cˆ
√
Var
[a,b]
(ξ)
(
Var
[a,b]
(u) + Var
[a,b]
(w)
)
which implies
Var
[a,b]
(ξ) ≤ Cˆ2
(
Var
[a,b]
(u) + Var
[a,b]
(w)
)
= Cˆ2
∫ b
a
(|u˙(t)|+ |w˙(t)|W ) dt. (5.7)
Since (5.7) holds for all a < b , we conclude that ξ is absolutely continuous and |ξ˙(t)| ≤
Cˆ2(|u˙(t)| + |w˙(t)|) almost everywhere. Inequality (5.5) then follows from the general
theory of the Kurzweil integral and from Lemma 3.3. 
A Appendix
In this section we recall some basic facts about the Kurzweil integral which are needed
throughout the paper. A good account on such a theory, though restricted to integration
of real-valued functions, is the monograph [25]. The results here are stated for functions
with values in the space X endowed with a scalar product 〈·, ·〉 . Analogous statements
in X are proved for the Young integral in [21] and [5]. Note that under the hypotheses
of Theorem A.1 below, the Kurzweil and the Young integral coincide, see [19].
Let [a, b] be a nondegenerate interval of R and let Γ(a, b) be the set of strictly positive
functions on [a, b] : any δ ∈ Γ(a, b) is called gauge in the framework of the Kurzweil
integration. A partition associated with a division a = t0 < t1 < · · · < tm = b is a set of
the form
D = {(τj, [tj−1, tj]); τj ∈ [tj−1, tj], j = 1, . . . ,m}, (A.1)
and if δ ∈ Γ(a, b) we say that D is δ -fine if
[tj−1, tj] ⊂ (τj − δ(τj), τj + δ(τj)) for j = 1, . . . ,m,
tj−1 < τj for j = 2, . . . ,m,
τj < tj for j = 1, . . . ,m− 1.
(A.2)
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It can be proved that the set Fδ(a, b) of δ -fine partitions is non-empty, so that for f :
[a, b]→ X and g : [a, b]→ X given, we can define the Kurzweil integral sum
KD(f, g) :=
m∑
j=1
〈f(τj), g(tj)− g(tj−1)〉 . (A.3)
We say that J ∈ R is the Kurzweil integral over [a, b] of f with respect to g if for every
ε > 0 there exists a δ ∈ Γ(a, b) such that for every D ∈ Fδ(a, b) we have |J−KD(f, g)| <
ε . In this case we write
J =
∫ b
a
〈f(t), dg(t)〉 , (A.4)
and if X is the real line R we consequently write J =
∫ b
a
f(t) dg(t). It is easily seen that
if J exists, then it is unique.
Here is a sufficient condition for the existence of the Kurzweil integral which is sufficient
to our purposes and is tacitly used in the paper.
Theorem A.1. If f ∈ G(a, b;X) and g ∈ BV (0, T ;X) then ∫ b
a
〈f(t), dg(t)〉 exists.
Moreover the function (f, g) 7→ ∫ b
a
〈f(t), dg(t)〉 is bilinear on G(a, b;X)×BV (a, b;X)
Theorem A.2. If the integral
∫ b
a
〈f(t), dg(t)〉 exists, then ∫ d
c
〈f(t), dg(t)〉 exists for every
subinterval [c, d] ∈ [a, b] . In particular, for every c ∈ (a, b)∫ b
a
〈f(t), dg(t)〉 =
∫ c
a
〈f(t), dg(t)〉+
∫ b
c
〈f(t), dg(t)〉 .
Theorem A.3. For any function f : [a, b]→ X and v ∈ X we have:
(i)
∫ b
a
〈
f(t), d
(
vχ[a,τ)
)
(t)
〉
= −〈f(τ), v〉 for τ ∈ (a, b] ,
(ii)
∫ b
a
〈
f(t), d
(
vχ{τ}
)
(t)
〉
=

0 if τ ∈ (a, b),
−〈f(a), v〉 if τ = a,
〈f(b), v〉 if τ = b.
Theorem A.4. Let f : [a, b] → X and g ∈ GR(a, b;X) be such that
∫ b
a
〈f(t), dg(t)〉
exists. Then for c ∈ (a, b] we have∫ c
a
〈f(t), dg(t)〉 = lim
s→c−
∫ s
a
〈f(t), dg(t)〉+ 〈f(c), g(c)− g(c−)〉 .
We also need the following convergence result.
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Theorem A.5. Assume that f, fn ∈ G(a, b;X) and g, gn ∈ BV (a, b;X) for every n ∈ N .
If ‖f − fn‖ → 0 and ‖g − gn‖ → 0 as n→∞ , and if supn Var[a,b] gn <∞ , then
lim
n→∞
∫ b
a
〈fn(t), gn(t)〉 =
∫ b
a
〈f(t), g(t)〉 . (A.5)
For scalar-valued functions, we have the following easy comparison lemma.
Lemma A.6. Let f1, f2 ∈ G(a, b;R) be such that f1(t) ≤ f2(t) for all t ∈ [a, b] , and let
g : [a, b]→ R be nondecreasing. Then∫ b
a
f1(t) dg(t) ≤
∫ b
a
f2(t) dg(t).
Integration by parts in the Kurzweil theory involves additional jump terms and the
result reads as follows.
Theorem A.7. For every f, g ∈ BV (a, b;X) we have∫ b
a
〈f(t), dg(t)〉+
∫ b
a
〈g(t), df(t)〉 = 〈f(b), g(b)〉 − 〈f(a), g(a)〉
+
∑
t∈[a,b]
(
〈f(t)− f(t−), g(t)− g(t−)〉 − 〈f(t+)− f(t), g(t+)− g(t)〉
)
. (A.6)
Corollary A.8. For every g ∈ BVR(a, b;X) we have∫ b
a
〈g(t), dg(t)〉 = 1
2
|g(b)|2 − 1
2
|g(a)|2 + 1
2
∑
t∈[a,b]
|g(t)− g(t−)|2. (A.7)
Of course, the number of summands in (A.6) and (A.7) is at most countable and the
sums are finite.
A Gronwall-type argument exists in the Kurzweil theory, too, but it is less elementary
than for the Lebesgue integral. Herein we present and prove a simplified version of such
result which is sufficient for our purposes.
Lemma A.9. Let g : [0, T ]→ R be a right-continuous nondecreasing function such that
for all t ∈ (0, T ] we have
g(t)− g(t−) ≤ 1
2
. (A.8)
Then the Kurzweil integral equation
y(t) = 1 +
∫ t
0
y(τ) dg(τ) ∀t ∈ [0, T ] (A.9)
has a unique nondecreasing right-continuous solution y : [0, T ]→ [1,∞) and
y(t) ≤ e2(g(T )−g(0)) ∀t ∈ [0, T ]. (A.10)
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Proof. Assume first that g is a step function of the form
g(t) =
m∑
j=1
gj−1χ[tj−1,tj)(t) + gmχ{tm}(t) (A.11)
with g0 ≤ g1 ≤ ... ≤ gm , gj − gj−1 ≤ 1/2 for j = 1, . . . ,m . Then y is a solution of (A.9)
if and only if for all j = 1, . . . ,m and t ∈ [tj−1, tj) we have y(0) = 1 and
y(t) = 1 +
j−1∑
i=1
y(ti)(gi − gi−1), y(tm) = 1 +
m∑
i=1
y(ti)(gi − gi−1). (A.12)
In other words, y is a step function of the form
y(t) =
m∑
j=1
yj−1χ[tj−1,tj)(t) + ymχ{tm}(t) (A.13)
with
yj = 1 +
j∑
i=1
yi(gi − gi−1) for j = 0, 1, . . . ,m. (A.14)
From (A.14) it follows for all j ≥ 1 that yj− yj−1 = yj(gj− gj−1), and we easily conclude
by induction that
yj =
j∏
i=1
1
1− gi + gi−1 ≥ 1 for j = 1, . . . ,m, y0 = 1. (A.15)
Consider now a sequence {g(k); k ∈ N} of nondecreasing step functions of the form (A.11)
which converges uniformly to g as k →∞ and such that g(k)(t)− g(k)(t−) ≤ 1/2 for all
k ∈ N , and g(k)(0) = g(0), g(k)(T ) = g(T ). We prove that the associated sequence {y(k)}
of solutions to the equation
y(k)(t) = 1 +
∫ t
0
y(k)(τ) dg(k)(τ) ∀ t ∈ [0, T ] (A.16)
is a Cauchy sequence in GR(0, T ;R) and the solution y of (A.9) is obtained by passing
to the limit as k →∞ in (A.16).
To this end, we find k0 ∈ N such that
k ≥ k0 =⇒ ‖g(k) − g‖ < 1
16
. (A.17)
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Let k, l ≥ k0 be fixed, and let g(k), g(l) be of the form
g(k)(t) =
m∑
j=0
g
(k)
j−1χ[tj−1,tj)(t) + g
(k)
m χ{tm}(t),
g(l)(t) =
m∑
j=0
g
(l)
j−1χ[tj−1,tj)(t) + g
(l)
m χ{tm}(t).
(A.18)
The corresponding solutions y(k), y(l) are
y(k)(t) =
m∑
j=0
y
(k)
j−1χ[tj−1,tj)(t) + y
(k)
m χ{tm}(t),
y(l)(t) =
m∑
j=0
y
(l)
j−1χ[tj−1,tj)(t) + y
(l)
m χ{tm}(t),
(A.19)
and we have
y
(l)
j
y
(k)
j
=
j∏
i=1
1− g(k)i + g(k)i−1
1− g(l)i + g(l)i−1
for j = 1, . . . ,m. (A.20)
To make the formulas short, we denote ∆
(k)
i = g
(k)
i − g(k)i−1 , ∆(l)i = g(l)i − g(l)i−1 , and rewrite
(A.20) for j = 1, . . . ,m as
log
(
y
(l)
j
y
(k)
j
)
=
j∑
i=1
log
(
1−∆(k)i
1−∆(l)i
)
=
j∑
i=1
(
(∆
(l)
i −∆(k)i ) + log
(
1−∆(k)i
1−∆(l)i
)
− (∆(l)i −∆(k)i )
)
= g
(l)
j − g(k)j +
j∑
i=1
(
log
(
1−∆(k)i
1−∆(l)i
)
− (∆(l)i −∆(k)i )
)
, (A.21)
where
log
(
1−∆(k)i
1−∆(l)i
)
− (∆(l)i −∆(k)i ) = log
(
1 +
∆
(l)
i −∆(k)i
1−∆(l)i
)
− (∆(l)i −∆(k)i )
= log
(
1 +
∆
(l)
i −∆(k)i
1−∆(l)i
)
− ∆
(l)
i −∆(k)i
1−∆(l)i
+
(∆
(l)
i −∆(k)i )∆(l)i
1−∆(l)i
.
We have 1−∆(l)i ≥ 1/2 and, by (A.17), |∆(l)i −∆(k)i | ≤ 1/4. Using the formula | log(1 +
s)− s| ≤ s2 for every |s| ≤ 1/2 we thus obtain from (A.21) for k, l ≥ k0 that∣∣∣log y(l)j − log y(k)j ∣∣∣ ≤ ∣∣∣g(l)j − g(k)j ∣∣∣+ j∑
i=1
(
4|∆(l)i −∆(k)i |2 + 2|∆(l)i ||∆(l)i −∆(k)i |
)
, (A.22)
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We now use the elementary inequality
4|∆(l)i −∆(k)i |2 + 2|∆(l)i ||∆(l)i −∆(k)i | ≤ 12 max
`=1,...,j
∣∣∣g(l)` − g(k)` ∣∣∣ (|g(l)i − g(l)i−1|+ |g(k)i − g(k)i−1|)
to conclude that there exists a constant C > 0 depending only on the difference g(T )−g(0)
such that ∣∣∣log y(l)j − log y(k)j ∣∣∣ ≤ C max
i=1,...,j
∣∣∣g(l)i − g(k)i ∣∣∣ . (A.23)
Note that the sequence y(k) is uniformly bounded from below by virtue of (A.15). To
derive an upper bound for k ∈ N and j = 1, . . . ,m we notice that
log y
(k)
j =
j∑
i=1
log
(
1 +
∆
(k)
i
1−∆(k)i
)
≤
j∑
i=1
∆
(k)
i
1−∆(k)i
≤ 2(g(k)(T )− g(k)(0)) = 2(g(T )− g(0)).
Hence, 1 ≤ y(k)(t) ≤ C¯ for every t ∈ [0, T ] and k ∈ N , where
C¯ = e2(g(T )−g(0)). (A.24)
Finally, the uniform convergence follows from (A.23). Uniqueness is a consequence of the
following Gronwall-type statement. 
Lemma A.10. Let g : [0, T ] → R and y : [0, T ] → [1,∞) be as in Lemma A.9, and
assume that a right-continuous function z : [0, T ] → [0,∞) satisfies for some γ ≥ 0 the
inequality
z(t) ≤ γ +
∫ t
0
z(τ) dg(τ) ∀t ∈ [0, T ]. (A.25)
Then z(t) ≤ γy(t) for all t ∈ [0, T ] .
Proof. Put v(t) = z(t)− γy(t) for t ∈ [0, T ] . Then
v(t) ≤
∫ t
0
v(τ) dg(τ) ∀t ∈ [0, T ] (A.26)
and assume that the set A = {t ∈ [0, T ] : v(t) > 0} is non-empty. Put t0 = inf A . Then
either t0 = 0 and v(0) = 0 by right-continuity, or t0 > 0 and, by Theorem A.4,
0 ≤ v(t0) ≤
∫ t0
0
v(τ) dg(τ) ≤ v(t0)(g(t0)− g(t0−)),
yielding
(
1− (g(t0)− g(t0−))
)
v(t0) ≤ 0. Recalling (A.8) , we conclude that v(t) = 0 for
all t ∈ [0, t0] . We now choose a sequence {tn;n ∈ N} , tn ↘ t0 as n→∞ and such that
v(tn) > 0. Let An be the sets
An = {t ∈ [t0, tn] : v(t) ≥ v(tn)},
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and put tˆn = inf An . Then for all n ∈ N we have v(tˆn) ≥ v(tn), tˆn > t0 , and, by Lemma
A.6,
v(tˆn) ≤
∫ tˆn
t0
v(τ) dg(τ) ≤ v(tˆn)(g(tˆn)− g(t0)),
which is a contradiction for n sufficiently large. 
The solution of (A.9) is also known as the generalized exponential function, see [24].
In particular, for g continuous, the solution is given by y(t) = eg(t)−g(0) .
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