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Abstract
Applications in quantitative finance such as optimal trade execution, risk man-
agement of options, and optimal asset allocation involve the solution of high di-
mensional and nonlinear Partial Differential Equations (PDEs). The connection
between PDEs and systems of Forward-Backward Stochastic Differential Equa-
tions (FBSDEs) enables the use of advanced simulation techniques to be applied
even in the high dimensional setting. Unfortunately, when the underlying appli-
cation contains nonlinear terms, then classical methods both for simulation and
numerical methods for PDEs suffer from the curse of dimensionality. Inspired
by the success of deep learning, several researchers have recently proposed to
address the solution of FBSDEs using deep learning. We discuss the dynamical
systems point of view of deep learning and compare several architectures in terms
of stability, generalization, and robustness. In order to speed up the computations,
we propose to use a multilevel discretization technique. Our preliminary results
suggest that the multilevel discretization method improves solutions times by an
order of magnitude compared to existing methods without sacrificing stability or
robustness.
1 Introduction
The solution of nonlinear, high dimensional Partial Differential Equations (PDEs) is a long-standing
problem throughout science and engineering. PDEs are also ubiquitous in quantitative finance where
they appear in applications such as derivative pricing[22], optimal trade execution[4], and optimal
asset allocation[2]. Classical techniques such as finite difference and finite element methods suffer
from the curse of dimensionality, i.e., the computational resources required to solve the problem
increase exponentially with the number of dimensions. Due to the curse of dimensionality, it is
only possible to solve PDEs in low dimensions (typically less than five). However, the PDEs that
appear in many applications, and in finance in particular, are in much higher dimensional spaces.
For example, pricing and hedging contracts for basket options, optimal trade execution, and asset
allocation can have hundreds of dimensions.
Pricing, hedging, and risk management in high dimensions is still an open problem in quantitative
finance. Recently researchers have proposed to use deep learning methods to solve high-dimensional
PDEs (see [13, 15, 20, 24]). The proposed methods take advantage of the links between certain
classes of PDEs and systems of Forward Backward Stochastic Differential Equations (see e.g. [9]).
These proposals are motivated by the success of deep learning in areas of computer science such as
computer vision and natural language processing. However, both theoretical and empirical results
have shown that neural networks compute classifiers that are unstable [18, 23]. An unstable classifier
33rd Conference on Neural Information Processing Systems (NeurIPS 2019), Vancouver, Canada.
is vulnerable to adversarial attacks and illegal exploitation[23]. The perturbations needed to fool ML
classifiers are small, indistinguishable from noise, and therefore they are difficult to detect[7, 23, 21].
The lack of stability is not just a property of classifiers trained with neural networks. It also affects
other algorithms such as kernel methods and support vector machines [19]. A necessary condition
for successful ML systems in real-world applications, especially ones in the financial sector, is that
the underlying system is stable. Without resolving this challenging problem, it is not possible to
make meaningful progress in critical application areas such as the explainability and interpretability
of machine learning algorithms, or efficient and robust training methods for reinforcement learning.
In this paper, we investigate the stability and robustness of deep learning for solving high dimen-
sional PDEs. We argue that it is essential to develop both stable architectures as well as stable
optimization algorithms. To address the stability of the network architecture, we adopt the recently
proposed dynamical systems view of neural networks. The stability of the optimization algorithm
to hyperparameters, such as the learning rate, can be addressed using proximal techniques that are
reminiscent of implicit methods for solving differential equations. Due to space limitations we only
focus on stable architectures in this paper. We will report the results on stable optimization algo-
rithms in a separate paper.
The rest of the paper is structured as follows: In Section 2, we review the application of deep learning
to high dimensional PDE and their relation to systems of Forward-Backward Stochastic Differential
Equations (FBSDEs). In Section 3, we describe stable architectures for deep learning. Our stability
considerations are based on classical discretization techniques as well as projection methods. We
also discuss how to take advantage of multiple levels of discretization of the system of FBSDEs to
speed up the computations. In Section 4 we report preliminary numerical results that show that the
proposed multilevel approach can significantly reduce computational times without losing stability.
2 Background: Using Neural Networks to Solve BSDE
In this section, we briefly review the links between certain classes of PDE and FBSDE. These
links are quite standard and well understood, see for example [9] for the general case and [10] for
applications of FBSDEs to finance. Due to space limitations we refer the interested reader to the
recent references [13, 15, 20, 24] for a literature review regarding the formulation of PDE problems
as learning problems. Below we only review the basics mainly to establish notation, and we omit
many technical details.
2.1 Links between PDE and SDE
For t ∈ [0, T ] consider the following system of stochastic differential equations,
dXt = µ(t,Xt, Yt, Zt)dt+ σ(t,Xt, Yt)dWt, X0 = ξ
dYt = ϕ(t,Xt, Yt, Zt)dt+ Z
T
t σ(t,Xt, Yt)dWt, YT = g(XT )
(1)
where X0 = ξ ∈ Rd is the initial condition for the forward SDE, and YT = g(XT ) is the terminal
condition of the backward SDE.Wt is a vector valued Brownian motion. We assume that g : Rd →
R is known. Regarding the data of the problem, i.e. µ, σ and ϕ we make the same assumptions as
Chapter 7 in [9]. The solution of the system in (1) is the triplet {Xt, Yt, Zt}. From a computational
point of view the forward equation is easy to solve (using for example a simple Euler discretization).
However the backward equation requires different solution techniques in order to ensure the solution
is adapted to the filtration generated by the stochastic process in (1).
Consider the following non-linear PDE,
ut = f(t, x, u,Du,D
2u) (2)
where Du,D2u represent the gradient and Hessian of u respectively. When the function f is given
by,
f(t, x, y, z, γ) = ϕ(t, x, y, z)− µ(t, x, y, z)T z − 1
2
Tr[σ(t, x, y)σ(t, x, y)T γ], (3)
and the terminal condition of the PDE is given by u(T, x) = g(x) then it is known that (e.g. Theorem
7.1 in [9]),
Yt = u(t,Xt)
Zt = ∇u(t,Xt). (4)
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Figure 1: Approximation of a system of FBSDE using the same parametric approximation for every
time step.
Therefore the solution to the PDE can be obtained by solving (1). Note that the setup described
above is for the case when the PDE is linear in D2u (the PDE is called semi-linear in this case).
Similar results can be obtained for the case where f is nonlinear in D2u. The benchmark problems
we consider in Section 4 are for the semi-linear case.
2.2 Solving FBSDEs using Deep Learning
In the section above we described how the partial differential equation in (2) is related to the forward-
backward stochastic differential equations in (1). In this section we discuss the numerical solution
of (1) using a neural network. The formulation we use is similar to the one proposed in [20].
If the solution of the PDE in (2) was known, then we could apply a simple Euler-Maruyama scheme
to approximate the solution to (1), i.e.
∆Wn ∼ N (0, ∆tn)
Xn+1 ≈ Xn + µ(tn, Xn, Yn, Zn)∆tn + σ(tn, Xn, Yn)∆Wn
Yn+1 ≈ Yn + ϕ(tn, Xn, Yn, Zn)∆tn + ZTn σ(tn, Xn, Yn)∆Wn
(5)
Where Yn = u(tn, Xn), Zn = ∇u(tn, Xn) and ∆tn is a discretization parameter. Since the
solution of the PDE is not known then we parameterize the solution ut using a neural network
with parameters Θ and compute ∇u using automatic differentiation, i.e. u(t, x) ≈ u(t, x; Θ) and
∇u(t, x) ≈ ∇u(t, x; Θ). The main idea is explained in Figure 1. Given an initial condition X0
we use the parameterized solution to compute (Yt, Zt) for t ∈ [0, T ]. Note that we use the same
parameters for all time points. Of course, we could use different parameters at every time point but
from a computational point of view it is much better to use the same parameters. Our numerical
experiments also suggest that it is sufficient to use a single set of parameters. Initially, the approxi-
mation obtained from the neural network is unlikely to satisfy the discretized equation in (5). This
observation leads to the following optimization problem,
min
Θ
M∑
m=1
N−1∑
n=0
|Y mn+1(Θ)− Y mn (Θ)− ϕ(tn, Xmn , Y mn (Θ), Zmn (Θ))∆tn
− (Zm
n
(Θ))Tσ(tn, X
m
n
, Y m
n
(Θ))∆Wm
n
|2 +
M∑
m=1
|Y m
N
(Θ)− g(Xm
N
)|2
(6)
whereM is the batch-size. In related works ([13] and [24]), the loss function only uses the terminal
condition, and the architecture is different. In [13] and [24], there are N different neural networks.
Y0 and Z0 are treated as parameters and all the Yn are computed using an Euler discretization. The
loss function above simply compares the values obtain by the Euler scheme with the prediction
obtained by the neural network. Assuming the function g is differentiable, we could also add the
following term to the loss function:
∑M
m=1 |ZmN (Θ)− g′(XmN )|2.
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3 Stability and Generalisation
3.1 Neural networks as dynamical systems
Conventional deep neural networks struggle to backpropagate the gradient efficiently. Without
heuristic methods and extensive hyper-parameter tuning, deep neural networks suffer from the ex-
ploding and vanishing gradient problems[11, 16]. As a result, a large number of heuristic techniques
are needed to ensure gradient descent methods can train deep neural networks. Residual Neural Net-
works (Resnet) are a class of neural networks that attempt to address some of the shortcomings of
conventional deep networks. Residual networks address the problem of having a large number of
layers by performing identity mappings (shortcut connections). These identity mappings encour-
age the network to learn residual corrections as opposed to direct mappings. Resnet was proposed
in 2015 and achieved state-of-the-art performance for deep neural networks in image recognition
([14]).
Residual networks are defined as follows,
x(k + 1) = x(k) + f(x(k), θ(k)), (7)
where x(k) and x(k + 1) are the output of the kth layer and the (k + 1)th layer respectively. The
function f denotes a non-linear transformation and θ(k) represents the parameters of the the kth
layer. This relation can be seen as a forward Euler discretization of an ordinary differential equation
with a step-size h = 1 ([11]),
x˙ = f(x(t), θ(t)). (8)
This simple observation has allowed several authors to view the training of a neural network as an
optimal control problem [16, 11, 1, 17, 5, 12]. An advantage of adopting the dynamical systems
view of deep learning is that it allows the use of stable discretization techniques to the ODE in (8).
This idea has been explored by a number of authors (see [1] for a recent review).
Residual networks address various issues, but they introduce the problem of forward stability ([12]).
This refers to the amplification of an input perturbation during the forward pass. In this paper we
use the non-autonomous network architecture first proposed in [6] called NAIS-Net. The reason
we use the NAIS-Net model is that the resulting network is globally asymptotically stable for every
initial condition. This is a crucial property for the PDE problem described in Section 2. NAIS-Net,
a non-autonomous input-output stable neural network, tackles this issue by constraining the network
as follows:
x(k + 1) = x(k) + hσ(Ax(k) +Bu+ C) (9)
In this setting, A, B and C are trainable parameters. Parameter A refers to the traditional weight
matrix and C refers to the bias. The extra term Bu is made of a matrix B and the input of the
network u. Involving the input u makes the system non-autonomous, and the output of the system
input-dependent. Moreover, the weight matrix is constrained to be symmetric definite negative:
A = −RTR− ǫI (10)
where ǫ is a hyper-parameter that ensures the eigenvalues are strictly negative, 0 < ǫ (ǫ = 0.01 in
our case). An additional constraint is proposed on the Frobenius norm ‖RTR‖F with the algorithm.
The projection used in this setting forces the weights of the neural network to stay within the set
of feasible solutions and makes it more robust. We refer the interested reader to [6] for a detailed
description of NAIS-Net. In our numerical experiments we found that NAIS-Net has the desired
stability properties but is much slower than conventional Resnet architectures. Below we discuss an
effective method to speed up the convergence of the algorithm that is inspired by Multilevel Monte
Carlo Methods (MLMC).
3.2 Convergence speed-up
The discretization parameter used to derive the approximation in (5) directly determines how many
times the optimization algorithm needs to perform a forward solve to determine the loss function
and backward propagation to determine the gradient of the loss (see Figure 1). Therefore the dis-
cretization parameter (∆t) has a dramatic effect on the computational cost of the method. We take
advantage of the fact that we can vary the discretization parameter in order to speed-up the compu-
tations. The idea is inspired by Multilevel Monte Carlo Methods (ML-MC) that was proposed to
4
reduce the variance of simulations with SDEs [8]. Instead of computing the discretization with a
small step size we use a geometrically increasing step size. During the generation of our samples,
we start with samples of small number of time steps (low accuracy) and then gradually increase the
number of time steps. The main idea is that we take a small number of samples with a high level of
accuracy and computational cost.
More formally, a SDE with general drift a and volatility b, can be expressed as,
dXt = a(Xt, t)dt+ b(Xt, t)dWt. (11)
The discretization, with a time step h gives:
Xn+1 = Xn + a(Xn, tn)h+ b(Xn, tn)∆Wn. (12)
Decreasing the time step h will reduce the approximation error but the computational cost will
increase. In the beginning, the error is large and the computational cost is small. When the error
decreases, a finer grid is used with a higher computational cost. For instance, we can use: hl =
h0M
−l where h0 is the initial step size,M is a constant and l is the index of the level. The number
of time steps will increase exponentially over the levels. Figure 2 illustrates the ML-MC scheme for
an asset following a geometric Brownian motion.
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Figure 2: Simulation of a Geometric Brownian Motion for different levels of accuracy. The grey
line represents the continuous-time stochastic process.
4 Numerical results
In this section we discuss the numerical performance of the proposed method. We performed nu-
merical experiments on the following benchmark test problems.
• Black-Scholes Equation:
ut = −1
2
Tr[σ2diag(X2)D2u] + r(u − (Du)⊤x)
The equation above is for the case when the underlying assets are uncorrelated and have
the same variance σ2. We used the boundary condition g(x) = ‖x‖2. In this case the
Black-Scholes equation has the closed form solution,
u(x, t) = e(r+σ
2)(T−t)‖x‖2.
The experiments below are for the case when d = 100, r = 0.05 and σ = 0.4.
• Hamilton-Jacobi-Bellman Equation:
ut = −Tr[D2u] + ‖D2u‖2, u(T, x) = g(x).
The equation above has the closed form solution,
u(t, x) = − lnE[exp(−g(x+
√
2Wt−t)].
In our experiments we used g(x) = ln(0.5(1 + ‖x‖2), T = 1, σ = √2 and d = 100.
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Figure 3: Results for Black-Scholes equation in 100 dimensions. Left panel shows the error in Yt
for two paths, and the right panel shows the average error for all the paths.
• Allen-Cahn Equation,
ut = −0.5Tr[D2u]− u+ u3, u(T, x) = g(x),
We set g(x) = (2 + 0.4‖x‖)−1 and d = 20.
We chose the test problems above because they have been used in several other recent works [20,
24, 13]. The first two problems have a closed form solution and therefore it is easy to validate
our implementation (see Figure 3 for a comparison between the closed form solution and the one
computed from the neural network). Due to space limitations we only report results from the first
benchmark problem (Black-Scholes equation). The results for the other two test problems are similar
and can be found here: https://github.com/batuhanguler/Deep-BSDE-Solver.
4.1 Experimental setup
The simulations are conducted with a batch size M = 100, over N = 50 time steps
(except for the multi-level method described in Section 3.2). We use a neural network
with 4 fully connected layers and 256 neurons to approximate the solution of the PDE (see
https://github.com/batuhanguler/Deep-BSDE-Solver for the exact details). The PyTorch
implementation runs on a Tesla T4 GPU. We used the Adam optimizer and a learning rate of 10−3.
4.2 Stability & Generalization
In Figure 4 we plot the evolution of the loss function for the three different cases: Figure 4a Fully
Connected, Figure 4b Resnet and Figure 4c NAIS-Net. We only plot the results after 20000 itera-
tions. All three architectures eventually converge to a loss function of 10−4 and therefore very close
to the global minimum. It is clear from Figure 4 that NAIS-Net achieves a smoother reduction of
the loss function. Note that for the fully connected case (Figure 4a) it seems that the algorithm gets
trapped in local minima and that it eventually manages to escape to a different and slightly better
local minimum. Resnet (Figure 4b) appears to partly address this issue and NAIS-Net (Figure 4c)
has a much smoother profile.
To test the generalization properties of the different algorithms we perturbed the initial condition
of the forward SDE. We then compared the relative error of the different architectures with respect
to the closed form solution. For this experiment we do not re-optimize the network parameters.
Instead we use the optimal parameters of the unperturbed model. These experiments test how well
the solution generalizes to different initial conditions. We note that stability and generalization are
linked (see [3]). The results in Figure 5 suggest that NAIS-Net computes a solution that generalizes
better than the other two methods. It is interesting to see that Resnet performs worse than the fully
connected case. A possible explanation for this is due to the forward stability problems of Resnet
(see [12]).
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Figure 4: Evolution of the loss function for different architecture: (a) Fully-Connected , (b) Resnet
and (c) NAIS-Net over 20000 iterations, using the Adam optimizer with learning rate 10−3.
0 0.1 0.2 0.3 0.4 0.5
0
0.5
1
1.5
2
Relative distance to the initial condition
used for training (%)
R
el
at
iv
e
er
ro
r
(%
)
Fully-connected
Resnet
NAIS-Net
Figure 5: Average relative error of different architectures for different perturbations
4.3 Solution times and speed-up
It is clear from the experiments of the previous section that NAIS-Net outperforms the other methods
in terms of stability and generalization. The solution times for the three different architectures are
shown in Table 1. NAIS-Net is the slowest (due to the extra projection step), but none of the methods
are particularly fast. In order to improve the solution times we implemented the multilevel technique
described in Section 3.2. We generated samples using five different levels (2, 4, 8, 16 and 32 time
steps). The convergence of the loss function shows a much more stable profile than in the single
level case (see Figure 6). The reduction in time and (at least for NAIS-Net) is an order of magnitude
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improvement over the single level method. These initial encouraging results suggest that there is
scope to investigate more advanced numerical discretization techniques for the system of FBSDEs.
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Figure 6: Multilevel Monte Carlo
Time (mins)
Network
Fully Connected Resnet NAIS-Net
Single-Level 59 73 123
Multi-Level 6 7 11
Table 1: Solution times in minutes.
5 Conclusions
In this paper, we reviewed the recent proposals for the solution of high dimensional PDEs using
deep learning. The focus of the paper was on understanding the stability, robustness, and gener-
alization of deep learning algorithms for this class of problems (as opposed to typical computer
vision applications). We adopted the dynamical systems view and found that NAIS-Net, the nonau-
tonomous architecture proposed in [6] is particularly well suited for this task. We also reduced the
computational time associated with the optimization of neural networks by an order of magnitude.
Our results suggest that deep learning can be applied to solving high dimensional PDEs (in the
hundreds) and approximate solutions can be obtained within a few minutes using a standard com-
puter with a GPU. The preliminary results suggest that more advanced discretization and sampling
techniques are likely to yield even more improvements.
Acknowledgments
This research was funded in part by JPMorgan Chase & Co. Any views or opinions expressed herein
are solely those of the authors listed, and may differ from the views and opinions expressed by JP-
Morgan Chase & Co. or its affiliates. This material is not a product of the Research Department
of J.P. Morgan Securities LLC. This material does not constitute a solicitation or offer in any juris-
diction. The work of the authors was partly funded by Engineering & Physical Sciences Research
Council grants EP/M028240/1.
8
References
[1] Martin Benning, Elena Celledoni, Matthias J Ehrhardt, Brynjulf Owren, and Carola-Bibiane Schön-
lieb. Deep learning as optimal control problems: models and numerical methods. arXiv preprint
arXiv:1904.05657, 2019.
[2] Tomas Björk. Arbitrage theory in continuous time. Oxford university press, 2009.
[3] Olivier Bousquet and André Elisseeff. Stability and generalization. Journal of machine learning research,
2(Mar):499–526, 2002.
[4] Álvaro Cartea, Sebastian Jaimungal, and José Penalva. Algorithmic and high-frequency trading. Cam-
bridge University Press, 2015.
[5] Tian Qi Chen, Yulia Rubanova, Jesse Bettencourt, and David K Duvenaud. Neural ordinary differential
equations. In Advances in neural information processing systems, pages 6571–6583, 2018.
[6] Marco Ciccone, Marco Gallieri, Jonathan Masci, Christian Osendorfer, and Faustino Gomez. Nais-net:
stable deep networks from non-autonomous differential equations. In Advances in Neural Information
Processing Systems, pages 3025–3035, 2018.
[7] Alhussein Fawzi, Hamza Fawzi, and Omar Fawzi. Adversarial vulnerability for any classifier. arXiv
preprint arXiv:1802.08686, 2018.
[8] Michael B Giles. Multilevel monte carlo path simulation. Operations Research, 56(3):607–617, 2008.
[9] Emmanuel Gobet. Monte-Carlo methods and stochastic processes: from linear to non-linear. Chapman
and Hall/CRC, 2016.
[10] Julien Guyon and Pierre Henry-Labordere. Nonlinear option pricing. CRC Press, 2013.
[11] Eldad Haber and Lars Ruthotto. Stable architectures for deep neural networks. Inverse Problems, 34(1):
014004, 2017.
[12] Eldad Haber, Keegan Lensink, Eran Triester, and Lars Ruthotto. Imexnet: A forward stable deep neural
network. arXiv preprint arXiv:1903.02639, 2019.
[13] Jiequn Han, Arnulf Jentzen, and E Weinan. Solving high-dimensional partial differential equations using
deep learning. Proceedings of the National Academy of Sciences, 115(34):8505–8510, 2018.
[14] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recognition.
In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 770–778, 2016.
[15] Pierre Henry-Labordere. Deep primal-dual algorithm for bsdes: Applications of machine learning to cva
and im. Available at SSRN 3071506, 2017.
[16] Qianxiao Li, Long Chen, Cheng Tai, and E Weinan. Maximum principle based algorithms for deep
learning. The Journal of Machine Learning Research, 18(1):5998–6026, 2017.
[17] Guan-Horng Liu and Evangelos A Theodorou. Deep learning theory review: An optimal control and
dynamical systems perspective. arXiv preprint arXiv:1908.10920, 2019.
[18] Seyed-Mohsen Moosavi-Dezfooli, Alhussein Fawzi, Omar Fawzi, and Pascal Frossard. Universal adver-
sarial perturbations. 2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Jul
2017. doi: 10.1109/cvpr.2017.17. URL http://dx.doi.org/10.1109/CVPR.2017.17.
[19] Nicolas Papernot, Patrick D. McDaniel, and Ian J. Goodfellow. Transferability in machine learning:
from phenomena to black-box attacks using adversarial samples. CoRR, abs/1605.07277, 2016. URL
http://arxiv.org/abs/1605.07277.
[20] Maziar Raissi. Forward-backward stochastic neural networks: Deep learning of high-dimensional partial
differential equations. arXiv preprint arXiv:1804.07010, 2018.
[21] Alexandru Constantin Serban and Erik Poll. Adversarial examples-a complete characterisation of the
phenomenon. arXiv preprint arXiv:1810.01185, 2018.
[22] Steven E Shreve. Stochastic calculus for finance II: Continuous-time models, volume 11. Springer Science
& Business Media, 2004.
9
[23] Christian Szegedy, Wojciech Zaremba, Ilya Sutskever, Joan Bruna, Dumitru Erhan, Ian Goodfellow, and
Rob Fergus. Intriguing properties of neural networks. arXiv preprint arXiv:1312.6199, 2013.
[24] EWeinan, Jiequn Han, and Arnulf Jentzen. Deep learning-based numerical methods for high-dimensional
parabolic partial differential equations and backward stochastic differential equations. Communications
in Mathematics and Statistics, 5(4):349–380, 2017.
10
