We propose Zeno++, a new robust asynchronous synchronous Stochastic Gradient Descent (SGD) under a general Byzantine failure model.
Introduction
Distributed machine learning is widely used for accelerating the model training. As the number of workers gets larger, the distributed system becomes more vulnerable to various kinds of failures or even attacks [6] . For this reason, fault tolerance in distributed settings has attracted increasing attention in the machine-learning community [1, 2, 3, 5, 13, 14, 15, 16] . In certain distributed settings, such as federated learning [7, 8] and volunteer computing [10, 11] , the workers/contributors can be unreliable. The computation nodes can be personal mobile devices or denoted personal computers/workstations. The attackers and unreliable workers can upload poisonous updates to the aggregated machine-learning models. Thus, failure/attack resilience in distributed machine-learning systems is now becoming increasingly important.
We study the fault tolerance of the Parameter Server (PS) architecture for distributed asynchronous stochastic gradient descent (SGD). In the PS architecture, the processes are composed of the server nodes and the worker nodes. In asynchronous SGD, the workers pull the global model from the servers, estimate the gradients using the local portion of the training data, and send the gradient estimators to the servers. The servers update the model whenever new gradients are received.
Based on the PS architecture, we consider the most general failure model, namely Byzantine failures [9] . Here the malicious workers know the entire system, and are allowed to behave arbitrarily. Typically, the number of Byzantine workers is assumed to be smaller than the number of non-Byzantine ones for synchronous training [1, 2, 3, 13, 15, 16] . Asynchronous training makes it ever more difficult to filter out Byzantine gradients. Unlike the previous Byzantine-tolerant asynchronous SGD algorithm [4] , we make no assumptions on the number of Byzantine workers, or the bounded delay over the workers.
Model
We consider the following optimization problem:
, z i is sampled from the local data D i on the ith device. We assume that there exists a set of global minimizers X * , where ∀x * ∈ X * , ∇F (x * ) = 0 and F (x * ) ≤ F (x), ∀x.
We solve this problem in a distributed manner with m workers. Each worker trains the model on local data. In each iteration, the ith worker will sample n independent data points from the distribution D i , and compute the gradient of the local empirical loss F i (x) = 1 n n j=1 f (x; z i,j ), ∀i ∈ [m], where z i,j ∼ D i is the jth sampled data on the ith worker. The servers update the model whenever a new gradient is received:
Methodology
In contrast to the existing synchronous SGD with majority-based aggregation methods, we need a hard threshold to decide whether a gradient is accepted. We compute a score for each candidate gradient estimator by using the stochastic first-order oracle.
For any gradient estimator (correct or Byzantine) g, based on the current parameter x, learning rate γ, and a constant weight ρ > 0, we define its stochastic descendant score as follows:
The score defined in Definition 1 is composed of two parts: the estimated descendant of the loss function, and the magnitude of the update. The score increases when the estimated descendant of the loss function, f r (x) − f r (x − γg), increases. The score decreases when the magnitude of the update, g 2 , increases. Intuitively, the larger descendant suggests faster convergence, and the smaller magnitude suggests a smaller step size. Even if a gradient is Byzantine, a smaller step size makes it less harmful.
However, calculating stochastic descendant score for every candidate could be computatonally expensive. We can use first-order Taylor's expansion to approximate it.
samples drawn from D r , and n r is the batch size of f r (·). E[f r (x)] = F (x). For any gradient estimator (correct or Byzantine) g, based on the current parameter x, learning rate γ, and a constant weight ρ > 0, we define its stochastic gradient score as follows:
Theoretical guarantees
where L > 0. 
where µ > 0. [12] if there exists µ > 0, such that ∀x:
Algorithm 1 Zeno+
Server:
Receiveg from an arbitrary worker 5:
Pull x τ from the server 4:
Push g to the server 7: until Convergence 8: end function Algorithm 2 Zeno++ Server:
Receiveg from an arbitrary worker 6: Read g r with lock 7: Normalize g = cg such that g 2 = g r 2 , c > 0 8:
until γ g r , g − ρ g 2 ≥ 0
9:
x t ← x t−1 − γg, t ← t + 1 10:
Execute non-blocking thread ZenoU pdater(x t ) 11: until Convergence 12: function ZENOUPDATER(x) 13: Option I (unbiased sample):
randomly sample z r ∼ D = D 1 ∪ · · · ∪ D m for f r Option II (separated sample): randomly sample z r ∼ D r = D 1 = · · · = D m for f r 14:
Write with lock: g r ← ∇f r (x) 15: end function Worker i = 1, . . . , m: 
Push g to the server 7: until Convergence 8: end function 4.1 Convergence guarantees
Zeno+ with unbiased samples
We first analyze Algorithm 1 with Option I, which provides unbiased random samples for Zeno+. Theorem 1. Assume F (x) has L-smoothness and f r (x) has µ-strong convexity. Assume that for ∀x, the true gradients and stochastic gradients are upper-bounded: ∇F (x) 2 ≤ V 1 , ∇f r (x) 2 ≤ V 1 , and the stochastic gradients are always non-zero and lower-bounded:
2µV2 − µγ 2 2 , where α > 0, after T global updates, Algorithm 1 with Option I converges to a global optimum:
Proof. Using µ-strong convexity, we have
We first take the expectation w.r.t. g conditional on f r , and then take the expectation w.r.t. f r . Then, we have
Using L-smoothness, conditional on x, we have
Again, using µ-strong convexity, we have
Thus, we have
By telescoping and taking total expectation, after T global updates, we have
Remark 1. ρ controls the trade-off between the acceptance ratio and the convergence rate. Large positive ρ makes the convergence faster, but less candidate gradients can pass the test of Zeno+. Small positive ρ or even negative ρ increases the acceptance ratio, but also potentially slow down the convergence or incur larger variance. We use α > 0 to bridge ρ to the convergence rate and the variance. Larger α makes ρ larger, which improves the convergence rate (1 − αγ), but also enlarge the variance γ α O(V 1 ). Remark 2. Additional to α or ρ, we can also tune the learning rate γ to trade-off between the convergence rate and the variance. A typical choice is γ t ∝ 1 t , so that the algorithm converges fast and reduces the variance at the end of training.
Zeno+ with biased samples
Now analyze Algorithm 1 with Option II, which provides biased random samples for Zeno+. Such random samples can be drawn from a validation set different from any training set. Theorem 2. Assume F (x) has L-smoothness and f r (x) has µ-strong convexity. Assume that for ∀x, the true gradients and stochastic gradients are upper-bounded: ∇F (x) 2 ≤ V 1 , ∇f r (x) 2 ≤ V 1 , and the stochastic gradients are always non-zero and lower-bounded: 2 2 , after T global updates, Algorithm 1 with Option I converges to a global optimum:
we assume that the validation set is close to the training set, which implies bounded variance:
Note that ∇fr (x) 2 ∇F (x) 2 ≥ V2 V1 . Thus, we have
Then, we have
Taking the expectation on both sides, we have
.
Zeno++ with unbiased samples
Assumption 1. (Bounded delay) For Zeno++, we assume that the delay of the testing gradient g r is upper-bounded. Without loss of generality, suppose the current model is x t , and g r = ∇f r (x τ ), where τ ≤ t. We assume that for ∀t, t − τ ≤ k. Remark 3. Typically, the delay k should be small. Note that we only need to make inference batch size of f r to be the same as the training batch size of the workers. If the server have the same computational power as the workers, it will take the same time as the worker to compute the gradient. Furthermore, compared to the workers, there is no communication overhead for the server to get g r . Thus, the computation of g r on the server and the computation of the gradient estimators on the workers can be pipelined. Their computation times overlap, and the computation overhead of g r can then be hidden. Theorem 3. Assume F (x) has L-smoothness and PL inequality. Assume that for ∀x, the true gradients and stochastic gradients are upper-bounded: ∇F (x) 2 ≤ V 1 , ∇f r (x) 2 ≤ V 1 , and the stochastic gradients are always non-zero and lower-bounded:
2µV2 , after T global updates, Algorithm 2 with Option I converges to a global optimum:
Proof. If any gradient estimator g passes the test of Zeno++, then we have
Taking expectation on both sides, we have
∇F (x t−1 ) − ∇F (x τ ) 2 can be upper-bounded using L-smoothness and the bounded delay:
Again, using smoothness, taking ρ ≥
By telescoping and taking total expectation, after T global updates, we have 
Proof. If any gradient estimator g passes the test of Zeno++, then we have ∇f r (x τ ), −γg ≤ −ρ g 2 = −ρ ∇f r (x τ ) 2 ,
where τ ≤ t − 1.
Again, using smoothness, taking ρ ≥ α √ γV1 2µV2 , we have
