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Abstract
Here we show that any centrally-symmetric convex body KCRn has a perturbation TCRn
which is convex and centrally-symmetric, such that the isotropic constant of T is universally
bounded. T is close to K in the sense that the Banach–Mazur distance between T and K is
Oðlog nÞ: If K is a body of a non-trivial type then the distance is universally bounded. The
distance is also universally bounded if the perturbation T is allowed to be non-convex. Our
technique involves the use of mixed volumes and Alexandrov–Fenchel inequalities. Some
additional applications of this technique are presented here.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Let KCRn be a centrally-symmetric (i.e. K ¼ K) convex set with a non-empty
interior. Such sets are referred to here as ‘‘bodies’’. We denote by /; S and j  j the
standard scalar product and Euclidean norm in Rn: We also deﬁne D as the unit
Euclidean ball and Sn1 ¼ @D: The body K has a linear image K˜ with VolðK˜Þ ¼ 1
such that Z
K˜
/x; yS2 dx ð1Þ
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does not depend on the choice of yASn1: We say that K˜ is an isotropic linear
image of K or that K˜ is in isotropic position. The isotropic linear image of K is
unique, up to orthogonal transformations (e.g. [MP1]). The quantity in (1), for any
yASn1 and any K˜ an isotropic linear image of K ; is usually referred to as L2K or as
the square of the isotropic constant of K : An equivalent deﬁnition of LK is the
following:
nL2K ¼ inf
T
Z
K
jTxj2 dx; ð2Þ
where the inﬁmum is over all matrices T such that detðTÞ ¼ 1: For a comprehensive
discussion of the isotropic position and the isotropic constant we refer the reader to
[MP1].
LK is an important linearly invariant parameter associated with K : A major
conjecture is whether there exists a universal constant c40 such that LKoc for all
convex centrally-symmetric bodies in all dimensions. A proof of this conjecture will
have various consequences. Among others (see [MP1]), it will establish the fact that
any body of volume one has at least one n  1 dimensional section whose volume is
greater than some positive universal constant. This conjecture is known as the slicing
problem or the hyperplane conjecture. The best estimate known to date is
LKocn1=4 log n for KCRn and is due to Bourgain [Bou2] (see also the presentation
in [D]). In addition, the conjecture was veriﬁed for large classes of bodies (some
examples of references are [Ba2,Bou1,J,KMP,MP1]).
In this note we deal with a known relaxation of this conjecture, which we call the
‘‘isomorphic slicing problem’’. It was suggested to the author by V. Milman. For two
sets K ; TCRn; we deﬁne their ‘‘geometric distance’’ as
dGðK ; TÞ ¼ inf ab; 1
a
KCTCbK ; a; b40
 
:
The Banach–Mazur distance between K and T is
dBMðK ; TÞ ¼ inffdGðK ; LðTÞÞ; L is a linear operatorg:
Let Kn; TnCRn for n ¼ 1; 2;y be a sequence of bodies such that
dBMðKn; TnÞoConst independent of the dimension n: In this case we say that
the families fKng and fTng are uniformly isomorphic. Indeed, the norms deﬁned
by Kn and Tn are uniformly isomorphic. The isomorphic slicing problem asks
whether the slicing problem is correct, at least up to a uniform isomorphism.
Formally:
Question 1.1. Do there exist constants c1; c240 such that for any dimension n; for any
centrally-symmetric convex body KCRn; there exists a centrally-symmetric convex
body TCRn with dBMðK ; TÞoc1 and LToc2?
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In this note we answer this question afﬁrmatively, up to a logarithmic factor. The
following is proven here:
Theorem 1.2. For any centrally-symmetric convex body KCRn there exists a
centrally-symmetric convex body TCRn with dBMðK ; TÞoc1 log n and
LToc2;
where c1; c240 are numerical constants.
The log n factor in Theorem 1.2 stems from the use of the l-position and Pisier’s
estimate for the norm of the Rademacher projection (see [P]). In fact, in the notation
of Theorem 1.2 we prove that dBMðK ; TÞoc1MðKÞM	ðKÞ (see deﬁnitions in Section
3). Therefore we verify the validity of the isomorphic slicing conjecture for bodies
that have a linear image with bounded MM	: This large class of bodies includes all
bodies of a non trivial type (e.g. [MS]). In addition, Propositions 5.2 and 5.3 provide
other classes of bodies for which Question 1.1 has a positive answer.
There exist some connections between the slicing problem and its isomorphic
versions. An example is provided in the following lemma:
Lemma 1.3. Assume that there exist c1; c240 such that for any integer n and an
isotropic body KCRn there exists an isotropic body TCRn with dGðK ; TÞoc1 and
LToc2: Then there exists c340 such that for any integer n and any body KCRn; we
have LKoc3:
Proof. LToc2; therefore T is in M-position (as observed by K. Ball, see deﬁnitions
and proofs in [MP1]). Since dGðK ; TÞoc1; then K is also in M-position. Using
Proposition 1.4 from [BKM] we obtain a universal bound for the isotropic
constant. &
A set KCRn is star-shaped if for any 0ptp1 and xAK we have txAK: A star-
shaped set KCRn is quasi-convex with constant C40 if K þ KCCK ; where K þ
T ¼ fk þ t; kAK ; tATg for any K ; TCRn: For centrally-symmetric quasi-convex
sets, the isomorphic slicing problem has an afﬁrmative answer. Formally, as is
proven in Section 4.
Theorem 1.4. For any C41 there exist c1; c240 with the following property: If KCRn
is centrally-symmetric and quasi-convex with constant C; then there exists a centrally-
symmetric TCRn such that dBMðK ; TÞoc1 and LToc2: (Note that T is necessarily
c1C-quasi convex).
Our proof has a number of consequences which are formulated and proved in
Section 5. Among these are an improvement of an estimate from [BKM], and a
connection between the isotropic position and an M-position of order a for bodies
with a small isotropic constant. Throughout this paper the letters c; C; c0; c1; c2; Const
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etc. denote positive numerical constants, whose value may differ in various
appearances. The same goes for cðjÞ; CðjÞ etc. which denote some positive
functions that depend purely on their arguments. We ignore measurability issues as
they are not essential to our discussion. All sets and functions used here are assumed
to be measurable.
2. Log concave functions
In this section we mention some facts regarding log-concave functions, most of
which are known and appear in [Ba1] or [MP1], yet our versions are slightly
different. f :Rn-½0;NÞ is log-concave if log f is concave on its support. f is s-
concave, for s40; if f 1=s is concave on its support. Any s-concave function is also
log-concave (see e.g. [Bo], also for the connection with log-concave measures). Given
a non-negative function f on Rn we deﬁne for xARn;
jjxjjf ¼
Z N
0
f ðrxÞrnþ1 dr
 1=nþ2
:
We also deﬁne Kf ¼ fxARn; jjxjjfp1g: The following Busemann-type theorem
appears in [Ba1] (see also [MP1]):
Theorem 2.1. Let f be an even log-concave function on Rn: Then Kf is convex and
centrally-symmetric and jj  jjf is a norm.
In what follows we repeatedly use two well-known facts. The ﬁrst is that for any
1pkpn;
n
k
 k
p n
k
 
o e n
k
 k
: ð3Þ
The second is that for any integers a; bX0;
Z 1
0
sað1 sÞb ds ¼ 1ða þ b þ 1Þ aþb
a
 	: ð4Þ
Lemma 2.2. Let f :Rn-½0;NÞ be an even function whose restriction to any straight
line through the origin is s-concave. If s4n then
dGðKf ; Suppð f ÞÞoc s
n
;
where c40 is a numerical constant, and Suppð f Þ ¼ fx; f ðxÞ40g:
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Proof. Multiplying f by a constant if necessary, we may assume that f ð0Þ ¼ 1: Fix
yASn1: Denote My ¼ supfr40; f ðryÞ40g: Since f jyR is s-concave and f ð0Þ ¼ 1; for
all 0prpMy;
f ðryÞX 1 r
My
 s
:
By the deﬁnition of jjyjjf and by (4),
jjyjjðnþ2Þf X
Z My
0
1 r
My
 s
rnþ1 dr ¼ M
nþ2
y
ðn þ s þ 2Þ nþsþ1
nþ1
 :
In addition, since f jyR is even, its maximum is f ð0Þ ¼ 1 and
jjyjjðnþ2Þf p
Z My
0
rnþ1dr ¼ 1
n þ 2 M
nþ2
y :
Combining this with the estimate (3),
ðn þ 2Þ1=ðnþ2Þ
My
pjjyjjfp
eðn þ s þ 2Þ1=nþ2 nþsþ1
nþ1
 nþ1
nþ2
My
and since s4n;
8yASn1; c1
My
ojjyjjfo
c2
My
s
n
) n
c2s
Suppð f ÞCKfC 1
c1
Suppð f Þ
and the lemma is proven. &
The isotropic constant and the isotropic position may also be deﬁned for arbitrary
measures or densities, not only for convex bodies. Let f : Rn-½0;NÞ be an even
function with 0o
R
Rn
foN: The entries of its covariance matrix with respect to a
ﬁxed orthonormal basis fe1;y; eng are deﬁned as
Mi; j ¼ 1R
Rn
f ðxÞ dx
Z
Rn
f ðxÞ/x; eiS/x; ejS dx:
We deﬁne Lf ¼ f ð0ÞR
Rn
f
 1
n
detðMÞ 12n: One can verify that if f ¼ 1K is the characteristic
function a body KCRn; then Lf ¼ LK : Our next lemma claims that if f is log-
concave, then the body Kf shares the isotropic constant of the function f ; up to a
universal constant. This fact appears in [MP1] and in [Ba1], but our formulation is
slightly different. For completeness we present a proof here.
ARTICLE IN PRESS
B. Klartag / Journal of Functional Analysis 218 (2005) 372–394376
Lemma 2.3. Let f be an even function on Rn whose restriction to any straight line
through the origin is log-concave. Assume that
R
Rn
foN: Then,
c1LfoLKfoc2Lf ;
where c1; c240 are universal constants.
Proof. We may assume that f ð0Þ ¼ 1: Integrating in polar coordinates, for any
yARn;
Z
Kf
/x; yS2 dx
¼
Z
Sn1
Z 1=jjyjjf
0
/y; ryS2rn1 dr dy ¼ 1
n þ 2
Z
Sn1
/y; yS2
1
jjyjjnþ2f
dy
¼ 1
n þ 2
Z N
0
Z
Sn1
f ðryÞ/y; yS2rnþ1 dr dy ¼ 1
n þ 2
Z
Rn
/x; yS2f ðxÞ dx;
where dy is the induced surface area measure on Sn1: Denote by Mð f Þ and MðKf Þ
the covariance matrices of f and of 1Kf ; respectively. We conclude that
VolðKf ÞMðKf Þ ¼ 1
n þ 2
R
Rn
f
 	
Mð f Þ: To compare the isotropic constants, we need
to estimate
R
f
VolðKf Þ: Now,
VolðKf Þ ¼ 1
n
Z
Sn1
Z N
0
f ðryÞrnþ1 dr
  n
nþ2
dy: ð5Þ
We shall use the following one-dimensional lemma, which is proven at the end of this
section (see also [Ba1,BKM,MP1]).
Lemma 2.4. Let g : ½0;NÞ-½0;NÞ be a non-increasing log-concave function with
gð0Þ ¼ 1 and RN0 gðtÞtn1dtoN: Then, for any integer nX1;
n
nþ2
n
n þ 2p
RN
0 gðtÞtnþ1 dtRN
0 gðtÞtn1 dt
 	nþ2
n
p ðn þ 1Þ!
ððn  1Þ!Þnþ2n
:
(the left-most inequality—which is more important to us—holds also without the
log-concavity assumption).
Since f is even and log-concave on any line through the origin, it is non-increasing
on any ray that starts at the origin. From the left-most inequality in Lemma 2.4, for
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any yASn1 (except for a set of measure zero where the integral diverges),
Z N
0
f ðryÞrnþ1 drX n
nþ2
n
n þ 2
Z N
0
f ðryÞrn1 dr
 nþ2
n
and according to (5),
VolðKf ÞX 1
n
n
nþ2
n
n þ 2
Z
Sn1
Z N
0
f ðryÞ rn1 dr dy ¼ n
2=n
n þ 2
Z
Rn
f :
Since MðKf Þ ¼ 1nþ2
R
Rn
f
VolðKf ÞMð f Þ;
L2Kf
L2f
¼ 1
n þ 2
R
Rn
f
VolðKf Þ
 1þ2
n
p 1
n þ 2
n þ 2
n2=n
 nþ2
n
oc2:
This completes the proof of one part of the lemma. The proof of the other inequality
is similar. Using the right-most inequality in Lemma 2.4,
L2Kf
L2f
¼ 1
n þ 2
R
Rn
f
VolðKf Þ
 1þ2
n
X
1
n þ 2
nððn  1Þ!Þnþ2n
ðn þ 1Þ!
0
@
1
A
nþ2
n
4c1
and the lemma is proven. &
Proof of Lemma 2.4. Begin with the left-most inequality. Deﬁne A40 such thatRN
0 gðtÞtn1 dt ¼
RA
0 t
n1 dt: Then,
Z A
0
ð1 gðtÞÞtnþ1 dt 
Z N
A
gðtÞtnþ1 dt
pA2
Z A
0
ð1 gðtÞÞtn1 dt 
Z N
A
gðtÞtn1 dt
 
¼ 0:
Since
RA
0 t
nþ1 dt ¼ n
nþ2
n
nþ2
RA
0 t
n1 dt
 nþ2
n
; we get that
Z N
0
gðtÞtnþ1 dtX
Z A
0
tnþ1 dt ¼ n
nþ2
n
n þ 2
Z N
0
gðtÞtn1 dt
 nþ2
n
:
To obtain the other inequality we need to use the log-concavity of the function.
Deﬁne B40 such that hðtÞ ¼ eBt satisﬁesZ N
0
gðtÞtn1 dt ¼
Z N
0
hðtÞtn1 dt:
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It is impossible that goh always or g4h always, hence necessarily t0 ¼
infft40; hðtÞXgðtÞg is ﬁnite. log g is convex and vanishes at zero, so g˜ðtÞ ¼
log gðtÞ
t
is non-decreasing. Thus ðB  g˜ðtÞÞðt  t0ÞX0 or equivalently ðhðtÞ  gðtÞÞðt 
t0ÞX0 for all t40: Therefore,
Z t0
0
ðgðtÞ  hðtÞÞtnþ1 dt 
Z N
t0
ðhðtÞ  gðtÞÞtnþ1 dt
pt20
Z t0
0
ðgðtÞ  hðtÞÞtn1 dt 
Z N
t0
ðhðtÞ  gðtÞÞtn1 dt
 
¼ 0:
Since
RN
0 e
tBtnþ1 dt ¼ ðnþ1Þ!
ððn1Þ!Þ
nþ2
n
RN
0 e
tBtn1 dt
 	nþ2
n ;
Z N
0
gðtÞtnþ1 dtp
Z N
0
hðtÞtnþ1 dt ¼ ðnþ1Þ!
ððn1Þ!Þ
nþ2
n
Z N
0
gðtÞtn1 dt
 nþ2
n
: &
3. Constructing a function on K
Let KCRn be a centrally-symmetric convex body. In this section we ﬁnd
an an-concave function F supported on K whose isotropic constant is bounded.
From Lemma 2.3 it follows that LKFoConst: According to Lemma 2.1, KF
is a convex body, and by Lemma 2.2 we get that dGðK ; KF Þoca: If good estimates
on a were obtained, Theorem 1.2 would follow. Let jj  jj be the norm for which
K is its unit ball, and denote by s the unique rotation invariant probability
measure on Sn1: The median of jjxjj on Sn1 with respect to s is referred to
as M 0ðKÞ: We abbreviate M 0 ¼ M 0ðKÞ and deﬁne the following function
on K :
fKðxÞ ¼ inf 0ptp1; xAð1 tÞ K- 1
M 0
D
 
þ tK
 
:
Then fK is a convex function which equals zero on K- 1MD: Deﬁne also
MðKÞ ¼
Z
Sn1
jjxjj dsðxÞ; M	ðKÞ ¼
Z
Sn1
jjxjj	 dsðxÞ;
where jjxjj	 ¼ supyAK /x; yS is the dual norm.
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Proposition 3.1. Let KCRn be a centrally-symmetric convex body, and let a ¼
cMðKÞM	ðKÞ: Then, Z
K
ð1 fKðxÞÞan dxo2Vol K- 1
M 0
D
 
;
where c40 is some numerical constant.
Proof. We denote FðxÞ ¼ ð1 f ðxÞÞan: Then,
Z
K
FðxÞ dx ¼
Z 1
0
VolfxAK ; FðxÞXtg dt ¼
Z 1
0
VolfxAK ; f ðxÞp1 t 1ang dt
and substituting s ¼ 1 t 1an yields
Z
K
FðxÞ dx ¼ an
Z 1
0
ð1 sÞan1 Vol ð1 sÞ K- 1
M 0
D
 
þ sK
 
ds:
Expand the volume term into a polynomial whose coefﬁcients are mixed volumes
(see e.g. [Sch]):
Vol ð1 sÞ K- 1
M 0
D
 
þ sK
 
¼
Xn
i¼0
n
i
 	
Vis
ið1 sÞni;
where Vi ¼ VðK ; i; K- 1M 0D
 
; n  iÞ: Then,
Z
K
FðxÞ dx ¼ an
Xn
i¼0
Vi
n
i
 	 Z 1
0
sið1 sÞðaþ1Þni1 ds
and by (4),
Z
K
FðxÞ dx ¼ a
aþ 1 V0
Xn
i¼0
n
i
 	
ð1þaÞn1
i
  Vi
V0
:
Using (3) we may write
Z
K
FðxÞ dx ¼ a
aþ 1V0 1þ
Xn
i¼1
cn;i
n
ð1þ aÞn  1
Vi
V0
 1=i !i" #
; ð6Þ
where 1
e
pcn;ipe: By Alexandrov–Fenchel inequalities, V 2i XVi1Viþ1 for iX1 (e.g.
[Sch]). It follows that for 1pipj;
Vi
V0
 1=i
X
Vj
V0
 1=j
: ð7Þ
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In particular, if aþ 144e V1
V0
; then by (7),
cn;i
n
ð1þ aÞn  1
Vi
V0
 1=i
o 2e
1þ a
V1
V0
p 1
2
:
Substituting into (6) we obtainZ
K
FðxÞ dxoV0
Xn
i¼0
1
2i
o2V0 ¼ 2Vol K- 1M 0 D
 	
:
We still need to show that our a ¼ cMðKÞM	ðKÞ is greater than 4e V1
V0
: Since
1
M 0 D-KC 1M 0 D;
V1 ¼VðK ; 1; K- 1
M 0
D
 
; n  1Þ
pV K ; 1; 1
M 0
D; n  1
 
¼ 1ðM 0Þn1 VolðDÞM
	ðKÞ
because VolðDÞM	ðKÞ ¼ VðK ; 1; D; n  1Þ (see e.g. [Sch]). Regarding V0; since M 0 is
the median,
sðM 0K-Sn1ÞX1
2
) Vol K- 1
M 0
D
 
X
Volð 1
M 0 DÞ
2
:
In conclusion,
V1
V0
p 1ðM 0Þn1 VolðDÞM
	ðKÞ 2
1
ðM 0Þn VolðDÞ
¼ 2M 0ðKÞM	ðKÞ:
The median of a positive function is not larger than twice its expectation. Therefore,
M 0ðKÞp2MðKÞ; and we get that for a ¼ cMðKÞM	ðKÞ; it is true that aþ 144e V1
V0
for a suitable numerical constant c40: &
Corollary 3.2. Let KCRn be a centrally-symmetric convex body, a ¼ cMðKÞM	ðKÞ
and denote FðxÞ ¼ ð1 fKðxÞÞan: Then,
LFoc0;
where c; c040 are universal constants.
Proof. Consider F as a density on K ; i.e. consider the probability measure mF ðAÞ ¼R
A
FðxÞ dxR
K
FðxÞ dx: Since F  1 on K-
1
M 0 D; by Proposition 3.1,
m K- 1
M 0 D
 	
41
2
:
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In other words, the median of the Euclidean norm with respect to m is not larger than
1
M 0: Since F is an-concave,
Emjxj2o cðM 0Þ2
by standard concentration inequalities for the Euclidean norm with respect to log-
concave measures (it follows, e.g. from Theorem III.3 in [MS], due to Borell).
Combining deﬁnition (2) and the fact that L2F ¼ Fð0ÞR
K
F
 2
n
detðMF Þ
1
n where MF is the
covariance matrix, we get that
R
K
FðxÞ dx
Fð0Þ
 2
n
nL2FpEmjxj2o
c
ðM 0Þ2:
Since
R
K
FðxÞ dxXVol 1
M 0 D-K
 	
X
1
2
Volð 1
M 0 DÞ and Fð0Þ ¼ 1; we obtain that
L2Fo c
0
nVolðDÞ2=noConst: &
Proof of Theorem 1.2. We shall use the notion of l-ellipsoid, and Pisier’s estimate for
MðKÞM	ðKÞ: We refer the reader to [P] or [MS] for deﬁnitions and proofs. Let
KCRn be a centrally-symmetric convex body. There exists a linear image K˜ of K
such that its l-ellipsoid is the standard Euclidean ball. By Pisier’s estimate,
M	ðK˜ÞMðK˜Þoc log dBMðK ; DÞoc0 log n:
According to Corollary 3.2, there exists an an-concave function F supported exactly
on K˜; with a ¼ cMðK˜ÞM	ðK˜Þ and LFoc1: By Lemma 2.3 we get that LKFoc2: From
Lemma 2.2,
dBMðK ; KF ÞpdGðK˜; KF Þocaoc0MðK˜ÞM	ðK˜ÞoC log n:
This completes the proof. &
4. The quasi-convex case
We deﬁne the covering number of KCRn by TCRn as
NðK ; TÞ ¼ min N40; (x1;y; xNARn; KC
[N
i¼1
xi þ T
( )
:
Every convex body KCRn is associated with a special ellipsoid, called a Milman
ellipsoid or an M-ellipsoid. An M-ellipsoid may be deﬁned by the following
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theorem, which was proved for the convex case in [M1] (see also Chapter 7 in [P]).
The extension to the quasi convex case appears in [BBS].
Theorem 4.1. Let KCRn be a centrally-symmetric quasi-convex body with constant b:
Then there exists an ellipsoid ECRn with VolðEÞ ¼ VolðKÞ such that
NðK ; EÞoecn; NðE; KÞoecn;
where c ¼ cðbÞ40 depends solely on b: We say that E is an M-ellipsoid of K (with
constant c).
If a Euclidean ball of appropriate radius is an M-ellipsoid of K ; we say that K is in
M-position (with some constant). The following lemma is standard:
Lemma 4.2. Let KCRn be a centrally-symmetric quasi-convex body with constant b
such that VolðKÞ ¼ 1; and which is in M-position with constant c ¼ cðbÞ: Then,
1. VolðK- ﬃﬃﬃnp DÞ1=n4c0VolðDÞ1=n;
2. KCec˜nD;
where c0 ¼ c0ðbÞ40; c˜ ¼ c˜ðbÞ40 depend solely on b:
Proof. All constants in this proof depend on b: Let Dn be a Euclidean ball of volume
one in Rn: Then NðK ;DnÞoe%cn: Since coVolð
ﬃﬃﬃ
n
p
DÞ1=noC; then also
NðK ; ﬃﬃﬃnp DÞoecn (e.g. Lemma 7.5 in [P]). Hence there exists a point xARn such
that VolðK-ðx þ ﬃﬃﬃnp DÞÞ4ecn: Since K is centrally-symmetric, K-ðx þﬃﬃﬃ
n
p
DÞa|: By quasi-convexity,
|a½K-ðx þ ﬃﬃﬃnp DÞ þ ½K-ðx þ ﬃﬃﬃnp DÞCbK-2 ﬃﬃﬃnp D
and hence VolðbK-2 ﬃﬃﬃnp DÞ4ecn; as it contains a translation of K-ðx þ ﬃﬃﬃnp DÞ:
Since bX2;
VolðK- ﬃﬃﬃnp DÞX 1
bn
VolðbK-2 ﬃﬃﬃnp DÞ4eðcþlog bÞn:
To obtain that KCec˜nD; we just use the fact that K is a star body, and that a segment
of length larger than 2
ﬃﬃﬃ
n
p
ecn cannot be covered by ecn balls of radius
ﬃﬃﬃ
n
p
: &
Let KCRn be a centrally-symmetric quasi-convex body with constant b (in short
‘‘a b-quasi-body’’). Assume that VolðKÞ ¼ 1 and that K is in M-position. Let us
construct the following function FK : K-R:
FKðxÞ ¼
1 jxjp ﬃﬃﬃnp
1 jxj
ﬃﬃ
n
p
Mx
ﬃﬃ
n
p
 an
jxj4 ﬃﬃﬃnp
8<
:
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for some a40 to be determined later, where
Mx ¼ sup r40; r xjxjAK
 
:
FK is not log-concave, yet we may still consider the centrally-symmetric set KFKCR
n;
deﬁned in Section 2. Note that the restriction of FK to any straight line through the
origin is an-concave on its support, hence it is possible to apply Lemma 2.2 or
Lemma 2.3. We begin with a one-dimensional lemma.
Lemma 4.3. Let 0oaob and a41 be such that b42a 1þ a
e
 	
: Let n be a positive
integer. Then,
Z b
a
1 t  a
b  a
 an
tn dto c1
a
 n Z b
a
tn dt;
where c140 is a numerical constant.
Proof. Denote the integral on the left by I and the integral on the right by J ¼
1
nþ1½bnþ1  anþ1: Substituting s ¼ taba obtains
I ¼ðb  aÞ
Z 1
0
ð1 sÞanða þ ðb  aÞsÞn ds
¼ðb  aÞ
Xn
i¼0
n
i
 	
aniðb  aÞi
Z 1
0
ð1 sÞan si ds
and using (4),
I ¼ ðb  aÞan
Xn
i¼0
n
i
 	
ðan þ i þ 1Þ anþi
i
 	 b  a
a
 i
:
The estimate (3) along with some trivial inequalities, yields that
Ipb  a
an
an
Xn
i¼0
e
a
 i b  a
a
 i
¼ b  a
an
an
qnþ1  1
q  1 ;
where q ¼ eðb  aÞ
aa
: We assumed that qX2; and hence
Ip 2
en
ðaqÞnþ1 ¼ 2
en
e
a
 n
ðb  aÞnþ1o c
a
 n
J: &
Next we show that for a suitable value of a; which is just a numerical constant,
most of the mass of FK is not far from the origin.
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Lemma 4.4. For any a41;Z
Rn\c2a
ﬃﬃ
n
p
D
FKðxÞ dxo c1a
 n1
VolðKÞ;
where c1 is the constant from Lemma 4.3 and 0oc2p2þ 2e is a numerical constant.
Proof. Note that
Z
Rn\
ﬃﬃ
n
p
D
FKðxÞ dx ¼
Z
Sn1
Z maxfMy; ﬃﬃnp gﬃﬃ
n
p 1
r  ﬃﬃﬃnp
My 
ﬃﬃﬃ
n
p
 an
rn1 dr dy;
where dy is the induced surface area measure on the sphere. Let E ¼
fyASn1; My4c2a
ﬃﬃﬃ
n
p g: By Lemma 4.3,Z
Rn\c2a
ﬃﬃ
n
p
D
FKðxÞ dx
o
Z
E
Z Myﬃﬃ
n
p 1
r  ﬃﬃﬃnp
My 
ﬃﬃﬃ
n
p
 an
rn1 dr dy
o c1
a
 n1 Z
E
Z Myﬃﬃ
n
p r
n1 dr dyo c1
a
 n1
VolðKÞ: &
Lemma 4.5. Assume that KCRn is a b-quasi-body of volume one in M-position. Then
for a ¼ c3ðbÞ;
LFKoc4ðbÞ;
where c3ðbÞ; c4ðbÞ depend solely on b; not on K or on n:
Proof. By Lemma 4.2,
VolðK- ﬃﬃﬃnp DÞ1=n4c0ðbÞ:
If a ¼ c3ðbÞ is suitably chosen, then by Lemma 4.4,Z
Rn\c2a
ﬃﬃ
n
p
D
FKðxÞ dxo c1a
 n1
o a
c1
1
e2c˜ðbÞ
 n
VolðK- ﬃﬃﬃnp DÞ:
Deﬁne a measure by mðEÞ ¼
R
E
FK ðxÞ dxR
Rn
FK ðxÞ dx
: Since FK equals 1 on K-
ﬃﬃﬃ
n
p
D; we get that
mðRn\c2a
ﬃﬃﬃ
n
p
DÞo a
c1
1
e2c˜ðbÞ
 n
:
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Since KCec˜ðbÞnD; then
Emjxj2oðc2aÞ2n þ a
c1
1
e2c˜ðbÞ
 n
e2c˜ðbÞnocðbÞn:
Therefore, as in Corollary 3.2, L2FKocðbÞ
FKð0ÞR
FK
 2
n
: Note that FKð0Þ ¼ 1: SinceR
FKXVolðK-
ﬃﬃﬃ
n
p
DÞ; we conclude that
L2FKoc4ðbÞ: &
Proof of Theorem 1.4. Let KCRn be a C-quasi-body. Let K˜ be a linear image of K
such that VolðK˜Þ ¼ 1 and K˜ is in M-position (with a constant that depends only on
C). Consider the function FK˜ for a ¼ c3ðCÞ: By Lemma 2.2, the body T ¼ KFK˜
satisﬁes
dGðK˜; TÞoc0ðCÞ
for some function c0ðCÞ40: Also, by Lemmas 2.3 and 4.5,
LToc˜LF
K˜
o%cðCÞ
for some %cðCÞ; a function of C: This completes the proof. &
Remark. There exist quasi-bodies with large isotropic constants. For example, ﬁx
fe1;y; eng an orthonormal basis in Rn; and let K ¼ Bn1,
Sn
i¼1 ei þ Bn1 where Bn1 ¼
x;
P
i j/x; eiSjp1
! "
: The 4-quasi-convex body K has an isotropic constant of orderﬃﬃﬃ
n
p
; the largest possible order. However, if a quasi-body is close to an ellipsoid, then
its isotropic constant is controlled by the distance to the ellipsoid. Also, a quasi-body
with a small outer volume ratio has a universally bounded isotropic constant.
5. Consequences of the proof
Here we present a few results which are byproducts of our methods. Our ﬁrst two
propositions enrich the family of convex bodies for which Question 1.1 has an
afﬁrmative answer. In this section VolðTÞ denotes the volume of a set TCRn relative
to its afﬁne hull.
Lemma 5.1. Let KCRn be an isotropic centrally-symmetric convex body of volume
one, 0olo1 and LKoA for some A41: Then for any subspace E of dimension ln;
VolðK-EÞ1nocðAÞ;
ARTICLE IN PRESS
B. Klartag / Journal of Functional Analysis 218 (2005) 372–394386
where cðAÞ depends solely on A; and is independent of the body K and of the
dimension n:
Proof. Since EK jxj2onA2; the median of the function jxj on K is smaller than 2
ﬃﬃﬃ
n
p
A:
Then K 0 ¼ K-2 ﬃﬃﬃnp AD satisﬁes VolðK 0Þ41
2
: Also, given any subspace ECRn of
dimension ln;
VolðK 0-EÞpVolð2 ﬃﬃﬃnp AD-EÞp c Aﬃﬃﬃ
l
p
 ln
:
Since K 0 is centrally-symmetric, VolðK 0ÞrVolðK 0-EÞVolðProjE>K 0Þ; where E> is
the orthogonal complement of E and ProjE> is the orthogonal projection onto E
> in
Rn: Therefore,
VolðProjE>KÞXVolðProjE>K 0ÞX
VolðK 0Þ
VolðK 0-EÞX c
ﬃﬃﬃ
l
p
A
 !ln
:
We denote the polar body of K by K ¼ fyARn; 8xAK ;/x; ySp1g: By Santalo´’s
inequality [Sa] and reverse Santalo´ [BM] (recall that projection and section are dual
operations),
VolðK-EÞVolðProjE>KÞ
o c
ln
 ln c
ð1 lÞn
 ð1lÞn
1
VolðProjEKÞVolðK-E>Þ
o c
0
n
 n
1
VolðKÞo
c00
n
 n
1
VolðDÞ2VolðKÞoc˜
nVolðKÞ: ð8Þ
Hence,
VolðK-EÞ1noc˜ VolðKÞ
1
n
VolðProjE>KÞ
1
n
oc˜ c Aﬃﬃﬃ
l
p
 l
oc0Al
and the lemma is proven, with cðAÞ ¼ cA4cAl: &
The next proposition states that the isomorphic slicing conjecture holds for all
projections to proportional dimension of bodies with a bounded isotropic constant.
Proposition 5.2. Let KCRn be a body with LKoA; and let 0olo1: Then for any
subspace E of dimension ln; there exists a convex body TCE such that
dBMðProjEðKÞ; TÞoc0ðlÞ; LTocðl; AÞ;
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where ProjE is the orthogonal projection onto E in R
n; and c0ðlÞ; cðl; AÞ are
independent of K and of n:
Proof. We may assume that K is of volume one and in isotropic position. For xAE;
deﬁne
f ðxÞ ¼ VolðK-½E> þ xÞ:
For any y1; y2AE;Z
E
/x; y1S/x; y2Sf ðxÞ dx ¼
Z
K
/x; y1S/x; y2S dx:
Hence by Lemma 5.1,
Lf ¼ ðf ð0ÞÞ
1
ln LKoVolðK-E>Þ
1
ln AocðAÞ1lA ¼ c0ðl; AÞ:
Set T ¼ Kf : By Lemma 2.3 we know that LToc˜Lfoc00ðl; AÞ: Also, by Brunn–
Minkowski (e.g. [Sch]) f is ð1 lÞn-concave. By Lemma 2.2 dGðT ; ProjEðKÞÞoc1ll ;
and the proof is complete. &
Our next proposition veriﬁes the isomorphic slicing conjecture under the condition
that at least a small portion of K (say, of volume larger than e
ﬃﬃ
n
p
) is located not too
far from the origin.
Proposition 5.3. Let KCRn be a body of volume one, such that KCbnD: Assume that
VolðK-g ﬃﬃﬃnp DÞ4ed ﬃﬃnp : Then there exists a body TCRn such that
dBMðK ; TÞoc 1þ bdg
 
; LToc0g;
where c; c040 are numerical constants.
Proof. If KC2g
ﬃﬃﬃ
n
p
D; the proposition is trivial since LKoc0g: Assume the contrary,
and denote C ¼ K-2g ﬃﬃﬃnp D: As in Section 3, we deﬁne
f ðxÞ ¼ inff0ptp1; xAð1 tÞC þ tKg
and consider the density FðxÞ ¼ ð1 f ðxÞÞan on K for a ¼ c0VðK ;1;C;n1Þ
VolðCÞ : As in
Proposition 3.1, we get that
R
C
FðxÞ dx41
2
R
K
FðxÞ dx: The same argument used in
Corollary 3.2 shows that
LKFoc0g; dGðKF ; KÞoc
VðK ; 1; C; n  1Þ
VolðCÞ :
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Hence, it remains to show that VðK;1;C;n1Þ
VolðCÞ p1þ bdg : Deﬁne f ðtÞ ¼ VolðK-tDÞ:
According to our assumption, log f ðg ﬃﬃﬃnp Þ4 d ﬃﬃﬃnp and log f ð2g ﬃﬃﬃnp Þo0: We
conclude that there exists g
ﬃﬃﬃ
n
p ot0o2g
ﬃﬃﬃ
n
p
with ðlog f ðt0ÞÞ0odg: By Brunn–Minkowski
inequality, log f is concave and ðlog f Þ0 is decreasing. Therefore, for t ¼ 2g ﬃﬃﬃnp Xt0;
ðlog f ðtÞÞ0 ¼ VolðK-tS
n1Þ
VolðK-tDÞ o
d
g
:
For xA@C; we denote by nx the outer unit normal to C at x; if it is unique (it is
unique except for a set of measure zero, see [Sch]). Let hKðxÞ ¼ sup
yAK
/x; yS: Then
(see [Sch] or the proof of Proposition 5.4),
VðK ; 1; C; n  1Þ ¼ 1
n
Z
@C
hKðnxÞdx
¼ 1
n
Z
K-tSn1
hKðxÞ dx þ 1
n
Z
@C\tSn1
hCðnxÞ dx
p 1
n
d
g
VolðCÞ
 
bn þ VolðCÞ ¼ 1þ bd
g
 
VolðCÞ;
where we used the fact that hKpbn and that VolðCÞ ¼ 1n
R
@C hCðnxÞ dx: This
completes the proof. &
Following Pisier (e.g. [P]), we say that K is in M-position of order a with constants
ca; c
0
a if VolðKÞ ¼ VolðrDÞ and for all t41
maxfNðK ; tcarDÞ; NðrD; tcaKÞgoec0a
n
ta : ð9Þ
By a duality theorem [AMS], if K is in M-position of order a; then also
max N K; c0cat
1
r
D
 
; N
1
r
D; c0catK
  
oec˜a
n
ta
for some numerical constant c040: A fundamental theorem of Pisier [P] states that
for any ao2; a centrally-symmetric convex body has a linear image in M-position of
order a; with some constants that depend solely on a: Next, we show that bodies with
a relatively small isotropic constant satisfy half of the requirements of Pisier’s M-
position of order 1:
Proposition 5.4. Let KCRn be a convex isotropic body whose volume is one and such
that LKoA for some number A: Then for any t41;
NðK ; ctA ﬃﬃﬃnp DÞoexp c0n
t
 
;
where c; c040 are numerical constants.
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Proof. If KC4A
ﬃﬃﬃ
n
p
D; then trivially NðK ; 4At ﬃﬃﬃnp DÞ ¼ 1 and there is nothing to
prove. Otherwise, denote f ðtÞ ¼ VolðK-tDÞ: The median of the Euclidean norm on
K is smaller than 2
ﬃﬃﬃ
n
p
A; hence f ð2 ﬃﬃﬃnp AÞX 1
2
: Also, f ð4 ﬃﬃﬃnp AÞo1: Therefore, there
exists a point t0A½2
ﬃﬃﬃ
n
p
A; 4
ﬃﬃﬃ
n
p
A such that
Voln1ðK-t0Sn1Þ
VolnðK-t0DÞ ¼ ðlog f ðt0ÞÞ
0o log 2
4
ﬃﬃﬃ
n
p
A  2 ﬃﬃﬃnp A ¼ cﬃﬃﬃnp A:
Denote T ¼ K-t0D: For xA@T ; denote by nx the outer unit normal to T at x; if it is
unique. Since K is isotropic, KCc˜nAD (see [MP1]), and
Z
K-t0 Sn1
hKðnxÞ dx
pVoln1ðK-t0Sn1Þc˜nAp cﬃﬃﬃ
n
p
A
VolðTÞc˜nA ¼ c0 ﬃﬃﬃnp VolðTÞ: ð10Þ
Because VolðTÞ ¼ 1
n
R
@T hTðnxÞ dx;
Z
@T\t0Sn1
hKðnxÞ dx ¼
Z
@T\t0Sn1
hTðnxÞ dxpnVolðTÞ: ð11Þ
Since @T ¼ @T\t0Sn1,½K-t0Sn1; adding (10) to (11) obtains
nVðT ; n  1; K ; 1Þ ¼
Z
@T
hKðnxÞ dxpnVolðTÞ 1þ c
0ﬃﬃﬃ
n
p
 
:
Therefore VðT ; n  1; T þ eK ; 1ÞpVolðTÞ 1þ e 1þ c0ﬃﬃ
n
p
 h i
for any e40: By Min-
kowsi inequality (e.g. [Sch]),
VolðTÞn1n VolðT þ eKÞ1npVðT ; n  1; T þ eK ; 1Þ
and hence
VolðT þ eKÞ1npVolðTÞ1n 1þ e 1þ c
0ﬃﬃﬃ
n
p
  
:
Denote t ¼ 1e: Then for any t40 (see e.g. Lemma 4.16 in [P]),
NðK ; 2tTÞpVolðK þ tTÞ
VolðtTÞ p 1þ
1
t
1þ c
0ﬃﬃﬃ
n
p
  n
oec1
n
t ;
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where c1o1þ c
0ﬃﬃﬃ
n
p is in fact very close to one. For tX1;
NðK ; 4At ﬃﬃﬃnp DÞpNðK ; 2tt0DÞpNðK ; 2t½K-t0DÞpec1 nt
since t0X2
ﬃﬃﬃ
n
p
A and the proposition is proven. &
Remark. As is evident from the proof, Proposition 5.4 also holds for any A40 that
satisﬁes VolðK-2 ﬃﬃﬃnp AÞ4e ﬃﬃnp : This is a much weaker requirement than LKoA:
The next Proposition follows immediately from Proposition 2.2 in [KM] and
Theorem 5.2 in [P] (due to Carl [C]).
Proposition 5.5. Assume that there exists c40 such that for any dimension n and for
any centrally symmetric convex body KCRn we have LKoc: Then for any centrally
symmetric isotropic convex body KCRn of volume one,
Nð ﬃﬃﬃnp D; c0tKÞoexp c0 n
t
1
3
 !
where c0 ¼ c0ðcÞ depends only on c: Furthermore, the exponent ‘‘1
3
’’ may be replaced by
any number smaller than 1
2
:
Propositions 5.4 and 5.5 together imply that if the hyperplane conjecture is
correct, then the isotropic position is an M-position of order a for any ao1
2
: This
information adds to the result of Ball, which states that the isotropic position is an
M-position under the slicing hypothesis.
For KCRn; the volume ratio of K is deﬁned as
v:r:ðKÞ ¼ sup
ECK
VolðKÞ
VolðEÞ
 1
n
where the supremum is over all ellipsoids contained in K : We denote
Ln ¼ supfLK ; KCRn is a centrally  symmetric convex bodyg;
LnðaÞ ¼ supfLK ; KCRn is a body; v:r:ðKÞpag:
In [BKM] it is proven that for any d40;
LnocðdÞ LnðvðdÞÞ1þd ð12Þ
where cðdÞ; vðdÞEe c1d: Next, we improve the dependence in (12).
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Corollary 5.6. There exist c1; c240; such that for all n;
Lnoc1Lnðc2Þ:
Proof. Let KCRn be a centrally-symmetric convex body of volume one. Assume
that K is in M-position. Then there exists a rotation UAOðnÞ such that the body
K þ UK satisﬁes v:r:ðK þ UKÞoc; for some numerical constant c40 (see [M2]).
Deﬁne the following function:
f ðxÞ ¼ ð1K 	 1UKÞðxÞ ¼
Z
Rn
1KðtÞ1UKðx  tÞ dt ¼ VolðK-ðx þ UKÞÞ
where 1K ; 1UK are the characteristic functions of K and UK : It is straightforward to
validate that
R
Rn
f ¼ 1 and that suppð f Þ ¼ K þ UK : For any yARn;Z
Rn
/x; yS2f ðxÞ dx ¼
Z
Rn
Z
Rn
/t þ x  t; yS21KðtÞ1UKðx  tÞ dt dx
¼
Z
K
/x; yS2 dx þ
Z
UK
/x; yS2 dx
and hence Mð f Þ ¼ MðKÞ þ MðUKÞ: In addition, since detðMðKÞÞ ¼ detðMðUðKÞÞ
and the matrices are positive,
detðMð f ÞÞ1=nXdetðMðKÞÞ1=n þ detðMðUKÞÞ1=n ¼ 2detðMðKÞÞ1=n:
Since f ð0Þ ¼ VolðK-UKÞ4cn (e.g. [M2]), it follows that LKoc0Lf : The function f
is also n-concave, for it is a convolution of characteristic functions of convex bodies
(e.g. the appendix of [GrM]). Therefore, the body T ¼ Kf satisﬁes dGðT ; K þ
UKÞoc; and v:r:ðTÞoc2: Since LKocLfoc1LT ; the corollary follows. &
Remarks.
1. At present, there is no good proven bound for MðKÞM	ðKÞ in the non-symmetric
case, and hence the central symmetry assumption of the body is crucial to the
proof of Theorem 1.2. However, some of the statements in this paper may be
easily generalized to non-symmetric bodies. In particular, Theorem 1.4,
Propositions 5.2–5.5 and Corollary 5.6 also hold in the non-symmetric case.
2. The proof of Corollary 5.6 reduces the problem of bounding the isotropic
constant of K ; to the problem of bounding the isotropic constant of a body close
to K þ UK ; where UAOðnÞ and K is in M-position. If K is not centrally-
symmetric, yet its barycenter is at the origin, then VolðK-ðKÞÞ4cn (see [MP2]).
Choosing U ¼ Id we ﬁnd a centrally-symmetric body T ; close to K  K ; with
LKocLT : Hence, universal boundness of the isotropic constant of convex,
centrally-symmetric bodies would imply the universal boundness of the isotropic
constant of non-symmetric convex bodies as well. We also conclude Bourgain’s
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estimate LKocn1=4log n for KCRn being a non-symmetric convex body. This was
previously proved in [Pa].
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