Abstract. Strictly stationary INAR(1) ("integer-valued autoregressive processes of order 1") with Poisson innovations are "interlaced ρ-mixing".
Poisson, there is more to explore regarding the ρ-mixing and ρ * -mixing conditions and the connections between them. Now let us formulate the ρ-mixing and ρ * -mixing conditions, define the subclass of processes that will be studied here, and then give the main result.
Suppose X := (X k , k ∈ Z) is a strictly stationary sequence of random variables on a probability space (Ω, F , P ). For any two σ-fields A and B ⊂ F , define the "maximal correlation" [9] : ρ(A, B) := sup |Corr(f, g)| where the supremum is taken over all pairs of square-integrable random variables f and g such that f is A-measurable and g is B-measurable. For each positive integer n, define the following two dependence coefficients (for the given strictly stationary sequence X):
ρ(X, n) := ρ(σ(X k , k ≤ 0), σ(X k , k ≥ n)) (1.1) and ρ * (X, n) := sup ρ(σ(X k , k ∈ S), σ(X k , k ∈ T )) (1.2) where the supremum is taken over all pairs of nonempty, disjoint sets S, T ⊂ Z such that dist(S, T ) := min s∈S,t∈T |s − t| ≥ n.
(1.3)
In (1.1), (1.2) , and below, the notation σ(. . . ) means the σ-field generated by (. . . ). In (1.2)-(1.3), the sets S and T can be "interlaced", with each set containing elements between ones in the other set. The (strictly stationary) sequence X is said to be "ρ-mixing" (a condition introduced in [11] ) if ρ(X, n) → 0 as n → ∞, and ρ * -mixing (a condition apparently first studied in [19] ) if ρ * (X, n) → 0 as n → ∞. Obviously ρ(X, n) ≤ ρ * (X, n) for each n ≥ 1, and (hence) ρ * -mixing implies ρ-mixing.
The following terminology will be useful. 
The following elementary observation will be useful later on: If (A, B, C) is a Markov triplet, then (A ∨ B, B, B ∨ C) is a Markov triplet, and (hence) for any σ-fields G ⊂ A ∨ B and H ⊂ B ∨ C, (G, B, H) is a Markov triplet.
In what follows, N denotes the set of all positive integers, and N := N ∪ {0} denotes the set of all nonnegative integers. Definition 1.2. Suppose a ∈ (0, 1) and λ > 0. A strictly stationary "INAR (1) process with Poisson innovations" (with parameters a and λ), is a strictly stationary Markov chain X := (X k , k ∈ Z) with state space N, with X having the following "structural" properties: There exist random variables U k , V k , k ∈ Z for which the following conditions hold:
(ii) For each k ∈ Z and each x ∈ N, the conditional distribution of U k given {X k−1 = x} is binomial with parameters x and a.
(iii) For each k ∈ Z, the ordered triplet of σ-fields
is a Markov triplet. (iv) For each k ∈ Z, the distribution of the random variable V k is Poisson with mean λ.
In Definition 1.2, for a given k ∈ Z, the random variable V k is the "Poisson innovation". It is well known and elementary (see e.g. [17] ) that in the context of Definition 1.2, the (invariant) marginal distribution of each X k is Poisson with mean λ/(1 − a).
Here is the main result of this note:
Suppose a ∈ (0, 1) and λ > 0; and suppose The proof of this theorem will be carried out through Sections 2, 3, and 4 below. From that proof, one can see that the (of course exponential) mixing rate for ρ * -mixing in Theorem 1.3 essentially depends only on (an upper bound for) the parameter a, not on λ.
Preliminaries
Throughout the rest of this note, the setting will be a probability space (Ω, F , P ), rich enough to accommodate all random variables specified. Random variables are real-valued (and often integer-valued or even {0, 1}-valued) unless specified otherwise.
Section 2 here will be devoted to some lemmas that will be used in the proof of Theorem 1.3.
The following lemma is due to Csáki and Fisher [7] . (The proof given there has a flaw. For a fully correct proof, see [20] or [3, Theorem 6.1].) Lemma 2.1. Suppose A n and B n , n ∈ N are σ-fields (⊂ F ), and the σ-fields A n ∨ B n , n ∈ N are independent. Then
Next, for any two σ-fields A and B (⊂ F ), define the following measure of dependence:
where the supremum is taken over all pairs of events A ∈ A and B ∈ B such that P (A) > 0 and P (B) > 0. Quite sharp versions of Lemma 2.2 can be found in [5] , [6] , [3, Theorem 4.15] , and in a very sharp form, [15] .
is a sequence of random variables such that for each n ≥ 2, P (X n = 0 | X n−1 = 0) = 1 and 
(In the case of index set N, the sets S and T are restricted to that set.)
In what follows, if S is a nonempty finite set ⊂ N, J is its cardinality, X k , k ∈ S are random variables, and (say) f : Suppose ζ 0 is a {0, 1}-valued random variable. Suppose η := (η 1 , η 2 , η 3 , . . . ) is a sequence of independent, identically distributed {0, 1}-valued random variables such that P (η 1 = 1) = a, with this sequence η being independent of ζ 0 . For each k ∈ N, define the {0, 1}-valued random variable
Then the random sequence ζ :
Proof. Suppose a ∈ (0, 1) and ε > 0. Our first task is to define the positive integer m = m(a, ε).
Referring to (2.1), let δ = δ(ε) > 0 be as in Lemma 2.2. Let γ ∈ (0, 1/9] be such that 3γ 1/2 ≤ δ. Now suppose the random variable ζ 0 , the random sequence η, and (then) the random sequence ζ are as in the statement of Lemma 2.4. Our task is to prove (2.3).
Suppose S and T are any two nonempty, disjoint subsets of N such that dist(S, T ) ≥ m. To complete the proof of (2.3), it suffices to show that
By a standard measure-theoretic argument, it suffices to show (2.6) in the case where both index sets S and T are finite. We make that assumption. Just for convenience, without loss of generality (after switching S and T if necessary, and after enlarging T by one element if necessary), we assume that the least and greatest elements of the set S ∪ T belong to S and T respectively. Then there exists a positive even integer L and nonempty, (pairwise) disjoint sets Q 1 , Q 2 , . . . , Q L ⊂ N with the following properties:
i∈{2,4,6,...,L} Q i ; and
(2.7)
For each positive integer J, let φ J : {0, 1} J → N be a one-to-one function such that φ J (0, 0, . . . , 0) = 0. For each i ∈ {1, 2, . . . , L}, define the (N-valued) random
and (hence)
For each k ∈ N, by (2.2) and the assumptions in Lemma 2.4, one has that (i) ζ k = ζ k−1 · η k and hence {ζ k−1 = 0} ⊂ {ζ k = 0}, and (ii) the σ-fields σ(η i , i ≥ k) and σ(ζ i , i ≤ k − 1) are independent. These facts have the following two consequences:
First, by (2.7) and (2.8), for each i ∈ {2, 3, . . . , L}, {X i−1 = 0} ⊂ {X i = 0} and hence P (X i = 0 | X i−1 = 0) = 1.
Second, for each i ∈ {2, 3, . . . , L}, letting j := max Q i−1 , one has by (2.2), (2.7), and (2.8) that {X i = 0} ⊃ j+m u=j+1 {η u = 0}, this latter event is independent of σ(ζ k , k ≤ j) and hence independent of σ(X 1 , X 2 , . . . , X i−1 ), and hence now by (2.5), almost surely
It now follows from (2.9), Lemma 2.3, and (2.4) that
Hence by the definition of δ (just before (2.4), and based on Lemma 2.2), (2.6) holds. That completes the proof.
Note that by adapting the proof of Lemma 2.4, one can extend Lemma 2.4 to the broader class of random sequences in the hypothesis of Lemma 2.3, with the ε ≤ 1/9 there replaced by a ∈ (0, 1). However, Lemma 2.4 in its present form will suffice for our purposes here.
This section will conclude with a lemma giving just a few related standard elementary facts which will be used later on. Here and below, for a given a ∈ (0, 1), the "binomial distribution with parameters 0 and a" is of course the point mass at 0. Lemma 2.5. Suppose a ∈ (0, 1). Suppose λ 1 , λ 2 , λ 3 . . . is a sequence of positive numbers such that Z 3 ) , . . . is a sequence of independent random vectors such that for each i ∈ N, (i) the distribution of Y i is Poisson with mean λ i , and (ii) for each y ∈ N, the conditional distribution of Z i given {Y i = y} is binomial with parameters y and a.
(A) Then
s., and this random variable Y has the Poisson distribution with mean
Further, for any y ∈ N, the conditional distribution of Z given {Y = y} is binomial with parameters y and a.
(
Statement (A) holds by a simple limiting argument. Statements (B) and (C) both follow from the elementary fact that if m is a nonnegative integer and (y 1 , y 2 , y 3 , . . . ) is a sequence of nonnegative integers whose sum is m (which allows at most finitely many y i 's to be nonzero), then the event ∞ i=1 {Y i = y i } has positive probability and is an atom of the σ-field σ(Y 1 , Y 2 , Y 3 , . . . ), and the conditional distribution of Z given that event is binomial with parameters m and a.
Two Markov Chains
In this section, in preparation for the main argument for Theorem 1.3 to be given in Section 4, the property of ρ * -mixing will be verified for two classes of (nonstationary) Markov chains. 
Proof. By a standard measure-theoretic argument, the dependence coefficients ρ * (·, n), n ∈ N for a given random sequence depend only on the distribution of that whole random sequence. Also, the distribution of a (say discrete-state) Markov chain Y := (Y 0 , Y 1 , Y 2 ,. . . ) is uniquely determined by the marginal distribution of Y 0 and the one-step transition probabilities. Hence it suffices to carry out the proof of Lemma 3.1 for a Markov chain Y that satisfies the conditions in Lemma 3.1 and is embedded in a convenient context.
Refer to the parameters a, p, and N in the statement of Lemma 3.1. Let η := (η h,j , 1 ≤ h ≤ N , j ∈ N) be an array of independent, identically distributed {0, 1}-valued random variables such that ρ(η 1,1 = 1) = a.
Let ζ := (ζ h,j , 1 ≤ h ≤ N , j ∈ N) be an array of {0, 1}-valued random variables that meets the following two conditions (interpreted appropriately if N = 1): (i) The random variables ζ h,0 , 1 ≤ h ≤ N are independent, identically distributed {0, 1}-valued random variables such that P (ζ 1,0 = 1) = p, with the sequence (ζ h,0 , 1 ≤ h ≤ N ) being independent of the array η.
(ii) For each h ∈ {1, 2, . . . , N } and each j ∈ N,
. . ) of (nonnegative, integer-valued) random variables as follows: For each j ∈ N,
By (3.2), for every h ∈ {1, 2, . . . , N } and every j ∈ N,
By (3.3) and (3.4) ,
By (3.3) and the properties of the array ζ,
Our next task, starting with (3.6), is to establish the distribution of the entire sequence Y . Define (with some redundancy) the σ-fields G j , j ∈ N as follows:
For each j ∈ N, the σ-field G j is independent of σ(η h,k , 1 ≤ h ≤ N , k ≥ j + 1). Now suppose j ∈ N; and suppose y ∈ {1, 2, . . . , N }, and S ⊂ {1, 2, . . . , N } is a set with cardinality y. Define the event A := {∀ h ∈ S, ζ h,j = 1; and ∀ h ∈ {1, . . . , N } − S, ζ h,j = 0}.
(3.8)
) is an event, and
by (3.3) and (3.4); and hence by the sentence after (3.7) and a simple argument, for every z ∈ {0, 1, . . . , y},
Next suppose again that j ∈ N and y ∈ {1, 2, . . . , N }. By (3.3), the event {Y j = y} is the union of finitely many (pairwise) disjoint events of the form A in (3.8) . Hence by (3.9) and a simple calculation, if G ∈ G j , P (G ∩ {Y j = y}) > 0, and z ∈ {0, 1, . . . , y}, then
Of course (recall (3.5)) eq. (3.10) also holds for y = 0 (and z = 0). Also, by (3.3) and (3.7), each of the random variables Y k , 0 ≤ k ≤ j is G j -measurable. Hence (3.10) has the following consequences:
The sequence Y is a Markov chain. For every j ∈ N and every y ∈ {0, 1, . . . , N }, P (Y j = y) > 0 (by (3.6) followed by (3.10) and induction, with G = Ω). Finally, for each j ∈ N and each y ∈ {0, 1, . . . , N }, the conditional distribution of Y j+1 given {Y j = y} is binomial (y, a). Hence by (3.6), the sequence Y meets all conditions specified in Lemma 3.1. Now suppose ε > 0, and m = m(a, ε) is as in Lemma 2.4. To complete the proof of Lemma 3.1, it suffices to prove for the sequence Y above that (3.1) holds.
For each h ∈ {1, 2, . . . , N }, define the random sequence ζ (h) := (ζ h,0 , ζ h,1 , ζ h,2 ,. . . ). By (3.2) and the properties of the arrays η and ζ here, for each h ∈ {1, 2, . . . , N }, the sequence ζ (h) fulfills the conditions in Lemma 2.4. Hence from Lemma 2.4,
Also, by (3.2) and the properties of the arrays η and ζ here, the sequences ζ (h) , h ∈ {1, 2, . . . , N } are independent of each other. Hence by (3.3), (3.11), and Lemma 2.1, eq. (3.1) holds. That completes the proof. is binomial (n, λ/n), and (ii) for each j ∈ N and each y ∈ {0, 1, . . . , n}, the conditional distribution of Y j+1 given {Y j = y} is binomial (y, a). Then Y Then by (4.1), for each k ∈ Z,
