Performance of neural networks can be significantly improved by encoding known invariance for particular tasks. Many image classification tasks, such as those related to cellular imaging, exhibit invariance to rotation. We present a novel scheme using the magnitude response of the 2D-discrete-Fourier transform (2D-DFT) to encode rotational invariance in neural networks, along with a new, efficient convolutional scheme for encoding rotational equivariance throughout convolutional layers. We implemented this scheme for several image classification tasks and demonstrated improved performance, in terms of classification accuracy, time required to train the model, and robustness to hyperparameter selection, over a standard CNN and another state-of-the-art method.
Introduction
Though the appeal of neural networks is their versatility for arbitrary classification tasks, there is still much benefit in designing them for particular problem settings. In particular, their effectiveness can be greatly increased by encoding invariance to uniformative augmentations of the data [1] . The wide success of convolutional over fully-connected neural networks for image classification tasks is due to its innovation of encoding local translation invariance by convolution and pooling operations. If such invariance is not explicitly encoded, the network must learn it from the data, requiring more parameters and thereby increasing its susceptibility to overfitting.
A key global invariance inherent to several computer vision settings, including satellite imagery and all forms of microscopy imagery, is rotation [2, 3] . To aid neural networks in learning in such settings, standard practice is to augment the training data by rotations. Recently, new formulations of convolutional layers have been proposed for neural networks, including a spatial transform layer [4] and a deformable convolutional layer [5] , that allow the network to learn non-regular sampling patterns and can aid in learning rotation invariance, though invariance is not explicitly enforced. Cheng et al. [2] recently proposed a means of encouraging a network to learn global rotation invariance and showed improved performance on satellite imagery detection tasks, but the invariance is not expressly encoded. Additionally, the convolutional layers of the network do not maintain the property of rotation equivariance with the input image, which requires that the network learn this equivariance and could therefore hinder performance. In all such methods, it is not guaranteed that the network will truly learn such invariance and therefore generalize properly to unseen data, especially for tasks where imaging data is scarce. For applications such as cellular microscopy image analysis, this is a prevalent challenge.
There are a variety of ways in which rotation invariance can be explicitly encoded into a neural network. The earliest works proposed methods for fully-connected neural networks, but did not consider how to extend them to convolutional networks [6] [7] [8] [9] . Recently, several methods have been proposed for CNNs. Dieleman et al. [10] proposed the use of rotated filters for convolutional layers, with subsequent pooling operations to encode invariance. However, by imposing an invariant transform immediately after a convolutional layer, only local invariance can be captured and some global variational structure will be lost. Cohen and Welling [11] and Worrall et al. [12] both considered local and global rotation equivariance in convolutional networks. The architecture proposed in [11] , called a group-equivariant convolutional neural network (G-CNN), maintains the property of equivariance to any group, including rotation and flips, throughout the convolutional layers of the network and pools across all groups for each filter to encode invariance. Improvement in classification accuracy of G-CNN over a standard CNN, as well as other state-of-the-art methods, was shown in several problem settings, including the classification of rotated images of MNIST. By delaying the imposition of invariance till the final, fully-connected layers, as much global structure as possible is thereby incorporated. However, by applying pooling on individual filters, potentially valuable mutual rotational information across filter responses is therefore lost.
In this paper, for an architecture that better captures global rotation invariance, we propose two innovations for CNNs: (1) A novel, efficient formulation of convolution for maintaining rotation equivariance. In this formulation, to achieve equivariance, rather than convolving each filter across the entire image, rotated filters are convolved along radial, conic regions of the input feature map. (2) The formulation of a new transition layer between convolutional and fully-connected layers to encode invariance to rotation of the preceding convolutional layers, using the magnitude response of the 2D-discrete-Fourier transform (2D-DFT). This transition layer transforms rotations of feature maps into circular shifts, to which the magnitude response of the 2D-DFT is invariant, in the transformed space. Unlike the pooling of each filter response individually, our invariant transform is able to preserve valuable, mutual rotational information between different filter responses. This insight was leveraged in earlier work for texture classification using wavelets [13] [14] [15] [16] , but has not previously been integrated into the architecture of a CNN. We refer to a network composed of both of these innovations as a rotation-invariant CNN (RiCNN).
To demonstrate the effectiveness of these contributions for rotation-invariant computer vision tasks, we implemented variations of network architectures both with and without each enhancement and trained them for several related problems in different applications: classifying rotated MNIST images, classifying our own synthetic images that model biomarker expression in microscopy images of cells, and localizing proteins in budding yeast cells [17] . Our analysis clearly shows that adding the magnitude response of the 2D-DFT to encode rotational invariance significantly improves the classification accuracy across these diverse data sets, while also reducing the time required to train the networks. It also shows that our proposed rotation-equivariant convolution formulation improves classification accuracy generally over the standard raster convolution formulation and over the equivariant method of G-CNN in some settings. Code for the implementation of RiCNN, along with code to recreate the results in the paper, is available at: https://github.com/bchidest/RiCNN.
Rotation-Invariant CNN Formulation
The overall architecture of RiCNN, as shown in Fig. 1 , consists of three stages: (1) rotation-equivariant convolutional layers with conic convolutional regions; (2) a rotation-invariant transition layer from convolutional to fully-connected layers using the 2D-DFT; and (3) fully-connected layers and output layer.
Rotation-Equivariant Convolutional Layers
Our proposed formulation for a rotation-equivariant convolutional layer associates rotations in the input image with rotations in the feature map that is generated for each filter. This is accomplished by convolving the input with each filter, rotated by multiples of π 2R , for R ∈ Z >0 , over corresponding conic regions of the domain. We consider feature maps as functions over 2D space and denote the input feature map from a previous layer, or the input of the network, by a : 
where θ r = 2πr 4R and I(·) is the indicator function. Note that the origin does not have a defined output for arccot(·) and therefore does not belong to any region or boundary, which will be addressed subsequently. The input feature map a is convolved over each region of the domain with each filter
, but this filter must be rotated by the appropriate angle θ r for each region or boundary. The operation Θ :
is the set of functions on Z 2 , rotates the filter ω k counter-clockwise by an angle θ ∈ [0, 2π] according to some interpolation scheme, such as nearest values or bilinear. In this work, we consider only filters for which the depth d is equal to the depth of the input feature layer. We denote the convolution of the feature map with a particular filter and rotation by φ r :
, which is defined as:
Consideration must be given to which rotations will be applied along boundaries and at the origin to maintain the desired property of equivariance. We chose to handle boundaries by rotating the filter by the respective angles of the conic regions that are separated by the boundary and then pooling over the results of the convolution for both rotations. We used max pooling, though other pooling operators, such as the average, could also be used. The result of convolution with the k-th filter is denoted by φ :
and given by:
It is typical in convolutional networks to perform subsampling, either by striding the convolution or pooling local regions, to reduce the dimensionality of subsequent layers. Given that the indices of the plane of the feature map are in Z 2 and are therefore centered about the origin, a downsampling of D ∈ Z >0 can be applied while maintaining rotational equivariance. After subsampling, the result is passed through a non-linear activation function σ : R → R, such as ReLU, with an added offset c k ∈ R. The composition of these operations is denoted by Φ :
Example convolutional regions with appropriate filter rotations are shown in Fig. 1 . We note that R need not be the same for each layer to maintain rotation equivariance to rotations of π 2 throughout the network, and it may be advantageous to use a finer discretization of rotations for early layers, when the feature maps are larger, and gradually decrease R.
An advantage of this formulation is its efficient use of storage and computation. In theory, the only additional computation and storage required by the proposed formulation, beyond that of standard convolution, is for the boundaries and origin, though in actual implementation, given the hardware efficiency of GPUs for raster convolution, some additional computation and storage was used. In contrast, the formulation of G-CNN consists of convolving the entire input feature map with rotations of each filter of multiples of We now prove the rotation equivariance property of the proposed convolutional formulation for the case of rotations of π 2 . First, we note that for such rotations, regardless of the interpolation function Θ, no interpolation is needed, and the operation is merely a change of indices. Consider θ = nπ 2 , for some n ∈ Z, and a given feature map a. We define the function µ n (x, y) :
Therefore, Θ(a, θ)(x, y) = a(µ n (x, y)), for θ = nπ 2 .
Given this relationship, we establish the following lemma, that the operation Θ distributes over multiplication.
With this lemma, we prove the rotational equivariance of the proposed CNN architecture. Note that the theorem is established independent of the number of regions R. Theorem (Rotational Equivariance). If the input to the operation φ :
is transformed by a rotation of an angle θ = nπ 2 , for some n ∈ Z, then the output of the operation will rotate equivalently. In other words, for given functions a, b :
Proof. First, we establish the following useful relationship:
Now, we prove Eqn. 9 for cases of (x, y) ∈ Z 2 :
Rotation-Invariant Transition using the Magnitude of the 2D-DFT
The standard practice in designing convolutional networks is to use convolutional layers for the first several layers and then transition to fully connected layers for the remaining. In a 'fully-convolutional' network, convolution and downsampling are applied until the spatial dimensions are eliminated and the resulting feature map of the final convolutional layer is merely a vector, with dimension equal to the number of filters. Otherwise, the feature map of the final convolutional layer must be reshaped to a vector, resulting in the confusion of the spatial relationship of nodes. Thus, it is intuitive to encode rotation invariance at the transition between convolutional to fully-connected layers, before this spatial information is lost. In G-CNN, invariance is encoded at this location, by pooling across groups of the feature map of the final convolutional layer of a fully-convolutional network.
Our proposed method for achieving invariance is also located at this transition, but rather than pooling the filter responses, the filter responses are transformed to a space in which rotation becomes circular shift so that the 2D-DFT can be applied to encode invariance. The primary merit of the 2D-DFT as an invariant transform is that each output node is a function of every input node, and not just the nodes of a particular filter response, thereby capturing mutual information across responses. Additionally, the 2D-DFT allows for backpropagation for optimization of the network and has highly efficient implementations, especially for inputs of powers of two.
To describe this transition, we adopt the representation of feature maps as tensors, rather than functions, for ease of notation, especially considering our use of the DFT, which operates on finitelength signals. We denote the feature map generated by the penultimate convolutional layer by a ∈ R M ×M ×d , where M ∈ Z >1 . In a fully-convolutional network, the final convolutional layer is in reality just a fully-connected layer, in which the output a is passed through K ∈ Z >0 fullyconnected filters, denoted by weight tensors Ω (k) ∈ R M ×M ×d , k ∈ {0, 1, . . . , K − 1}. However, in our formulation, rotations θ r , r ∈ {0, 1, . . . , 4R − 1}, R ∈ Z >0 , of the weight tensors are also applied, as diagrammed in Fig. 1 . This can in fact be considered as an instance of our proposed rotation-equivariant convolution, where the only convolution occurs at the origin, but the output is not pooled.
As in the previous subsection, we define a function Θ to rotate feature maps, though instead operating on tensors, Θ :
In particular, for angles θ = nπ 2 for some n ∈ Z, Θ(a, θ) x,y = a µn(x,y) , (10) as before. The output of this transition of convolutional to fully-connected layers, denoted by z ∈ R K×4R , is given by,
where ·, · denotes the inner product. Note that, for θ = nπ 2 , for some n ∈ Z,
. Thus, rotations of the final convolutional layer a will correspond to circular shifts in z along the second dimension, as desired. The magnitude response of the 2D-DFT transforms these circular shifts to an invariant space z ∈ R K×4R ,
This process of encoding rotation invariance corresponds to the 'Convolutional-to-Full Transition' in Fig. 1 . The result is then vectorized z ∈ R 4KR and passed into fully-connected layers that precede the final output layer, as in a standard CNN,
where W ∈ R K ×4KR is the weight matrix of the first fully-connected layer, c ∈ R K is the offset, and K is the number of nodes in the first fully-connected layer.
Although the 2D-DFT was the basis for the design of this transition layer and the proposed rotationequivariant convolutional layer, it can also be integrated into other rotation-equivariant networks, such as G-CNN. Rotation equivariance in G-CNN is encoded along contiguous stacks of feature maps a ∈ R M ×M ×4d of each filter at four rotations. To integrate the 2D-DFT, first, the output feature maps are reshaped into a two-dimensional tensor such that the second dimension corresponds to rotations, z ∈ R M 2 d×4 . Note that in the case of a fully-convolutional network, M = 1, the first dimension corresponds to the filter and the second dimension to its rotation. In this way, rotations similarly correspond to circular shifts in the new space. This representation z is then passed through the 2D-DFT, as in Eqn. 12, excepting that K = M 2 d, and then subsequently through the first fully-connected layer.
Results

Application to Rotated MNIST
The rotated MNIST data set [18] , examples of which are shown in Fig. 2 , has been used as a benchmark for several previous works on rotation invariance. We compared our overall method of RiCNN, as well as G-CNN with the integration of the 2D-DFT, against results reported in [11] . In our analysis, the only other change we made from the reported architecture for G-CNN was to reduce the number of filters for each layer to 7, to offset the addition of the 2D-DFT. Our RiCNN architecture used the same number of convolutional layers and filter size, except that 20 filters were used at the transition layer and we added a fully-connected layer of 10 nodes between the DFT and the output layer. As in previous works, to tune the parameters of each method, we first trained various models on a set of 10,000 images and then selected the best model based on the accuracy on a separate validation set of 5,000 images. The results of these two approaches, along with the reported results of the other state-of-the-art, on a held-out set of 50,000 test images are shown in Table 1 . RiCNN outperforms the standard CNN and performs comparably to G-CNN, while requiring less computation and storage. Notably, replacing the pooling operations in G-CNN with the 2D-DFT provides a meaningful improvement for this particular problem, demonstrating the value of incorporating mutual rotational information between filters when encoding invariance. We also note that, depending upon the style of writing, the digits six and nine are often indistinguishable under rotation and that it is likely that perfect accuracy is not attainable.
Application to Synthetic Biomarker Images
In order to explicitly control the manifestation of rotational invariance, as well as the types and degree of inter-class and intra-class variation, in a classification task, we created a set of synthetic images, in this case to emulate real-world microscopy images of biological signals. We sought a generative model for which classes could not be discriminated by trivial, rotation-invariant features and did not express local rotational invariance, which might be easier to learn by a CNN without the need for global invariance. To achieve this, we used Gaussian-mixture models (GMMs) to generate spatial patterns for each class, which represent unique spatial distributions of synthetic biomarkers within a cell. This approach has been used similarly in other work to generate synthetic models of cells and their subcellular protein objects [19] .
Mathematically, each class k ∈ {1, . . . , K} is described by the parameters Λ of the GMM:
, where µ g ∈ [−1, 1] 2 and the number of Gaussians per class is a parameter G of the data set. For simplicity, we consider the image I : R 2 → R to be nonzero only over a region slightly larger than the [−1, 1] 2 box, so that it captures the majority of points generated by the Gaussians.
To generate a sample image from the generating distribution, first, a constant background intensity is set for the image according to b ∼ Exp(0, λ B ), so I(p) = b, ∀p ∈ R 2 . Then a random angle θ ∼ Uniform [0, 2π] is drawn to determine the rotation of the image. The mean η g ∼ N ( µ g , Σ) for each Gaussian of the class is drawn from an underlying Gaussian with mean µ g , which introduces some small jitter of the relative locations of the Gaussians. A number n g ∼ N (µ n,g , σ n ) of points {p} in [−1, 1] 2 , which vary for each Gaussian, are drawn from this Gaussian according to p ∼ N R η g , RΣ g R −1 , where the realized mean and covariance have been rotated by θ by the rotation matrix:
For each point p, its corresponding intensity value is drawn according to I(p) ∼ Uniform [µ I − m I , µ I + m I ], replacing the background value. Having drawn all of the points, the image is smoothed with a Gaussian kernel with variance σ s to emulate the point-spread function of the imager and pixel noise is added: I(p) = I(p) + Exp(0, λ I ). To simulate camera jitter, the image is translated by a random offset of up to three pixels.
Example synthetic images from across and within classes are shown in Fig. 3a and Fig. 3b , respectively. For our experiment, we defined 50 distribution patterns and generated 10, 25, 50, and 100 examples per class for training and 200 examples per class for testing. Each class was defined by a mixture of ten Gaussians. The image size was 50 pixels. A batch size of 50 examples, a learning rate of 5 × 10 −3 , and a weight decay 2 penalty of 5 × 10 −4 were used during training. To help all methods, we augmented the training data by rotations of π 2 and random jitter of up to three pixels, as was done during image generation.
Classification accuracies on the test set over training steps for various numbers of training samples, denoted by N , for RiCNN, G-CNN, and a standard CNN are shown in Figs. 3c-3f . In addition, for the sets of 50 and 100 training examples per class, we compared the performance of our rotationequivariant convolutional neural network (ReCNN) without the 2D-DFT transition, as well as G-CNN with the 2D-DFT. A variety of configurations were trained for each network, and each configuration was trained three times. The darkest line shows the accuracy of the configuration that achieved the highest moving average, with a window size of 100 steps, for each method. The spread of each method, which is the area between the point-wise maximum and minimum of the error, is shaded with a light color, and three standard-deviations around the mean is shaded darker.
For training sets of 10, 25, 50, and 100 images per class, we observe a consistent trend of RiCNN outperforming G-CNN, which in turn marginally outperforms the CNN, both in overall accuracy and in terms of the number of steps required to attain that accuracy. Additionally, the spread of RiCNN is mostly above even the best performing models of G-CNN and the CNN. This demonstrates that an instance of RiCNN will outperform other methods even if the best set of hyperparameters has not been chosen.
Without including the 2D-DFT, ReCNN performs comparably to a standard CNN, but it has the advantage of requiring significantly fewer parameters. It is notable that, again, including the 2D-DFT increases the performance of G-CNN, to a comparable level with RiCNN in fact, though it does not train as quickly.
Application to Protein Localization in Budding Yeast Cells
Having demonstrated the merit of RiCNN on synthetic images, we further extended our analysis to real biomarker images of budding yeast cells [17] , shown in Fig. 4a . Each image consists of four stains, where blue shows the cytoplasmic region, pink the nuclear region, red the bud neck, and green the protein of interest. The classification for each image is the cellular subcompartmental region in which the protein is expressed, such as the cell periphery, mitochondria, or eisosomes. This particular task is significantly more challenging than the classifying the synthetic images, since differences between phenotypes can be subtle. Fig. 4 shows the results of using RiCNN, G-CNN, and a standard CNN to classify the protein localization for each image. We used the same architecture as reported in [17] for all methods, except that we removed the last convolutional layer and reduced the number of filters per layer by roughly half for RiCNN and G-CNN, to offset for encoding of equivariance and invariance. The same training parameters and data augmentation were used as for the synthetic data, except that a dropout probability of 0.8 was applied at the final layer and the maximum jitter was increased six pixels, since we could not control as well for proper centering. For each method, several iterations were run and the spread and the best performing model are shown. Again, RiCNN outperforms G-CNN and a standard CNN, when the number of training examples per class is either 50 or 100 (see Fig. 4b-c) , demonstrating that the gains of the 2D-DFT and proposed convolutional layers translate to real-world microscopy data. We note that the best reported algorithm that did not use deep learning, called ensLOC [20, 21] , was only able to achieve an average precision of 0.49 for a less challenging set of yeast phenotypes and with ∼20,000 samples, whereas all runs of RiCNN achieved an average precision of between 0.60 -0.67 with ∼10% of the data used for training.
Conclusion
In this paper, we have demonstrated the effectiveness of enforcing rotation equivariance and invariance in CNNs by means of the proposed convolutional layer and the 2D-DFT. In particular, we have demonstrated the utility of the 2D-DFT for encoding invariance across two different equivariant approaches to convolution. We have also demonstrated the proposed rotation-equivariant convolutional layer can contribute to better accuracy in classification tasks while requiring minimal additional computation or storage. We believe that the proposed enhancements to the standard CNN will have much utility for future applications in relevant problem settings, in particular, molecular and cellular imaging. Especially as high-throughput imaging studies become more specific, our new method may facilitate new discoveries in detecting rare cellular events and accurate classification of complex phenotypes.
