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Causalidad en series temporales. 
Alguna evidencia empírica para la economía española 
1. INTRODUCCIÓN 
Así como en las ciencias experimentales es posible, por medio de 
ensayos controlados, identificar la causa y efecto de un fenómeno dado, 
no sucede lo mismo en las ciencias sociales y en particular en el ámbito 
económico. 
Con cierta frecuencia en economía se ha tratado de detectar relacio-
nes causa-efecto por medio de las técnicas clásicas de correlación y re-
gresión, a pesar de que, como es bien conocido, una correlación elevada 
entre dos variables no indica necesariamente el que exista una relación 
de tipo causal entre ambas. Es particularmente ilustrativo al respecto 
el ejemplo, al que hace referencia Jenkins (18), del R2 = 0,99 que puede 
obtenerse relacionando el número de recién nacidos en Baviera con el 
número de cigüeñas en esta región. 
Por el contrario, también puede darse el caso de dos variables que 
estén funcionalmente relacionadas y que, sin embargo, no evidencien 
correlación. 
Estas circunstancias son tanto más relevantes cuanto que la infor-
mación a priori que proporciona la Teoría Económica es, con frecuen-
cia, lo suficientemente difusa como para no permitir la detección de 
relaciones de tipo causal que justifiquen determinadas tomas de decisio-
nes de política económica cuantitativa. 
Una posible vía de aproximación a la solución de este problema 
tiene forzosamente que pasar por la utilización de una definición de cau-
salidad que sea contrastable empíricamente. En este contexto, y para 
seríes temporales, de acuerdo con Granger (8), se dice que una variable 
X causa a otra variable Y si la predicción de Y puede mejorarse cuando 
tenemos en cuenta la información contenida en X. Esta es la definición 
que utilizaremos en todo lo que sigue y que, como vemos, es una causa-
lidad de tipo predictivo. 
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El objetivo de este trabajo es determinar las posibles relaciones 
causales entre las siguientes variables de la economía española con 
periodicidad mensual: disponibilidades líquidas, oferta monetaria, de-
pósitos a la vista, créditos al sector privado, índice de precios al por 
mayor, índice del coste de la vida e índice de producción industrial, en 
su versión original y desestacionalizada, para el período comprendido 
entre enero de 1964 y diciembre de 1976. 
Comenzamos nuestra exposición describiendo los conceptos básicos 
referentes a series temporales. A continuación se considera detenida-
mente el concepto de causalidad predictiva y se dan los criterios que 
permiten caracterizar las distintas relaciones de causalidad. 
El apartado 5 se dedica a la modelización univariante de cada una 
de las series estudiadas con objeto de eliminar los problemas de auto-
correlación. Las relaciones empíricas de causalidad se estudian en el 
apartado 6, al que le sigue un análisis de robustez de estos resultados 
respecto a la utilización de modelos alternativos. 
Se concluye señalando algunas de las limitaciones de la metodología 
utilizada y apuntando las conclusiones más relevantes, así como las di-
recciones en las que se puede ampliar este tipo de análisis. 
2. CONCEPTOS BÁSICOS 
En lo que sigue nos limitaremos al caso de dos variables X e Y que 
transformaremos en x e y, respectivamente, con objeto de considerar-
las estacionarias en sentido amplio. Para ello, las transformaciones nor-
malmente utilizadas son diferencias normales y estacionales (4) con 
objeto de eliminar la no estacionalidad en sus momentos de primer 
orden, y del tipo Box-Cox (2), (15), (16), para los momentos de segundo 
orden. 
Describiremos estos procesos a través de sus momentos de primer 
y segundo orden definidos como: 
media: 
H,(t) = E [x(t)] = n , 
H¿t) = E[y(t)] = u, 
autocovarianza: 
Yz(k) = E { [ X ( t ) - U , ] [X(t + k ) - [ I , ] } 
r y(k) = E{[y( t ) -u , . ] [y(t + k ) - u . y ] } 
autocorrelación: 












De las definiciones anteriores se deducen inmediatamente las propieda-
des siguientes: 
Yxy(k) = Yy*(— k) 
Pxy(k) = p}^ (— k) 
En situaciones prácticas nos encontraremos con n pares de obser-
vaciones correspondientes a las variables x e y, a partir de las cuales 
tendremos que estimar las funciones anteriores mediante las siguientes 
expresiones: 
media -. 
_ 1 n 
x = — X x(t) 





Cl(k) = — S [x(t) — x] [x(t + k) —x] 
n , = 1 
1 . - * 
cy(k) = - 2 [ y ( t ) - y ] [y(t + k ) - . y ] 
autocorrelación: 
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Es fácil demostrar que todos estos estimadores son asintóticamen-
te insesgados y consistentes. 
Sin embargo, y de acuerdo con Bartlett (1), los estimadores rxy(k) 
presentan autocorrelación, que en el caso de que x e y se distribuyan 
de acuerdo a una función normal bivariante, viene dada por la siguiente 
covarianza asintónica: 
cov{rxy(k)rxy(k+ 1)} s (n —k)"1 I {p*(i) py(i + D} 
+ p*y(— i) Px,(i + 2 k + 1) + Pxy(i + 1) 
• [Pxy(i)2 + yp , ( i ) 2 4-yp y ( i ) 2 ] 
— Pxy(k) [Px(Í)2 P*v(Í + k + 1) 
+ pxy(—i) py(i + k + 1) ]— Pxy(i + 1) 
• [p*(>) Pxv(i + k) +
 Pxy(— i) Py(i + k ) ] 
que como puede verse si px ^ 0 y/o py jt 0, es decir cuando alguna de 
las dos series presente autocorrelación, es difícil el juzgar si pxy(k) es o 
no significativamente diferente de cero. 
Sin embargo si pxy(k) = 0, es decir, cuando las dos series son lineal-
mente independientes, la expresión anterior se transforma en 
cov{rxv(k)rxv(k + l)} s (n —k)"' X {px(i) py(i + 1)} 
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que para i. = 0 
var{rxy(k)} = (n —k)"1 £ pA(i) Py(i) 
y si además alguna o las dos series no evidencian autocorrclación 
var{rxy(k)} = (n-k)"1 
Es importante recalcar que basta que solamente una de las dos 
series sea ruido blanco, es decir, que 
... ( 1 i = o , . í 1 i = 0 
P* ( l ) =J0 iyO o b l e n P v = o i^O 
para que la última expresión sea válida, aspecto que no queda suficiente-
mente claro en la exposición de algunos autores. 
Razonamientos análogos al anterior (19) conducen a la relación: 
cov{rxv(k)rxy(k + 1)} s 0 ( n - > ) 
si las dos series son ruido blanco. En el caso de que solamente lo fuera 
una de ellas, por ejemplo, la x(tj, sería: 
Pvü) 
cov{r,v(k)rxv(k + 1)} s — — — 
3. DEFINICIÓN DE CAUSALIDAD 
Una de las dificultades del análisis causa-efecto es el encontrar una 
definición operativa de causalidad-susceptible de ser contrastada. 
De acuerdo con esta condición Granger (8) basándose en: 
1) el futuro no es causa del pasado, 
•2) no es posible el identificar relaciones causales entre fenómenos 
puramente deterministas, 
propuso la siguiente definición: 
Sea {H t}, toda información relativa al fenómeno de interés y 
{X„, Xlt,.... Xnt} las variables que lo describen para t = 0,± 1,... . Si re-
presentamos por H, y Ht. la información H, = {H s : s < t} y H, = {Hs : 
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: s < t} y de forma análoga X,, y X¡, para i. Y si por Pt(Xj ] B) expre-
samos el prcdictor óptimo de X; para un horizonte e = 1 en el sentido 
de minimizar su error cuadrático medio <r(X¡ I B) condicionado a la in-
formación B, se dice que 
1. X¡, causa Xjt si: 
oatXjt|St)<¿*(X,l|Ht,Xu) 
2. Xit causa instantáneamente Xjt si: 
(j^X,, {Ht, X I )<a 2 (X j t |H t ) 
De forma análoga se define la causalidad de X« a Xit. 
3. Existe realimentación (feedback) siempre que X„ causa Xjt y vi-
ceversa. 
Estas definiciones no son ajenas a la terminología econométrica ha-
bitual, ya que si X¡, causa Xjt se dice que X¡, es exógena a Xjt. 
Hay que hacer notar también que los conceptos anteriores, de 
acuerdo con Pierce (23), si son válidos para horizontes mayores que la 
unidad, también lo son para horizontes unitarios. Una clasificación com-
pleta de las distintas relaciones de causalidad entre dos variables puede 
verse en Pierce y Haugh (25). 
Sims (27) ha dado otra definición de causalidad para la que puede 
demostrarse su equivalencia con la que aquí hemos expuesto. 
4. IDENTIFICACIÓN DE LA ESTRUCTURA CAUSAL 
Una serie de resultados debidos a distintos autores, y resumidos 
en Pierce y Haugh (25), han hecho operativa la definición de causalidad 
entre dos variables que hemos dado anteriormente mediante la utiliza-
ción de la función de correlación cruzada de las series de ruido blanco 
u(t) y v(t) (innovaciones) asociadas a x(t) e y(t), respectivamente, a 
través de los filtros: 
FX(B) x(t) = u(t) 
Fv(B)y(t) = v(t) 
En la práctica estos filtros son el resultado de modelizar de forma uni-
variante x(t) e'y(t) de acuerdo con la metodología de Box-Jenkins (3). 
En concreto las distintas caracterizaciones de causalidad dadas en 
Pierce (24) se recogen en la Tabla 1. .. 
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Al tratar de aplicar los criterios de causalidad resumidos en la Ta-
bla 1, nos encontramos con la evidente dificultad de que u(t) y v(t) no 
son observables y por tanto puv(k) es desconocida. En estas condiciones, 
tendremos que trabajar con el estimador de puv(k) definido como: 
Xü(t)v(t+-k) 
rK(k) = - V 2ü-(t) Iv-(t) 
en donde u(t) y v(t) son las estimaciones de los procesos de ruido blan-
co u(t) y v(t), respectivamente, habiendo supuesto además que las me-
dias de x(t) e y(t) son nulas. 
Bajo la hipótesis nula dé que x(t) e y(t) no están relacionadas cau-
salmente, Haugh (13) ha demostrado que pn7(k) y rcc(k) tienen la misma 
m 
distribución asintónica. Además el estadístico n Z rDÍ(k¡), bajo la hi-
í = ¡ 
pótesis nula anterior, se distribuye de acuerdo con x2(m)< e s decir: 
m 
n X r2üv(k¡)~x2(m) 
Cuando x(t) e y(t) no son independientes, lo que equivale a pu;(k) ?t 0, 
la distribución de rK(k) es desconocida aunque sigue siendo un estima-
dor consistente con error cuadrático medio del orden de 1/n. 
TABLA 1 
Relaciones de causalidad caracterizadas a través de p„v (k) 
Relación de causalidad 
X causa Y 
Y causa X 
Causalidad instantánea 
Realimentación 
Y no causa X 
X causa Y de forma 
unidireccional 
X e Y están relacionadas 
solamente de forma instantánea 
X e Y son independientes 
Función de correlación cruzada de los residuos u 
Puv (k) 5>í 0 para algún k > 0 
pu> (k) x 0 para algún k < 0 
p», (0) * 0 
p„» (k) x 0 para algún k > 0 y 
para algún k < 0 
p„v (k) = 0 para todo k < 0 
Pu. (k )? í0 para algún k > 0 y 
p„v (k) = 0 para todo k < 0 
Pu. (k) = 0 para todo k x 0 y 
Pu,(0)x0 
pu, (k) = 0 para todo k 
y v 
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Sobre la base de estos resultados también pueden estudiarse las 
relaciones de causalidad de la Tabla 1, ya que si, por ejemplo, x(t) causa 
a y(t) a un nivel de significación de a tendrá que cumplirse: 
m 
R,Csí(m) = n s rJK(k) > £ ( m ) 
k = i 
De forma análoga y(t) será causa de x(t) a un nivel de significación 
de a. si 
ir. 
RCar(m) = n E r2~(k) > £ ( m ) 
k = 1 
La hipótesis nula de que x(t) e y(t) no están relacionados causal-
mente'no será rechazada al nivel a si: 
RNC(m) = n S r^(k) < y_\ (2m + 1) 
k=-m 
debiéndose elegir m sufiicientemente grande como para no excluir coe-
ficientes diferentes de cero. 
Ahora bien, de acuerdo con Granger (9), la medida natural del grado 
de relación entre dos variables es la función de coherencia que es inva-
riante al proceso de filtraje de las series. 
La función de coherencia se define como 
_, , c2(w) + q2(w) 
fu(w) fv(w) 
y verifica la relación 
0 < C(w) < 1 
en donde 
C(OJ) m coespectro de u(t) y v(t) 
q(w) = espectro de cuadratura de u(t) y v(t) 
fu(w) m espectro de u(t) 
fv(w) B espectro de v(t) 
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La definición anterior permite interpretar C(w) como el análogo, en 
el ámbito de la frecuencia, del coeficiente de determinación entre u(t) 
y v(t). En el tipo de análisis que realizamos, tomamos como hipótesis 
nula la ausencia de relación, lo que equivale a 
H0 : C(u) = 0 
La Tabla 2, tomada de (10), muestra algunos valores relevantes de 
c(u) con objeto de verificar la hipótesis anter ior: 
TABLA 2 

































En la tabla anterior n representa el número de puntos de las series de 
innovación y m el número de bandas de frecuencia. 
En este trabajo valoraremos la existencia de relaciones empíricas de 
causalidad utilizando los criterios anteriores en forma conjunta. 
5. FILTROS UNIVARIANTES 
La metodología anterior referente a la identificación de relaciones 
causales de tipo básicamente cualitativo ha sido aplicada a una serie 
de indicadores y variables, de carácter mensual, referentes a la economía 
española para el período comprendido entre enero de 1964 y diciembre 
de 1976. 
La elección de las variables con las que se ha realizado este estudio 
ha venido condicionada, por una parte, por experiencias y análisis pre-
vios a nivel univariante (14), (15), (16) y (17), y por otra para ilustrar 
en lo posible las distintas posibilidades de causalidad recogidas en la 
Tabla 1. Así se justifica, por ejemplo, el hecho de haber incluido varia-
bles tales como oferta monetaria y depósitos a la vista. 
Concretamente las variables utilizadas han sido las siguientes: ín-
dice del coste de la vida (ICV), índice de producción industrial (IPI), 
índice de precios al por mayor (IPM), oferta monetaria (M), depósitos 
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a la vista (DV), disponibilidades líquidas (DL), y créditos al sector pri-
vado (CP). Todas estas variables han sido también analizadas en su ver-
sión desestacionalizada, que en lo sucesivo designaremos por la abre-
viatura original añadiéndola una D; así por ejemplo, depósitos a la vista 
desestacionalizado será DVD. 
Como ya hemos indicado, el tipo de filtros que en la práctica se 
utilizan para eliminar la autocorrelación que presentan las variables 
originales, son los obtenidos en el proceso de modelización univariante 





La clase de modelos univariantes, que toma en consideración simul-
táneamente las características de no estacionariedad y estacionalidad, a 
la que da lugar este tipo de aproximación, vienen dados por la expresión 
en forma compacta: 
Fp(B)Fp(BO( l -B)" ( l -B s ) D z( t ) = Tq(B)TQ(B*)a(t) + 8, 
en donde: 
FP(B) = 1 - F , B -
FP(B*)= 1— FS1B* 
T,(B)= 1 — T , B -
TQ(B*)= 1-TS IB* 
siendo B el operador retardo definido como 
B*iz(t) = z(t + j) 
Los polinomios Fp(B) y FP(BS) se denominan operador autorregresivo 
y operador autorregresivo estacional, respectivamente, y de forma aná-
loga Tq (B) y TQ (Bs) son los operadores de media móvil y de media móvil 
estacional. a(t) es un proceso estocástico de ruido blanco definido como 
E [ a ( t ) ] = 0 Vt E[a( t )a( t ' ) ]=<r a 2 S„-
en donde Stt' es" la.delta de Kronecker. 
Finalmente, por 8 se representa una constante que recoge la posi-
bilidad de que el valor esperado de z(f) sea distinto de cero. En la ex-
_ . . . _ F s , B » 
-...— TqB-
- . . . - T S Q B * 
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presión anterior normalmente z(t) es una transformación instantánea 
(2) de la serie original X (t) y que en la práctica suele coincidir con la 
transformación logarítmica. 
La identificación consiste, por una parte, en la determinación de 
los grados de diferenciación ordinaria y estacional d y D, respectiva-
mente, y por otra en la selección del orden de los operadores autorre-
gresivos y de media móvil p, P, q y Q. Los instrumentos básicos utili-
zados en esta etapa son las funciones de autocorrelación, autocorrela-
ción parcial (3) y autocorrelación inversa (5). 
Vemos por tanto que el problema de identificación en el contexto 
de series temporales tiene un significado diferente al que se le da en 
Econometría, en la que este concepto hace referencia a la posibilidad 
de obtener estimaciones adecuadas para los coeficientes del modelo es-
tructural. 
En la fase de estimación se obtienen los valores numéricos de los 
P + P + q + Q + 2 coeficientes F, Fq, Fsl, ..., FsP, T, Tq, Tsl 
TSQ, 6 y <7a2> a partir de las N observaciones de la serie original. 
Por último, el diagnóstico o verificación basado, normalmente, en 
el análisis de los residuos, tiene por objeto decidir si los resultados de 
las dos etapas anteriores son adecuados, ya que si el modelo es correc-
to transformará las observaciones de la variable en ruido blanco. De 
acuerdo con lo anterior, un test adecuado de verificación debido a Box 
y Pierce (3) se basa en el cálculo de los residuos á(t) con los que se 
construye el estadístico: 
Q(m) = n £ r3(k) , n = N — d — sD 
que se distribuye, bajo la hipótesis de ruido blanco, como una 
X2(m — p — P — q — Q) siendo ra(k) el coeficiente de autocorrelación 
de los residuos de orden k. Nosotros trabajaremos con los valores de 
este estadístico correspondientes a m = 12, 24 y 36. Otro test de veri-
ficación, utilizado con frecuencia, es el periodograma acumulado (3), 
que en los casos estudiados no ha sido de gran utilidad ya que no se 
muestra sensible a variaciones sustanciales de los modelos identificados. 
Una descripción más detallada de todos los conceptos de esta meto-
dología puede verse, por ejemplo, en (3), (11), (14) y (21). 
Con arreglo a esta vía de aproximación se han identificado, estima-
do y verificado una serie de modelos para todas y cada una de las va-
riables mencionadas anteriormente de entre los que se han selecciona-
do, para el análisis de causalidad, los modelos de la Tabla 3, que corres-
ponden a las variables originales, y los de la Tabla 4, para sus versio-
nes desestacionalizadas. 
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6. RELACIONES EMPÍRICAS DE CAUSALIDAD 
Como ya hemos indicado, la finalidad de este análisis es compro-
bar si, para las variables seleccionadas correspondientes a la economía 
española en el período comprendido entre enero de 1964 y diciembre 
de 1976, se obtienen relaciones causales significativas. 
Es importante destacar que la escasa y muy reciente literatura sobre 
el tema referente a otros países (7), (24) y (26), parece poner en duda 
la existencia de claras relaciones causales entre las variables que en un 
contexto teórico habitual se darían por supuestas. Esta ausencia de cau-
salidad predictiva es un hecho sobre el que se está acumulando cierta 
evidencia empírica a la que puede sumarse la derivada de los resultados 
que a continuación se resumen. 
Presentaremos estos resultados divididos en dos grupos: en el pri-
mero consideraremos las relaciones, dos a dos, de las variables origi-
nales, y en el segundo las correspondientes a las mismas variables de-
sestacional izadas. 
Para cada par de variables daremos aquellos coeficientes de co-
rrelación cruzada que sean significativamente distintos de cero (r^ (k) > 
>2fft) y también la estimación de la coherencia para los valores que 
rechazan la hipótesis de no relación de acuerdo con la Tabla 2. 
Además se proporcionan, para cada dos variables, los estadísticos 
RNuv(m), RNVU (m), (m = 12, 24, 36), afectándolos de un asterisco (*) 
cuando sean significativos al 90 % y de dos (**) cuando lo sean al 95 %. 
Los resultados numéricos que a continuación se describen en resu-
men en forma cualitativa en las Tablas 5 y 6 para las variables originales 
y desestacionalizadas, respectivamente. 
6.1. — Variables originales 
ICV—IPI 
Todos los ruv(k) y r r a(k) no son significativamente distintos de 
cero (u y v se refieren a la primera y segunda variable, respectiva-
mente). 
RCK (12) = 11.5 RC-UÍ (24) = 25.6 RCK (36) = 32.7 
RCía (12) = 11.4 RQ.5 (24) = 17.2 RC,G (36) = 21.9 
RNC(12) = 23.5 RNC(24) = 43.4 RNC (36) = 55.2 
Todos los c (co) no. son significativamente distintos de cero. 
En la función de correlación cruzada no se observa ningún coefi-
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cíente significativo ni estructura que ponga de manifiesto algún tipo de 
relación entre las variables. 
Los test de causalidad globales, que tienen en cuenta la función de 
correlación en su conjunto, confirman la no existencia de causalidad a 
un nivel de significación del 90 % y del 95 %. 
Además el análisis de la coherencia no permite rechazar tampoco la 
hipótesis de independencia, al nivel del 90 %. No existe relación causal 
entre ICV e IPI. 
ICV —IPM 
rea (29) = 020 RQlC (36) = 29.8 
rM.(0) = 0.26 RC=C (24) = 22.0 RQ,-, (36) = 37.3 
ríü;9) = 0.18 RC ; Q (24) = 20.9 RNC (36) = 76.7 
RCÜÍ 12) = 14.3 RNC (24) = 52.4 
RC;-:i2) = 14.0 
RNC(12) = 37.9(*) 
C (0) = 0.85 
Existe débil relación causal instantánea y de IPM a IPI. 
ICV —M 
rn (2) = —0.18 rw (9) = 0.20 RQ- (36) = 16.4 
RCw (12) = 4.5 RCac (24) = 12.4 RCCJ (36) = 38.2 
RC^ (12) = 20.9(*) RC;S(24) = 32.8 RNC (36) = 55.7 
RNC(12) = 26.4 RNC(24) = 46.3 
Todos los C (w) no significativamente distintos de cero. Existe débil 
relación causal de M a ICV. 
ICV —DV 
Todos los ruv(k) no significativamente distintos de cero. 
RCj,- (12) = 5.1 RC,,0 (24) = 12.5 RC0C (36) = 15.7 
RCca (12) = 15.8 RCCli (24) = 26.7 RQc (36) = 31.4 
RNC (12) = 22.6 RNC (24) = 40.8 RNC (36) = 48.9 
Todos los C (w) no significativamente distintos de cero. No existe 
relación causal entre ICV y DV. 
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ICV —DL 
rDC. = — 0.21 rta (11) = — 0.22 RCa5 (36) = 20.0 
rw(10) = 0.17 RC« (24) = 16.8 RC5a (36) = 38.5 
RCü; (12) = 5.0 RC;Q (24) = 32.7 
RC9fl(12) = 21.1(**) 
C(0.25) = 0.73 
Existe débil relación causal de DL a ICV. 
ICV—CP 
r;¡¡(8r=— 0.19 r c a ( l l ) = — 0.19 rC5(25) = 0.20 
RC;C (12) = -14.8 RCG; (24) - 20.7 RC-uC (36) = 24.3 
RCM(12) = 15.8 RC;a (24) = 21.4 RCía(36) = 34.5 
Todos los C (w) no significativamente distintos de cero. No existe 
relación causal entre CP e ICV. 
IPI — IPM 
r^ (8) = — 0.22 ROu- (24) = 8,9 RC« (36) = 14.9 
R C K ( 1 2 ) = 5.2 RCíu-(24) = 20.1 RCta(36) = 27.4 
RQ-02) = 11.6 RNC (24) = 29.2 RNC (36) = 42.6 
RNC (12) = 17.0 
Todos los C (w) no significativamente distintos de cero. No existe 
relación causal entre IPM e IPI. 
IPI —M 
r a ; (15 )= — 0.18 r« (22) - — 0.19 RCM (36) = 32.5 
rM (2) = 0.20 RCDv- (24) = 22.8 RC;G (36) = 37.2 
RCGÍ (12) = 11.4 RCÍÜ (24) = 28.6 RNC (36) = 71.2 
RCca(12) = 18.9(*) RNC (24) = 52.9 
RNC (Í2) = 31.9 
Todos .los C (o) no significativamente distintos de cero. Existe débil 
relación causal de M a IPI, 
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IPI —DV 
rDC,(15) = —0.19 RC¿¡;(24) = 21.8 RCQC(36) = 28.9 
r» (22) = — 0.19 RC;5 (24) = 22.7 RC^ (36) = 30.3 
RC- (12) = 7.6 RNC.(24) = 46.2 RNC (36) = 60.9 
R C Í S ( 1 2 ) = 12.3 
*RNC(12) = 21.7 
Todos los C (w) no significativamente distintos de cero. No existe 
relación causal entre IPI y DV. 
IP.L—DL 
rc-(l) = — 0.21 rc;(22)-=— 0 23 rM(35) = — 0.20 
RCü;(12) = 13.0 RC-v-(24) = 20.1 RC-UÍ(36) = 27,9 
RCM(12) = 20.5(*) RCfj (24) = 33.7(*) RCM (36) = 47.0(*) 
RNC (12) = 37.0(*) RNC (24) = 57.2 RNC (36) = 78.3 
Todos los C (u) no significativamente distintos de cero. Existe re-
lación causal de DL a IPI. 
IPI —CP 
r i f(0) = 0.22 r f i í(ll) = _0.22 r- (16) = — 0.18 
r ¿ (36) = — 0.26 RCQ; (24) = 25.4 RCU~ (36) = 33.3 
RCa;(12) = 10.1 RCCJ (24) = 27.9 RC- (36) = 50.2(**) 
RC-c<12) ==11.8 RNC (24) = 80.2 RNC (36) = 90.3(*) 
RNC (12) = 28.8 
Todos los C (co) no significativamente distintos de cero. Existe rela-
ción causal instantánea y de CP a IPI. 
IPM —M 
r * ( l l ) = — 0.17 RCK (24) = 19.5 RC-r(36) == 26.3 
r - (23) = 0.18 RCCl; (24) = 22.2 RCíS(36) = 34.1 
RCs,(12) = 14.1 RNC(24) = 42.0 RNC (36) = 60.8 
RC-(12) = 6.8 
RNC (12) = 21.2 
Todos los C (w) no significativamente distintos de cero. No existe 
relación causal entre IPM y M. 
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IPM — D V 
rTiI(8) = 0.18 r-(23) = 0.20 rflí(30) = 0.19 
R C K (12) = 9.5 RC-(24) = 15.3 RQs (36) = 21.5 
RCrs(12)-9.3 RCW(24) = 22.8 RQ.,, (36) = 35.1 
R N C (12) = 19.8 R N C (24) = 39.1 RNC (36) = 57.6 
Todos los C (w) no significativamente distintos de cero. No existe 
relación causal entre DV e IPM. 
IPM —DL 
Todos los ruv (k) y rvu (k) no significativamente distintos de cero. 
RCar(12) - 7.6 RQ?(24) = 14.5 RCK(36) = 22.9 
RC-s (12) - 7.5 RCra (24) = 18.7 RC- (36) = 31.5 
RNC (12) = 16.9 RNC (24) = 35.1 RNC (36) = 56.2 
Todos los C (OJ) no significativamente distintos de cero. No existe 
relación causal entre IPM y DL. 
IPM —CP 
r - (5) = 0.22 RC3r (24) = 18.0 RC-m- (36) = 23.1 
RCnr(12) = 6.0 RCrt(24) = 25.3 RC;G (36) = 35.2 
RC n^ (12) = 17.8 RNC (24) = 45.2 RNC (36) = 60.4 
RNC (12) = 25.8 
Todos los C (w) no significativamente distintos de cero. No existe 
relación causal entre CP c IPM. 
M—DV 
r« (0) = 0.86 r« (20) = — 0.21 r ía (1) = 0.17 
r«(l) = 0.17 rw(2) = — 0.19 RCSf (36) = 27.8 
R C B ( 1 2 ) = 8.Í» RCác ( " ) = 18.0 RQa(36) = 34.9 
RC=r(12) = 16.6 RCc-(24i = 28.3 RNC (36) = 168.1 (**) 
RUC(12) = 130.8(**) RNC (24) - 151.7(**) 
Casi todos los C (w) significativamente distintos de cero. Existe fuer-
te relación causal instantánea entre M y DV. 
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M — DL 
ra ; (0) = 0.82 rGC (20) = — 0.18 RCGv, (36) ¿ 22.5 
T«Í (9) = 0.18 RCa5 (24) = 14.1 • RC^ (36) = 25.7 
RCÜC (12) = 6.1 RCra (24) = 18.3 RNC (36) = 142.6(**; 
RC;ü(12) = 11.1 RNC(24) = 126.8(**) 
RNC (12) = 130.8(**) 
Casi todos los C (w) significativamente distintos de cero. Existe fuer-
te relación causal instantánea entre M y DL. 
M —CP 
r » (0) = 0.37 ra ; (3) = 0.17 rjj; (15) = 0.24 
ríS(17) = — 0.18 RCfif(24) = 28.8 RCn-(36) = 37.3 
RCDt (12) = 13.4 RCffl(24) = 16.9 RCrG(36) = 20.3 
RCía(12) = 6.1 RNC(24) = 65.3(*) RNC (36) = 77.1 
RNC (12) = 39.0(**) 
Todos los C(u) no significativamente distintos de cero. Existe rela-
ción causal instantánea entre M y CP. 
DV —DL 
rOT(0) = 0.76 RCn;(24) = 17.3 RCor(36) = 25.5 
rw(20) = —0.19 RCrn(24) = 18.7 RCr-(36) = 29.6 
RCüf(12) = 7.0 RNC (24) = 117.5** RNC (36) = 136.6** 
RC»(12) = 9.7 
RNC (12) = 98.2** 
Numerorsos C(w) significativamente distintos de cero. Existe fuerte 
relación .causal instantánea entre DV y DL. 
DV —CP 
r s (0) = 0.31 raí(3) = 0.24 r65 (7) = 0.18 
rOT(15) = 0.27 RC-UÍ (24) = 34.0 * RCn- (36) = 43.5 
RC-UÍ (12) = 16.8 RCrs (24) = 17.4 RC^ (36) = 24.3 
RCCS (12) - 5 . 7 RNC (24) = 64.7 * RNC (36) = 81.0 
RNC (12) = 35.8* 
Todos los C(w) no significativamente distintos de cero. Existe débil 
relación causal instantánea de DV a CP. 
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DL —CP 
r a ; (0) = 0.46 r-u0 (3) = 0.19 r» (7) = 0,17 
RC-UV-(12) = 12.1 RCs, (24) = 19.6 RCGr(36) = 32.2 
.RC s ;(12)=6.4 RCV-G (24) = 15.2 RCrG-(36) = 20.1 
RNC (12) = 48.5 ** RNC (24) = 64.8 * RNC (36) = 82.3 
Todos los C(to) no significativamente distintos de cero. Existe rela-
ción instantánea entre DL y CP. 
6.2. Variables Desestacionalizadas 
ICVD — IPID 
r a - ( l l ) = 0.17 RCK(24) = 15.5 RC» (36) = 20.4 
RC~(12) = 3.4 RC-- (24) = 18.4 RC:G (36) = 22.5 
RCd(12) = 12.2 RNC (24) = 33.9 RNC (36) = 42.9 
RNC (12) = 15.6 
Todos los C(co) no significativamente distintos de cero. No existe re-
lación causal, entre ICVD e IPID. 
ICVD — IPMD 
r a ;(0) = 0.37 rCG(8) = — 0.17 RCK(36) = 22.0 
rCG (3) = 0.18 RCG%- (24) = 19.8 RCnc (36) = 27.8 
RC-uC (12) = 13.2 RCrG (24) = 19.8 RNC (36) = 70.6 
RCCG (12) = 16.9 PNC (24) = 60.4 
RNC (12) = 51.0** C (0.44) = 0.74 
C (0) = 0.90 
Existe relación instantánea entre.IPMD e ICVD. 
ICVD — MD 
r«¡ (7) = 0.18 r r í (9) = 0.18 RCsr (36) =• 22.6 
RQs (12) = 10.8 RCs; (24) = 17.3 RCíG (36) = 34.3 
RC~ (12) ="17.8 RCCG (24) = 27.2 RNC (36) = 56.9 
RNC (12) =_28.6 RNC (24) = 44.5 
Todos los C(cj) no significativamente distintos de cero. No existe 
relación causal entre MD e ICVD. 
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ICVD — DVD 
Todos los rD?(k) y r-Q(k) no significativamente distintos de cero. 
RC-m-(12) = 10.1 RC--(24) = 14.7 RC-uC(36) = 183 
RC ÍS(12)= 12.5 RCtG (24) = 22.5 RCVD(36) = 28.3 
RNC (12) = 22.6 RNC (24) = 37.2 RNC (36) = 46.5 
Todos los C(w) no significativamente distintos de cero. No existe 
relación causal entre ICVD y DVD. 
ICVD — DLD 
r « ( l ) = 0.17 RCnr(24) = 11.2 RCnr(36) - 16.7 
RCM (12) = 5.0 RCfD (24) = 23.6 RC~ (36) = 30.7 
RCrs(12) = 12.5 RNC (24) = 35.3 RNC (36) = 47.8 
RNC (12) = 18.0 
Todos los C(w) no significativamente distintos de cero. No existe 
relación causal entre DLD e' ICVD. 
ICVD —CPD 
rK (25) = 0.23 RCsf (24) = 20.5 RC-uC (36) = 24.9 
RCar(12) = 14.3 RCT3(24) = 17.1 RC«(36) = 28.5 
RC-a(12) = 11.3 RNC(24) = 38.3 RNC (36) = 54.1 
RNC (12) = 26.7 
Todos los C(u) no significativamente distintos de cero. No existe 
relación causal entre CPD v ICVD. 
IPID —IPMD 
Todos los rlix(k) y rvu(k) no significativamente distintos de cero. 
RCM(12) = 6.8 RC5?(24) = 10.6 RC~(36) = 17.6 
RCsa(12) = 7,5 RCC3(24) = 16.5 RC~(36) = 32.4 
RNC(12)=16.5 RNC (24) = 29.3 RNC (36) = 52.3 
Todos los C(w) no significativamente distintos de cero. No existe 
relación causal entre IPID e IPMD. 
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IPID —MD 
r?a(2) = 0.21 RC» (24) = 13.4 RCnr(36) = 20.3 
RCflP(12) = 6.6 RCra (24) = 26.2 RC~¡(36) = 36.5 
RCffl(12) = 12.6 RNC (24) = 39.4 RNC (36) = 57.1 
RNC (12) = 19.4 
Todos los C(co) no significativamente distintos de cero. No existe 
relación causal entre MD e IPID. 
IPID — DVD 
r»(15) = 0.18 RCSÍ(24) = 18.1 RCac. (36) = 22.3 
RCfc (12) = 8.5 RCra (24) = 21.0 RC5a (36) = 31.9 
RG- (12) = 12.4 RNC (24) = 40.2 RNC (36) = 54.3 
RNC (12) = 21.0 
Todos los C(w) no significativamente distintos de cero. No existe 
relación causal entre IPID y DVD. 
IPID —DLD 
r M ( l ) = — 0.18 RCGC (24) = 15.1 RCSC (36) = 23.8 
RCar (12) = 8.8 RQG (24) = 30.1 RCC- (36) = 45.0 
RCca (12) = 16.7 RNC (24) = 45.2 RNC (36) = 68.8 
RNC (12) = 25.5 
Todos los C((jj) no significativamente distintos de cero. No existe 
relación causal entre DLD e IPID. 
IPID —CPD 
r3? (0) = 0.21 r» (16) = — 0.22 rac (26) = 0.20 
r ; s (32) = — 0.20 RC0C (24) = 23.9 RCGC (36) = 39.6 
RCDÍ(12) = 7.6 RCCÜ (24) = 29.0 RCca(36) = 51.5 ** 
RCca (12) = 10.7 RNC (24) = 59.7 RNC (36) = 97.9 ** 
RNC(12) = 25.1 
Todos los C(u) no significativamente distintos de cero. Existe débil 
relación causal instantánea v de CPD a IPID. 
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IPMD —MD 
rsc(10) =0.20 RC=C(24) = 23.5 RCar (36) = 31.0 
r--(10) = — 0.20 RCrG(24) = 23.1 RCra(36) = 29.9 
RCIv- (12) = 14.6 RNC (24) = 46.8 RNC (36) = 61.0 
RCK (12) = 17.7 
RUC (12) = 32.5 
Todos los C(w) no significativamente distintos de cero. No existe 
relación causal entre IPMD y MD. 
IPMD —DVD 
r^ (7) = 0.19 rM (23) = 0.20 RCSÍ (36) = 31.6 
RCar (12) = 20.3 * RQU- (24) = 25.5 RCK (36) = 33.5 
RCfti (12) = 12.5 RCíD (24) = 23.1 RNC (36) = 65.5 
RNC (12) . 33.2 RNC (24) = 49.0 
Todos los C(to) no significativamente distintos de cero. Existe débil 
relación causal de IPMD a DVD. 
IPMD — DLD 
Todos los rm(k) y rvu(k) no significativamente distintos de cero. 
RCS;(12) = 11.7 RCaf(24) = 23.0 RCK. (36) = 28.3 
RCM (12) = 9.5 RCCu (24) = 17.5 RCca (36) = 28.2 
RNC(12) = 21.7 RNC(24) = 40.9 RNC(36) = 57.0 
Todos los C(OJ) no significativamente distintos de cero. No existe 
relación causal entre IPMD y DLD. 
IPMD — CPD 
1*5(5) = 0.18 r - (11) = 0.17 RCar(36) =32.4 
RCnf (12) = 11.9 RC=r (24) = 25.3 RC»(36) = 33.2 
RCcn (12) = 16.6 RC- (24) = 27.4 RNC (36) = 66.3 
RNC (12) = 29.2 RNC (24) = 53.4 
Todos los C(u) no significativamente distintos de cero. No existe 
relación causal entre CPD e IPMD. 
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MD — DVD 
rSÍ (0) = 0.85 RCac (24) = 22.3 RCSÍ (36) = 30.7 
RCUÍ (12) = 10.3 RCfú (24) = 16.8 RCÍG (36) = 21.9 
RCtG (12) = 8.5 RNC (24) = 151.0 ** RNC (36) = 164.5 ** 
RNC(12) = 130.7 *-
Casi todos los C(w) significativamente distintos de cero. Existe fuerte 
relación causal instantánea entre MD y DVD. 
MD — DLD 
ras (0) = 0.81 RCG; (24) = 19.6 RCM (36) = 2&A 
RC5Í (12) = 12.7 RCCG (24) = 14.2 RCM (36) = 21.5 
RCÍG (12) = 9.3 RNC (24) = 133.6 ** RNC (36) = 149.7 ** 
RNC (12)= 121.7*" 
Numerosos C(w) significativamente distintos de cero. Existe fuerte 
relación causal instantánea entre MD y DLD. 
MD —CPD 
rGC. (0) = 0.34 r-u; (15) = 0.21 RCDr (36) = 36.3 
rCG(10) = — 0.20 rCG(17) = — 0.18 RC^^Ó) = 29.6 
RC a i(12)= 11.5 RCas (24) = 23.1 RNC (36) = 84.2 
RCa(12) = 11.4 RCrn(24) = 23.7 
RNC (12) = 41.2** RNC (24) = 65.2 * 
Todos los C(co) no significativamente distintos de cero. Existe rela-
ción causal instantánea entre MD y CPD. 
DVD — DLD 
rof (0) = 0.72 rGC (2) = — 0.18 RC0J (36) = 27.6 
RC¡»(Í2) = 13.5 RCnc(24) = 21.2 RCrG(36) = 35.1 
RC?S(12) = 13.2 RCrG(24) = 24.7 RNC (36) = 141.4** 
RNC (12) = 105.4** RNC (24) = 124.7** 
Numerosos C(w) significativamente distintos de cero. Existe fuerte 
relación causal instantánea entre DVD y DLD. 
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DVD — CPD 
va'-. (0) = 0.24 rK (15) = 0.22 RC¿ (36) = 33 0 
r-Sl. (9) = — 0.17 RC-- (24) = 23.9 RQí (36) = 3 8 0 
RCav-(12)•= 9.4 RC» (24) = 30.7 RNC (36) = 7 9 6 
RCÍÜ(12) = 15.2 RNC (24) = 63.2 * 
RNC(12) = 33.3 
Existe débil relación causal instantánea entre DVD y CPD. 
DLD — CPD 
rGv- (0) = 0.36 r-v- (36) = — 0.22 RC-U- (36) = 36.9 
1*5 (10) = 0.21 rc-(17) = —0.19 RC;» (36) = 35.7 
RC- (12) = 10.7 RCS;(24) = 22.6 RNC (36) = 92.6 * 
RCSC (12) = 13.8 RCr5 (24) = 28.9 
RNC (12) = 44.6 ** RNC (24) = 71.6 ** 
C(0) = 0.94 C (0.014) = 0.83 
Existe relación causal instantánea entre DLD y CPD. 
7. LIMITACIONES DEL ANÁLISIS 
Los resultados numéricos anteriores indican un grado de indepen-
dencia entre la mayoría de las variables estudiadas que puede parecer 
sorprendente, y en cualquier caso mayor que el que en un principio se 
le atribuiría basándose en conocimientos teóricos previos. Como, por 
otra parte, es evidente la existencia de relaciones claras entre algunas 
de las variables que en el análisis anterior no se evidenciaron, parece 
necesario considerar y validar las limitaciones implícitas en la metodo-
logía utilizada. 
En primer lugar hay que insistir que, en aras de la operatividad, la 
definición de causalidad utilizada es restrictiva, ya que se centra bási-
camente en los aspectos predictivos. Además, y ya en el contexto de cau-
salidad predictiva, es importante el notar que el procedimiento de fil-
trado univariante utilizado para obviar el problema de la autocorrela-
ción, elimina la parte sistemática de las series, que como es sabido con-
tribuye en gran medida a su capacidad predictiva. Por lo tanto, de la 
información utilizada en el análisis de causalidad, que no es más que los 
residuos univariantes de las series, no cabe esperar aportaciones impor-
tantes en cuanto a la identificación de este tipo de causalidad. También, 
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TABLA 5 
Relaciones empíricas de causalidad entre las variables originales 
ICV IPI IPM M DV DL 
ICV 
IPI 0 
IPM a, c 0 
M c c 0 
DV 0 0 0 A 
DL c c 0 A A 
CP 0 a, c 0 a a, b a 
0 independencia 
A causalidad instantánea fuerte 
a causalidad instantánea débil 
b causalidad en el sentido 
c causalidad en el sentido 
TABLA 6 
Relaciones empíricas de causalidad entre las variables desestacionalizadas 
ICDV IPID IPMD MD DVD DLD 
ICVD 
IPID 0 
IPMD a 0 
MD 0 0 0 
DVD 0 0 b 
DLD 0 0 0 
CPD 0 a, c o 
0 independencia 
A causalidad instantánea fuerte 
a causalidad instantánea débil 
b causalidad en el sentido 
c causalidad en el sentido 
A 
A A 
a a a 
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y como quiera que el procedimiento de modelización no da lugar a un 
solo modelo, la utilización de distintos filtros puede dar lugar a que 
relaciones de causalidad de tipo débil presentes en un caso no lo estén 
en otro. 
En segundo lugar, e independientemente de la definición utilizada, 
es evidente la limitación del análisis derivada del hecho de haber con-
siderado un universo bivariante. 
En tercer lugar consideramos ineludible el hacer referencia a que, 
como quiera que todo sistema económico tiene inherente un cierto 
grado de control, el procedimiento de identificación utilizado no permi-
te distinguir, en algunos casos, la verdadera relación dinámica entre dos 
variables sino que proporciona una cierta combinación entre ésta y el 
controlador. En particular, y para el ejemplo que Box y MacGregor(4) 
analizan, la identificación basada en la función de correlación cruzada 
proporciona exclusivamente información referente al controlador, sin 
que sea posible identificar la verdadera relación causal entre las dos 
variables. Otros procedimientos de identificación, como algunos de los 
reseñados en Gustavsson (2), pueden obviar este problema. 
Otro aspecto derivado del método de identificación utilizado, y que 
indudablemente afecta a la interpretación de los resultados obtenidos, 
es el asociado con el problema del sesgo de los estadísticos utilizados en 
favor de la hipótesis nula de no relación causal (28). 
Por último debe mencionarse, en el contexto de las condiciones ex-
perimentales en las que se realiza la identificación, la calidad de los 
datos. Es bien conocido que la existencia de errores en las variables 
deteriora la Habilidad estadística de las estimaciones y que en particu-
lar introducen un sesgo hacia cero. Este importante y conocido proble-
ma podría obviarse con una parametrización adecuada del modelo en 
espacio de los estados y la aplicación de procedimientos basados en el 
filtro de Kalman (20). 
8. CONCLUSIONES Y EXTENSIONES 
Del análisis anterior se desprenden una serie de conclusiones que a 
continuación enumeramos. 
1) La débil relación causal que existe entre las variables conside-
radas, que en un principio puede parecer sorprendente, justifi-
ca la excelente capacidad predictiva de los modelos univariantes. 
2) A pesar de la débil relación causal obtenida entre las variables 
en su versión original, se ha observado que el proceso de deses-
tacionalización distorsiona y elimina parte de esta relación. Este 
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hecho parece justificar el que los modelos univariantes propor-
cionen peores predicciones con las variables desestacionalizadas. 
2) Entre las variables monetarias existe una fuerte relación causal 
de tipo instantáneo que siendo compatible con su definición 
contable ayuda a valorar la metodología utilizada. 
4) Depósitos a la vista parece un indicador de adelanto adecuado 
para poder mejorar las predicciones del crédito al sector priva-
do, variable clave de la política económica española. También 
parece adecuado el utilizar, entre otros, el índice de precios al 
por mayor y créditos al sector privado como indicadores de 
adelanto del índice del coste de la vida e índice de producción 
industrial, respectivamente. 
5) Los resultados derivados de la metodología utilizada son relati-
vamente invariantes frente a cambios en los procedimientos de 
filtrado a los que se someten las series; no obstante, conside-
ramos necesario el efectuar ejercicios de robustez en forma más 
exhaustiva. 
6) La naturaleza de los resultados obtenidos, especialmente en 
cuanto a la debilidad de las relaciones existentes, está de acuer-
do con investigaciones llevadas a cabo por otros autores. 
Finalmente, la prolongación lógica de este trabajo es la formula-
ción de modelos de regresión dinámica para aquellas variables en las 
que se han identificado relación causal. 
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