In this paper, we design resilient sparse state-feedback controllers for a linear time-invariant (LTI) control system while attaining a pre-specified guarantee on the performance measure of interest. Our method consists of two main steps: first, we leverage a technique from non-fragile control theory to identify a region of quadratically resilient statefeedback controllers, (ii) then, we search for a sparse controller inside the region. We use two different techniques for the sparsification task: the greedy method of sparsification, as well as the re-weighted 1 norm minimization scheme that is solved along with linear matrix inequalities. The method highlights a tradeoff between the sparsity of the controller, performance measure, and fragility of the design.
I. INTRODUCTION
During the past two decades, the robust resilient control has been active branch of research in control theory [1] - [4] . This line of research is alternatively called robust non-fragile control. In this context, it is of paramount interest to design controllers that are not only robust against the exogenous processes such as disturbance or observation noises, but also resilient to perturbations in the controller space. Designing controllers with this property is undoubtedly necessary, since we are doomed to face uncertainties and perturbations in the controller architecture in many real world applications.
On the other hand, sparse control design has amused the control theorists for more than a decade [5] - [10] .
In sparse control design, the main objective is to strike a balance between the performance and structure of the controller. In many cases, the goal is to push more elements of the feedback gains to be zero, while the performance of the resulting design is satisfactory. Such an objective arises from a need to promote decentralization in large-scale systems wherein traditional and classic centralized controllers may no longer be applicable. The research in this area has found applications, for instance in synchronization networks [11] , dynamic mode decomposition [12] , and adaptive optics systems [13] .
In this paper, we focus on a rather general idea to come up with framework to find controllers that are simultaneously robust, resilient, and sparse. First, we use the tools from [14] to find continuums of resilient controllers with guaranteed H ∞ performance measure. Then, we uncover sparsified controllers that lie inside the § M. Bahavarnia is with the Department of Electrical and Computer Engineering and the Institute for Systems Research at the University of Maryland, College Park, MD 20742, USA (e-mail: {mbahavar}@umd.edu).
† H.K. Mousavi is with the Department of Mechanical Engineering and Mechanics, Lehigh University, Bethlehem, PA 18015, USA (e-mail: {mousavi}@lehigh.edu). specified geometric bounds. We tune the level of sparsity in our design using a parameter, which highlights the tradeoff between the desired levels of sparsity and the performance/non-fragility of the controller design. To the best of our knowledge, this is the first research paper that provides performance guarantees on the designed sparse controller. We have included several numerical examples in this paper to support the theoretical contributions.
Notations: Throughout the paper, we adapt the following notations: all the vectors and matrices are represented by lower and upper case letters, respectively. The transpose of a matrix X is denoted by X T . The identity matrix of appropriate size is denoted by I. The set of n × n positive semi-definite matrices is denoted by S + n . The positive definite matrix inequality operators are shown by ≺ and . The 2-norm of a matrix is represented by . 2 . The 0 measure of a matrix is denoted by . 0 , which is equal to the number of nonzero elements of the matrix. The p-norms of the matrices for p ∈ Z ++ is denoted by . p . The element-wise Hadamard matrix product operator is shown by •. A normal random variable with mean a and covariance Σ is denoted by N (a, Σ). The maximum of the eigenvalues of a square symmetric matrix M is denoted by λ max (M ). The maximum singular value of a matrix M is denoted by σ max (M ). The supremum of a set is denoted by sup.
II. PROBLEM STATEMENT
We consider a plant with linear time-invariant (LTI) dynamics given by
where x(t) ∈ R n , u(t) ∈ R m , v(t) ∈ R mv , and y(t) ∈ R p denote the state vector, control input, disturbance, and output, respectively. One may choose to control the system using a static state-feedback controller
for a state-feedback controller F ∈ R m×n , such that not only the closed-loop stability is achieved, but also desired performance objectives and constraints are satisfied. In fact, in this paper, we aim at finding state-feedback designs that are robust to disturbances, sparse, and resilient to the uncertainties in the implementation. In what follows, we elaborate on the explicit demands and measures considered for the mentioned objectives.
Robustness: in plants with an external disturbance, the H ∞ norm is a common measure to describe the quality of the disturbance attenuation in the output; that is
where G(s) ∈ R p×mv is the transfer matrix from the disturbance v to the output y. A γ-level disturbance attenuation concerns finding a controller F such that
Sparsity: at the same time, we need controllers with smallest number of nonzero elements, (i.e., a sparse design); the direct measure to consider this objective is the zero norm F 0 . A sparse controller design may require lower levels of computation or communication in the control system. Moreover, the privacy concern could become less of an issue in systems wherein the information for control action should be shared over a medium such as a cloud [15] or sent over communication channels.
Resilience: in practice the implementation of any feedback controller always suffers from uncertainty to certain extent. This might arise due to the round-off errors, modeling errors, actuator degradation etc. Hence, we are generally interested in designs that are resilient (or non-fragile) with respect to such perturbations.
These objectives motivate us to define the following problem, where Ω F is a region in the controller space, inside which, certain performance criteria hold. In fact, this set characterizes the structure of controller perturbations. 
Paper Objectives: even in the absence of resilience requirement, (i.e., the set is a singleton Ω F ≡ {F }), it can be shown that Problem 1 is NP-hard [16] , so we will not seek the exact solution to this problem. Thus, as a relaxation, we propose a two-level algorithm to find a feedback gain F such that
(ii) the γ-level performance of the system is guaranteed.
(iii) we may evaluate an explicitly defined region Ω F in the controller space such that F ∈ Ω F and that for any feedback gainF ∈ Ω F , the stability and γ-level performance of the controller are still guaranteed.
In this paper, we develop a general two-stage method in which, first the region Ω F is identified using linear matrix inequalities. Then, a sparse controller is found inside this region in the second stage. To realize the second step, we develop two different ways that the sparsification may be conducted: first, we leverage re-weighted 1 minimization techniques, which also result in a set of linear matrix inequalities. Alternatively, we show that we can efficiently sparsify the controller by a greedy method. In both cases, we illustrate and control the tradeoff between resilience and sparsity of the controllers using an appropriate design parameter.
III. GENERIC TWO-LEVEL ALGORITHM
In this section, first, we recall the machinery developed by Peacelle et. al. [4] , which characterizes a quadratic region of controllers inside which every controller provides us with γ-level performance attenuation. Then, we define a generic two level algorithm to show that how we can use the output of that method to find sparse state-feedback controllers that enjoy the robustness and resilience of the first method.
A. Quadratically Resilient Robust Control
In the following theorem, we recall an important result from [14] , wherein the authors introduce a method to find a region in the controller space such that any controller lying in the region induces the γ-level disturbance attenuation.
Theorem 1 (see [14] ): the linear time-invariant control system (1) is stabilizable by means of a state-feedback controller F such that the transfer matrix from the disturbance to the output satisfies G(s) H∞ ≤ γ if and only if there exists a Lyapunov matrix P ∈ S + n and three matricesX ∈ S + m ,Ŷ ∈ R m×n , andẐ ∈ S + n , which satisfy the linear matrix inequalities given byX
where the blocks are defined to be
Moreover, for any feasible solution, if we define
then, for any controller F satisfying the quadratic inequality
the closed-loop systems is asymptotically stable and the performance measure of the system satisfies G(s) H∞ ≤ γ.
We observe that the feedback gain F o is the center of the ellipsoidal region defined by (5) . In fact, the quadratic constraint (5) implies that controllers that are close enough to control gain F o will inherit the stability and performance guarantee from F o .
B. Generic Search for Sparse Feedback Controllers
Suppose that we have found a quadratic resilient region; i.e., the interior of the matrix ellipsoid centered at F o defined by the quadratic inequality (5). Now, we wish to find a sparse controller F inside this region. As long as we do not leave this region, we would benefit from the performance guarantee of G(s) H∞ ≤ γ. Moreover, if we maintain a safe distance from the boundary of this matrix ellipsoid, we can preserve the resilience of the design to certain extent. To do so, instead of searching for sparse controllers in the whole region defined by (5), we introduce a design parameter θ ∈ [0, 1] and use it to tune the size of the quadratic search space around the initial controller
Mathematically, compared to the region defined by (5), we consider a (possibly shrunk) region of controllers
for a design parameter θ ∈ [0, 1]. If we apply the Schur complement [17] to the matrix inequality (6), we arrive at an equivalent linear matrix inequality
Given this search space, we define the following generic problem for finding sparse feedback gains.
Problem 2: Given the matrix ellipsoid (5), find a sparse controller from the optimization problem minimize F F 0 subject to:
Depending on the value of θ, Problem 2 will imply either of the following designs with guaranteed H ∞ performance:
1) θ = 0: Quadratically resilient state-feedback controller, i.e., F = F o .
2) θ ∈ (0, 1): Resilient sparse state-feedback controller.
3) θ = 1: Sparse state-feedback controller.
We merge these two steps to form the following generic two-stage algorithm: 2) Solve Problem 2 for a sparse controller F .
We can call this method the generic algorithm for finding a sparse controller, because at this point we have not stated how we would approach the second step in Problem 2. In the next section, we preserve the positive semi-definite constraint of Problem 2 and consider tractable relaxations for the objective function, which hopefully
give us controllers that are sparse.
IV. REALIZATION OF SPARSITY
In this section, we consider two methods to fill in the blanks of the two-level generic algorithm; i.e., methods that let us find sparse feedback gains.
A. Re-Weighted 1 Regularization
Instead of dealing directly with Problem 2, we can consider a weighted 1 regularization and define a problem:
Problem 3: Given the matrix ellipsoid (5), find a sparse controller from the optimization problem,
where W ∈ R m×n represents the element-wise positive weight matrix.
In fact, the 1 term in Problem 3 is expected to act as a proxy to the sparsity [7] . Once we relax Problem 2 and replace it with Problem 3, we get the following algorithm:
Resilient Sparse State-Feedback Controller Design with H ∞ Performance using 1 Regularization 1) Find Z, R, F o from the linear matrix inequalities (4).
2) Solve Problem 3 for a sparse controller F .
Regularization with Re-weighting:
The choice of the weight matrix W plays a significant role in the properties of the proposed method. When an appropriate weight matrix is not available, the re-weighted 1 norm technique can also be utilized. In this method, the weight assigned to each element is updated iteratively. This element-wise update is inversely proportional to the absolute value of the corresponding element in F (k) that is recovered from the past iteration as
where the constant ζ > 0 is added to the denominator of the update law (8) to guarantee the stability of the algorithm, especially, when F (k) ij turns out to be zero in the previous iteration [18] . The value of ζ is usually chosen to be relatively small. The stopping criterion is implemented by examining the ratio
for the k'th iteration. For a desired level of precision d , once (k+1) ≤ d holds, we terminate the iterations. In the last step of the algorithm, we truncate the elements with negligible magnitude, e.g., those smaller than a certain threshold (for instance, 5 × 10 −5 ) in the resulting controller F .
Remark 1:
Our simulation results are obtained by incorporating update law (8) for the first few iterations. Also, W ∈ R m×n is initially set to the matrix of all ones.
B. Greedy Sparsification
Instead of application of the regularization in the second step, we may alternatively consider the following greedy algorithm. We start with F (0) = F o , and iteratively for k = 1, 2, . . . , the next controller F (k) is derived by pushing exactly one nonzero element of F (k−1) equal to zero inside the quadratic region of interest. This nonzero element is chosen such that: the distance of the updated constraint (7) from the boundary of positive-definiteness has the minimal decrease. We define the measure of distance based on the following method: let us define the matrix
Also, we define ∆(i, j) ∈ R m×n to be a matrix of all zeros expect with a 1 at row i and column j. Now, if we choose to push the nonzero element F (k−1) ij to zero, then we can see matrix E (k) is updated according to
It is straight-forward to show that this is a rank-two update to matrix E (k−1) according to
where we have used the matrix of eigenvectors
where v 1 (i, j) ∈ R m+n is a vector with 1/ √ 2 at locations i and j + m and zero elsewhere. Also, v 2 (i, j) ∈ R m+n a vector with 1/ √ 2 at location i, and −1/ √ 2 at location j + m, and zero elsewhere. Moreover,
given by
We can see that v 1 is perpendicular to v 2 . We keep track of the minimum eigenvalue of matrix E (k) , that is inverse of the largest eigenvalue of {E (k) } −1 . Thus, we will keep track of the matrix (E (k) ) −1 . To do so, we can see that the rank-two update derived for E (k) can be used in Woodbury matrix identity [19] to get
Then, we compute the maximum eigenvalue corresponding to each candidate for update using the Power method [20] . Finally, at iteration k we choose the i k and j k using
and set the element F i k j k to zero. Using this scheme as the sparsification tool in the generic algorithm, the overall procedure would look like this:
Greedy Sparsification inside Matrix Ellipsoid

1) Start with
2) For k = 1, 2, . . . , choose i and j from
and find F (k) with setting
. Stop when no such update exists.
V. NUMERICAL EXAMPLES
In this section, we assess the effectiveness of our proposed two-level algorithm. We define the following measures that are useful for assessment of the output of the sparsification. For a sparse controller F that is built by searching around the pre-designed F o , we define relative density level of F (in percent) to be
and relative performance loss as
where G F is the closed-loop transfer matrix from the disturbance to the output upon application of controller F .
A. Sample Feedback Control Designs
We consider two classes of control systems and examine the effectiveness of our proposed procedure as follows:
1) Randomly Generated System: we randomly create the system matrix A ∈ R n×n and input matrix B ∈ R n×m , where n = m = 30 and each element of these matrices is independently sampled from the standard normal distribution. We set the rest of the matrices to be C = I, D gv = I, D gu = I, and B v = B. First, we use the weighted 1 regularization method with performance demand of γ = 2 and design parameter θ = 0.5 and find a value of feedback gain, which is denoted by F s ∈ R m×n . On the other hand, we use the greedy method with the same value of θ to find another feedback gain, namely, F g ∈ R m×n . The density level and performance measure of these controllers are shown in Table I , which show that σ d in F s and F g have decreased to about 65% and 78%, while the relative performance degradation compared to the system with controller F o is about 7.4% and 4.9%, respectively. The sparsity pattern of these sparse designs are illustrated in Fig. 1 .
2) Sub-Exponentially Spatially-Decaying System: We consider the matrix A to be constructed as follows: We consider n agents that are located in the square-shaped region namely, A ij is zero if p i − p j 2 > r, and otherwise its value is given by
where c ij ∼ N (0, 1), α determines the bandwidth of the system, β specifies the decay rate of the interaction between two spatially located agents, and r is the radius of the connectivity disk around each agent. We consider n = 30 with system parameters α = β = 1 and r = 0.25. We set B = I, (i.e., each agent has an actuator that controls its state), and C = D gv = D gu = I, B v = 4B. For the sparsification parameters, we set γ = 5, θ = 0.5, and similar to the previous example, we obtain two sparse controllers F s and F g using the weighted 1 regularization and greedy method, respectively. Their corresponding sparsity patterns are visualized in Fig. 2 . According to Table II, the full density level of F o has decreased to almost 37.5% and 36.3%, while the performance loss is around 1.2% and 0.4%, in the case of F s and F g , respectively. In Fig. 3 , we have illustrated the links corresponding to connectivity architecture of the system as well as the links that correspond to the information structure of the sparse controller B. Interplay between Resilience, Performance, and Sparsity Randomly Generated System: Reconsidering the control system given in the previous subsection, we vary parameter θ from 0 to 1, and look at the resulting density levels and performance losses of the sparse controllers.
In Fig. 4 , we observe that as the parameter θ increases, the density level of the outcome is enhanced, while the performance measure is deteriorating. We observe that these data represent a tradeoff that exists between the relative density level of the controller and the relative performance loss upon sparsification, which is further illustrated in If we do the same experiment on the control system with spatially decaying parameter, we arrive at similar trends and tradeoffs, which we omit for brevity. 
C. Study of the Resilience
We create a random sample of the system with sub-exponentially decaying interactions with n = 20, α = 1, β = 0.5, and r = 0.6. Then, we study the resilience of the designed sparse feedback control laws using re-weighted relative performance degradation where η ij ∼ N (0, 1), independent of other elements. For each design, (i.e., each value of the sparse controller corresponding to the value of θ), we find 5000 random perturbations. The empirical cumulative density function (CDF) of the relative degradation in the H ∞ performance measure (with respect to the sparse design) under these random perturbations is illustrated in Fig. 6 . We observe that for the larger values of θ, the sparse control design is more fragile.
VI. FINAL REMARKS
1) The general methodology followed in this paper can be summarized as follows: first, obtain a region in the controller space inside which a specific control objective holds. Then, explore the geometry of the region in the controller space to find a sparse controller that inherits the performance guarantee. While in this paper we have addressed H ∞ control design using the quadratic inequalities, as mentioned in [14] , one can do similar developments for the H 2 norm performance measure as well.
2) Because some of the matrix inequalities involved in the first method are strict, solving the linear matrix inequalities in the first stage is subject to a great deal of flexibility. For instance, from extensive numerical simulations, we have learnt that limiting the condition number of matrix P in (4) is practical for finding a "rich" enough region of controllers that will be used in the sparsification.
3) Although we have limited the value of θ to [0, 1], some numerical examples suggest that even for values of θ greater than 1 the second step for finding the sparse controllers may result in satisfactory results. This is due to the conservative nature of the quadratic regions of controllers [14] .
4) The exact running time analysis for the sparsification methods may not be derivable. However, we expect that the greedy method becomes less computationally expensive compared to 1 regularization as the size of the system increases. 13 5) Our extensive numerical studies suggest that as the designed controller become sparser, fragile of the design is increased as well.
