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Annotation.
In the paper we prove a new upper bound for Heilbronn’s exponential sum and obtain some applica-
tions of our result to distribution of Fermat quotients.
1 Introduction
Let p be a prime number. Heilbronn’s exponential sum is defined by
S(a) =
p∑
n=1
e
2pii· an
p
p2 . (1)
In papers [3], [4] (see also [14]) a nontrivial upper bound for the sum S(a) was obtained.
Theorem 1 Let p be a prime, and a 6= 0 (mod p). Then
|S(a)| ≪ p
7
8 .
Igor Shparlinski asked to the author about the possibility of an improvement of Theorem
1. The main result of the paper is
Theorem 2 Let p be a prime, and a 6= 0 (mod p). Then
|S(a)| ≪ p
59
68 log
5
34 p .
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1
2Heilbronn’s exponential sum is connected (see e.g. [1], [2], [5], [6], [11], [12]) with so–called
Fermat quotients defined as
q(n) =
np−1 − 1
p
, n 6= 0 (mod p) .
Our main result has some applications to the distribution of such quotients.
By lp denote the smallest n such that q(n) 6= 0 (mod p). In [1] an upper bound for lp was
obtained.
Theorem 3 One has
lp ≤ (log p)
463
252
+o(1)
as p→∞.
We improve the constant 463252 above, see Theorem 12 of section 4.
Another applications are :
• discrepancy of Fermat quotients from [6], Theorems 18–19,
• new bound for the size of the image of q(n), see [11], Theorem 1,
• estimates for Ihara sum, [12],
• better bounds for the sums
∑k
n=1 χ(q(n)),
∑k
n=1 χ(nq(n)), see [2], Theorems 3.1, 3.2, 5.4.
Let us say few words about the proof. Clearly, sum (1) can be considered as the sum over
the following multiplicative subgroup
Γ = {mp : 1 ≤ m ≤ p− 1} ⊆ Z/(p2Z) (2)
(see the discussion at the beginning of section 3). Recently, some progress in estimating of
exponential sums over ”large” subgroups (but in Z/pZ not in Z/p2Z) such as (2) was attained
(see [10]). So it is natural to try to use the approach from the paper to obtain some new upper
bound for (1). Unfortunately, the methods from [10] cannot be applied directly in the case. The
reason is that we know much less about distribution of Heilbronn’s subgroup (2) then about
subgroups in Z/pZ as well as about looking similar convex–type sets (see sections 6, 7 from [10]).
The only we know is Lemma 6 below, which gives, roughly speaking, a nontrivial upper bound
for the number of the solutions of the equation x− y ≡ c (mod p2) for fixed c ∈ Z/(p2Z), c 6= 0
and x, y ∈ Γ as well as upper bounds for the moments of such quantities. Nevertheless the size
of Γ is large and the ordinary Fourier transformation methods (see Lemma 8), combining with
the approach from [10], namely, so–called the eigenvalues method allows us to prove Theorem
2.
The author is grateful to Igor Shparlinski for useful discussions as well as pointing some
applications of the main result.
2 Definitions
Let G be an abelian group. If G is finite then denote by N the cardinality of G. It is well–
known [7] that the dual group Ĝ is isomorphic to G in the case. Let f be a function from G to
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C. We denote the Fourier transform of f by f̂ ,
f̂(ξ) =
∑
x∈G
f(x)e(−ξ · x) , (3)
where e(x) = e2piix. We rely on the following basic identities∑
x∈G
|f(x)|2 =
1
N
∑
ξ∈Ĝ
∣∣f̂(ξ)∣∣2 . (4)
∑
y∈G
∣∣∣ ∑
x∈G
f(x)g(y − x)
∣∣∣2 = 1
N
∑
ξ∈Ĝ
∣∣f̂(ξ)∣∣2∣∣ĝ(ξ)∣∣2 . (5)
and
f(x) =
1
N
∑
ξ∈Ĝ
f̂(ξ)e(ξ · x) . (6)
If
(f ∗ g)(x) :=
∑
y∈G
f(y)g(x− y) and (f ◦ g)(x) :=
∑
y∈G
f(y)g(y + x)
then
f̂ ∗ g = f̂ ĝ and f̂ ◦ g = f̂ cĝ = f̂ ĝ , (7)
where for a function f : G → C we put f c(x) := f(−x). Clearly, (f ∗ g)(x) = (g ∗ f)(x) and
(f ◦ g)(x) = (g ◦ f)(−x), x ∈ G.
We use in the paper the same letter to denote a set S ⊆ G and its characteristic function
S : G→ {0, 1}. Write E(A,B) for the additive energy of two sets A,B ⊆ G (see e.g. [13]), that
is
E(A,B) = |{a1 + b1 = a2 + b2 : a1, a2 ∈ A, b1, b2 ∈ B}| .
If A = B we simply write E(A) instead of E(A,A). Clearly,
E(A,B) =
∑
x
(A ∗B)(x)2 =
∑
x
(A ◦B)(x)2 =
∑
x
(A ◦ A)(x)(B ◦B)(x) . (8)
and by (5),
E(A,B) =
1
N
∑
ξ
|Â(ξ)|2|B̂(ξ)|2 . (9)
Let
Ek(A) =
∑
x∈G
(A ◦ A)(x)k , (10)
and
Ek(A,B) =
∑
x∈G
(A ◦ A)(x)(B ◦B)(x)k−1 (11)
be the higher energies of A and B. Similarly, we write Ek(f, g) for any complex functions f and
g. Quantities Ek(A,B) can be written in terms of generalized convolutions (see [9]).
4Definition 4 Let k ≥ 2 be a positive number, and f0, . . . , fk−1 : G→ C be functions. Write F
for the vector (f0, . . . , fk−1) and x for vector (x1, . . . , xk−1). Denote by Ck(f0, . . . , fk−1)(x1, . . . , xk−1)
the function
Ck(F )(x) = Ck(f0, . . . , fk−1)(x1, . . . , xk−1) =
∑
z
f0(z)f1(z + x1) . . . fk−1(z + xk−1) .
Thus, C2(f1, f2)(x) = (f1 ◦ f2)(x). If f1 = · · · = fk = f then write Ck(f)(x1, . . . , xk−1) for
Ck(f1, . . . , fk)(x1, . . . , xk−1).
For a positive integer n, we set [n] = {1, . . . , n}. All logarithms used in the paper are to
base 2. By ≪ and ≫ we denote the usual Vinogradov’s symbols. If N is a positive integer then
write ZN for Z/NZ and if p is a prime then put Z
∗
p for (Z/pZ) \ {0}.
3 Preliminaries
Put
Γ = {mp : 1 ≤ m ≤ p− 1} ⊆ Zp2 .
It is easy to see that Γ is a subgroup and that
Γ = {xp : x ∈ Zp2 , x 6= 0} = {x ∈ Zp2 : x
p ≡ 1 (mod p2)}
because of x ≡ y (mod p) implies xp ≡ yp (mod p2).
Put
f(x) = x+
x2
2
+
x3
3
+ · · ·+
xp−1
p− 1
∈ Zp[x] .
Put also
F(u) = |{x ∈ Zp : f(x) = u}| .
We prove a simple lemma which is connecting the numbers F(u) and the convolutions of the
subgroup Γ.
Lemma 5 Let 0 ≤ a, b ≤ p− 1. Then
(Γ ◦ Γ)(a+ bp) =

F(aq(a) − b) , if a 6= 0 ,
|Γ| , if a = b = 0 ,
0 , otherwise.
P r o o f. To calculate (Γ ◦ Γ)(a+ bp) consider the equation
mp1 −m
p
2 ≡ a+ bp (mod p
2) , (12)
where m1,m2 ∈ Γ. From (12) it follows that m1−m2 ≡ a (mod p). If a ≡ 0 (mod p) then b ≡ 0
(mod p). Suppose that a 6= 0 (mod p). Then
m1 ≡ av (mod p) and m2 ≡ a(v − 1) (mod p)
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for some v 6= 0 (mod p). It follows that
mp1 −m
p
2 ≡ a
p(vp − (v − 1)p) ≡ ap ·
p∑
l=1
(−1)l−1vp−l
(
p
l
)
≡ ap · (1− pf(v)) (mod p2)
and hence
a+ bp ≡ ap · (1− pf(v)) (mod p2)
This completes the proof. ✷
The following lemma was proved in [4].
Lemma 6 Let U ⊆ Zp be a set. Then∑
u∈U
F(u)≪ p2/3|U |2/3 .
Using Lemma 5 and Lemma 6, one can easily deduce upper bounds for moments of convo-
lution of Γ. These estimates are the same as in the case of multiplicative subgroups in Zp (see,
e.g. [8]).
Corollary 7 We have
E(Γ)≪ |Γ|5/2 , E3(Γ)≪ |Γ|
3 log |Γ| , (13)
and for all l ≥ 4 the following holds
El(Γ) = |Γ|
l +O(|Γ|
2l+3
3 ) . (14)
We need in a lemma about Fourier coefficients of an arbitrary set which is invariant under
the action of a subgroup (see e.g. [8]).
Lemma 8 Let Γ ⊆ ZN be a multiplicative subgroup, and Q be an Γ–invariant subset of ZN ,
that is QΓ = Q. Then for any ξ 6= 0 the following holds
|Q̂(ξ)| ≤ min
{(
|Q|N
|Γ|
)1/2
,
|Q|3/4N1/4E1/4(Γ)
|Γ|
, N1/8E1/8(Γ)E1/8(Q)
(
|Q|
|Γ|
)1/2}
. (15)
Finally, we formulate lemma from [10], see Theorem 57, section 7. This is the key new
ingredient of our proof.
6Lemma 9 Let A,D ⊆ G be two sets, and D = −D. Then
µ2 · E(A, f) ≤
∑
x,y,z∈A
D(x− y)D(x− z)(A ◦ A)(y − z) ,
where
µ ≥
1
|A|
∑
x∈D
(A ◦A)(x) ,
and f is a nonnegative function such that ‖f‖2 = 1, supp f ⊆ A, and
µf(x) = A(x)(D ∗ f)(x) .
4 The proof of the main result
Let Γ be the subgroup from (2).
Theorem 10 We have
E(Γ)≪ |Γ|
42
17 log
10
17 |Γ| . (16)
P r o o f. Let P = p2, t = |Γ|, E = E(Γ) = t3/K, K ≥ 1, and E3 = E3(Γ). By Lemma 6 and
simple average arguments, we have
E≪
∑
x 6=0 : 2−1tK−1<(Γ◦Γ)(x)≤cK
(Γ ◦ Γ)2(x) , (17)
where c > 0 is some absolute constant. Let
Dj = {x 6= 0 : c2
−jK < (Γ ◦ Γ)(x) ≤ c2−j+1K} , j ≤ log(2cK2t−1) .
Put l = [log(2cK2t−1)]. By (17) there is j ∈ [l] such that
2jE
lK
≪
∑
x∈Dj
(Γ ◦ Γ)(x) . (18)
Put D = Dj . Clearly, D = −D and D is Γ–invariant set. Note also
|D| ≪
2jE
t
. (19)
Put
σ :=
∑
x∈D
(Γ ◦ Γ)(x)
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Using Lemma 9 with A = Γ, D = D and also inequality (18), we obtain
22jE2
l2K2t2
· E(Γ, f)≪
σ2
t2
· E(Γ, f)≪ µ2 · E(Γ, f) ≤
∑
x,y,z∈Γ
D(x− y)D(x− z)(Γ ◦ Γ)(y − z) ,
where
µf(x) = Γ(x)(D ∗ f)(x) . (20)
Because of D is Γ–invariant it is easy to see that any solution f of equation (20) coincide with
a character on Γ. We know that f(x) ≥ 0, so f is the main character, i.e. f(x) = Γ(x)/t1/2 (for
more details see [9] or [10]). Thus
22jE5
l2t9
=
22jE3
l2K2t3
≪
σ2
t2
· E(Γ, f)≪
∑
x,y,z∈Γ
D(x− y)D(x− z)(Γ ◦ Γ)(y − z) . (21)
If y = z then by (18), (21) and the definition of σ the following holds
22jE5
l2t9
≪
2jE3
lt6
σ ≪ tσ
and we are done. Thus
22jE5
l2t9
≪
∑
α6=β
D(α)D(β)(Γ ◦ Γ)(α− β)C3(Γ)(α, β) .
Using Cauchy–Schwarz, we get
24jE10
l4t18E3
≪
∑
α6=β
D(α)D(β)(Γ ◦ Γ)2(α− β) . (22)
Put
Si = {x 6= 0 : c
′t2/32−i < (Γ ◦ Γ)(x) ≤ c′t2/32−i+1} ,
where c′ > 0 is an absolute constant such that (Γ ◦ Γ)(x) ≤ c′t2/3 for all x 6= 0. Such constant
exists by Lemma 6. Trivially
|Si|t
2/32−ic′ ≤ t2 , (23)
and
|Si|t
4/32−2i(c′)2 ≤ E . (24)
By the definition of the sets Si, we have
24jE10
l4t18E3
≪ t4/3
∑
i
2−2i
∑
x
Si(x)(D ◦D)(x) .
Certainly, each set Si is Γ–invariant. Thus, using Lemma 8, Fourier transform and Parseval, we
obtain
24jE10
l4t18E3
≪ t1/3
∑
i
2−2i|Si|
3/4|D|P 1/4E1/4 + t4/3
∑
i
2−2i
|Si||D|
2
P
. (25)
8Let us estimate the second term from (25). Using (24) and (19), we get
t4/3
∑
i
2−2i
|Si||D|
2
P
≪
22jE3
t2P
.
If
24jE10
l4t18E3
≪
22jE3
t2P
then E≪ t17/7 log5/7 t and the result follows. Thus
24jE10
l4t18E3
≪ t1/3
∑
i
2−2i|Si|
3/4|D|P 1/4E1/4 . (26)
By Lemma 6 and inequalities (23), (24), we have
|Si| ≪ min{t2
3i,Et−4/322i, t4/32i} .
Applying the first bound for 2i ≪ Et−7/3, the second one for Et−7/3 ≪ 2i ≪ t8/3E−1 and the
third bound for other i, we get by (26)
24jE10
l4t18E3
≪ t1/3|D|P 1/4E1/4
t3/4( E
t7/3
)1/4
+
E
3/4
t
·
(
t7/3
E
)1/2
+ t
(
E
t8/3
)5/4 =
= t1/3|D|P 1/4E1/4
(
E
1/4t1/6 + E5/4t−7/3
)
= t1/2|D|P 1/4E1/2
(
1 +
E
t5/2
)
≪ t1/2|D|P 1/4E1/2 ,
where Corollary 7 has been used. Applying the last bound and inequality (19) after some cal-
culations, we obtain (16). This completes the proof. ✷
Corollary 11 Let p be a prime, a 6= 0 (mod p), and M,N be positive integers, N ≤ p. Then∣∣∣∣∣
N+M∑
n=M
e
(
anp
p2
)∣∣∣∣∣≪ p 2134N 14 log 534 p . (27)
In particular
|S(a)| ≪ p
59
68 log
5
34 p . (28)
P r o o f. One can get (28) just using Theorem 10 and Lemma 8. To obtain (27) write P =
[M, . . . ,N +M ] and note that by Fourier transform or the completing method (see [3] or [4] for
details) combining with Ho¨lder, we get∣∣∣∣∣
N+M∑
n=M
e
(
anp
p2
)∣∣∣∣∣ ≤ 1p∑
x
|Γ̂(x)||P̂ (x)| ≤ E1/4(Γ) ·
(
1
p
∑
x
|P̂ (x)|4/3
)3/4
. (29)
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By assumption N ≤ p. Using Theorem 10 to estimate E(Γ) and a well–known estimate (see e.g.
[4]) ∑
x
|P̂ (x)|4/3 ≪ pN1/3 ,
we have (27). This completes the proof. ✷
Using the arguments from [1] and Theorem 10, we obtain the following result about Fermat
quotients.
Theorem 12 One has
lp ≤ (log p)
7829
4284
+o(1)
as p→∞.
Note that
463
252
= 1.83730 . . . and
7829
4284
= 1.82749 . . .
Theorem 12 has a consequence (see [5]).
Corollary 13 For every ε > 0 and a sufficiently large integer n, if an−1 ≡ 1 (mod n) for every
positive integer a ≤ (log p)
7829
4284
+ε then n is squarefree.
Similar improvement of constant 463252 of Theorem 1 from [11] as well further applications
from [12] can be obtained exactly the same way. New values of constants in paper [2] follows
from the proposition below (compare with Proposition 2.1 of article [2]) and our Theorem 10.
Proposition 14 For ξ ∈ Zp define
u(ξ) = |{x ∈ [p] : xp − x ≡ ξp (mod p2)}| .
Then for any ε > 0 and all sufficiently large p the following holds∑
ξ
u2(ξ) ≤ p
1
8
+ε
E
1/2(Γ) .
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