Introduction
Technological advances in network architectures add new features and applications to routing problems [6, 26, 17, 31, 27, 29, 23] . In this work, we are interested in the exact solution of a vehicle routing problem (VRP) for information collection in wireless networks. The new characteristic added to this well-know problem is the possibility of picking-up information via wireless transmissions.
A relevant application for this problem is to provide connection for difficult environments [26, 23] . For example, Daknet [26] is a low-cost solution for providing web connection to small and remote villages. Daknet uses existing buses and local transport to carry messages and web connection to modest and isolated villages in which small kiosks are placed allowing people to send email and information in an off-line manner. A very similar case is to provide web connectivity for remote military stations which dispose of a set of vehicles to gather and deliver information [23] . Applications for this problem appears whenever one needs to provide vehicle routing strategies with wireless information transmission to the vehicles involved, which is also the case in underwater surveillance [8] , environmental monitoring [32] or automated meter reading [30] .
In the context considered in this work, a unique base station is connected with the outside and a vehicle is responsible for collecting information from the other stations. The stations are equipped with technology capable of sending information via wireless connection to the vehicle when it is located in another sufficiently close station. Simultaneous transmissions are permitted. Time of transmission depends on the distance between stations, the amount of information transmitted, and other physical factors (e.g. obstacles along the way, installed equipment). Information to be sent outside of the network is continuously generated in each station at a constant rate. The VRP treated in this work looks for the vehicle route as well as for an efficient planning on how to collect information from stations, in order to minimize the total amount of remaining information in the nodes at the end of a finite time horizon T.
It is well-known [25] that a good mathematical model is crucial to solve a problem to optimality using exact approaches such as branch-and-bound and branch-and-cut methods. The focus of this work is the investigation and comparison of Mixed Integer Linear Programming (MILP) formulations for this routing problem with wireless transmission.
Related works
First, we discuss related studies from the application perspective. Many works in the literature address vehicle routing problems in the presence of wireless transmission with focusing on the study of protocols/policies for routing and data collection. A smaller set of works addresses the development of vehicle routing strategies, most cases, in a two-phase manner (see [14] ). When studying such routing and data collection protocols, normally, the authors consider that the vehicle route is set, i.e., the mobility of the vehicle is not controllable. That is frequently the case in applications taking advantage of an existing transportation infrastructure [9, 12, 24, 31] . In some situations, as in [11] , the authors assume the vehicle route exist but they suppose vehicles can adjust their position (in order to receive information from some stations).
For applications where vehicle mobility is controlled, some authors address the design of the vehicle routing and the information collection planning in two-phases [15, 16, 21, 28] . In a first step the route is designed by an optimization problem is solved (location, scheduling or routing problem) and in the sequence, based on this route, a collection planning/policy is established. The strategy adopted for the collection planning is used to conduct the vehicle route choice; for example, energy efficiency [15, 21] or single hop guarantee for all nodes [28] . The problem addressed in [5] looks for a vehicle routing that visits a set of nodes of the network needing repairing. However, the route designed is also used to collect information allowing the prediction of node failures. Thus, the vehicle routing changes the network architecture (once the nodes are repaired) as well as the belief of the network.
In [17] , the authors were dedicated to the design of the vehicle routing together with the collection planning, but they assume an architecture is defined for the vehicle routing (cycle path or zig-zag path) and study the best placement for such architecture.
To the best of our knowledge, the authors in [8] and [22] are the only ones to study the design of a vehicle route from scratch together with a wireless transmission planning.
In [8] , they address an application of underwater wireless sensor networks for submarine monitoring. The authors considered a scenario with a set of surfacing nodes and underwater nodes and look for a routing to an autonomous underwater vehicle (AUV) during a given time period. The AUV must leave and return to a surface node while information generated by the underwater nodes is collected along the selected path. Opposite to our main assumption, the AUV must physically visit each station where information is collected. The value of information collected decreases with time and the strategy adopted by the authors is the maximization of the value of the information delivered to the surface nodes. The authors in [8] proposed an Integer Linear Programming (ILP) formulation able to solve the problem with up to 12 underwater nodes in a time that varies from a few hours to a few days.
The problem treated in [22] is a very close version of the VRP addressed in the present work: all but one assumption are the same. In [22] it is assumed that, once a station starts a transmission to the vehicle, all information accumulated in this station at that moment must be transmitted. This assumption is justified in situations where information is safer once it leaves the stations. However, the authors observed that this imposition contributes for the isolation of some stations. In our problem, transmission of partial information is allowed. Three different strategies adopted in the vehicle routing problem were investigated in [22] : maximizing the total amount of information extracted at the end of the time horizon T ; maximizing the average of the information in the vehicle at each time point; and maximizing the satisfaction of each station at the end of the time horizon T . A MILP formulation was introduced with three different objective functions being discussed. The authors presented computational experiments on randomly generated networks with up to 15 stations (|T | ∈ {24, 28}), solved in one hour of computation time 1 . The results discussed in [22] showed the problem becomes more difficult as the total amount of information collected increases. The periodicity on remaining information at the stations (after a sequence of vehicle routings is solved) was studied for each strategy. The experiments were used to access how the maximization of one criteria affects the others and impacts the periodicity of the remaining information.
From the modeling perspective, our problem is related with the VRP problem but also with other classical network optimization problems: the classical traveling salesman problem (TSP); the prize collecting traveling salesman problem (PCTSP); and the inventory routing problem (IRP). Since only one uncapacitated vehicle is considered, the problem can be seen as a version of the Traveling Salesman Problem (TSP) [20] . However, opposite to most versions of the TSP, no constraint is imposed neither on the number nor on the frequency of visits to the stations. Notice that, depending on the position of the base station, the vehicle can be conducted to return several times to the base in order to have access to some stations.
In the PCTSP (see [7] ), a salesman gets a prize for every city visited. The goal is to find a minimum cost route including enough cities to collect a required amount of prize. As for the PCTSP, our problem assumes that not all the nodes need to be visited and the information collected can be regarded as a prize. Conversely, no routing costs are considered, the same station can be visited more than once, and the information collected (prize) depends on the time of the visits and on the information collected previously. Finally, in a IRP, the routing must be coordinated with the inventory management (see [13] ). As for our problem, the same node can be visited multiple times and the amount of inventory that can be picked up or delivered depends on the time of the visit. However, in addition to the absence of routing costs, neither vehicle capacities nor inventory limits on the stations are considered in our problem.
Our contributions
Although the problem considered here has some similarities with classical problems (TSP, VRP, PCTSP and IRP), it also includes distinct characteristics making the study of the mathematical models a challenge. For classical related problems, several mathematical formulations have been proposed and compared (see, for instance, [18] for the TSP and [19] for the VRP). Adding new aspects to a problem can impact the mathematical modeling choices [10] and, as a consequence, the solution of the problem to optimality, or the design of matheuristics. Our work contributes with the development and comparison of different MILP formulations to the VRP with information collection in wireless networks.
We introduce three MILP formulations to the problem: one based on a time discretization, where each decision is measured in multiples of the time unit; and two formulations using continuous time and based on events. The two formulations based on continuous time differ in the type of events considered. One formulation assumes the events are visits to stations and transfer operations, and the other assumes that events are the vehicle stops. We will see that each such model proposed in this work has pros and cons making it more suitable for a particular instance. To the best of our knowledge these models have never been introduced for a VRP with information collection in wireless networks. Our contribution goes in the same direction as the one presented in [3] in which the authors compare discrete time models with continuous time models for a maritime IRP. However, as we discuss in the later sections, the conclusions are not coincident to the ones in [3] as the problems are different.
The paper is organized as follows. Section 2 formally describes the VRP being solved while notations and assumptions are presented. Three MILP formulations to the problem are presented in Section 3 with the discussion on how the models can be strengthened. The three models are then compared in Section 4 where a deep analysis of the models is presented and some problem assumptions are discussed. Computational experiments are presented in Section 5. Finally, some conclusions and research directions are presented in Section 6.
Description of the problem
The wireless network is modeled by a directed graph D = (V, A). The node set V represents the set of stations of the network and the arc set A represents the directed paths connecting pairs of stations in V . The base station is regarded as node 1. Weights t ij and d ij are associated with each arc (path) (i, j) ∈ A representing, respectively, the travel time from node (station) i to node (station) j and the distance among these nodes (stations). Let T = {1, 2, . . . , m} be the time horizon considered divided in m time periods. At the beginning of the time horizon, each node j ∈ V \ {1} contains an amount Q j of information. For each node j ∈ V \ {1}, information is generated at a rate of r j units per time period in T . Thus, the amount of information at node j at each time period k ∈ T , denoted by q jk , depends on the elapsed time from the last extraction (either physically or by radio), i.e., q jk = Q j + kr j , if node j has not been visited before time period k, (k − t last )r j , otherwise, where t last is the time period of the last extraction.
Only the base node is properly equipped to send information outside the network; see Figure 1 for an illustration of the problem. A unique vehicle is in charge of collecting information from all stations in V \ {1} and of transporting it to the base node. There is no capacity limit associated with the vehicle. At the beginning of the time horizon, the vehicle is located at the base node and at the end of the time horizon, it must return to the base node. Multiple visits are allowed to each node in V . Information can only be transferred to the vehicle once it is located in one of the stations in V , i.e., no information transfer is allowed while the vehicle is moving on an arc (i, j) ∈ A. Figure 1 shows the vehicle located at station 5 and information transfer (dotted red lines) occurs from 4, 5 and 7.
Wireless transmission is used to transfer information from a node j ∈ V to the vehicle located in a node i ∈ V . Wireless transmission is only possible for close enough nodes. Let r cov be the converage radius, i.e., a maximum distance allowing wireless transmission between two points. A node j can wireless transfer its information to (the vehicle in) node i whenever d ij ≤ r cov . We define the set of nodes that can send information to node i as Range(i) = {j ∈ V : d ji ≤ r cov }. For the example depicted in Figure 1 , Range(5) = {4, 7}. We make the same physical and technical assumptions as in [22] . Thus, we assume transmission speed inversely proportional to the square of the distance between nodes depending on two additional factors: the amount of information transmitted and physical factors (as equipments used or obstacles between nodes). Let α ji be a parameter representing the physical limitations of sending information among nodes j and i. The amount of information that can be sent per time unit from node j to node i is 1
(see Section 2 from [22] ). As we have mentioned in the introduction, different from [22] , we assume nodes are free to transfer only part of their information to the vehicle.
Simultaneous transmissions are possible but two limitations are imposed. Parameter M denotes the maximum number of nodes that can transfer information simultaneously to the vehicle at each time period. That means at most M nodes can send information to the vehicle simultaneously. For the example depicted in Figure 1 , M ≥ 3. Also, a parameter R denotes the maximum amount of information that can be transferred in each time period. During each time period, the total amount of information that the vehicle (located in a node i) receives from all other nodes cannot exceed R units.
A simultaneous information transfer finishes only when each individual wireless transmission finishes. As a consequence, the time of a simultaneous transmission corresponds to the highest time among individual wireless transmissions. The version of the VRP treated in this paper, called Wireless Transmission VRP (WT-VRP), consists of finding a feasible routing for the vehicle (i.e., a routing leaving at the beginning and returning at the end to the base node) and an efficient planning for collecting information from nodes belonging to V \ {1}. The criterion for measuring the efficiency of a collect planning is the total amount collected which will be maximized in the models described in the next section.
Mathematical models
Next, we introduce three MILP formulations to the WT-VRP. First, a time discrete model (Section 3.1) is developed where each decision is a multiple of the time unit. Second, an event model is proposed (Section 3.2) where visits to stations and transfer operations are considered as events. Finally, another event model is presented (Section 3.3) in which the considered events are the vehicle stops.
Discrete time model
Discrete time models have been used for related problems as maritime inventory routing problems (see [1, 2] ). In this model the time horizon is discretized in a number of time periods T = {1, 2, . . . , m}. Notice that the time horizon discretization is a modeling choice made in the formal presentation of the WT-VRP. We assume that, at each time period in T , the vehicle is either traveling or waiting at a node and this behavior is modeled by the following two sets of binary variables.
For each (i, j) ∈ A and k ∈ T , let
1 if the vehicle crosses the arc (i, j) (going directly from node i to node j) and arrives at the end of time period k, 0 otherwise.
For each j ∈ V and k ∈ T , let z jk = 1 if the vehicle is waiting at node j during time period k, 0 otherwise.
A third set of binary variables controls the wireless transmissions occurring at each time unit. For each pair of vertices j ∈ V , i ∈ Range(j) and k ∈ T , let θ jik = 1 if node j sends information to node i during time period k, 0 otherwise.
Finally, continuous variables are used to describe the amounts of information at the nodes and the amounts of information transmitted. For each j ∈ V and k ∈ {0} ∪ T , let q jk be the amount of information in node j at the end of time period k. For each j ∈ V , i ∈ Range(j) and k ∈ T , let f jik be the amount of information transmitted from node j to node i during time period k. The Discrete Time (DT) model follows.
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The objective function (1) minimizes the total amount of information remaining at the nodes at the end of the time horizon T , i.e., at time period m. Constrains (2)- (5) are the Routing Constraints assuring, together with binary conditions (15) , each feasible solution of the model corresponds to a valid route of the vehicle. Equations (2) and (3) ensure that the vehicle starts and ends its route at the base node. Inequality (4) ensures that at most one of the following cases can occur at time period k: the vehicle arrives at a node or the vehicle is waiting at a node to receive information. Equations (5) ensure that if either the vehicle arrives at node j or it is waiting at this node at time period k, then, at the next time period k + 1, either it travels to a neighbor node or it keeps waiting at node j (see Figure 2 ). As routing variables are time-indexed, equations (4) and (5) garantee the continuity of the vehicle route over the time horizon T . Inequalities (6) and (8) are variable upper bound constraints imposing the Transfer Constraints. Constraints (6) guarantees that at most M nodes send information to the vehicle simultaneously. Also, this inequality ensures that, whenever variable θ jik is positive, for some j ∈ V , i ∈ Range(j) and k ∈ T (i.e. at time period k, a node j sends information to the vehicle at node i) then z ik must be one (i.e. the vehicle must be located at i at time period k). Similarly, inequalities (7) ensure that the maximum amount of information sent from node j to node i, at a time period k, is obeyed. Additionally, this set of inequalities ensure that if f jik is positive, then the binary variable θ jik must be one. Equations (8) ensures that during each time period the maximum amount of information that can be transferred to a node i cannot exceed R. Constraints (9) and (10) are the Amount of information Constraints. Equations (10) set the initial amount of information at each node. Equations (9) are the equilibrium constraints for the amount of information at each node. They impose that the amount of information at a node in time period k is equal to the amount information in the time k − 1 plus the rate of that node minus the amount information extracted in the previous time period. Finally, inequalities (11)- (15) establish the domain of the variables. 
where d is the distance matrix, t is the travel times matrix, and W is the matrix indicating whether j ∈ Range(i) (W ji = 1) or j ∈ Range(i) (W ji = 0). For example, node 2 can receive information from nodes 2, 3 and 5, while node 3 can receive information from nodes 2, 3, 4, 5, 6.
The optimal solution obtained with the DT model is depicted in Figure 2 . The vehicle leaves the base station (node 1) at the beginning of the time horizon and arrives at node 2 at the end of period 4. It stays in node 2 during time periods 5 and 6, receiving information from nodes 2, 3 and 5. Next, the vehicle moves to node 3 where it spends one time period to receive information from nodes 2, 3 and 6. Then it moves to node 6 to receive information from nodes 3, 4 and 6. At the end of time period 12 the vehicle moves to node 5 where it stays for four periods. It receives information from nodes 3 and 5 during four time periods and from nodes 2 and 6 during two time periods. Then the vehicle moves again to node 6 where it stays for two periods, receiving information from nodes 3, 5 and 6. At the end of time period 22 it moves to node 4 to receive information from nodes 3, 4 and 6 during three time periods. Finally, the vehicle returns to the base station. Strengthening the model. Here we discuss several enhancements that allow to tighten the model, that is, to derive a new model whose linear relaxation value is closer to the optimum value. In general, exact methods based on the linear relaxation such as branch-and-bound and branch-and-cut will have smaller enumeration trees when the model is tight [33] .
The first enhancement is to disaggregate inequalities (6) as follows:
Notice that inequalities (16) cannot replace inequalities (6) since they do not ensure that at most M nodes send information to the vehicle simultaneously. Hence, the two sets of inequalities are considered in the enhanced model. Another improvement is to replace inequalities (8) by the following variable upper bound constraints.
Next we define a set of valid inequalities that impose a limit on the amount transferred, for a subset of time periods. Let t * = min
denote the minimum traveling time between nodes. The following proposition establishes an inequality based on the fact that, during the subset of time periods ≤ t * + 1, only one node can be visited. 
Proof The proof is straightforward.
The DT model has O(κm) variables and constraints, where κ = i∈V | Range(i) | . When r cov is larger than the greatest distance between two nodes, the size becomes O(| V | 2 m), while in the opposite case, when r cov is smaller than the minimum distance, its size becomes O(| V | m). Hence, the main components with impact on the number of variables and constraints are the number of nodes (stations), the number of time periods considered, and the number of possible pairs of nodes for wireless transfer.
The DT model provides detailed information on the visits, normally leading to tight models [3] . However, as the model depends on the time discretization, and since a fine discretization may be required to model the traveling times and the transfer operations, it tends to increase with the increase of the time horizon, which makes the model useless for large number of time periods. More concise models can be derived that do not depend on the number of time periods by keeping track of the events.
Node event model
In this section, we introduce a flow model where only events are modeled (see [3] ). Two types of events are considered. A first set of events is denoted by ∆ r and includes all the possible physical node visits, which are defined by a pair (i, n) that represents the n th visit of the vehicle to the node i. The second set of events, denoted by ∆ w , include events (j, k) representing the k th information transfer from node j to a neighbour node. For each visit to a given node i, at most one transfer operation can be made from each node in Range(i). Let τ i , ω j represent the maximum number of allowed visits to node i and the maximum number of allowed transfers from station j, respectively. Thus, ∆ r = {(i, n) : i ∈ V, n ∈ {1, . . . , τ i } and ∆ w = {(j, k) : j ∈ V, k ∈ {1, . . . , ω j }. A feasible vehicle route is defined by a combination of events from ∆ r and ∆ w . Next, we define the set of binary variables to be used in this section. For each pair (i, n), (j, η) ∈ ∆ r , with (i, j) ∈ A,
x injη = 1 if the vehicle goes directly from node visit (i, n) to node visit (j, η), 0 otherwise.
w jη = 1 if the node visit (j, η) belongs to the vehicle route, 0 otherwise.
For each (j, k) ∈ ∆ w and (i, n) ∈ ∆ r , θ jkin = 1 if the k th transfer from node j to the vehicle occurs at its n th stop at node i,
For each (i, k) ∈ ∆ w , z ik = 1 if at least k transfers occur from node i, 0 otherwise.
The following set of integer variables is defined. For (j, k) ∈ ∆ w and (i, n) ∈ ∆ r , ξ jkin : duration, in number of time periods, of the k th transfer from node j to the vehicle, occurred at its n th stop at node i.
γ in : duration, in number of time periods, of the n th visit to node i. t r in : time period at which the node visit (i, n) starts.
: time period at which the k th transfer from node i can start.
The following set of continuous variables will be also necessary. For (j, k) ∈ ∆ w and (i, n) ∈ ∆ r , f jkin : amount of information sent during the k th transfer from node j to the vehicle, occurred at its n th stop at node i.
q jk : amount of information in node j at the beginning of the k th information transfer.
The Node Event (NE) model is as follows.
j∈V \{1}
The objective function (19) minimizes the amount of information kept in the nodes at the end of the time horizon. This amount is computed by removing the extracted information from the total information generated through the entire time horizon. Constraints (20)- (24) are the Routing Constraints. Equations (20) and (21) ensure, respectively, the vehicle leaves and ends its route in the node base 1. Equations (22) and (23) ensure the flow conservation, stating that if the η th visit to node i occurs, then there must exist an arc entering and leaving that node. Constraints (24) state that if the k th visit to node j occurs, so the previous k − 1 th visit must have occurred. In the NE model, the set of Information Transfer Constraints is defined by constraints (25)-(33). Constraints (25) limit the transfer amount considering the maximum transfer quantity per period. Constraints (26) ensure that the amount that can be transferred cannot exceed the information available at the corresponding node. Constraints (27) limit the transfer amount taking into account the transfer rate. Constraints (28) ensure that during the k th visit of node i, the total duration of all transfers to node i cannot exceed the maximum allowed number of transfers per period, M , times the duration of the visit. Constraints (29) (23), which garantees the continuity of the vehicle route until it returns to the base station. Constraints (35) restrict the start time of the first visit. Constraints (36) force all the visits to end early enough so the vehicle can return to the base station before the end of the time horizon. Constraints (37) relate the start time of an information transfer from node j to node i, with the start time of the visit to node i. Constraints (38) ensure that each transfer operation cannot take longer than the duration of the corresponding node visit. Notice that inequalities (37) and (38) are redundant whenever θ jkin = 0. We observe also that inequalities (38) and (33) 
w . For instance, we can see that station 6 is visited twice while the other stations are visited once; during the event (6, 2) ∈ ∆ r (second visit to station 6), occur the events (3, 5), (5, 2), (6, 4) ∈ ∆ w corresponding to transfer operations. Strengthening the model. The NE model can be strengthened with a valid inequality that bounds the transfer amount f jmin with the maximum transfer rate R times the number of periods the vehicle can receive information, i.e., the number of periods the vehicle is not traveling. Another inequality can be derived by simply stating that the total duration of the visits plus the total travelling time cannot exceed m. Proposition 3.3. The following inequality is valid for NE model.
A final improvement consists in strengthening the big-M type constraints (29) and (38) by replacing m with the tighter bound (representing an upper bound for the time spent at node i)
where T 1i and T i1 are the shortest time for the vehicle to travel from the base station to node i, and from node i to the base station, respectively.
Model NE has O( i∈V j∈Range(i) τ i ω j + (i,j)∈A τ i τ j ) variables and constraints.
Vehicle event model
As a single vehicle is considered, the events (node visits and transfer operations) can all be assigned to the vehicle visits. Moreover, a vehicle route includes only a small number of nodes visited. In this section, we define a set of events associated with the vehicle: each event is a vehicle stop. This formulation resembles to the layered formulation used for vehicle routing problems (see [4] and the references therein). Let N = {1, . . . ,N } denote the set of possible events whereN is an upper bound on the number of events (for instance, this upper bound can be computed taking into account the distance between stations and considering one time period for information extraction at each visit). The new routing variables indicate the node visited at the k th vehicle stop, indexed by the event k ∈ N . Next, we define the new set of binary variables. For each i ∈ V , k ∈ N , For each i, j ∈ V , k ∈ N , ξ jik : duration (in time periods) of the information transfer from node j to node i at event k, Finally, the following continuous variables are defined. For each k ∈ N and for each j ∈ V , q jk : amount of information in node j at the beginning of event k.
f jik : amount of information transmitted from node j to node i during event k.
The Vehicle Event (VE) model is as follows.
x jk ≤ i:(i,j)∈A
j∈V,i∈Range(j)
The objective function (50) minimizes the amount of information kept in the nodes at the end of the time horizon. Constraints (51)-(55) are the Routing Constraints. Equations (51) and (52) ensure, respectively, the vehicle leaves and arrives at the base node. Inequalities (53) state that at most one visit labeled k is made. Inequalities (54) ensure that, if the k th visit is made to node j, then the k − 1 th visit occurred in one of the predecessors of node j. Constraints (55) ensure that all the routing variables are null after the vehicle has returned to the base node. Constrains (56)-(58) are the Time Constraints. Inequalities (56) impose that the start time of the k th visit takes into account the start time of the previous visit, the time spent on the last visit and the traveling time between the two locations visited. Constraints (57) restrict the start time of the first visit while constraints (58) force all the visits to start during the time horizon (this includes the last visit which is the return to the base station). As in the previous model, time constraints (56) avoid subtours and, together with the set of Routing Constraints, garantee the continuity of the vehicle route until it returns to the base station. The Information Transfer Constraints are constraints (59)-(65). Constraints (59) define the amount of information at each node at the beginning of each visit. Constraints (60) ensure that the amount that can be transferred cannot exceed the information available at the corresponding node. Constraints (61) limit the transfer amount taking into account the transfer rate, while constraints (62) limit the transfer amount considering the maximum transfer quantity per period. Constraints (63) ensure that, during a visit to node i, the time used to transfer information from each node j to node i, cannot exceed the time the vehicle has spent at node i. Constraints (64) ensure that during each visit, the total transfer time to node i cannot exceed the maximum number of transfers per period, M , times the duration of the visit. Constraints (65) link the transfer variables to the routing variables, ensuring that a node j can transfer information to a node i during the k th visit if the k th visit occurred at node i. Finally, Constraints (66)- (71) define the variables domain.
Example 3.3. Figure 4 depicts the solution of the instance used in Example 3.1, with the solution representation of the VE model. A node (i, k) in this network representation of a solution is associated with the event k ∈ N occurring at node i ∈ V . A dotted line from a node (j, k) to a node (i, k) represents an information transfer occurring from j to i during the k th visit. For instance, we can see that the 5 th visit of the vehicle occurs at node 6 to receive information from nodes 3, 5 and 6. Model VE has O(κN ) variables and constraints, where κ =| i∈V Range(i) |. As for the NE model, the size of the VE model depends on the size of the event set, i.e., fromN . Let ϕ(N ) denote the value of the objective function of the vehicle event model considering a maximum ofN events occur. The following statements hold true.
(i) ϕ is non increasing in the maximum number of events, that is,
, that is, the lowest possible value for the number of visits that gives the optimal solution. If N < N * , then ϕ(N ) gives an upper bound on the optimal value ϕ(N * ).
Clearly, N * is not known. By underestimating it the model becomes easier to solve but the solution cost will increase. Overestimating N * may lead to longer running times.
Model analysis
In this section we analyse the three models introduced in the last section to the WT-VRP. The major difference between the models is related with the time of the visits and the time for the transfer operations. While the DT model is a pure discrete time model, the NE and VE models can be easily used assuming a continuous time. In that case, it suffices to consider the linear relaxation of constraints (43)- (46) in the NE model and constraints (68)-(70) in the VE model. The continuous assumption case can be considered reasonable for most practical cases. For these cases, the DT model can still be useful and provide good approximations by using tiny time discretizations. Clearly, under the continuous time assumption, the DT model can provide different solutions than those provided by the NE and VE models, even when the travelling times between pairs of nodes are integer. From that point, we analyse the models under the discrete time assumption.
While in the DT model, the time at which the vehicle visits each node is considered in the routing variables, in the NE and VE models the time of visits to the nodes is linked to the routing variables through big-M type constraints (34) (for model NE) and (56) (for the VE model). From one hand, variables indexed by the set of discrete times can produce huge models (w.r.t to the number of variables and constraints). On the other hand, Big-M constraints are known to lead to weak models (w.r.t. the value of the linear relaxation).
In the next, we will regard the feasible set of the WT-VRP problem as the intersection of two types of feasible sets: a vehicle routing and scheduling feasible set which defines a vehicle route and schedules the visits to each visited node; and a feasible set for the information transfer operations at each visit. Regarding feasibility, in relation to the vehicle routing and scheduling feasible set, here denoted by route-time assignment, all three models are equivalent (assuming discrete times) since one can easily establish the following result. However, even under discrete time assumption, the three models are not equivalent regarding information transfer operations. First, we show that provided τ j , ω j andN are large enough, the NE and VE models provide the same optimal solution for the information transfer operations. Let the k th vehicle stop correspond to the n th visit to node i and let (j) be the number of the transfer operation from node j occurring during that visit. Given a solution (f, ξ, q, γ) to the VE model it suffices to set the value of variables f j (j)in , ξ j (j)in , q j (j) , γ jn , from the NE model to the value of variables f jik , ξ jik , q jk , γ k , respectively, in model VE, and set t r in , t w j to t k . In order to see that the converse assignment also holds (i.e. from an optimal solution to the VE model, define a solution to the NE model), notice that, as explained in Section 3.2, in order to maximize the transfer amount and from constraints (38) and (33), t w j can be assumed to be equal to t r in . We can observe that the DT model is more detailed than both event models since it specifies at what time each node transfers the information, allowing for an exact count of the information available at the beginning of each transfer operation. There is no such detailed information in the NE and VE models. Only the time at which each transfer operation can start and the amounts available to be transferred are defined. The schedule of the transfer operations during a vehicle visit are not provided with the optimal solution obtained with the event models. Consequently, it is not possible, in general, to determine precisely the amount of information available at each node at the precise moment each transfer operation occurs. The amount of information that can be transferred may be underestimated in the NE and VE models, as we show in the example below.
Example 4.1. Consider an instance with four nodes V = {1, 2, 3, 4}. For simplicity assume only node 2 is accessible to the vehicle and assume that the distance between the base station (node 1) and node 2 is 1. Assume r j = 2 for all j ∈ V \ {1} and Q 2 = 4, Q 3 = 2, Q 4 = 2, Let m = 7, R = 8 and M = 2. Thus, in any optimal solution, the vehicle leaves node one, arrives at node 2 at the the beginning of time-period 2 and stays in node two for time periods 2 to 6 (stays five full time periods), and then it returns to the base station. The following plan (corresponding to a feasible solution of DT ), given in Table 1 , is optimal since it allows for the maximum amount of information transferred which is 40 units (corresponding to 5 transfer periods times R = 8 units). With the VE model an optimal solution is obtained with t 1 = 2 and with: ξ 2121 = 4, ξ 3121 = 4, ξ 4121 = 2, (due to Constraints (64); and f 221 = 14, f 321 = 12, f 421 = 8, (due to Constraints (60); which gives a total of 34 unites transferred (similarly with the NE model).
As illustrated on the above example, the NE and VE models are more restrictive than the DT model. Our event models assume the amount available at each transfer operation to be minimum as possible, i.e., they assume the amount available in the case the transfer operation from each node occurs as soon as possible. Now, we analyse the other direction. As stated above, the NE and VE models just account for the total amount transferred during a visit. More formally, consider the DT and VE models for a particular visit, say n th visit to node i, occurring from time period t to t < s < m, and corresponding to the k th vehicle visit. This corresponds to: a solution for the DT model with z i = 1 for = t, . . . , s; a solution for the NE model with w in = 1 and γ in = s − t + 1; and a solution for the VE model with x ik = 1 and γ k = s − t + 1. Inspecting the models in Section 3, one can observe that, constraints (64) in the VE model (resp. (28) in the NE model) are the aggregation of constraints (6), constraints (61) in the VE model (respectively. (27) in the NE model) are the aggregation of constraints (7), and constraints (62) in the VE model (resp. (25) in the NE model) are the aggregation of constraints (8), using ξ jik = s l=t θ jil , in the VE model (resp. ξ jk in = s l=t θ jil , where k denotes the number of the transfer operation from node j to node i in model NE). Thus, for the VE and NE models, the schedule of the transfer operations (given by the values assigned to variables θ jik in the DT model) during a vehicle visit are not provided. In general, given a solution in the transfer operations feasibility set of the event models, it may not be possible to find a feasible discretization (feasible solution for the transfer operations feasibility set of the DT model), as we illustrate in the following example based on the VE model. is the amount of information that can be sent per time unit from node j to node i (see Section 2) . For the VE model, the following solution is feasible: t 21 = 2; γ 1 = 5; ξ 221 = 5, ξ 321 = 1, ξ 421 = 4; and f 221 = 25, f 321 = 4, f 421 = 11 (given by Constraints (61) and (62)). It is easy to verify that there is no feasible discretization leading to a solution to the DE model (basically due to the fact that node 2 must transfer 5 units at each time period of the visit alternating simultaneous transfer with 3 and 4).
In fact, deciding whether such discretization exists is a NP-hard problem, as one can easily reduce the partition problem to the problem of deciding whether such discretization exists. Recall that in the partition problem, we are given r positive integers a t , t ∈ K = {1, . . . , r} and wish to determine whether there exists a partition (S, K \ S) of K such that t∈S a t = t∈K\S a t = t∈K a t /2. For the reduction it suffices to consider V = {0, . . . , r}, with Range(r) = {1, . . . , r} (all non-base nodes can transfer to node r), m = 4, t 0r = 1,
= a j , r j = 0, for all j ∈ Range(r), and assume ξ j,r,1 = a j , j ∈ Range(r). Setting R = j∈K a j /2, it follows that the partition problem has a positive answer if and only if there is a discretization of the transfer operations from each node j ∈ {1, . . . , r} to the vehicle visit to node r during the first vehicle stop. It is also important to remark that, although deciding if such discretization exists is a difficult problem, possibly with no solution, the DT model can have an alternative feasible solution with the same objective value. For illustration, in Example 4.2, an alternative 22 solution for the DT model exists with the same objective value obtained with the feasible solution described for the VE model.
For completeness, we show that it is possible to add a set of constraint to the VE model in order to ensure a feasible discretization of the transfer operations. For the NE model, a similar formulation could be derived and for brevity we omit it here. First, we assume that any transfer operation from a node j during the k th vehicle stop occurs without interruption. After, we discuss how the model can be written for the general case, i.e., accepting interruptions as occurs in the solution depicted in Table 1 .
As M is in general small (at most as large as | V |), the idea of the model is to assign each transfer operation to a different label varying from 1 to M, ensuring that at most M transfer operations occur simultaneously, and to schedule the operations assigned to each label. Consider the additional binary variables λ jk that indicate whether there is a transfer operation from node j assigned to label at the k th vehicle stop, and σ jj k that indicates whether the transfer operation from node j occurs before the transfer operation from node j and both are assigned to label at the k th vehicle stop. Non-negative variables τ jk indicate the start time of the transfer operation from node j at the k th vehicle stop. The following inequalities are added.
Inequalities (72) state that if the transfer operations from j and j , at the k th vehicle stop, are assigned to label then either the transfer from node j precedes the transfer from node j or vice-versa. Inequalities (73) and (74) state that if variable σ jj k is one than both variables λ jk and λ j k must be one. Constraints (75) ensure that when the transfer operation from j occurs after the transfer operation from j (σ jj k = 1), then the starting time of the transfer operation from j must be greater than the starting time of the transfer operation from j plus the transfer time from j. Inequalities (76) and (77) While adding (72)-(80) to the VE model ensures a feasible solution, as we have observed before, an optimal solution can use several transfer operations from a same node j during the k th vehicle stop (i.e., interruptions can happen). This would require to create additional copies of variables exactly as it was done for the visits in the N E model described in Section 3.2.
Observation 4.1. Modeling transfer operations in detail leads to large NE and VE models that cannot be used to solve reasonable size instances, as it can also happens when time is discretized in the DT model. Observation 4.2. Transfer operations can be easily solved when the vehicle route has been established since the number of nodes involved in each stop are usually small. Hence, the provided NE and VE models give an estimation of the amount of the information that can be transferred in each stop. The computational results discussed in Section 5 show that this estimation gives the exact value for those instances where the optimal value is obtained.
Observation 4.3.
It is important to remark that the NE model can be easily adapted to the multi-vehicle case by adding a new index (indicating the vehicle) to the routing variables. However, adapting the VE model to the multi-vehicle case is not straightforward since the inventory of information available at each node can no longer be associated with the vehicle stop.
Computational tests
In this section, we report the computational tests conducted to evaluate the three models presented in the previous section. All the results were performed using a server with 15 CPU's Intel ®Xeon (R) E5540@ 2.53Ghz X4, with 16 GB of RAM. To solve the several MILP models, the IBM CPLEX Optimizer 12.6.1.0 solver was used with a time limit equal to 3600 seconds.
A set of instances was randomly generated as described in [22] . The vertices in V are located on a square grid of length = 8. The base station is located on the bottom left vertex and the remaining stations are placed randomly on a square of length = 6 in the upper right of the grid. The distance matrix is given by the euclidean distance between the stations. The graph edges are selected randomly. In order to obtain a certain graph density d, starting from a complete graph, edges are removed randomly, while ensuring connectivity, until the desired graph density is obtained. In this work, we generate instances varying |V | in {8, 10, 12, 20} and with d = 0.4. We considered the values of m ∈ {72, 120, 240} and the information generation rates r j are randomly generated in the interval [1, 5] . The values of α ij were randomly generated in {1/12, 1/13, 1/14} if i = j and in {1/5, 1/6, 1/7} otherwise.
The following values parameters were set: r cov = 4, R = 20 and M = 3.
First, in Table 2 , we compare the size of the three models for the combination of the parameters defining the instances and the models used in our experiments. For model NE, the values τ, ω in the top of the four columns represent, respectively, the maximum number of allowed visits to and the maximum number of allowed transfers from each station. We can = 9  10 50  variables  7101  374  524  765  1038  743  849  955  constraints  4142  597  838  1236  1682  1678  1927  2176  10  variables  14201  374  524  765  1038  743  849  955  constraints  8292  597  838  1236  1682  1678  1927  2176  20 50  variables  33701  1769  2543  3709  5200  3655  4177  4699  constraints  16032  3002  4273  6230  8696  8168  9365  10562 In Table 3 , we report the computational results obtained with the DT model. The table is split into two parts accordingly to the time horizons. For each part, the first three columns give the number of stations (|V |), the density of the graph, d (since the information generation process may generate graphs with density slightly different from 0.4), and the size of the time horizon m. The fourth column gives the total amount of information generated during the time horizon. The fifth column gives the value of the best feasible solution found, that is, the amount of information remaining in the nodes at the end of time horizon T . The following three columns give: (Cpu) is the running time (in seconds); (Gap) is the final integrality gap reported by the solver at the end of running time; and (Nodes) is the number of nodes of the branch-and-bound algorithm. An instance with * * * in the (Cpu) and with (Gap) superior to zero is not solved to optimality in the time limit.
The results show that for m = 72 all except one instance with |V | ∈ {10, 15, 20} are solved to optimality within the one hour time limit. When m is increased, the number of solved instances decreases. For m = 240, even when |V | = 8, no instance is solved to optimality with final gap arriving to 28%.
Next, in Table 4 we report the results obtained with the NE model. The four first columns are similar to the ones of Table 3 . The following four sets of columns give the same information as the corresponding ones in Table 3 ; namely the best feasible solution value (best sol), the running time (Cpu), the final gap (Gap) and the number of nodes (Nodes). Again, the values τ, ω in the top of the four multicolumns represent, respectively, the maximum number of allowed visits to and the maximum number of allowed transfers from each station.
The results in Table 4 show that the model can only be solved to optimality for very small values of τ and ω. The average values of the best solutions obtained with the NE Model on the set of instances with |V | = 10, m = 240 are compared in Figure 5 with the average value of the best solutions found by the VE Model. Finally, in Table 5 , we report the results obtained using the VE Model. The meaning of the columns is the same as for the two previous tables. The last four sets of columns are grouped accordingly to the maximum number of vehicle eventsN . The bold numbers mean that the corresponding value N is probably N * : the objective value did not change for N >N .
As depicted in Figure 6 , for the particular case with |V | = 15 and m = 120, running times increase whenN increases. However, as it can be seen from Figure 7 that depicts the average amount of information at the end of time T at all nodes (for the same instances of Figure 6 ), the solution quality also increases whenN increases, until the value of N * is obtained.
Conclusions
A routing-collecting problem (WT-VRP) where a vehicle collects information from a given set of stations is considered. Three mixed integer programming models were introduced. The first model (DT) is based on a time discretization, where each decision is a multiple of the time unit. The second model (NE) is an event model, where the visits to stations and the transfer operations are modeled as events. Finally, the third model (VE) considers the vehicle stops as events. A computational study based on randomly generated instances was conducted to compare the three models. The DT model presents a high number of both variables and constraints while the NE and VE models need to be fed with parameters for the maximum number of events permitted. The results show that the NE model is always the worst and that the best model (DT or VE) depends on the instance. For shorter time horizons the DT model performs well, while for longer time horizons the VE is usually faster. The performance of the VE model is better when the optimal number of vehicle stops can be estimated.
When modeling the WT-VRP, a decision must be made on how times (for node visits and for transfer operations) will be treated. From our discussions in the manuscript, we conclude that depending on the modeling strategy adopted, we can obtain different optimal solutions w.r.t. to transfer operations. The computational experiments show that the impact of this choice in the optimal solutions obtained for random instances is small. Moreover, since for many real applications (as to provide web connectivity for remote military stations [23] or in Daknet [26] ) the range of each station is small and the quantity of information to be sent is high, the instances where the optimal solution is affected by the time modeling decision have a low chance to happen. Finally, we also discussed how each model can became more accurate: by tunning the time discretization and increasing the time horizon T considered in the DT model; by adding scheduling constraints to the NE and VE models. However, these accuracies come with a price since all models will became computationally harder to be solved.
For future research, both DT and VE formulations can benefit from a study of the polytope defined by each formulation: the continuous relaxation of each model could be strengthened and the polyhedral study could be the base for the implementation of branchand-cut methods to the WT-VRP. Moreover, the derivation of fast heuristics is important when the size of instances become large. 
