We study optimal and nearly-optimal quantum strategies for non-local XOR games. First, we prove the following general result: for every nonlocal XOR game, there exists a set of relations with the properties: (1) a quantum strategy is optimal for the game if and only if it satisfies the relations, and (2) a quantum strategy is nearly optimal for the game if and only if it approximately satisfies the relations. Next, we focus attention on a specific infinite family of XOR games: the CHSH(n) games. This family generalizes the well-known CHSH game. We describe the general form of CHSH(n) optimal strategies. Then, we adapt the concept of intertwining operator from representation theory and use that to characterize nearlyoptimal CHSH(n) strategies.
Introduction
Non-local XOR games are a framework used to study the correlations that result from measuring two parts of an entangled quantum state using two spatially separated devices, each capable of performing one of several possible measurements.
When we think of a non-local XOR game, we imagine two people, usually called Alice and Bob, in two spatially separated laboratories, and unable to communicate with each other. Alice and Bob choose a strategy for the game by choosing a particular setup for their respective measurement devices, and a particular entangled quantum state shared between them. Alice and Bob's aim in choosing their strategy is to maximize a given linear functional acting on the space of correlations. The linear functional represents the rules of the particular XOR game Alice and Bob are playing; the higher the value of the linear functional on the correlations produced by Alice and Bob's strategy, the better Alice and Bob are doing.
It has long been known that for certain non-local XOR games, Alice and Bob can achieve a higher value using measurements of a shared entangled state than anything Alice and Bob could do using only a classical shared random string (see, for example, the surveys [1, 2] ). This has attracted interest both from the point of view of foundations of physics, and from the point of view of applications. From the point of view of foundations of physics, the advantage of quantum strategies over classical ones has been central in the discussion about local realism (see, for example, the survey [3] ). From the point of view of applications, there have been many proposals for using quantum entanglement as a resource in information processing tasks, such as performing distributed computation with a lower communication cost (see, for example, the survey [4] ), teleportation of quantum states [5] and the extension to a full scale computation by teleportation scheme [6] , and quantum cryptography (see, for example, the survey [7] ).
In the study of non-local XOR games, the optimal and nearly-optimal quantum strategies are interesting objects for several reasons. First, their behavior is maximally far away from the behavior of classical strategies. Second, applications often involve setups related to the optimal strategies. Third, the optimal quantum strategies represent the boundary of the non-local correlations that are achievable in quantum mechanics, and are therefore interesting from the perspective of foundations of quantum mechanics. And finally, the optimal and nearly optimal quantum strategies for XOR games have interesting mathematical structure, with connections to semi-definite programming and representation theory.
In this paper, we study the optimal and nearly optimal quantum strategies for non-local XOR games. First, we present the following general result: for every non-local XOR game, there exists a set of relations such that 1. A strategy is optimal for the game if and only if it satisfies the relations.
A strategy is nearly-optimal for the game if and only if it approximately
satisfies the relations.
The coefficients of the relations can be computed efficiently by solving a semidefinite program and finding the eigenvalues and eigenvectors of a positive semidefinite matrix. The precise statement is in Theorem 3 and the proof in Section 4.
The result in Theorem 3 continues the line of work in references [8, 9, 10] . In [8] , a correspondence was established between the quantum non-local correlations and inner products of vectors in real euclidean space. Later, in [9] , it was noticed that a semi-definite program can be associated to each non-local XOR game. In reference [10] , the dual semi-definite program was used to obtain the so-called marginal biases for a non-local XOR game. In this paper, we use the dual semi-definite program to derive the set of relations for optimal and near-optimal quantum strategies of a given XOR game.
In the second part of this paper, we focus on a specific infinite family of non-local XOR games: the CHSH(n) games, n ∈ N, n ≥ 2 introduced in [10] . For this family, we solve the system of relations mentioned above, and precisely characterize the optimal and nearly-optimal CHSH(n) strategies.
The interest in precisely characterizing optimal and nearly-optimal quantum strategies for XOR games comes from recent results about information processing with untrusted black-box quantum devices. In these results, one or more parties attempt to perform an information processing task, such as quantum key distribution, randomness generation, or distributed computation, by interacting via classical inputs and outputs with quantum devices that cannot be trusted to perform according to specification. The devices may not be trusted for example for fear of malicious intent, as in quantum cryptography, or, to take another example, the manufacturing process used to make the devices may be unreliable and prone to errors.
The task of doing information processing with untrusted black-box devices and being confident in the result may at first appear daunting. However, there have recently been proposals of protocols for quantum key distribution with untrusted devices, for randomness generation with untrusted devices, and for a protocol in which a classical verifier commands two untrusted quantum provers to perform a full-scale quantum computation. References to results of this type may be found for example as follows: for quantum key distribution, the original proposals are [11, 12] , a more recent result is [13] , and the survey [2] lists a number of other results on p.34-35; for randomness generation, the survey [2] lists a number of results on p.33; the protocol in which a classical verifier commands two untrusted quantum provers to perform a full-scale quantum computation is developed in reference [14] .
All of these protocols rely on mathematical results that have been given the name of self-testing or entanglement rigidity (see [14, 15, 16] for three examples of such results, with different proof techniques in each). These results are a characterization of optimal and nearly-optimal strategies for the CHSH game (or close cousins of the CHSH game). The CHSH game is the first member of the family CHSH(n) , n ≥ 2, mentioned above.
In this paper we obtain a precise characterization of optimal and nearlyoptimal strategies for all the CHSH(n) XOR games. The techniques used in the proof differ from the self-testing results mentioned above; here we use ideas form representation theory.
It has been noticed previously [8, 10] that representation theory is well-suited to describing exactly optimal quantum strategies for non-local XOR games. In the case of exactly optimal CHSH(n) strategies, the contribution of this paper is to give an explicit and direct statement and proof of a classification theorem for the CHSH(n) exactly optimal strategies. The precise statement is in Theorem 5, and the proof in Section 5.
The situation with nearly-optimal strategies is more subtle; the representation theory techniques that work so well in the exact case are difficult to generalize to nearly-optimal strategies (we will say more about the difficulty later). An attempt to use representation theory in this context has been made in [10] , but the error bounds obtained there depend on the dimension of the Hilbert space used for the strategy; in the context of untrusted black box devices, this dimension may be arbitrarily large.
In this paper, we take a different approach to characterizing nearly-optimal quantum strategies. The key insights are to adapt the concept of intertwining operator from representation theory, to notice the importance of a certain subspace of the space of a given strategy and to adapt the group averaging technique from representation theory. The precise statement of the result for CHSH(n) near-optimal strategies is in Theorem 6, and the proof in Section 6. The remainder of this paper is structured as follows: in Section 2, we present notation, concepts and known facts that are necessary background for the rest of the paper. In Section 3, we give the precise statements of the results proved in this paper. Sections 4, 5, 6 contain the proofs of the main results. In Section 7 we discuss open problems and possible future work.
Preliminaries
The goal of this section is to cover notation, concepts and known facts that are used throughout the rest of the paper.
A linear bijection between
We consider the space C dA with its standard basis denoted by |i , i = 1, . . . d A and the space C dB with its standard basis denoted by |j , j = 1, . . . d B . With this notation, we can write the standard basis of
and we can write the standard basis of M at dA,dB (C) as
We define a linear bijection
by defining the action of L on the standard basis as L (|i ⊗ |j ) = |i j| and extending to the whole space by linearity; that is,
We collect some useful properties of L in the following lemma.
All of these properties can be proved by expanding the relevant vectors and matrices with respect to the standard basis and checking that the appropriate identity in the coefficients holds.
The notation F used above denotes the Frobenius norm of a matrix: for an m × n matrix A,
Non-local XOR games and their quantum strategies
In a non-local XOR game two players, traditionally called Alice and Bob, are separated in space and play cooperatively without communicating with each other. A third party, called a Referee or sometimes a Verifier, runs the game and decides whether Alice and Bob win or lose. Formally, a non-local game consists of two finite sets S and T , a probability distribution π on S × T , and a function V : S × T → {−1, 1}. The game proceeds as follows:
1. The referee selects a pair (s, t) ∈ S × T according to the probability distribution π.
2. The referee sends s as a question to Alice and t as a question to Bob.
3. Alice replies to the referee with a ∈ {−1, 1} and Bob replies to the referee with b ∈ {−1, 1} 4. The referee looks at V (s, t)ab. If V (s, t)ab = 1, then Alice and Bob win, and if V (s, t)ab = −1 then Alice and Bob lose. Notice that V (s, t) = 1 means that Alice and Bob must give matching answers to win and V (s, t) = −1 means Alice and Bob must give opposite answers to win.
1
It is convenient to summarize all the information for an XOR game into a |S| × |T | matrix G such that G st = π(s, t)V (s, t). The matrix G contains all the information about the game: the set S is the set of row indices of G, the set T is the set of column indices of G, the probability distribution π can be recovered by π(s, t) = |G st |, the function V can be recovered by V (s, t) = sign(G st ). Thus, we can identify non-local XOR games with matrices G normalized so that st |G st | = 1.
1 The name "XOR game" is related to the following: if we write a = (−1)
′ so that whether Alice and Bob win or lose depends on the XOR of the bits a ′ and b ′ A quantum strategy S for an XOR game consists of a state space C dA ⊗ C dB , a state |ψ ∈ C dA ⊗ C dB , and ±1 observables {A s : s ∈ S} on C dA and {B t : t ∈ T } on C dB . The interpretation of this strategy is the following: Alice and Bob share a bipartite quantum system with state space C dA ⊗ C dB . Prior to the beginning of the game, the system has been prepared in the state |ψ ∈ C dA ⊗ C dB . On receiving question s, Alice measures observable A s and uses the outcome, 1 or −1, as her answer to the referee. Similarly, on receiving question t, Bob measures observable B t and uses the outcome, 1 or −1, as his answer to the referee.
We would like to have a way to evaluate how well a given strategy S does for a given XOR game G. We do so using the success bias β(G, S) defined by:
The success bias is linearly related to the probability ω(G, S) of winning G using strategy S:
We define the quantum success bias β(G) for an XOR game G to be the supremum of the success bias over all quantum strategies:
We define an optimal strategy for the XOR game G to be a strategy S such that β(G, S) = β(G)
and we define an ǫ-optimal strategy to be a strategy S such that
The CHSH(n) XOR games
Here, we look at the infinite family of XOR games CHSH(n) , n ∈ N, n ≥ 2 introduced in [10] . For the CHSH(n) game, the set S of possible questions for Alice is {1, . . . , n} and the set T of possible questions for Bob is the set of ordered pairs {ij : i, j ∈ {1, . . . , n}, i = j}.
The referee selects questions according to the following probability distribution π(s, t):
1. The referee selects a pair i, j uniformly at random among all n 2 pairs such that 1 ≤ i < j ≤ n.
2. The referee selects either i or j as question for Alice, and either ij or ji as question for Bob; the four possibilities are equally likely.
The rule for winning or losing V (s, t) is determined like this: to win, Alice and Bob must give matching answers on questions (i, ij), (i, ji) and (j, ij), and give opposite answers on questions (j, ji).
As in the previous subsection, it is convenient to summarize all information about the CHSH(n) game in a matrix G. The matrix G for the CHSH(n) game has n rows and n(n − 1) columns. It is most convenient to write the matrix G using Dirac's bra-ket notation. Let |1 , . . . |n be an orthonormal basis of R n , and let |ij , i = j ∈ {1, . . . n} be an orthonormal basis of R n(n−1) . Then, we can write:
|i ij| + |j ij| + |i ji| − |j ji| It was shown in reference [10] that the quantum success bias for all the CHSH(n) games is
; that is,
Finally, we note that the first element of the family, CHSH (2) , is the usual CHSH game, based on reference [17] . Thus, the family CHSH(n) is a generalization of the CHSH game.
Semi-definite programs
In this section we cover some terminology and facts about semi-definite programs that will be used later on. We use an abbreviated discussion on semi-definite programs that is sufficient for the purposes of this paper; for a more detailed exposition see, for example, [18] , or the lecture notes [19] .
Look at the space of real symmetric matrices of a given size. For two such matrices A, B, we define their inner product
Within the space of real symmetric matrices, we look at the positive semidefinite matrices. We use the notation A 0 to mean that A is positive semidefinite, and the notation A ≻ 0 to mean that A is strictly positive definite. This notation also extends in the following way: A B means that (A − B) is positive semi-definite and A ≻ B means that (A−B) is strictly positive definite.
A semi-definite program is a constraint optimization problem of the form
. . m are symmetric matrices, and c i , i = 1, . . . m are real numbers. We call this semi-definite program the primal. We denote the value of the supremum by v primal .
The dual semi-definite program is
We denote the value of the infimum by v dual . Next, we introduce some terminology:
• A primal/dual feasible solution is one that satisfies the constraints.
• A primal/dual strictly feasible solution is one that satisfies the constraints, and satisfies the positive semi-definite constraint strictly.
• A primal/dual optimal solution is a feasible solution Z, respectively y,
• For a primal feasible Z and a dual feasible y, the quantity
We summarize some known facts about semi-definite programs in the following theorem: Theorem 1. Assume throughout that both the primal and the dual have feasible solutions. The following statements hold
• For a primal feasible Z and a dual feasible y, the duality gap is nonnegative:
Z is optimal for the primal and y optimal for the dual. This statement is sometimes called "complementary slackness condition".
• v primal ≤ v dual . This statement is sometimes called "weak duality".
• If the primal has a strictly feasible solution, then the dual infimum is attained; if the dual has a strictly feasible solution, then the primal supremum is attained.
• If at least one of the primal and dual has a strictly feasible solution, then v primal = v dual . This statement is sometimes called "strong duality".
Some facts from representation theory
In this section we cover a few facts and concepts from representation theory that will be used later on. These facts include properties of anti-commuting ±1 observables, invariant subspaces and Schur's lemma, and the notion of an intertwining operator. For a more detailed exposition of representation theory, see for example [20] or the lecture notes [21] .
We give an explicit construction of 2k + 1 anti-commuting ±1 observables on C 2 k using the isomorphism C
and the Pauli matrices.
Consider the following 2k + 1 operators on C
These operators are self-adjoint, unitary, and anti-commute.
It is known from the representation theory of the Clifford algebra that any collection of 2k anti-commuting ±1 observables on C 2 k is equivalent (by conjugation by unitary) to the collection σ k,1 , . . . σ k,2k , and any collection of 2k + 1 anticommuting ±1 observables on C 2 k is equivalent to either σ k,1 , . . . σ k,2k , σ k,2k+1 or σ k,1 , . . . σ k,2k , −σ k,2k+1 (the two options are not equivalent because the product of the observables in the first collection is (−i) k I and the product in the second collection is −(−i) k I).
2.5.2
The general form of n anti-commuting ±1 observables on C d
It follows from the representation theory of the Clifford algebra that the following holds for n anti-commuting ±1 observables on C d :
⌊n/2⌋ for some s ∈ N, and there is an orthonormal basis of C d with respect to which A 1 , . . . A n have block-diagonal form with 2 ⌊n/2⌋ × 2 ⌊n/2⌋
blocks and such that
• For n = 2k, i = 1, . . . 2k, the diagonal blocks of A i are all equal to σ k,i .
• For n = 2k + 1, i = 1, . . . 2k, the diagonal blocks of A i are all equal to σ k,i , and for i = 2k + 1 some number s ′ , 0 ≤ s ′ ≤ s of the diagonal blocks of A 2k+1 are σ k,2k+1 and the other s − s ′ diagonal blocks are −σ k,2k+1
2.5.3 Anti-commuting ±1 observables and inner products
Here we present a property relating n anti-commuting ±1 observables and inner products of vectors in R n . We introduce a piece of notation and then state the property.
Let A 1 , . . . A n be some matrices on C d , and let u = u 1 . . . u n T be a vector in R n . By u · A we mean a linear combination of A 1 , . . . A n with the coefficients u 1 , . . . u n ; that is,
With this notation, we can state the following lemma:
Proof. For part 1: expand the left-hand-side:
For part 2: the maximally entangled state |ψ has the property M ⊗ I|ψ = I ⊗ M T |ψ (and consequently also ψ|M
Invariant subspaces and Schur's lemma
Here we present some facts about invariant subspaces. These facts are commonly called Schur's lemma in expositions of representation theory. We introduce the notion of invariant subspace and then state Schur's lemma. Let A be a matrix on C d and let V be a subspace of
This also generalizes to a collection of matrices: let I be some index set and let {A i : i ∈ I} be a collection of matrices. We say that V is invariant under the collection {A i : i ∈ I} if it is invariant under each individual A i . In the context of representation theory, the index set I has the extra structure of being a group or an algebra, and the mapping i → A i has the extra structure of being a group or algebra homomorphism. However, this extra structure is not used in the proof of Schur's lemma, and the lemma holds for general index sets I. Now we are ready to state Schur's lemma:
Lemma 3.
1. Let {A i : i ∈ I} be a collection of linear operators on V , let {B i : i ∈ I} be a collection of linear operators on W , and let T be a linear operator V → W . Suppose T A i = B i T for all i ∈ I. Then ImT is invariant under the collection {B i : i ∈ I} and KerT is invariant under the collection {A i : i ∈ I}.
2. Let {A i : i ∈ I} be a collection of linear operators on V and T be a linear operator on V . Suppose A i T = T A i for all i ∈ I. Then all eigenspaces of T are invariant under the collection {A i : i ∈ I}.
These statements can be proved directly from the definitions.
Intertwining operators
Here we look at the concept of intertwining operator that is implicitly present in the statement of Schur's lemma. Let {A i : i ∈ I} be a collection of linear operators on V , {B i : i ∈ I} be a collection of linear operators on W , and T a linear operator V → W . We say that T is an intertwining operator for the collections
In the context of representation theory, the index set I has the extra structure of being a group or an algebra, and the mappings i → A i , i → B i have the extra structure of being group or algebra homomorphisms. Here, we will want the slightly more general definition that allows an arbitrary index set I.
Overview of Results

Relations for strategies
First, we look at the question: given a non-local XOR game, what can we say about optimal and nearly optimal strategies for the game? We prove the following:
Theorem 3. Consider a non-local XOR game specified by an n × m matrix G and with quantum success bias β(G). Then, there exist vectors u 1 , . . . u r ∈ R n and v 1 , . . . v r ∈ R m with the property: ±1 observables A 1 , . . . A n , B 1 , . . . B m and bipartite state |ψ are an ǫ-optimal strategy for the game, i.e,
if and only if
By taking ǫ = 0, it follows that a strategy is optimal if and only if
The proof of Theorem 3 is in Section 4. The proof relies on the semi-definite program that can be associated to an XOR game, and on an argument that is related to the complementary slackness condition. From the proof, one can see that the vectors u 1 , . . . u r ∈ R n and v 1 , . . . v r ∈ R m from the statement of Theorem 3 can be computed efficiently by solving a semi-definite program and finding the eigenvalues and eigenvectors of a positive semi-definite matrix.
Next, we focus attention on the CHSH(n) XOR games. By specializing the methods form the proof of Theorem 3 to the case of CHSH(n), we obtain the following theorem:
Theorem 4. The following three statements for ±1 observables A i , B jk and bipartite state |ψ are equivalent:
• The observables and state satisfy
Again, taking ǫ = 0 we can obtain the relations for exactly optimal CHSH(n) strategies. The proof of Theorem 4 is in Section 4.5.
Classification of CHSH(n) optimal strategies
For the case of CHSH(n) optimal strategies, we obtain the following classification theorem:
Theorem 5. A i , B jk , |ψ is an optimal CHSH(n) strategy on the space C dA ⊗ C dB if and only if there exist an orthonormal basis |u 1 , . . . |u dA of C dA and an orthonormal basis |v 1 , . . . |v dB of C dB such that all of the following statements hold
• The non-zero terms in the Schmidt decomposition of |ψ are
with the Schmidt coefficients equal in blocks of length 2 ⌊n/2⌋ , i.e.
. . .
• With respect to the basis |u 1 , . . . |u dA of C dA , the observables A i , i = 1, . . . n have the block diagonal form:
⌊n/2⌋ ×2 ⌊n/2⌋ and acts on span(|u (j−1)2 ⌊n/2⌋ +1 , . . . |u j2 ⌊n/2⌋ ), and, for each i = 1, . . . n, for each j = 1, . . . s, A (j) i = σ ⌊n/2⌋,i 2 except for the case n = 2k + 1, and i = 2k + 1, in which case the blocks A (j) i are either σ k,2k+1 or −σ k,2k+1 . The block C i is an arbitrary ±1 observable on the orthogonal complement of span(|u 1 , . . . |u s2 ⌊n/2⌋ ).
• With respect to the basis |v 1 , . . . |v dB of C dB , the observables B jk , j = k ∈ {1, . . . n} have the block diagonal form:
Here, the observables σ k,i are the ones defined in the relations (1) .
jk is 2 ⌊n/2⌋ × 2 ⌊n/2⌋ and acts on span(|v (j−1)2 ⌊n/2⌋ +1 , . . . |v j2 ⌊n/2⌋ ), and, for 1 ≤ j < k ≤ n,
The block D jk is an arbitrary ±1 observable on the orthogonal complement of span(|v 1 , . . . |v s2 ⌊n/2⌋ ).
The proof of Theorem 5 is in Section 5. The proof uses the relations from Theorem 4 and the linear bijection L between C dA ⊗C dB and M at dA,dB (C) from subsection 2.1. The bipartite state |ψ from an optimal CHSH(n) strategy is shown to be such that Ψ = L(|ψ ) is an intertwining operator between certain linear combinations of Alice's observables and certain linear combinations of the transpose of Bob's observables. Given the special structure of the relations for the CHSH(n) game, this is enough to imply the conclusions of Theorem 5.
One way to interpret Theorem 5 is that any optimal CHSH(n) strategy must be a direct sum of elementary optimal strategies on C 2 ⌊n/2⌋ ⊗ C 2 ⌊n/2⌋ , possibly with some additional dimensions on each side that are orthogonal to the support of the state. Another interpretation is that the space supp A |ψ ⊗ supp B |ψ ⊆ C dA ⊗ C dB 3 is a "good subspace" on which the observables from the strategy are "well-behaved": the A i , i = 1, . . . n leave the space supp A |ψ invariant and satisfy the canonical anti-commutation relations on that space, and the B jk , j = k ∈ {1, . . . n} leave the space supp B |ψ invariant and are determined there by
CHSH(n) nearly-optimal strategies
We now turn attention to ǫ-optimal CHSH(n) strategies. One may at first hope that an approximate version of Theorem 5 holds, in the sense that A i , i = 1, . . . n nearly satisfy the canonical anti-commutation relations on supp A |ψ , and with
Unfortunately, that turns out not to be the case; the obstacle is that one can take one of the optimal strategies described in Theorem 5 where some blocks of the Schmidt coefficients for |ψ are arbitrarily small, and then one can change the corresponding blocks of the observables A i , B jk to something arbitrary. The result is that one gets an ǫ-optimal CHSH(n) strategy such that the observables A i , i = 1, . . . n are not well-behaved on all of supp A |ψ and the observables B jk , j = k ∈ {1, . . . n} are not well-behaved on all of supp B |ψ . The next best thing one could hope for is that the observables A i , i = 1, . . . n , B jk , j = k ∈ {1, . . . n} , are well-behaved on some subspace of supp A |ψ ⊗ supp B |ψ . One approach to finding such a subspace is to take a subspace of supp A |ψ on the A side, and a subspace of supp B |ψ on the B side. This approach has been pursued in reference [10] . The difficulty with this approach is that it gives error bounds that depend on the dimensions d A , d B of the strategy. We have seen in Theorem 5 that d A , d B can be arbitrarily large even for optimal strategies.
In this paper, we take a different approach. We start with a strategy
⌈n/2⌉ that we call the canonical optimal strategy for CHSH(n) . Then we construct a non-zero linear operator
dB that approximately satisfies the intertwining operator property from representation theory. Formally, we prove the following:
LetÃ i ,B jk , |ψ be the canonical optimal strategy on C
. Then, there exists a non-zero linear operator
with the properties
We now define the canonical optimal strategies that are used in the statement of Theorem 6. The canonical strategy is defined differently for the cases n = 2k and n = 2k + 1:
1. For the case n = 2k we define the canonical strategy on the space C 
For the case n = 2k + 1 we define the canonical strategy on the space C 2 k+1 ⊗ C 2 k+1 to be as follows
The motivation for defining the canonical strategies in this way is that the observables A 1 , . . . A n generate an algebra that is isomorphic to the Clifford algebra with n generators. Next, we say a few words about the motivation for proving a result of the form of Theorem 6. We look at it from two different points of view: the point of view of the concept of homomorphism in algebra, and the point of view of identifying a "good subspace" on which the observables from a strategy are "well-behaved".
Consider the concept of homomorphism in algebra. When we talk of a homomorphism, we have two sets with certain operations on each, and the homomorphism is a map from one set to the other that preserves all the operations. In the context of Theorem 6, the two sets are C dA ⊗ C dB are addition, scalar multiplication, and the action of the operators A i ⊗ I, I ⊗ B jk . The operator T that we construct in Theorem 6 is linear, so it preserves addition and scalar multiplication, and it satisfies the approximate intertwining property, so it approximately maps the action of the operatorsÃ i ⊗ I, I ⊗B jk to the action of the operators A i ⊗ I, I ⊗ B jk .
Next we look at Theorem 6 from the point of view of identifying a "good subspace" on which the observables from a strategy are "well-behaved". We mentioned above that we can think about the classification theorem for optimal CHSH(n) strategies as saying that supp A |ψ ⊗supp B |ψ ⊆ C dA ⊗C dB is a "good subspace" on which the observables from the strategy are "well-behaved". We also saw that trying to generalize this to nearly-optimal strategies encounters difficulties if we look for a good subspace of the form V ⊗ W with V ⊆ supp A |ψ and W ⊆ supp B |ψ .
At this point, we take a step back to the optimal CHSH(n) strategies. We notice that for an optimal strategy, inside the space supp A |ψ ⊗ supp B |ψ there is another space:
n and that this space is invariant under A i ⊗ I, I ⊗ B jk . The motivation for looking at this space comes from the well-known relations that connect the Bell states on two qubits and the canonical optimal CHSH(2) strategy:
When we go to the nearly-optimal CHSH(n) strategies, it is the space
n that we can identify as approximately a "good subspace". It will be clear from the proof of Theorem 6 that for the approximate intertwining operator T we construct,
It is also the case that for many optimal CHSH(n) strategies, the space
n cannot be written in the form V ⊗ W 4 and this is why this subspace cannot be found by methods looking for the "good subspace" of the form V ⊗ W with V ⊆ supp A |ψ and W ⊆ supp B |ψ .
The proof of Theorem 6 is in Section 6. The proof gives an explicit construction of the approximately intertwining operator T . The construction is motivated by the above insight about the importance of the space span A 4 Relations for optimal and nearly-optimal quantum strategies
The goal of this section is to prove Theorems 3 and 4. In subsection 4.1 we explain the relationship between non-local XOR games and semi-definite programs. This relationship has been noted previously in [8, 9] . In subsection 4.2 we give the main idea of the proof of Theorem 3. In subsection 4.3 we show how to obtain the vectors u 1 , . . . u r , v 1 , . . . v r for the statement of Theorem 3 from the solution to the dual semi-definite program, and we show some properties of these vectors. In subsection 4.4 we prove a useful identity, and obtain Theorem 3 as a corollary. In subsection 4.5, we specialize the methods from the general case to the case of the CHSH(n) games, and we prove Theorem 4.
Non-local XOR games and semi-definite programs
Consider the maximization problem:
4 The simplest example when span A j 1
1 . . . A jn n ⊗ I|ψ : (j 1 . . . jn) ∈ {0, 1} n cannot be written in the form V ⊗ W is when Alice and Bob share two EPR pairs and use the first one for an optimal CHSH strategy.
This maximization problem expresses the search for the optimal strategy for the non-local XOR game given by the n × m matrix G. The supremum is taken over all valid quantum strategies for G. The value of the supremum, β(G), is the quantum success bias for the game.
We now introduce a semi-definite program:
Here, E ii is the (n + m) × (n + m) matrix with 1 in the i-th diagonal entry and 0 everywhere else, and G sym is the (n + m) × (n + m) matrix with block form
We can think of G sym as the symmetric version of the game matrix G.
The two maximization problems (2) and (3) are related as follows: for each feasible solution of one of them, there is a feasible solution of the other that achieves the same value. Formally: Theorem 7.
1. For each quantum strategy A i , B j , |ψ , there is an (n+ m)× (n + m) matrix Z that is feasible for the semi-definite program (3) and such that
2. For each (n + m) × (n + m) matrix Z that is feasible for the semi-definite program (3) there is a quantum strategy
Theorem 7 has been proved in reference [8] . The exposition there uses different language, but can be converted to the language of semi-definite programs as in Theorem 7. The conversion to semi-definite program language has been noted in reference [9] .
Having established the relation between the optimization problem (2) and the semi-definite program (3), we now turn attention to the dual semidefinite program. The dual to (3) is:
Both the primal and the dual semi-definite programs have strictly feasible solutions; therefore, by Theorem 1 the primal supremum is attained, the dual infimum is attained, and both are equal. Combining this with Theorem 7, we get that β(G) = v primal = v dual and that there exists a quantum strategy that attains β(G).
Proof idea for Theorem 3
We are now in a position to show how to use the dual semi-definite program (4) to obtain relations that any optimal or nearly optimal quantum strategy must satisfy.
The basic idea of the argument is to look at the duality gap and at an approximate version of the complementary slackness condition: if y 1 , . . . y m+n is dual optimal and if
so we can use the dual optimal solution to obtain relations on primal optimal and near-optimal solutions. We proceed with the details in the sections below.
Decompositions of the dual optimal solution
In the statement of Theorem 3 we use vectors u 1 , . . . u r ∈ R n , v 1 , . . . v r ∈ R m . We now show how to obtain these vectors from the dual optimal solution; the argument is contained in the following lemma and its proof. 
It is positive semi-definite by the dual constraint. Therefore, there exist vectors w 1 , . . . w r ∈ R m+n such that
One possible such decomposition comes from the orthonormal eigenvectors of m+n i=1 y i E ii − G sym , each eigenvector multiplied by the square root of the corresponding eigenvalue. There is also freedom in choosing this decomposition; we make a remark about this after the end of the proof. Now we look at the block decomposition of the matrix m+n i=1 y i E ii − G sym and of the vectors w 1 , . . . w r . The (n + m) × (n + m) matrix
For the vectors w 1 , . . . w r ∈ R n+m , let u 1 , . . . u r ∈ R n , v 1 , . . . v r ∈ R m be such that
in block form. By using the block decompositions, we get
and from here we get the relations (5). The lemma is proved.
We remark here that the choice of decomposition
is not unique; see for example [22] [p. 103-104]. The different decompositions give rise to equivalent sets of relations; nevertheless, it will be convenient in future arguments to be able to use more than one set of relations.
A useful identity and the proof of Theorem 3
So far, we have obtained the vectors u 1 , . . . u r ∈ R n , v 1 , . . . v r ∈ R m as in Lemma 4. To complete the proof of Theorem 3, we use the following identity:
Lemma 5. Let A 1 . . . A n , B 1 , . . . B m , |ψ be a quantum strategy. Let u 1 , . . . u r ∈ R n , v 1 , . . . v r ∈ R m be vectors satisfying the relations (5) Then, the following identity holds:
Proof. We open the squares on the left-hand side:
Now, from the property
Similarly, from the property
Finally, from the property
The identity (6) follows.
Using Lemma 5, we can complete the proof of Theorem 3.
Proof of Theorem 3. We have chosen y 1 , . . . y n+m to be a dual optimal solution, so
Theorem 3 is proved.
Relations for CHSH(n) optimal and nearly optimal strategies
In this section, we prove Theorem 4. We look at the dual semi-definite program corresponding to the CHSH(n) game, and we find two explicit decompositions of the form given in subsection 4.3. Using these decompositions, we obtain Theorem 4. We take the n × n(n − 1) matrix G that summarizes the information for the CHSH(n) game. From subsection 2.3 we know that
(|i ij| + |j ij| + |i ji| − |j ji|) Next, we form the n 2 × n 2 matrix G sym which has the block form:
In this context, it is convenient to think of R n 2 as having an orthonormal basis formed by concatenating the basis |1 , . . . |n of R n and the basis |ij , i = j ∈ {1, . . . n} of R n(n−1) . So, we can write
|i ij| + |j ij| + |i ji| − |j ji| + |ij i| + |ij j| + |ji i| − |ji j| Next, we form the dual semi-definite program corresponding to the CHSH(n) game; it is
We know that the optimal value is 1 √ 2 ; this follows from the result in reference [10] about the quantum success bias of the CHSH(n) game, and the discussion in Section 4.1.
Next, we claim that
is a dual optimal solution. We can see that
, the dual optimum, so all that is left to prove is that y 1 , . . . y n 2 is dual feasible.
To prove that y 1 , . . . y n 2 is dual feasible, we show that
We define the following vectors for 1
and observe that the following decomposition holds:
It follows that the matrix
y i E ii − G sym is positive semi-definite, and therefore, the given y 1 , . . . y n 2 are a dual optimal solution as claimed. Now, from the decomposition (7), we conclude that the following two statements are equivalent:
• A i , B jk , |ψ is an ǫ-optimal CHSH(n) strategy.
The argument is the same as the argument in subsections 4.3 and 4.4. Next, we define the following vectors for 1
From this we conclude that the following two statements are equivalent:
This completes the proof of Theorem 4.
Classification of CHSH(n) optimal strategies
The goal of this section is to prove Theorem 5. Theorem 5 claims the equivalence of two statements:
• A strategy is optimal for the CHSH(n) game
• There are bases for Alice's space and for Bob's space with respect to which the strategy has a certain form.
We prove that the first statement implies the second in subsection 5.1, and we prove that the second statement implies the first in subsection 5.2.
An optimal CHSH(n) strategy must have a certain form
Let A i , B jk , |ψ be an arbitrary optimal CHSH(n) strategy on C dA ⊗ C dB . Our goal is to show that this strategy has the structure described in Theorem 5.
From Theorem 4 we know that the following relations are satisfied for all i, j 1 ≤ i < j ≤ n
(subsection 2.1). To the relations above correspond the following relations in terms of Ψ:
It follows that the space ImΨ ⊂ C dA is invariant under the observables A i , i = 1, . . . n , by using Schur's Lemma (lemma 3).
Let the non-zero terms in the Schmidt decomposition of |ψ be
Choose |u 1 , . . . |u r as an orthonormal basis of ImΨ, and complete it to an orthonormal basis of C dA . With respect to this basis, the observables A i , i = 1, . . . n have the block form
where A ′ i acts on ImΨ, and C i acts on the orthgonal complement.
It is clear at this point that the blocks C i , i = 1, . . . n may be arbitrary, and that they don't in any way influence the quantum value achieved by the strategy. From now on, we focus on the observables A ′ i that act on the space ImΨ.
We now claim that for all i, j,
It follows that A ′ 1 , . . . A ′ n are anti-commuting ±1 observables on the space ImΨ. We apply Theorem 2 and get that the number of non-zero Schmidt coefficients of |ψ is an integer multiple of 2 ⌊n/2⌋ . Let r = s2 ⌊n/2⌋ . We now consider the operator ΨΨ † , which takes the space ImΨ to itself.
Form the relations (8), it follows that
We now apply Schur's lemma, and conclude that all eigenspaces of ΨΨ † must be invariant spaces for the observables A 
we get that the non-zero Schmidt coefficients of |ψ must come in blocks of length 2 ⌊n/2⌋ that are equal, i.e.
Returning to the observables A is either σ k,2k+1 or −σ k,2k+1 . The proof of the forward direction of Theorem 5 is now almost complete; it remains to prove the statement about B jk , j = k ∈ {1, . . . n} . We take the following relations from Theorem 4:
and we rewrite them in terms of Ψ T to get
It follows from Schur's lemma that ImΨ T = span(|v 1 , . . . |v s2 ⌊n/2⌋ ) is invariant under B jk , j = k ∈ {1, . . . n} , and so B jk , j = k ∈ {1, . . . n} have the block diagonal form
where the ±1 observables B ′ jk act on ImΨ T and the ±1 observables D jk act on the orthogonal complement.
The final thing that is left to show is the block-diagonal decomposition
and the relations on the individual blocks, for 1
These follow from the relations (9) and from the fact that with respect to the basis |u * 1 , . . . |u * s2 ⌊n/2⌋ of the source space and the basis |v 1 , . . . |v s2 ⌊n/2⌋ of the target space, Ψ T has the block diagonal form
The forward direction of Theorem 5 is proved.
Any strategy of a certain form is optimal for CHSH(n)
We assume that a strategy A i , B jk , |ψ on C dA ⊗ C dB has the form described in Theorem 5. We have to show that A i , B jk , |ψ is an optimal CHSH(n) strategy.
First, we use the description of the Schmidt decomposition of |ψ (the first bullet), to write
r=(l−1)2 ⌊n/2⌋ +1 |u r ⊗ |v r Next, we claim that for each i, j, 1 ≤ i < j ≤ n, the following two statements hold, the first for indvidual blocks, and the second for the whole observables:
• For the whole observables,
Consider the first statement, the one for individual blocks. We know A (l)
i , i = 1, . . . n anti-commute on the space span(|u (l−1)2 ⌊n/2⌋ +1 , . . . |u l2 ⌊n/2⌋ ) = supp A |ψ l . We also know that on the space span(|v (l−1)2 ⌊n/2⌋ +1 , . . . |v l2 ⌊n/2⌋ ) = supp B |ψ l we have, for 1 ≤ j < k ≤ n
And finally, we know |ψ l is maximally entangled on
We apply Lemma 2and obtain the relations (10).
The statement for the whole observables follows from the statement for the individual blocks. We show this for ψ|A i ⊗ B ij |ψ :
The other three terms are analogous. Now, from the relations (11), we see that the CHSH(n) value of the strategy
so A i , B jk , |ψ is an optimal CHSH(n) strategy. The reverse direction of Theorem 5 is proved.
6 Approximate intertwining operator construction for CHSH(n) near-optimal strategies
The goal of this section is to prove Theorem 6. That is, given an arbitrary ǫ-optimal CHSH(n) strategy A i , B jk , |ψ on C dA ⊗ C dB , and the canonical
, we want to show the existence of a non-zero linear operator
We construct T explicitly:
The motivation for this construction comes from the insight about the importance of the space
n and from the group averaging technique of constructing intertwining operators. In our context, representations of finite groups are not explicitly present. However, the relations on optimal and nearly-optimal CHSH(n) strategies from Theorem 4 are very strong and we can use them to prove the T defined above behaves approximately like an intertwining operator with respect to the observables of the two strategies. The argument proceeds in the following steps:
1. We prove that the vectors
n coming from the canonical strategy are orthonormal.
2. From this, we derive that T F = 1, and so also T = 0.
3. Next, we show that we can write
Here the sign(i, j 1 , . . . j n ) notation has to do with the sign resulting from changing the order in a product of anti-commuting observables and will be defined in detail later.
4. Similarly, we show we can write
In the place where there is ±, we take + if k < l and we take − if k > l.
5. Next, we show that for all i ∈ {1, . . . n}, for all (j 1 . . . j n ) ∈ {0, 1} n ,
6. Similarly we show that for all k = l ∈ {1, . . . n}, for all (j 1 . . . j n ) ∈ {0, 1} n ,
7. Finally, we combine all the previous steps to show that
as required for the proof of Theorem 6.
The seven subsections below are devoted to the detailed arguments for the seven steps outlined above.
Orthonormal vectors
Here we aim to show that the vectors
n coming from the canonical strategy are orthonormal. First, we reduce this to proving that |ψ is orthogonal toÃ
n . This works because we can use the anti-commutation relations for theÃ i , i = 1, . . . n to show that given
Now, we prove that |ψ is orthogonal toÃ
n . There are two cases: one case is if n is odd and (j 1 , . . . j n ) = (1, . . . 1) and the second case is all other situations.
We consider the first case. For n odd, we have
and so |ψ is orthogonal toÃ we can chooseÃ i to be one of the observables that appears in the product, and if there are an odd number of terms, we can chooseÃ i to be one of the observables that does not appear in the product. Next, we use the relation (16) to write
and from here we obtain that |ψ is orthogonal toÃ 
The Frobenius norm of T
Here we aim to prove that T F = 1. This follows from the expression
for the Frobenius norm, combined with the expression To combine all these facts, we use the following lemma:
where the vectors |v i , i = 1, . . . , r are orthnormal. Then,
Proof. We know that
|u i u i | and so
Applying this lemma to the operator T , we conclude that T F = 1.
The expression for (A i ⊗ I)T − T (Ã i ⊗ I)
Here we aim to show the identity
We now use the anti-commutation relations forÃ i , i = 1, . . . n to insert theÃ i into the productÃ j1 1 . . .Ã jn n . This possibly incurs a minus sign, depending on the particular i and the particular (j 1 . . . j n ) ∈ {0, 1} n . We define sign(i, j 1 , . . . j n ) to be such that
Using this, we get
Now we change the index of summation, and use
From here, the identity
The expression for (I ⊗ B kl )T − T (I ⊗B kl )
Here we aim to prove the identity
The argument is similar to the previous section. We consider T (I ⊗B kl ).
where +Ã k is taken if k < l and −Ã k is taken if k > l. Next, we use the anti-commutation relations to insertÃ k andÃ l into the productÃ j1 1 . . .Ã jn n . We get
We separate into two sums and change the index of summation in each and we get
The first error bound
Here, we aim to show that for all i ∈ {1, . . . n}, for all (j 1 . . . j n ) ∈ {0, 1} n ,
The situation is the following: we would like to insert A i into the product A j1 1 . . . A jn n as if the A i , i = 1, . . . n were anti-commuting. However, we don't know that A i , i = 1, . . . n are anti-commuting; all we know about the A i , i = 1, . . . n is that they are part of an ǫ-optimal CHSH(n) strategy.
The first step is to recognize that even though A i , i = 1, . . . n may not be anti-commuting as operators, they nearly anti-commute in their action on the strategy state |ψ . We prove the following:
Proof. We recognize that the operators
each have operator norm at most (1 + √ 2), by the triangle inequality. Next, we see that
and similarly,
Now we use the relation
The lemma is proved. Now we know that A i , i = 1, . . . n almost anti-commute in their action on the strategy state |ψ . This is a step forward, but still not enough for proving the bound (17) . To see why, consider a product like A i A 1 A 2 ⊗ I|ψ . We want to switch the order of A i and A 1 . We know that A i and A 1 nearly anti-commute in their action on |ψ , but we don't yet know that they nearly anti-commute in their action on A 2 ⊗ I|ψ .
Fortunately, this difficulty can be circumvented: we know from Theorem 4 that, for example,
and now we can switch the order of A i and A 1 in their action on |ψ . The preceding discussion shows that we can use the anti-commutation on |ψ (Lemma 7) to switch the order of a product of the A i 's acting on |ψ , as long as we can "get some of the A i 's out of the way", by replacing their action with the action of an operator on the B side.
For reason of keeping the errors of approximation under control, we want the operators on the B side that we use to have operator norm 1. The operators
(B ij ± B ji ) do not necessarily have operator norm 1, but fortunately this difficulty can also be circumvented.
The discussion in the previous paragraphs motivates us to prove the following lemma: Lemma 8. Fix k. Then, there exists an l such that
where +B kl is taken if l > k and −B kl is taken if l < k. The notation
means that we take all eigenvalues of the operator ±B kl + B lk and normalize the positive ones to 1, the negative ones to −1, and, by convention, the eigenvalue 0 gets normalized to 1.
Proof. The proof proceeds in two steps: first, we approximate
|ψ and then we approximate I ⊗
|ψ by I ⊗ ±B kl +B lk |±B kl +B lk | |ψ . We prove the first step. We take the relation
from Theorem 4. We focus only on those terms of the sum that contain A k and we get
Pick the smallest of these (n − 1) terms. It satisfies
This is how we approximate
|ψ . Next we focus on the second step. By Lemma 9 which we will prove below, |ψ , we observe that the operator
has operator norm at most (1 + √ 2), and so
Combining this with inequalities (18) and (19), we get that
as needed. The lemma is proved.
Next, we prove the missing link in the proof of Lemma 8, which has to do with operators of the form
and R+S |R+S| when R, S are ±1 observables.
Lemma 9. Let R, S be two ±1 observables on C d . Then, 1. The following operator identity holds:
2. The operator
is positive semi-definite.
3. For any vector |v ,
Proof. We first prove the operator identity. We break up C d into eigenspaces for the self-adjoint operator R + S. Since RS + SR = (R + S) 2 − 2I, these are also eigenspaces for the operator RS + SR, and so also eigenspaces for the operator
We will prove that the operator identity holds on each of the aforementioned eigenspaces.
Consider an eigenspace where R + S has eigenvalue λ. On this eigenspace, the operator
have the same eigenvalue on this eigenspace. This argument holds for any eigenspace, and so the operator identity Finally, we observe that the third part follows directly from the second. The lemma is proved.
Recall that the goal of this section is to prove The results of the lemmas above have prepared the tools necessary for this goal. Lemma 7 tells us that
with the error of approximation being at most (2 √ 2 + 2)n √ ǫ. We call this apporoximation step an anticommutation switch. Lemma |±B kl +B lk | is a suitable ±1 observable acting on the B side, and the error of approximation is at most (2 √ 2 + 2) √ n √ ǫ. We call this approximation step an AB-switch.
The idea is to concatenate a number of these approximation steps to get the bound (17) . We present a procedure that goes from The total approximation error of this procedure is at most
The bound We combine these facts using Lemma 6 and we get that for all i,
where in the last step we have used the fact that T was chosen so that T F = 1 (subsection 6.2).
In a similar manner, we take the results of subsections 6.1, 6.2, 6.4, and 6.6 and apply Lemma 6 and get that for all j = k ∈ {1, . . . n}
The proof of Theorem 6 is complete.
Conclusion and open problems
In this paper, we first derived a general result about non-local XOR games: for every non-local XOR game, there exists a set of relations such that a quantum strategy is optimal if and only if it satisfies the relations and a quantum strategy is nearly-optimal if and only if it approximately satisfies the relations. Then, we focused on the CHSH(n) XOR games, and derived the structure of their optimal and nearly-optimal quantum strategies. One possible direction for future work is whether structure results like the one for CHSH(n) near-optimal quantum strategies can be proved for other nonlocal games. The CHSH(n) games have a very regular structure, and the arguments above make heavy use of this structure; however, it may be possible to construct an argument of this form, or another form altogether, for other XOR games with less regular structure.
Another possible direction for future work is whether the CHSH(n) games can be used in the context of quantum information processing with untrusted black-box devices. The CHSH game, the first member of the CHSH(n) family, has already been used in protocols for doing information processing with untrusted devices. Whether all the CHSH(n) games can be used, and which of the CHSH(n) games gives protocols with the best parameters, are two questions that are still open.
