In this paper, we solve a time-space fractional diffusion equation. Our methods are based on normalized Bernstein polynomials. For the space domain, we use a set of normalized Bernstein polynomials and for the time domain, which is a semi-infinite domain, we offer an algebraic map to make the rational normalized Bernstein functions. This study uses Galerkin and collocation methods. The integrals in the Galerkin method are established with Chebyshev interpolation. We implemented the proposed methods for some examples that are presented to demonstrate the theoretical results. To confirm the accuracy, error analysis is carried out.
Introduction
Fractional calculus allows mathematicians and engineers better modeling of a wide class of systems with anomalous dynamic behavior and better understanding of the facets of both physical phenomena and artificial processes. Hence the mathematical models derived from differential equations with noninteger/fractional order derivatives or integrals are becoming a fundamental research issue for scientists and engineers [] .
The fractional advection-diffusion equation is presented as a useful approach for the description of transport dynamics in complex systems. The time, space and time-space fractional advection-diffusion equations have been used to describe important physical phenomena that occur in amorphous, colloid, geophysical and geological processes [] .
Bernstein polynomials play an important role in many branches of mathematics, such as probability, approximation theory and computer-aided geometric design [] . Also, in recent decades, the authors discovered some new analytic properties and some applications for these polynomials. For example, the rate of convergence of these polynomials derived by Cheng [] for a certain class of functions. Farouki [] showed that the Bernstein polynomial basis is an optimal stable basis among non-negative bases on the desired interval. Alshbool [] approximated solutions of fractional-order differential equations with estimation error by using fractional Bernstein polynomials. Also, he applied a new mod-ification of the Bernstein polynomial method called multistage Bernstein polynomials to solve fractional order stiff systems [] .
In this paper, the normalized Bernstein polynomials with collocation and Galerkin methods are applied to turn the problem into an algebraic system. The fractional diffusion equation with variable coefficients is considered 
In this equation u(x, t) is the unknown function, s(x, t) is called the source-term and d(x, t)
and b(x, t) are the diffusion and advection coefficients,  < α ≤  and  < γ ≤  are the orders of space fractional derivatives and  < β ≤  is the time fractional order. We also consider the initial condition
and the boundary conditions
The existence and uniqueness of solutions for such problems are guaranteed in [, ] . Note that problem () for α = , β =  and γ =  is the classical advection-diffusion equation. Problem () is discussed from the view of some scholars like Gao and Sun [] who propose a numerical algorithm based on the finite difference method for γ = , α =  and Deng [] who discussed in the case β =  a finite element method with Riemann-Liouville space fractional derivatives. The structure of this paper is as follows. In Section , some definitions are presented. In Section , normalized Bernstein polynomials and their required properties are given. In Section , we introduce the rational Bernstein functions and also describe some useful properties of these basis functions. In Section , the relation between the Legendre polynomials and orthonormal Bernstein is demonstrated. In Section , to estimate the integrals, we introduce a rational Chebyshev interpolation. In Section , Galerkin and collocation methods to approximate the unknown function u(x, t) are applied. In Section , we offer error bounds for integer and fractional derivatives. To show the effectiveness of the proposed method, we report our numerical findings in Section ; and finally, in Section , we give a brief conclusion.
Fundamentals of fractional calculus
There are various definitions for fractional derivative and integration. The widely-used definition for a fractional derivative is the Caputo sense and a fractional integration is the Riemann-Liouville definition.
Definition . ([])
The Riemann-Liouville fractional integral operator of order α ≥  is defined as follows:
The Caputo definition of a fractional derivative operator is given by
where m - < α ≤ m, m ∈ N, x > . It has the following two basic properties:
For simplicity, we denote
z which α i denotes the Caputo derivative with respect to z, note that α i may be β, γ or α and z can be x or t.
According to Definition ., the Caputo time and space fractional derivatives of the function u are given as follows.
Definition . ([])
The Caputo time-fractional derivative operator of order β >  is defined as
and the space-fractional derivative operator of order α >  is defined as
One of the properties of fractional operators is linearity, i.e.,
where ξ is the Riemann-Liouville fractional integral operator or Caputo fractional derivative and η and λ are real numbers.
Bernstein polynomials
The Bernstein polynomials of degree n on the interval [, ] are defined as
According to [] , Bernstein polynomials form a complete basis over the interval [, ] where they can be produced by the recursive relation ) with B -,n- (x) =  and B n,n- (x) = . Any Bernstein polynomial of degree n can be written in terms of the power basis directly calculated by using the binomial expansion of ( -x) n-i as follows:
The product of Bernstein polynomials is defined as
and the definite integral of Bernstein polynomials is defined by
The interesting properties of Bernstein polynomials can be found in [] . By applying the Gram-Schmidt process on the set of Bernstein polynomials of degree n, the explicit representation of orthonormal Bernstein polynomials is obtained as follows [] :
In addition, the orthonormal polynomials can be written in terms of non-orthonormal Bernstein functions
With regard to the weight function w s (x) =  on the interval [, ], these polynomials have the orthogonality relation
A function square integrable in [, ] may be approximated in terms of the normalized Bernstein basis (). In practice, the first (n + ) term Bernstein polynomials are consid-
where
Rational normalized Bernstein functions
For the problems with a semi-infinite domain, we offer an algebraic map according to [] to make a new class of functions which are called rational normalized Bernstein functions shown in the following form: 
(   ) Let = {t| ≤ t < ∞} and consider that the non-negative function w r :
The orthogonality of the rational normalized Bernstein functions on L  w r ( ) is given by
( ) may be approximated by rational normalized Bernstein functions as follows:
where 
The orthogonality relation is
A polynomial P n (x) of degree n can be expressed as
where the shifted Legendre coefficient vector S and the shifted Legendre vector ϕ(x) are given by
Now, the transformation of the Legendre polynomials into nth degree orthonormal Bernstein basis functions on [, ] can be written as follows:
To get w k,j , replace b i,n (x) and L k (x) with () and (), respectively, then by using (), (), we have
where the matrix form of this relation is
We write the transformation of the orthonormal Bernstein basis functions into Legendre polynomials on [, ] as
Again, for orthonormal Bernstein put () and for non-orthonormal Bernstein use the following relation []:
The properties of Legendre polynomials lead to
The matrix form of the equation can be expressed as follows:
Rational Chebyshev interpolation approximation
The Gauss-Radau integration is introduced in [, ]. Further rational Chebyshev-GaussRadau points are defined in [] . Let ϒ n = span{R  , R  , . . . , R n } be the space of rational Chebyshev functions and
be the (n + ) Chebyshev-Gauss-Radau points in [-, ], thus we define
as rational Chebyshev-Gauss-Radau nodes. The relations between rational Chebyshev orthogonal systems and rational Gauss-Radau integrations are as follows:
Function approximation by normalized Bernstein polynomials and rational normalized Bernstein functions
Generally, we approximate any real-valued function u( 
Let the approximation of u(x, t) be obtained by truncating the series () as
where (x) is (n +) column vector defined in () and (t) is (m + ) vector corresponding in (), U = [λ ij ] is a matrix of size (n + ) × (m + ). In most cases, we take n = m. We can also approximate the derived functions by applying the linear property () as follows:
and
vectors, respectively. Note when  ≤ t ≤ , we use the usual normalized Bernstein polynomials because these functions are defined in [, ] . It means ψ(t) = (t).
Collocation method
Now, we consider problem () with initial and boundary conditions () and (), by using Eqs.
()-(). Problem () becomes
Relation () gives (n  -n) independent equations:
where x j are shifted-Chebyshev-Gauss-Radau points in [, b] and t j are rational Chebyshev-Gauss-Radau nodes. We can also approximate the initial and boundary conditions in (), () as follows:
By choosing n equations ρ(x) =  and i (t) =  (i = , ), we get (n + ) more equations, i.e.,
Equations (), (), () give a system of (n + )  equations, which can be solved for u ij , i, j = , , . . . , n.
Galerkin method
To formulate the Galerkin method, we take the inner product with basis polynomials
We multiply () by b i,n (x) and R j,n (t), integrate the resulting equation over [, b] and [, +∞):
We use the initial and boundary conditions ()-() with an inner product
Equations ()-() are solved with Chebyshev-Gauss-Radau integration in the infinite interval (, +∞), so we have a system of (n + )  equations, which can be solved for u ij , i, j = , , . . . , n.
Error estimates
We begin this section with the basic error bound for an integer derivative, and then we refer to fractional derivatives, which are important for the main result (see [] for more details). So, for fractional time-space fractional diffusion equations like Eq. (), an approach to the convergence analysis of the Bernstein method is presented.
A general procedure in error analysis is to compare the numerical solution u N with an orthogonal projection N u of the exact solution u and use the inequality
We know (from Theorem . of [] ) that N u is the best polynomial approximation of u, so we just need to measure the truncation error u -N u . We introduce the Sobolev space
To measure the truncation error N u -u, the inner product, the norm and the semi-norm are equipped as
where C  is constant.
Proof According to (), we have
where q i = for Legendre polynomials, we have
where C  is constant. By using the definition H m  (I), we have
Because of the relation between Legendre and Bernstein in Section , we just have
It is shown that a valid projection property for any basis of the space, and in fact any element, means that they are basis-free. So, we do not present the proof for other theorems.
Through examining the temporal domain in the interval = (, +∞), we also have definitions and theorems where they are fundamental results with the mapped orthonormal Bernstein approximations as follows.
For this spaceH m ( ),
the norm and the semi-norm are defined as
where C  is constant.
Definition . We define
as a Hilbert space, and in this space the inner product and norm are defined as
The space of the measurable functions u : → R is considered, and we denote
On the other hand, H ,s for any positive integer s can be defined as
with the given norm
. , M} if N,M u is the projection of u upon P N,M , i.e., ( N,M u)(x, t) = u N,M (x, t), which means N,M u(x, t) is the best polynomial approximation of u N,M (x, t) =
Proof One-dimensional orthogonal projections defined in Definitions . and . are assumed to be N ,ˆ M . Then
Given Theorems . and ., we have
where C  is constant and C  = C  C  .
The error function e(x, t) of the approximation u N,M (x, t) for the exact solution u(x, t) of Eq. () is defined as e(x, t)
and corresponding with the best approximation, we have
where, according to Theorem ., when N, M → ∞, e N,M → ; and consequently,
We have also error bounds for the fractional derivatives as follows.
then we have
where C  is constant.
Proof Due to [], we have
By using Definitions . and .,
and applying Theorem .,
the proof is complete.
So when
where C  is constant.
Proof The proof is similar to Theorem ..
This theorem shows that, when
For the proposed method, the error assessment relying on the residual error function is presented [] .
Take the following problem with the initial and boundary conditions:
) is the residual function which is obtained by subtracting ()-() from ()-()
as follows:
with homogeneous initial and boundary conditions. By using Theorem . for α, γ and Theorem . for β, when N, M → ∞, we have R N,M → .
Numerical examples
In this section, we carry out numerical examples for a time-space fractional diffusion equa- 
and the corresponding rational normalized Bernstein polynomials are
We take U as an unknown matrix  *  like
Now we approximate the unknown function u(x, t) by Bernstein polynomials and rational Bernstein functions as follows:
We also approximate the derived functions by (), (), where to obtain D 
The initial and boundary conditions are also approximated as follows:
For the collocation method, by substituting collocation points in Eqs. ()-(), we have a system of  equations, which can be solved for u ij , i, j = , . . . , .
To formulate the Galerkin method, we take the inner product with basis polynomials as follows:
where inner products are solved with Chebyshev-Gauss-Radau integration () as follows:
() Table 2 The maximum absolute error with γ = 0.4 for Example 9.1, the Galerkin method α T = 2 T = 10 T = 100 CPU time (s) R ∞ Initial and boundary conditions are 
Suppose that the exact solution is u(x, t) = x  ( -x)e -t for suitable source term. The maximum errors L ∞ for different values of T and n are listed in Table  for the collocation method and in Table  for the Galerkin method. The results in both tables show that the proposed methods have good approximation accuracy for the relatively long time domain.
To investigate the convergence of the methods, we apply our method to different values of fractional orders. Table  Galerkin methods. Note that in these tables we provide CPU time (in seconds) consumed in the algorithms for obtaining the numerical solution, and when we compare these together for one problem, we see the collocation method acting in a shorter time compared with the Galerkin method. Table  Table 9 Maximum residual errors with n = 8 for Example 9.3, the Galerkin method 3.04411 × 10 -11 0.9 3.01258 × 10 -11
1.63679 × 10 -11
The maximum errors L ∞ for different values of T and n are listed in Table  for the collocation method, and the results in x ∈ (, ) for n =  are presented in Table  at t =  for both methods.
Conclusion
In this article, we presented effective numerical methods for solving a space-time fractional diffusion equation with initial boundary conditions. For these problems defined in the unbounded time domain, we use the rational normalized Bernstein functions as basis functions to approximate the exact solution. We compared the execution of the collocation and Galerkin methods using normalized Bernstein basis for solving a given problem. We have presented some numerical experiments to confirm the theoretical analysis. Precision increases with the increase in the number of terms in the normalized Bernstein expansion. However, for the same number of terms, the collocation method yields relatively more accurate results in a comparatively shorter time compared with the Galerkin method. On the other hand, the collocation method is very sensitive to the collocation points. Generally, the most significant property of the collocation method is its fluency in the application; e.g., matrix elements of the given equation are evaluated directly rather than by numerical integration as in the Galerkin procedure. Generally, the results show that the proposed methods achieve better approximation accuracy than other methods, especially for the long time domain.
