This paper introduces two new probabilistic graphical models for reconstruction of genetic regulatory networks using DNA microarray data. One is an Independence Graph (IG) model with either a forward or a backward search algorithm and the other one is a Gaussian Network (GN) model with a novel greedy search method. The performances of both models were evaluated on four MAPK pathways in yeast and three simulated data sets. Generally, an IG model provides a sparse graph but a GN model produces a dense graph where more information about gene-gene interactions is preserved. Additionally, we found two key limitations in the prediction of genetic regulatory networks using DNA microarray data, the first is the sufficiency of sample size and the second is the complexity of network structures may not be captured without additional data at the protein level. Those limitations are present in all prediction methods which used only DNA microarray data.
Introduction
DNA microarray technology provides the expression levels of thousands of genes simultaneously. These expression data are static and hence do not give insight of how genes interact with each other. Therefore, it is a challenge to extract valuable gene-gene interaction information from such a large amount of microarray expression data.
Mathematical and computational modeling is becoming increasingly important as a tool to capture gene interactions from expression data [1] . This information can be used as a basis for treating and diagnosing diseases. It may also contribute substantially to our basic understanding of biological processes [2, 3] .
Recently, many mathematical and computational approaches for modeling gene regulations have been proposed, such as Boolean networks [4] , Bayesian networks [5] , the S-system [6] , the Gaussian graphical model [7] , and models based on support vector machines [8] and partial or ordinary differential equations et al, [1] . Boolean networks and support vector machines assume that genes are either ON or OFF (i.e. in binary expression values), whereas Bayesian networks are often based on more general discrete expression values [5] . Nevertheless, the examination of real gene expression measurements shows that gene expression levels tend to be continuous rather than in binary or discrete values. Some information may be lost if one employs models that do not take advantage of the continuous nature of expression measurements. The S-system and the Gaussian graphical model have been applied to continuous DNA micorarray expression data with limited success, i.e. the S-system is well suited for the time series data but does not handle the human tissue samples, in addition, it requires a huge amount of computational resources. The Gaussian graphical model is very sensitive to the rank order of input matrix and does not provide information about the causal relation between paired genes, which is essential for the reconstruction of genetics networks. 5 models on three simulated data sets and several known gene regulatory networks, i.e. four MAPK pathways, by using time-series DNA microarray expression profiles. The aim of this work is to evaluate the robustness of our newly developed models.
Methods

Independence Graphs
Independence graphs (IG) are the probability models for multivariate random observations whose independence is characterized by a graph, G=(V, E), where V is a finite set of vertices and E is a finite set of edges. The independence graph is defined by pair-wise Markov properties, where there is no edge between two vertices whenever the pair of variables is independent given all the remaining variables. The resulting undirected independence graph gives a picture of the pattern of dependence or association between the variables [15] .
Independence graph with a forward search algorithm
Given an independence graph, G, and a k-dimensional continuous random vector X, with a multivariate normal distribution, we then use a covariance selection model to search for the best independence graph consistent with the data. The conditional independence constraints are equivalent to specifying zeros in the parameters in the inverse of the covariance matrix corresponding to the absence of an edge in G [7] . In other words, two variables are independent given remaining variables if and only if the corresponding element of the inverse of the covariance matrix is zero [15] .
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The independence graph with a forward search algorithm (IGF) can be used to analyze microarray gene expression data in the follow steps:
1. X=(X 1 , X 2 , …, X k ) is a k-dimensional vector, k is the number of genes. An initial graph G is built, i.e. an empty graph G with k vertices corresponds to k genes.
2. An iterative algorithm [9] for computing maximum likelihood estimates of the covariance matrix, Cov(G), of the initial graph G is then applied.
3. An edge E i is added into the initial graph, and a new covariance matrix, denoted as Cov(E i ), is estimated by the iterative maximum likelihood estimates. Then, the significance of the added edge is tested by the deviance difference
where N is the number of samples and i represents the i-th possible pair-wise edge of G). The deviance difference dev i has an asymptotic Chi-square distribution with one degree of freedom.
4. The most significant probability value is selected from dev i . If it is smaller than the predefined significant threshold (e.g. significance level P = 0.05) then the corresponding edge is added to the initial graph G and step 2 is reiterated. If the probability value is larger than the threshold, the search is terminated and then the current undirected independence graph is retained.
5. Orientation rules [10] were used to find a directed acyclic graph (DAG) from the resulting undirected independence graph from step 4.
6. The final result is a DAG, where vertices represent genes, edges depict associations between a pair of genes, and the arrows explain the cause and effect between a pair of genes. Hence, the DAG may reveal the genetic regulatory networks.
7 NOTE: Cov(G) represents the covariance matrix of the current graph G, and Cov(E i ) represents the estimated covariance matrix after one edge E i is added.
By starting from an empty initial graph, the IGF algorithm is not so sensitive to the rank order of input matrix. Therefore, we may still apply the IGF to predict gene-gene interactions when the number of sample size is fewer than the number of genes.
Independence graph with a forward depth-limited search algorithm
The IGF algorithm applies an exact search method that calculating the maximum likelihood estimates of the covariance matrix at both steps 2 and 3 during each iteration.
It requires a considerable amount of computations when the number of genes is large. To avoid such heavy calculations, we also developed a relatively fast algorithm by combining the independence graph with an approximate search algorithm, that we called a forward depth-limited search algorithm (IGFD).
Below is a description of the IGFD strategy:
1. X=(X 1 , X 2 , …, X k ) is a k-dimensional vector, where k represents the number of genes. We built an initial graph, i.e. an empty graph G with k vertices corresponds to k genes.
2. An iterative algorithm [9] is then applied for computing the maximum likelihood estimates of the covariance matrix Cov(G) of the initial graph. A new covariance matrix Cov(E i ) is then estimated after one edge E i has been added into the graph G. Subsequently, the deviance difference is used to measure the significance of 8 the added edge (dev i =N*[log(det(cov(G))-log(det(cov(E i ))], where N is the number of samples and i represents all possible pair-wise edges). The deviance difference dev i has an asymptotic Chi-square distribution with one degree of freedom. Finally, all edges are sorted in descending order of their deviance differences and the label 0 is assigned for all sorted-edges.
3. The depth-limited search edges function is used to find out all possible edges that can be added into graph G with certain conditions, i.e. the search procedure is stopped after a manageable number of iterations or the most significant probability value of the remaining edges is above the threshold (i.e. P>0.7). This results into an undirected independence graph. 5. Orientation rules [10] are used to find a directed acyclic graph (DAG) from the undirected independence graph.
NOTE: Cov(G) represents the covariance matrix of the current graph G, and Cov(E i ) represents the estimated covariance matrix after one edge E i is added.
The differences between the IGF and the IGFD are their model search methods, where the IGF used a step by step search procedure but the IGFD applied an approximated search strategy with a specified significant probability threshold. In the IGFD, the calculation of the maximum likelihood estimates of the covariance matrix for all possible edges is only required at step 2 which significantly speed-up the whole search procedure (Tables 1, 2 , 3, 4) . For this reason, we may gain some special advantages when we apply the IGFD to learn a large genetic regulator network using gene expression data.
Independence graph with a backward search algorithm
The backward search algorithm (IGB) of the conditional independence graph has been studied by a number of authors before, its detailed description is described elsewhere [7, 9] . In this work, we expanded the resulting undirected graph to a directed acyclic graph (DAG) by implementing the orientation rules [10] , where DAG may assist us to explore the cause and effect between a pair of genes.
Orientation rules of graph
Try to find a graph G 1, which is a consistent DAG extension of the undirected graph G: 
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The original idea of our IG algorithms (independence graph) came from the early work by Verma and Pearl [18] , where they constructed an undirected independence graph before searching for a directed acyclic graph. Later, Spirtes et al. proposed a variation of their idea [17] by setting the initial graph in their PC algorithm to the undirected independence graph, rather than the complete undirected graph and then proceed in the same way. They called this algorithm IG (independence graph). In our work, we used the same strategy as they did, but we applied alternative methods to build the undirected independence graph, i.e. a Gaussian graphical model, and a search for the directed acyclic graph with Meek's origination rules [10, 19] . To our knowledge, this work is the first in the literature to have a Gaussian graphical model combined with graph orientation rules.
In addition, we will explain shortly about the Chi-square test that is used in the IG algorithms, where the model selection procedure is based on the deviance difference between the initial model M 0 and the estimated model M i (i.e. having added one edge E i into the initial graph G). In other words, it is the difference between the maximized log likelihood value under model M 0 and the maximized log likelihood value under M i . Thus, the deviance difference is dev i =N*[log(det(cov(G))-log(det(cov(E i ))] which have been used by a number of authors before [7, 9] . Under M 0 , dev i has an asymptotic Chi-square distribution with degree of freedom given as the difference in number of free parameters between M 0 and M i. Its derivation can be found in Edwards's book [15] .
Gaussian networks
We consider X=(X 1 , …, X n ) to be a set of random variables (genes), where x i denote a value of X i , the i-th component of X. A probabilistic graphical model for X is a graphical factorization of the joint probability density function,
For every variable X i , π i represents the parents of X i , and θ i represents a finite set of local parameters, θ i = (m j , b ji , v i ), where m j is the unconditional mean of X j , b ji is the linear coefficient reflecting the strength of the relationship between X i and X j , and v i is the conditional variance of X i given values for π i [11] . The network structure B S for X is a directed acyclic graph (DAG), which indicates the assertions that X i and {X 1 , …, X n }\π i are independent given π i . Here, we assume that each variable is continuous, and each local density function is a linear regression model:
Given this form, a missing arc from X j to X i implies that b ji =0 in the linear-regression model. And the resulting probabilistic graphical model is a Gaussian network (GN).
Geiger and Heckerman had described a scoring metric for Gaussian networks with continuous variables. The metric is based on the fact that the normal-Wishart distribution is conjugate with respect to the multivariate normal distribution. This allows us to obtain a closed formula for the computation of the marginal likelihood of the data given the structure. The detailed description of the scoring metric and the validity is previously 13 described [11] . From this scoring metric, it can be proved that the marginal likelihood for a general Gaussian network can be calculated by:
Where each term is of the form,
is the dataset (all instances of X) D restricted to the variables Xi ∪ π i and C(n,α) defined as follow:
Thus, we obtain a metric for scoring the marginal likelihood of an arbitrary Gaussian network structure B S . The discussion of relevant parameters α, ν, T 0 , μ 0 and the prior probabilities P(B S ) for learning Gaussian networks is shown in [11] . For our purpose, we assume the prior probabilities of all network structures are equally likely.
Since the number of Gaussian network structures grows very rapidly as a function of the variables [21] , we implemented a novel search method --a combination of partial correlation coefficients [22] with an iterative greedy hill-climbing algorithm --to find a good solution in large spaces. For this search method, in each step we apply a greedy search algorithm [20] until it reaches a local maximum, then we perturbs the current network structure according to the significance of a pair of edges and repeat the search for a manageable number of iterations, i.e. change the structure of a pair of edges if its partial correlation coefficients belongs to L percentages of the least significant edges, L is the learning rate which defined as a function L= ( / ) i/n where is the maximum perturbation rate, is the minimum perturbation rate, i=0,1,2…n and n is the number of iterations ( =0.8, =0.2 and n=20 in this study). This search method avoids the greedy search algorithm getting stuck at a local maximum and often provides better results than the random perturbation of network structure [20] .
Finally, we would like to clarify some potential misunderstandings between the IG algorithm and the Bayesian search approach, i.e. the Gaussian networks. The IG approach [17, 18] uses tests of conditional independence to construct sets of DAGs that impose the same conditional independence relations. The Bayesian search approach [5, 11] uses a Bayesian scoring metric combined with a search algorithm to look for the DAG with the highest posterior probability. Hence, the IG approach and the Bayesian search approach are two distinct approaches to learn the DAGs [20] .
Evaluation methodology
The methodology [20] for measuring the learning accuracy of various algorithms is as follows: we quantify the learning accuracy by measuring the difference of network structures between the true networks (i.e. the expert's domain knowledge of the pathway) Some edge existence errors of commission are more informative than others [24] . They link genes that are not in a direct parent-child relationship but are still nearby in the pathway, and those informative edges are going to provide crucial information when we explore some unknown biological pathways. For this reason, the informative edges will not be considered in our edge existence errors of commission (i.e. predicted pathways A-
>C, A->D or B->D will not be included in edge existence errors of commission if the true pathway is A->B->C->D).
Results using real experimental data
Objective: We applied an independence graph model with a forward search algorithm 
Sources of experimental data for the MAPK pathways:
The microarray data for the Mitogen-activated protein kinase (MAPK) pathways in yeast were obtained from the web supplement of the publication of Roberts et al. [23] (http://www.rii.com/publications/2000/s287873.htm). This data set has a large number of time points (46 time points) and had been studied by a number of authors before [25, 26] . In addition, the MAPK pathways are among the most thoroughly studied networks in yeast, thus making them perfect for testing our newly developed approaches and for verifying the biological relevance of the recovered networks.
Processing of data for the MAPK pathways: 46 experiments and 6221 genes were considered in this study. There were less than 20% missing values across all experiments.
The preprocessing of microarray data was the same as in the original publication. The missing data were imputed by the K-nearest neighbour method [27] and the raw ratios were log10 transformed before further analysis. From this dataset, we selected 13 genes (Tables 2, 3 ), but relatively low percentages of EEEO (3.7% to 25.9%) in the PKC pathway (Table 1) . For the percentages of EEEC, there are no big differences among the PKC (3.7% to 11.1%), the Filamentous growth (5.9%) and the HOG (9.5% to 14.3%) pathways (Tables 1, 2, 3 ) across all models. At the end, we found that the Pheromone pathway has the most complicated network structure (Figure 2 ), which had a surprisingly high percentage of EEEO (44% to 72%) and its percentage of EEEC was nearly two times higher than the rest of the MAPK pathways (Table 3 ). Besides, we had gained only a little improvement in its network structure learning when we applied a less stringent significance level, i.e. P = 0.3., (Table 4) in the IGFD.
Finally, we applied existing models such as the Boolean Network (BN), the Dynamic Bayesian Network (DBN) and the Linear Differential Model (LDM) [28] to the same datasets, i.e. the microarray data of four MAPK pathways that had been analyzed by our models. The identical evaluation methodology [20] had also been applied in order to illustrate the accuracy of their predictions (Tables 1, 2 , 3, 4) . We found that all methods had a similar trend in their error rates. That is according to the complexity of the true pathway structures, the EEEC of the DBN and the LDM had the same structure throughout all pathways which were approaching the best results that had been obtained by our GN and IGFD models. However, the BN had extremely high EEEC for the last two pathways, and the EEEO of the DBN and the LDM were nearly two times higher than the GN and the IGFD. Generally, the BN has the poorest performance among all models. This had also been noted in early studies [28] . The DBN and the LDM often retrieve much fewer gene-gene interactions than the GN and the IGFD models (Tables 1,   2 , 3, 4). Overall, our newly developed models (GN and IGFD) outperformed those previously existing models in this study. Moreover, we noticed that the network structure of various pathways potentially plays an important role in the reconstruction of genetic regulatory networks using DNA microaray data. The complexity of genetic regulatory systems strongly influences the accuracy of our predictions, regardless of what kinds of learning algorithms are used.
Results using simulated data
Objective: we used IGFD, the most efficient model of current proposed approaches, and the well know PC algorithm [17] on three simulated data sets to evaluate the accuracy of our newly developed method.
Source of simulated data: Based on the structure of three randomly produced directed acyclic graphs (DAGs), we generated the sample data by using the TETRAD program [36] . The three DAGs involve eight vertices, and a completely different network structure and the size of sample data i.e. 40, 200 and 1000 samples at here.
Model evaluation and prediction of randomly generated DAG: We compared the performance of IGFD with the PC algorithm [17] by applying the same model evaluation method [20] as used in the early section, where the gold standard comes from the topology of three DAGs that produced sample data for this study. The result in (Figure 3) shows that the edge existence errors of commission (EEEC) and the edge direction errors of commission (EDEC) are not so sensitive to the number of samples that used in the learning. But the edge existence errors of omission (EEEO) are extremely dependent on the size of sample data. For example, both PC and IGFD achieved a nearly four fold improvement of their performance when the number of samples increased from 40 to 1000. This may also explains the reason of high EEEO in the prediction of genetic regulatory networks using real micorarray data (Table 1, 2, 3, 4) . Since the number of available microarray experiments is not so adequate for all learning models, i.e. we only have 46 microarray experiments to learn the causal relations of 10 to 15 genes during this study. Overall, our IGFD model clearly outperformed the popular PC algorithm in ( figure   3 ), where it has a constant lower EEEO and EDEC than the PC algorithm. We also found another key limitation in the reconstruction of gene regulatory networks using microarray data, the sufficiency of sample size, which may strongly affect the accuracy of our predictions.
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Conclusions and discussions
In this work, we have presented two novel models with completely different learning stratagems for the reverse engineering of gene regulatory networks using DNA microarray data: one is an independence graph (IG) with either a forward or a backward search algorithm (IGF, IGFD and IGB), and the other one is a Gaussian network (GN) model with a novel greedy search method. We had tested them on several known biological pathways, i.e. four MAPK pathways (Figure 2) , and three simulated data sets ( Figure 3 ). The GN model often provides the best prediction results (EEEC = 2.1% to 12%) and retrieves more gene-gene interactions than the IG models, (Tables 1, 2 (Tables 1, 2 , 3, 4) . On the other hand, the IG models may have fewer errors in retrieving gene-gene interactions i.e. the percentages of EEEC (with P=0.05) for the IGFD (7.4%, 5.9%, 9.5%, 12%) in (Tables 1, 2 , 3, 4) . Thus, the IG models probably have a particularly advantage for the exploration of unknown genetic regulatory systems using DNA microarray data. These models can be used to help formulate hypotheses in a probabilistic framework and allow their full implications to be investigated and recognized. Consequently, the wet-laboratory work and the clinical experimentations will then be concentrated at the validation of a small number of 21 carefully chosen model predictions of crucial genes that may determine the genetic regulations encapsulated in the pathway of interest.
Additionally, we had compared performance of our newly developed models with previously existing models, i.e. the BN, the DBN, the LDM and the PC algorithm, where our models showed better prediction results. From (Figure 3) , we knew that the accuracy of reconstructed networks is strongly correlated with the number of samples that are used in the learning. On the other words, the sample size will be a key factor to minimize the error rate of reconstructing gene regulatory networks using microarray data. We also carried out a systemic study on the performance of all suggested models against the complexity of true network structures. The result is illustrated in (Tables 1, 2 (Tables 1, 2, 3, 4). For instance, the PKC pathway has a similar network structure as the Filamentous Growth pathway (Figure 2 ), where the latter one has negative gene regulations, and a much higher EEEO for the Filamentous Growth pathway is obtained (Tables 1, 2) .
Secondly, for any real biochemical networks, there are three levels of observations (gene expression at the mRNA level, the protein level, and the metabolite level) will be needed for accurate descriptions of cellular biochemical system. It has been noted that genes often do not interact directly with other genes in any global biochemical network, but gene induction or repression often occurs through the actions of specific proteins. Gene expression can also be affected directly by metabolites or protein-metabolite complexes.
In this work, we simplified the global biochemical network to a gene network (genetic regulatory or expression network), and assumed that the gene expression profiles of the regulator (i.e. a signaling molecule or a transcription factor) provide information on its activity levels. Such concordant changes in the expression of both the regulator and its targets might allow our approach to detect statistical associations between them [29] .
Despite the fact that some important information can be obtained from mRNA expression data, the use of additional data at the protein level and the metabolite level with the mRNA expression data will be highly recommended when the network structure becomes more complex. We may then be able to achieve a more accurate view of a complex gene regulatory system when we have sufficient experimental measurements.
In conclusion, all of our proposed models (IG and GN) had shown promising results on three simulated data sets and the reconstruction of the MAPK pathways in yeast. We found two important factors, the sufficiency of sample size and the complexity of real network structure, which may highly influence the quality of reverse engineering of gene regulatory networks. In particular, the IGFD model not only has the algorithmic efficiency for network structure learning, but also has the flexibility to extract the network structure with various significance levels. The IGFD may become an attractive model for the prediction of large genetic regulatory systems using DNA microarray data.
Overall, the present research studies aimed to investigate whether our new models are applicable to experimental data in order to reconstruct genetic regulatory networks [14, 20, 29, 30, 31, 32] . We plan to keep refining our probabilistic models for network structure learning with the increase in sufficiency of biological measurements, i.e.
combining appropriate experimental designs with the use of DNA microarrays, and integrating the data of binding sites of transcription factors with appropriately analyzed expression data and with data on the occurrence of upstream sequence motifs or proteinprotein interactions [25, 30, 33, 34, 35] . OV means predefined gene ordering and UV represents no predefined gene ordering. NA means not available. P denotes the significance level of a Chi-square test. NA means not available. P denotes the significance level of a Chi-square test.
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