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Abstract
It is proved that the bootstrapped central limit theorem for empirical processes in-
dexed by a class of functions F and based on a probability measure P holds a.s. if and
only if F  CLT (P ) and R F 2dP < 1; where F = supfF jf j and it holds in probability
if and only if F 2 CLT (P ). Thus, for a large class of statistics, no local uniformity of the
CLT (about P ) is needed for the bootstrap to work. Consistency of the bootstrap (the
bootstrapped law of large numbers) is also characterized. These results are proved under
some mild measurability assumptions of F for P .
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Introduction. B. Efron (1979) introduced the \bootstrap", a resampling method for
approximating the distribution functions of statistics Hn(X1; :::; Xn; P ); where the random
variables Xi are independent, identically distributed with common law P (i.i.d.(P )). Since
the empirical measure
Pn(!) = n−1
nX
i=1
Xi(ω) (1:1)
is (a.s.) close to P; one may hope that, if X^n1; :::; X^nn are i.i.d.(Pn(!)) (i.e. the X^ni are
obtained by sampling from the data, with replacement), then the distribution of H^n(!) =
Hn(X^n1; :::; X^nn; Pn(!)) is !-a.s. asymptotically close to that of Hn(X1; :::; Xn; P ): In
turn, the distribution of the bootstrapped statistic, H^n(!); can be approximated by Monte-
Carlo simulation. This suggestive method has been validated with limit theorems for many
particular H^n(!) by Efron (loc. cit.), Bickel and Freedman (1981), Singh (1981), Beran
(1982, 1984), Bretagnolle (1983), Gaenssler (1986) and others. In this article we oer a
justication of the bootstrap for functions Hn of a special type, namely for continuous
functions of the empirical measure viewed as an element of ‘1(F); for classes of functions
F : Such H include the Kolmogorov-Smirnov and the Cramer-Von Miser statistics (in any
number of dimensions) as well as the statistics considered in Beran and Millar (1986).
Let (S;S; P ) be a probability space, let Xi : (SN;SN; PN) ! (S;S; P ) be the coor-
dinate functions (i.i.d.(P )), let Pn(!) be as in (1.1) for !  SN; let X^ωnj j = 1; :::; n; be
i.i.d.(Pn(!)); let P^n(!) be the empirical measure based on fX^ωnjgnj=1; i.e.
P^n(!) = n−1
nX
j=1
Xˆω
nj
; (1:2)
and let F be a class of measurable functions on (S;S) such that
F = sup
fF
jf j (1:3)
is nite for all s  S: We then prove that, under some measurability on F ; the conditions
Z
F 2dP < 1 (1:4)
1
and
n1/2(Pn − P ) ! GP weakly in ‘1(F) (1:5)
are necessary and sucient for
n1/2(P^n(!)− Pn(!)) ! G weakly in ‘1(F); ! − a:s: (1:6)
for a centered Gaussian process G independent of !; and then G coincides with GP ; the
Gaussian limit in (1.5).
Thus, this result completely settles, modulo measurability, the question of the validity
of the bootstrap for the CLT for empirical processes indexed by classes of functions (or
sets).
The main feature of this theorem, aside from its generality, is that no assumptions
are made on local uniformity (about P ) of the CLT (1.5) for the bootstrap CLT (1.6) to
hold (this was unexpected, in view of e.g. the comments in Bickel and Freedman, loc. cit.
page 1209). Another new feature is necessity of the integrability condition (1.4) and the
usual CLT (1.5) for the bootstrap.
The proof relies on several results and techniques from Probability in Banach spaces.
Among other such results and techniques, we use symmetrization by randomization in an
essential way (an idea in Pisier (1985) has been useful in connection with this), results
of Le Cam (1970) on Poissonization and on the CLT in Banach spaces, integrability of
Gaussian processes (e.g. Fernique (1984)), Homann-Jorgensen’s (1974) inequality and
convergence of moments in the CLT in Banach spaces (de Acosta and Gine (1979)), results
on empirical processes from Gine and Zinn (1984, 1986) and, particularly, a result of
Ledoux, Talagrand and Zinn (cf. Ledoux and Talagrand (1988)) on the almost sure weak
convergence of ni=1giXi(!)=n
1/2; gi i.i.d. with
R1
0
(Pfjg1j > tg)1/2dt < 1 (i.e. g1  L2,1):
Actually, it is this last result that is at the base of our proof. The Ledoux-Talagrand-
Zinn result uses for its proof a recent extension of Yurinski’s decomposition as applied to
Egkgixik −EkgiXik: This was observed by Ledoux and Talagrand (1986) in the proof
of one of the main results about the law of the iterated logarithm in Banach spaces.
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The above techniques (except for the result of Ledoux, Talagrand and Zinn) can be
used to obtain a similar result for the bootstrap in probability. The a.s. results are given
in Section 2 and Section 3 contains the \in probability" result.
The bootstrapped law of the large numbers, much easier to prove than the CLT, is
also characterized.
2. The a.s. bootstrapped limit theorems. Given P; a probability measure on a
measurable space (S;S); we let
2P (f; g) =
Z
(f − g)2dP −
 Z
(f − g)dP
2
; f; g  L2(P ); (2:1)
e2P (f; g) =
Z
(f − g)2dP; f; g  L2(P ) (2:2)
and, given a collection F of P -square integrable functions on (S;S); we let
F 0δ = ff − g : f; g  F ; eP (f; g)  g;  > 0; (2:3)
F 0 = ff − g : f; g  Fg;
(F 0)2 = f(f − g)2 : f; g  Fg: (2:4)
GP := fGP (f) : f  Fg denotes a centered Gaussian process indexed by F ; with covariance
EGP (f)GP (g) =
Z
fgdP −
Z
fdP
Z
gdP; f; g  F (2:5)
and ZP := fZP (f) : f  Fg denotes the centered Gaussian process with
EZP (f)ZP (g) =
Z
fgdP; f; g  F : (2:6)
We recall Homann-Jorgensen’s (1984) denition of weak convergence in ‘1(F); the space
of bounded functions F ! R with the sup norm topology: a sequence fYng1n=1 of random
elements of ‘1(F) converges weakly in ‘1(F) if there exists a Radon probability measure
γ on ‘1(F) such that for all H : ‘1(F) ! R bounded and continuous,
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lim
n!1E
H(Yn) =
Z
Hdγ:
Then we say that F  CLT (P ) if the sequence fn1/2(Pn − P )(f) : f  Fg converges
weakly in ‘1(F) to a Radon centered Gaussian probability measure γP on ‘1(F): γP is
the law of GP which, by virtue of the Radonicity of γP ; admits a version with bounded
uniformly continuous paths on (F ; P ); and (F ; P ) is totally bounded (see e.g. Gine and
Zinn (1986)). We continue denoting this version by GP :
If F satises certain measurability conditions, then Pn can be randomized (i.e. we
can replace Xi − P by iXi with i symmetric, independent of Xi and satisfying cer-
tain integrability conditions) and Fubini’s theorem can be freely used. These conditions
spelled out in Gine and Zinn (1984) are that F be nearly linearly deviation measurable
for P; NLDM(P ) for short, and that both F2 and F 02 are nearly linearly supremum
measurable for P; NLSM(P ). In this paper if F satises all of the above conditions with
respect to P we write F 2 M(P ). To see why F 2 M(P ) suces we note, as in Gine and
Zinn (1984) Remark 2.4 (2), p. 935, that the measurability of the
(a1; : : : ; an; x1; : : : ; xn) ! sup
f2G
 nX
j=1
ajf(Xj)

implies, for example, the measurability for any M < 1 of the map
(x1; : : : ; xn) ! sup
f2G
 nX
j=1
f(xj)IF (Xj)M

by considering the composition of the map
(x1; : : : ; xn) ! (I(F (x1)  M); : : : ; I(F (xn)  M); x1; : : : ; xn)
with the measurable map given by hypothesis. Actually close consideration of the proofs
shows that even weaker hypotheses suce, but the best measurability is not our concern
here. We further note that if F is countable, or if fPng1n=1 are stochastically separable
in F , or more generally, if F is image admissible Suslin (Dudley (1986), p. 101) then
F 2 M(P ).
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The following proposition is the rst step in the proof of the bootstrap CLT. It is a
version of Le Cam’s Poissonization Lemma (Le Cam (1970); reproduced in Araujo and
Gine (1980, Thm. 3.4.8)), for expectations.
2.1. Lemma. Let B be a separable Banach space and let kk be a measurable pseudonorm
on B: For some n  N; let fXigni=1 be independent symmetric B-valued random variables
and let fL(Xi)gni=1 be their laws. Then
E
∥∥∥∥
nX
i=1
Xi
∥∥∥∥  8
Z
kxkd Pois
 nX
i=1
L(Xi)

(x): (2:7)
(We recall that for a nite measure ; Pois  = e−ν(B)1n=0
n=n! where n =  n)... ;
that Poisi = (Pois 1) ::: (Pois n); and that if  = 12(x +−x) for some x  B; then
Pois  = L( ~Nx) where ~N = N − N 0 with N and N 0 independent Poisson real random
variables with expectation 1/2; we will call ~N a symmetrized Poisson random variable.)
Here is a proof of inequality (2.7): If Xij are independent, Xi0 = 0;L(Xij) = L(Xi) for
j > 0, and Ni are Poisson with parameter 1, independent and independent of fXijg, then
Fubini’s theorem and convexity (EkX + Y k  EkXk if X and Y are independent and
EX = 0) give
(1− e−1)EkXik  Ek(Ni ^ 1)Xi1k
= EN (EXk(Ni ^ 1)Xi1k)  EN

EX
∥∥∥∥ X
i
NiX
j=0
Xij
∥∥∥∥

= E
∥∥∥∥ X
i
NiX
j=0
Xij
∥∥∥∥ =
Z
kxkd Pois(L(Xi))(x):
2.2. Proposition. Let B be a Banach space, let k  k be a measurable pseudonorm, let
n  N; let fxigni=1  B; let X^nj ; j = 1; :::; n; be i.i.d. B-valued random variables with
L(X^nj) = n−1ni=1xi ; and let f"jgnj=1; f ~Njgnj=1 be respectively a Rademacher sequence
and a sequence of independent symmetrized Poisson real random variables with parameter
1/2, both independent of fX^njg: Then
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1p
2
(1− e−1)E
∥∥∥∥
nX
i=1
"ixi
∥∥∥∥  E
∥∥∥∥
nX
j=1
"jX^nj
∥∥∥∥  8E
∥∥∥∥
nX
i=1
~Nixi
∥∥∥∥: (2:8)
Proof. We can write
X^nj =
nX
i=1
xiIAij
where for each j; the sets A1j ; A2j; :::; Anj are disjoint, the sequences fAijgni=1; j = 1; :::; n;
are independent, and PAij = 1=n; i; j = 1; :::; n: Let f"ijg be a Rademacher array inde-
pendent of fAijg: Then, by disjointness, the vectors
"j(x1IA1j ; :::; xnIAnj ) and ("1jx1IA1j ; :::; "njxnIAnj ); j = 1; :::; n;
all have the same distribution and, of course, they are independent for dierent j0s: More-
over, by independence of f"ijg and independence between f"ijg and fAijg; the vector
(nj=1"jIAj ; :::; 
n
j=1"njIAnj ) is symmetric. Let f"0jg be a Rademacher sequence indepen-
dent of f"ijg and fAijg: Then these two observations give the following:
E
∥∥∥∥
nX
j=1
"jX^nj
∥∥∥∥ = E
∥∥∥∥
nX
j=1
"j
nX
i=1
xiIAij
∥∥∥∥ = E
∥∥∥∥
nX
j=1
nX
i=1
"ijxiIAij
∥∥∥∥
= E
∥∥∥∥
nX
i=1
 nX
j=1
"ijIAij

xi
∥∥∥∥ = E
∥∥∥∥
nX
i=1
"0i
 nX
j=1
"ijIAij

xi
∥∥∥∥
= E
∥∥∥∥
nX
i=1
"0i

nX
j=1
"ijIAij
xi
∥∥∥∥: (2:9)
We now notice that by Khinchin’s inequality (see Szarek (1976) or Haagerup (1981) for
the best constant)
E

nX
j=1
"ijIAij
  1p2E
 nX
j=1
IAij
1/2
 1p
2
P
 nX
j=1
IAij 6= 0

=
1p
2
h
1−

1− 1
n
ni
 1p
2
(1− e−1):
Hence, by Jensen’s inequality and (2.9), and since E
 nP
j=1
"ijIAij j does not depend on i,
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E∥∥∥∥
nX
j=1
"jX^nj
∥∥∥∥  1p2(1− e−1)E
∥∥∥∥
nX
i=1
"0ixi
∥∥∥∥;
which is the rst inequality in (2.8). This proof is essentially taken from Pisier (1975, proof
of Proposition 5.1).
Let e1; :::; en be the canonical basis of Rn; and for a = aiei; let kjakj :=
∥∥aixi∥∥;
which is a pseudonorm on Rn: Consider now the random vectors
Yj =
nX
i=1
"ijIAijei; j = 1; :::; n;
which are independent, symmetric and have probability laws
L(Yj) = 12n
nX
i=1
(ei + −ei) (2:10)
(i.e. Yj takes the values ei; i = 1; :::; n; each with probability 12n). Then,∥∥ni=1(nj=1"ijIAij xik = ∥∥nj=1Yj∥∥: This, (2.9), (2.10), and Le Cam’s Lemma (Lemma
2.1) give
E
∥∥∥∥
nX
j=1
"jX^nj
∥∥∥∥ = E

∥∥∥∥
nX
j=1
Yj
∥∥∥∥
  8
Z
kjxkjd Pois

1
2
nX
i=1
(ei + −ei)

(x)
= 8E

∥∥∥∥
nX
i=1
~Niei
∥∥∥∥
 = 8E
∥∥∥∥
nX
i=1
~Nixi
∥∥∥∥;
which is the right hand side inequality in (2.8).
What is needed from the result of Ledoux, Talagrand and Zinn is the main part of
their proof, namely Lemma 5 in Ledoux and Talagrand (1988). In the empirical case one
needs to complete the proof of tightness in a way dierent from the original; we incorporate
this in the proof of our theorem. First, the
2.3. Lemma. Let (S;S; P ) be a probability space F a NLDM(P ) class of functions on
S with EP F 2 < 1; jjj  jjj any of the pseudonorms k  kF ; k  kF ′
δ
;  > 0; Xi : SN ! S the
coordinate functionals, and fig a sequence of i.i.d. symmetric real random variables with
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E21 < 1; independent of fXig (actually dened on another probability space). Let Eξ
denote integration with respect to only the variables fig: Then,
a:s: lim sup
n
n−1/2Eξ
∥∥∥∥

nX
i=1
iXi(!)
∥∥∥∥
  4 lim sup
n
n−1/2E
∥∥∥∥

nX
i=1
iXi
∥∥∥∥
: (2:11)
The bootstrap CLT is as follows:
2.4. Theorem. Let F 2 M(P ) and P be a probability measure on (S;S). Further let
Pn; P^n(!); !  SN; and GP be as dened in (1.1), (1.2) and (2.5). Then the following are
equivalent:
(a)
R
F 2dP < 1 and F  CLT (P );
(b) there exists a centered Gaussian process G on F whose law is Radon in ‘1(F) such
that, PN-a.s., n1/2(P^n(!)− Pn(!)) ! G weakly in ‘1(F):
And if either (a) or (b) hold, then G = GP :
Proof. (a) ) (b). Obviously, if N is a Poisson real random variable, thenR1
0
(PfN > tg)1/2dt < 1: So, Lemma 1.2.4 in Gine and Zinn (1986) holds for gk = ~Nk;
a sequence of i.i.d. symmetrized Poisson real random variables with parameter 1/2; hence
Theorem 1.2.8 ((a) ) (e)) there gives:
(F ; eP ) is totally bounded (2:12)
and
lim
δ!0
lim sup
n
E
∥∥∥∥
nX
i=1
~NiXi=n
1/2
∥∥∥∥
F ′
δ
= 0: (2:13)
(Here fXig is independent of f ~Nig; and is as dened in the introduction, i.e. for i  N; Xi
is the i-th coordinate of (SN;SN; PN):) Let EN denote integration only with respect to
f ~Nig. Then, (2.13) and Lemma 2.3 give:
PN − a:s:; lim
δ!0
lim sup
n
EN
∥∥∥∥
nX
i=1
~NiXi(ω)=n
1/2
∥∥∥∥
F ′
δ
= 0: (2:14)
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(2.14) and Proposition 2.2 then give (letting Eε,A denote integration only with respect to
f"jg and fAijg) :
PN − a:s: lim
δ!0
lim sup
n
Eε,A
∥∥∥∥
nX
j=1
"jXˆnj(ω)=n
1/2
∥∥∥∥
F ′
δ
= 0 (2:15)
and by symmetrization (we will use without further mention that for fUig indepen-
dent, independent of f"ig; E
∥∥(Ui − EUi)∥∥  2E∥∥"iUi∥∥ and E∥∥"i(Ui − EUi)∥∥ 
2E
∥∥(Ui − EUi)∥∥;
PN − a:s: lim
δ!0
lim sup
n
EAkn1/2(P^n(!)− Pn(!)kF ′
δ
= 0: (2:16)
If F  CLT (P ); so does F 0  CLT (P ): Then, Theorem 1.4.6 in Gine and Zinn (1986) gives
supf2F j(Pn(!)−P )(f2)j ! 0 and supf,g2F j(Pn(!)−P )(f −g)j ! 0 in probability. SinceR
F 2dP < 1 these limits hold a.s. (e.g. by a reverse submartingale argument as in Pollard
(1981)). Therefore
sup
f,gF
j(Pn(!)− P )(fg)j ! 0 a:s: (2:17)
and of course
kPn(!)− PkF ! 0 a:s: (2:18)
[We should note here that the proof of Theorem 1.4.6, loc. cit. contains a typographical
error (which in the end, is of no consequence for its validity): the relation between entropies
should read Nn,2(";F()2)  Nn,2("=2;F()).] Call the subsets of SN where (2.17) and
(2.18) hold respectively Ω1 and Ω2; and let Ω3 be the intersection for all  > 0 rational
of the subsets of SN for which eventually maxin F (Xi(!))  n1/2: It follows from the
Lindeberg-Feller theorem (as e.g. in Singh (1981)) that for !  Ω1 \Ω2 \Ω3; n1/2(P^n(!)−
Pn(!))
(
finiteaifi) ! aiGP (fi) weakly, for all faig  R; ffig  F : This, (2.16) and
(2.12) imply the bootstrap CLT (b) with G = GP by e.g. Theorem 1.1.3 in Gine and Zinn
(1986) (which, although given for the i.i.d. sequence case, it holds, with the same proof,
for triangular arrays as well).
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(b) ) (a). We show rst that if (b) holds then R F 2dP < 1: Note that the convergence
in (b) is actually weak convergence of Radon measures (for each ! for which there is con-
vergence) and therefore the CLT theory for separable Banach spaces applies. The system
fYnj(!) = n−1/2Xˆω
nj
g is innitesimal !-a.s.: PN-a.s., for all " > 0; Pnn fkf(X^ωn1)kF >
"n1/2g = ni=1I(F (Xi(!)) > "n1/2)=n ! 0 by the law of large numbers (by monotonicity,
it is enough to consider rational " > 0). Hence, since !-a.s. the sequence fnj=1Ynj(!)g is
shift convergent in law to a Gaussian limit it follows from a result of Le Cam (1970) (see
e.g. Araujo and Gine (1980, Theorem 3.5.4)) that
nPnfkf(X^ωn1)kF > n1/2g ! 0 a:s:
that is,
nX
i=1
I(F (Xi(!)) > n1/2) ! 0 a:s: (2:19)
Since if mi=1I(F (Xi(!)) > n
1/2) < 1 then mi=1I(F (Xi(!)) > n
1/2) = 0; (2.19) implies
that !-a.s. there is n(!) < 1 such that for n > n(!);
F (Xn(!))=n1/2  max
in
F (Xi(!))=n1/2  1:
This and the Borel Cantelli lemma give PfF (Xn) > n1/2g < 1; that is
EF 2(X1) < 1: (2:20)
Let f  F 0 [ F : Then by hypothesis L(n1/2(P^nf − Pnf)) !w L(G(f)) and by the
converse CLT in R for triangular arrays, together with (2.19), we have
lim
n!1
 nX
i=1
f(Xi)2=n−
 nX
i=1
f(Xi)=n
2
= E(G(f))2 a:s:
But, by (2.20) and the law of large numbers, this limit is E(f(X1))2−(Ef(X1))2: We have
thus shown
G = GP : (2:21)
10
Moreover, since G; hence GP ; has a Radon law, and since (2.21) holds, we also have that
(F ; eP ) is totally bounded.
Next we prove PN-a.s. uniform integrability of fkn1/2(P^n(!) − Pn(!))kFg1n=1: By
Theorem 3.2 in de Acosta and Gine (1979) it is enough to show
sup
n
EA max
jn
kXˆω
nj
− Pn(!)k2F=n < 1 a:s: (2:22)
where EA denotes integration with respect to fIAijg: But the random variable in (2.22) is
bounded by
sup
n
EAkXˆω
n1
− Pn(!)k2F = sup
n
1
n
nX
i=1
kXi(ω) − Pn(!)k2F
 4 sup
n
1
n
nX
i=1
F 2(Xi(!)) < 1 a:s:
(by the law of large numbers, since
R
F 2dP < 1): We thus have, by uniform integrability,
PN − a:s:;

EAkn1/2(P^n(!)− Pn(!))kF ! EkGkF
EAkn1/2(P^n(!)− Pn(!))kF ′
δ
! EkGPkF ′
δ
for all  > 0: (2:23)
Denote by kj  kj any of the pseudonorms k  kF ′
δ
;  > 0; or k  kF : By Proposition 2.2 we
have, with c = (1 + e−1)=
p
2;
PN − a:s:; cEε
∥∥∥∥

nX
i=1
"iXi(ω)=n
1/2
∥∥∥∥
  Eε,A
∥∥∥∥

nX
j=1
"jXˆω
nj
=n1/2
∥∥∥∥

 Eε,A
∥∥∥∥

nX
j=1
"j(Xˆω
nj
− Pn(!))=n1/2
∥∥∥∥
 +

E

nX
i=1
"j=n
1/2


kjPn(!)kj
 2EAkjn1/2(P^n(!)− Pn(!))kj+ kjPn(!)kj: (2:24)
(2.23) and (2.24) give
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lim sup
n!1
Pr
∥∥∥∥

nX
i=1
"iXi=n
1/2
∥∥∥∥
  M

 1
M
lim sup
n!1
E

Eε
∥∥∥∥

nX
i=1
"iXi=n
1/2
∥∥∥∥
 ^M

 1
M
E lim sup
n!1
Eε
∥∥∥∥

nX
i=1
"iXi=n
1/2
∥∥∥∥
 ^M
 EkjX1kj+ 2EkjGPkj
cM
! 0 as M !1:
The above inequality, by Homann-Jrgensen’s inequality and EF 2(X1) < 1; implies
sup
n
E

∥∥∥∥
nX
i=1
"iXi=n
1/2
∥∥∥∥
 < 1: (2:25)
In particular Ekni=1"iXi=nkF ! 0; hence EkPn − Pk ! 0; or,
kjPn − Pkj ! 0 a:s:
(cf. Pollard (1981)). Hence
lim
δ!0
lim
n!1 kPn(!)kF ′δ = limδ!0 kEf(X1)kF ′δ  limδ!0 k(Ef
2(X1)k1/2F ′
δ
= 0: (2:26)
Using (2.26) in (2.24) we obtain that PN-a.s.
lim
δ!0
lim sup
n
Eε
∥∥∥∥
nX
i=1
"iXi(ω)=n
1/2
∥∥∥∥
F ′
δ
 (2 + c0)c−1 lim
δ!0
EkGPkF ′
δ
= 0: (2:27)
Bounded convergence and Fatou’s lemma then give limδ!0 lim supn
E
(∥∥ni=1"iXi=n1/2∥∥F ′
δ
^ M) = 0 for all M > 0; which, by Theorem 1.2.8 in Gine and
Zinn (1986) implies that F  CLT (P ):
2.5. Remark. A corollary of Theorem 2.4 is that if Xi are i.i.d. B-valued random
variables, B a separable Banach space, then
EkX1k2 < 1 and X1  CLT ,
nX
j=1
(X^nj − Xn)=n1/2 ! GX weakly a:s:
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Actually the proof of this result is somewhat simpler than that of Theorem 2.4 since in
this case EkX1k < 1 already implies kjPn − Pkj ! 0 a.s. (see below (2.25)).
The law of large numbers has a proof similar to that of Theorem 2.4 but simpler since
in this case the lemma of Ledoux, Talagrand and Zinn is not needed and some further
simplications are also possible.
2.6. Theorem. Let F be NLDM(P ): Then the following are equivalent:
(a)
R
FdP < 1 and kPn − PkF ! 0 in probability.
(b) PN-a.s., kP^n(!)− Pn(!)kF ! 0 in probability.
Proof (Sketch).
R
FdP < 1; kPn − PkF ! 0 pr. ) kPn − PkF ! 0 a.s. (e.g. Pollard
(1981)) kni=1"iXi=nkF ! 0 a.s. (p. 980, Gine and Zinn (1984)
) Ekni=1 eNiXi=nkF ! 0 (as noted in Gine, Marcus and Zinn (1986), by a proof similar
to that in Lemma 2.9 of Gine and Zinn (1984), since Ej eN j < 1) ) kni=1 eNiXi=nkF !
0 a.s. (by, e.g., a reverse martingale argument as in Pollard, loc. cit.) ) PN-a.s.
kni=1 eNiXi(ω)=nkF ! 0 a.s. (Fubini) ) PN-a.s. ENkni=1 eNiXi(ω)=nkF ! 0. (To
see this we use Homann-Jrgensen’s inequality (Homann-Jrgensen (1974)) to reduce
to showing EN maxin j eNijkXi(ω)kF=n ! 0; PN-a.s. But, for any c > 0
EN max
in
j eNij kXi(ω)=nkF=n  c max
in
kXi(ω)kF=n + EN
nX
i=1
j eNijIjeNij>ckXi(ω)kF=n:
The rst term goes to zero since F 2 L1 and the second equals nX
i=1
kXi(ω)kF=n

Ej eN jIjeNj>c:
But the rst term in this last quantity is PN-a.s. bounded by the strong law of
large numbers and the fact that F 2 L1. The second can be made arbitrarily small by
taking c large.) ) PN-a.s., Eε,A
∥∥nj=1"jXˆω
nj
=n
∥∥
F ! 0 (Proposition 2.2) ) PN-a.s.,
EAkP^n(!)− Pn(!)kF ! 0 (desymmetrization).
For the converse, observe rst that, as in Theorem 2.4,
kP^n(!)−Pn(!)kF ! 0 !−a:s: )
Z
FdP < 1 and EAkP^n(!)−Pn(!)kF ! 0 !−a:s:
13
But, by symmetrization, as in (2.24),
Eε,A
∥∥∥∥
nX
j=1
"jXˆnj =n
∥∥∥∥
F
 2EAkP^n(!)− Pn(!)kF +

E

nX
j=1
"j=n


kPn(!)kF
and these two variables tend to zero a.s. (note that, since
R
FdP < 1; kPn(!)kF is
a.s. bounded). Hence Proposition 2.2 implies Eε
∥∥ni=1"iXi=n∥∥F ! 0 a.s. So for all
M > 0; E
(∥∥ni=1"iXi=n∥∥ ^ M ! 0; i.e. ∥∥ni=1"iXi=n∥∥F ! 0 in pr., which, sinceR
FdP < 1; implies kPn − PkF ! 0 a.s. (Gine and Zinn (1984) page 980).
3. The bootstrapped (in probability) limit theorems. We rst give the appropriate
notion of bootstrap in probability in the context of empirical processes and show how it
can be used.
In Gine and Zinn (1986), Theorem 1.1.3, we give a natural and short proof of:
F 2 CLT (P ) i (F ; P ) is totally bounded and the usual eventual equicontinuity condition
holds. This proof actually shows that F 2 CLT (P ) i F is P -pregaussian and
supH2BL1(`∞(F))jEH(n1/2(Pn − P ))− EH(GP )j ! 0; (3:1)
where BL1(‘1(F)) = fH: ‘1(F) ! R; jH(x) − H(y)j  kx − ykF ; kHk1  1g. With
some abuse of notation, we may call the quantity in (3.1),
dBL∗(L(n1/2(Pn − P ));L(GP ))
as in the case when these are true probability laws (n1/2(Pn−P ) may not be measurable as a
‘1(F)-valued random element). The above observation extends also to more general limit
theorems (e.g. non-i.i.d., dierent normings). In particular n1/2(P^n(!) − Pn(!)) ! GP
weakly in ‘1(F); !-a.s. i
dBL∗(L((n1/2(P^n(!)− Pn(!));L(GP )) ! 0 a:s: (3:2)
So, it is justiable to say that the bootstrapped CLT (P ) holds in probability i the
limit (3.2) takes place in outer probability.
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To see the usefulness of this notion, suppose that kPn−PkF is measurable, that kGP kF
has a continuous distribution and that F satises both the CLT (P ) and the bootstrapped
CLT (P ) in probability. Since H = H  k  kF 2 BL1(‘1(F)) if H 2 BL1(R), we have
dBL∗(L(n1/2kP^n(!)− Pn(!)kF);L(kGPkF )) ! 0 in pr: (3:3)
By passing back and forth to a.s. convergent subsequences, since dBL∗ metrizes weak
convergence in R, we get from (3.3) that
sup
x2R
jFn1/2kPˆn(ω)−Pn(ω)kF (x)− FkGP kF (x)j ! 0 in pr (3:4)
(where Fξ denotes the distribution function of the real random variable ). By the as-
sumptions, we also have
sup
x2R
jFn1/2kPn−PkF (x)− FkGP kF (x)j ! 0: (3:5)
So, if cn() = cn(; !) is dened by
cn() = infft: Fn1/2kPˆn(ω)−Pn(ω)kF (t)  1− g
then (3.4) and (3.5) give
Fn1/2kPn−PkF (cn()) ! 1−  in pr: (3:6)
Or one can consider Pn and cn() dened on dierent probability spaces, say Pn on
(Ω1; P r1) and cn() on (Ω2; P r2). By (3.6) and boundedness of distribution functions, we
have EPr2Fn1/2kPn−PkF (cn()) ! 1− . Therefore
(Pr1  Pr2)fn1/2kPn − PkF  cn()g ! 1−  (3:7)
In conclusion the bootstrap in probability as described above allows the construction of
asymptotic condence regions for P .
3.1. Theorem. Assuming F 2 M(P ), the following are equivalent:
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(a) F 2 CLT (P ),
(b) there exists a centered Gaussian process G on F whose law is Radon in ‘1(F)
such that
dBL∗1 (L(n1/2(P^n(!)− Pn(!)));L(G))! 0 in pr: (3:8)
and if either (a) or (b) hold, then G = GP , i.e. F satises the bootstrapped CLT (P ) in
probability.
Proof. (a) ) (b). Using the decomposition (1.13) in Theorem 1.1.3, Gine and Zinn
(1986), of
EH(n1/2(P^n(!)− Pn(!)))− EH(GP ); H 2 BL1(‘1(F))
and the bootstrapped CLT in probability of Athreya (1986), it follows that, in order to
establish (3.8) it suces to prove that
lim
δ!0
lim sup
n
PrfEAkn1/2(P^n(!)− Pn(!)kF ′
δ
> "g = 0 for all " > 0: (3:9)
Symmetrization and Proposition 2.2 give
EAkn1/2(P^n(!)− Pn(!))kF ′
δ
 2Eε,A
∥∥∥∥
nX
j=1
"jXˆω
nj
=n1/2
∥∥∥∥
F ′
δ
 16EN
∥∥∥∥
nX
i=1
~NiXi(ω)=n
1/2
∥∥∥∥
F ′
δ
Now, by the multiplier Lemma 1.2.4 and Theorem 1.1.8 in Gine and Zinn (loc. cit.), the
above inequality yields
lim
δ!0
lim sup
n
EEAkn1/2(P^n(!)− Pn(!))kF ′
δ

 16k ~Nk2,1 lim
δ!0
lim sup
n
E
∥∥∥∥
nX
i=1
"iXi=n
1/2
∥∥∥∥
F ′
δ
= 0:
This gives (3.9), hence (3.8) with G = GP .
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b) ) a). If (b) holds, for every subsequence of N there is a further subsequence, say fnkg
such that
dBL∗(L(n1/2k (P^nk(!)− Pn(!);L(G))! 0 !−a:s: (3:10)
Then, by innitesimality and Gaussian limits, we have, as in the proof of Theorem 2.4, for
all  > 0,
nkX
i=1
I(F (Xi(!)) > n
1/k
k ) ! 0 a:s: (3:11)
(= 0 eventually a.s.). This implies
nX
i=1
I(F (Xi(!)) > n1/2) ! 0 in pr:
Now, previous arguments show that this limit holds in expectation, i.e.
nPrfF (X) > n1/2g ! 0: (3:12)
For every subsequence fnkg for which (3.10) holds, we can use (3.11) and the converse
CLT in R to obtain, as in the proof of Theorem 2.4,
lim
nk!0
0
BB@
nkP
i=1
f(Xi)2
nk
−
 nkP
i=1
f(Xi)
nk
21CCA = E(G(f))2 a:s:
for all f 2 F 0 [ F . Hence this limit holds for the whole sequence N in probability. If
Ef2(X) < 1 the limit is actually E(GP (f))2 by the law of large numbers. If Ef2(X) = 1
then by Lemma 2 in Gine and Zinn (1988) the empirical second moment dominates the
square of the empirical rst (absolute) moment, and we get
lim
n!1
nX
i=1
f2(Xi)=n = E(G(f))2 in pr:
Then, by the converse CLT (centering part), the truncated centers must converge, i.e.
Ef2(X1)I(jf(X1)j 
p
n) converges, implying Ef2(X) < 1, contradiction. We have just
proved Ef2(X) < 1; f 2 F , and
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G = GP : (3:13)
Consider now a subsequence fnkg for which (3.10) holds. Then, for any p > 0 and
a > 0,
EA max
jnk
(kXˆω
nj
− Pnk(!)kF=n1/2k )p 
 2p max
jnk
(F (Xi(!))=n
1/2
k )
p
 2p

a +
nkX
i=1
F (Xi(!))
n
1/2
k
I(F (Xi(!)) > an
1/2
k )
p
and by (3.11) this last quantity is eventually (2a)p a.s. Hence
sup
k
EA max
jnk
kXˆω
nkj
− Pnk(!)kpF=np < 1 a:s:
This allows us to follow for fnkg exactly the same steps as in the proof of (b) ) (a) in
Theorem 2.4, from inequality (2.22) on, to conclude that
dBL∗1 (L
 nkX
i=1
"iXi=n
1/2
k

;L(ZP )) ! 0:
Hence, since every subsequence has a further subsequence fnkg for which this limit holds,
we obtain
dBL∗1 (L
 nX
i=1
"iXi=n
1/2

;L(ZP )) ! 0;
i.e. F 2 CLT (P )).
3.2. Remark. A similar result holds in the case of normings an 6= n1/2 and Gaussian
limits: F 2 CLT (P ; an) with limit G i L
 nP
j=1
(f(X^ωnj)−Pn(!)(f))=an: f 2 F
} !w L(G)
in probability. The proof is analogous to that of Theorem 3.1 and is omitted. However,
such a result cannot hold in the case of a stable non-Gaussian limit (Gine and Zinn (1988)).
3.3. Remark. Note that the proof of Theorem 3.1 is more elementary than the proof of
Theorem 2.4: the deeper Lemma 2.3 is not needed for the bootstrap in probability.
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3.4. Remark. Beran, Le Cam and Millar (1987) show that whenever a bootstrapped
limit theorem holds a probability, then the empirical distributions of the bootstrapped laws
also converge weakly in probability. This justies using Montecarlo to approximate the
bootstrapped distributions. Concretely Theorem 3.1 above and the Corollary in Section 4
of their paper give:
Let ^ωn = n
1/2(P^n(!) − Pn(!)), which is a ‘1(F)-valued random variable, and for
jn !1 consider i.i.d. copies of ^ωn , say f^ωn,jgjnj=1. Then, if F 2 CLT (P ), we have
dBL∗

L

1
jn
jnX
j=1
νˆω
n,j

;L(GP )

! 0 in probability
(in probability refers to (L(^ωn ))jn ⊗ Pr, for each n).
Finally we show that the weak law of large numbers for empirical processes, can also be
bootstrapped in probability. It may be worth mentioning that an example of F and P for
which the WLLN holds but the strong law does not hold is: P = uniform distribution on
[0,1), F = fw(t)I(0,t]: t 2 (0; 1=2]g with w decreasing, tw(t) ! 0 but
R 1/2
0
w(t)dt = 1, i.e.
the weighted empirical process (Theorem 7.3 in Andersen, Gine and Zinn (1988)). Some
additonal notation for Theorem 3.5: Given random variables ; ; dpr denotes their Ky Fan
distance, which metrizes convergence in probability, dpr(; ) = inf[": Prfj−j > "g < "].
If the random variables involve bXωnj ; "j; Nj , then dprA ; dprε,A and dprN indicate that the
distance dpr is taken with respect to the conditional probability given X1(!); : : : ; Xn(!).
3.5. Theorem. Let F be NLM(P ). The following are equivalent:
(i) kn1 (f(Xi)− PfI(F  n))=nkF ! 0 in pr.
(ii) dprA(knj=1(bXω
nj
− Pn(!))=nkF ; 0) ! 0 in pr.
and if (i) or (ii) holds then also
EA
∥∥∥∥
nX
j=1
(bXω
nj
− Pn(!))=n
∥∥∥∥
F
! 0 in pr:
Proof. (a). (i) ) (ii): We rst show (i) ) kni=1"iXi=nkF ! 0 in probability. To this
end we note that
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∥∥∥∥
nX
i=1
(f(Xi)− PfIFn)=n
∥∥∥∥
F
! 0 in pr:
implies
∥∥∥∥
nX
i=1
(f(Xi)− f(X 0i))=n
∥∥∥∥
F
! 0 in pr:
by the triangle inequality for k  kF , where fXi; X 0jg1i,j=1 are i.i.d. And this implies (see
the proof of Corollary 2.13 in Gine and Zinn (1984) that
nPr(kX1 − X′1kF > n) ! 0 as n !1:
But then
nPr(kX1kF > 2n)Pr(kX′1kF  n) ! 0 as n !1
and hence
tPr(kX1kF > t) ! 0 as t !1:
Also, from symmetrization procedures (Lemma 2.7, Gine and Zinn (1984)) we know
Pr
∥∥∥∥
nX
1
"i(f(Xi)− PfI(F  n))
∥∥∥∥
F
> "n

 2 max
kr
Pr
∥∥∥∥
kX
1
(f(Xi)− PfI(F  n))
∥∥∥∥
F
>
"n
2

+ 2 max
r<kn
Pr
∥∥∥∥
kX
1
(f(Xi)− PfI(F  n))
∥∥∥∥
F
>
"n
2

:
The rst term on the right goes to zero since n !1. The second term can be made less
than any " > 0 if r (and therefore k) is large enough, since the WLLN (i.e. (i)) is assumed
to hold. Further, since tPr(kX1kF > t) ! 0 as t !1,
jPfI(F  n)j 
Z 1
0
Pr(jf(X)jI(F (X) n) > t)dt  1 +
Z n
1
K
t
dt  K 0 ln n;
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where K and K 0 are xed constants. But then

nX
i=1
"iPfI(F  n)
n
  K 0
j
nP
i=1
"ij
(n= lnn)
;
which converges to zero a.s. by, e.g., the Marcinkiewicz-Zymund SLLN . Hence, for all
" > 0, Pr(kni=1"if(Xi)kF > "n) ! 0 as n !1.
(b) Le Cam’s Poissonization Lemma (Le Cam, (1970); see also Araujo and Gine (1980)
Lemma 3.4.8)) in probability gives
dprε,A(k
nX
j=1
"jbXωnj =nkF ; 0)  2dprN (k
nX
i=1
eNiXi(ω)=nkF ; 0):
(c) If k
nP
i=1
"iXi=nkF ! 0 pr. then, as pointed out in Gine, Marcus and Zinn (1988),
Remark 4.2, k
nP
i=1
eNiXi=nkF ! 0 in pr. because E eN1+δ < 1. Hence, by (a), for all " > 0
EXPrN
∥∥∥∥
nX
i=1
eNiXi(w)=n
∥∥∥∥
F
> "

! 0: (3:14)
But, dprN (k
nP
i=1
eNiXi(ω)=nkF ; 0)  " _ PrNfk nP
i=1
eNiXi(ω)=nkF > "g, for all " > 0 by
denition of the Ky Fan distance. Therefore (3.14) implies
EXdprN
∥∥∥∥
nX
i=1
eNiXi(ω)=n
∥∥∥∥
F
; 0

! 0:
Now, (b) and (c) give
EXdprε,A
∥∥∥∥
nX
i=1
"jbXω
nj
=nkF ; 0

! 0: (3:15)
(d) Now we must desymmetrize in (3.15).
For every subsequence of N, there exists a further subsequence, fnkg, such that
∥∥∥∥
nkX
i=1
"jXˆω
nkj
=nk
∥∥∥∥
F
! 0 in prε,A ! − a:s:
Hence
nkP
i=1
I(kXik > ank) = 0 eventually a.s., for all a > 0. Therefore,
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EA max
jnk
kXˆω
nj
kF
nk
 a +
Z 1
a
nkX
1
I(kXik > nkt)dt  a eventually a:s:
) EA max
jnk
kXˆω
nkj
kF=nk ! 0!-a.s.
) Eε,A
∥∥∥∥
nkX
j=1
"jXˆω
nkj
=nk
∥∥∥∥
F
! 0; !-a.s. (by (3.15)
and Homann-Jrgensen’s inequality)
) EA
∥∥∥∥
nkX
1
(Xˆω
nkj
− Pnk(!))=nk
∥∥∥∥
F
! 0 !−a:s: (see the
inequalities following (2:15))
) EA
∥∥∥∥
nX
j=1
(Xˆω
nj
− Pn(!))=n
∥∥∥∥
F
! 0 in probability
which is even more than the actual statement (ii).
(ii) ) (i). If (ii) holds, we obtain as in the CLT that
nPr(F > n) ! 0: (3:16)
Recall that for any fnkg for which dprA
(∥∥nk1 (Xˆω
nkj
− Pnk(!)=nk
∥∥
F ; 0
 ! 0 a.s.
nkX
i=1
I(F (Xi) > ank) = 0 eventually; a:s: (3:17)
So, as above, EA maxjnk
∥∥∥ δbXωnjn ∥∥∥F ! 0 a.s. And also,
kPnk(w)=nkkF =
∥∥ nkP
i=1
f(Xi)=n2k
∥∥
F ! 0 (since, eventually, this norm is  a). So,
EA maxjnk
∥∥∥ δXˆωnj−Pnk (w)nk
∥∥∥
F
! 0 a.s. Hence, by Homann-Jrgensen’s inequality,
EA
∥∥∥
nkP
1
(Xˆω
nkj
− Pnk(w))
nk
∥∥∥ ! 0 a:s: (3:18)
Now, as in (2.24),
cEε
∥∥∥∥
nkX
i=1
"iXi=nk
∥∥∥∥
F
 2EAk(P^nk(w)− Pnk(w)kF + kPnk(w)kF=n1/2k :
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So,
limPr
∥∥∥∥
nkX
i=1
"iXi=nk
∥∥∥∥
F
 "

 1
"
limE[(EAk(P^nk(w)− Pnk(w)kF ^ "]
+
1
"
E
kPnk(w)kF
n
1/2
k
^ "

= (I) + (II):
(I) ! 0 by (3.18) and the dominated convergence theorem, and (II) ! 0 because, by
(3.16),
nP
i=1
F (Xi)=n3/2 ! 0 in probability. Hence,
∥∥∥∥
nX
i=1
"iXi=n
∥∥∥∥
F
! 0 in probability: (3:19)
Finally, (i) follows by a stanadrd desymmetrization:
∥∥ nP
i=1
I(F (Xi) > n)Xi=n
∥∥
F ! 0 in
probability by (3.16), hence we can truncate in (3.19) and then take expectations and use
the symmetrization inequalities given immediately after (2.15) to obtain
E
∥∥ nP
i=1
(f(Xi)I(F (Xi)  n) − PfI(F  n))=n
∥∥
F ! 0. Again, using (3.16) we obtain
(i).
3.6. Remark. The weak law of large numbers with normings other then n (i.e. n1/p or
even more general ak’s) can also be bootstrapped in probability, in complete analogy with
Theorem 3.6. (See e.g. Andersen et al. (1988) for examples of Marcinkiewicz type laws of
large numbers for empirical processes.)
Acknowledgement. The authors would like to thank Professor Richard M. Dudley for
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