In statistics, the Pearson correlation coefficient rx,y determines the degree of linear correlation between two variables and it is known that −1 ≤ rx,y ≤ 1. In the theory of networks, a curious expression proposed in [PRL 89 208701 (2002) ] for degree-degree correlation coefficient r j i ,k i , i ∈ [1, M ] has been in use. We realize that the suggested form is the conventional Pearson's coefficient for {(ji, ki), (ki, ji)} for 2M data points and hence it is rightly dedicated to undirected networks.
In statistics [1] , the Pearson correlation coefficient r x,y determines the degree of linear correlation between two variables x and y, given the data x i and y i , i ∈ [1, n].
The correlation coefficient is defined as r x,y = Cov(x,y) σxσy ,
where Cov(x, y) is called the co-variance of x i and y i , σ x is the standard deviation of x i andx is the arithmetic meanx =
If the data points follow
for fixed values of m > 0 and c, r x,y = ±1, otherwise we have −1 < r x,y < 1.
In the theory of networks [2] , let j i and k i be the excess in-degree and out-degree of the vertices that the i th edge leads into and out of respectively, and M is the number of edges. The degree-degree correlation coefficient can be defined conventionally (2) as
curiously, in Ref. [3] , r j,k has been proposed as
This can be re-written to look much close to Eq. (3) as
In the trivial case of the perfect correlation when j i = k i , all three Eqs. (3) (4) (5) give r j,k = 1, incidentally. However, for the other case of the perfect linear correlation when k i = 2j i + 1, for M = 9 points, we find that Eq. (3) gives 1 correctly, whereas Eqs. (4, 5) give r j,k = 13/77. Next, when there is a quadratic dependence such as k i = j 2 i , the Eq. (3) gives r j,k = 1500/1577 but Eqs. (4, 5) give r j,k = −125/598, a negative value.
In another paper, the Eq. (4) has been used slightly mistakingly [5] as
The Eq.(6) can be easily reduced as
as j i , k i > 0. The coefficient r j,k exceeds 1 and hence Eq. (6) fails to represent the correlation coefficient in any case. Though in Eq. (26) of Ref. [4] a formula which is the same as the form (3) has been proposed, yet the use of Eq. (4) [3] has been re-emphasized [4] for undirected networks.
This apparent anomaly can be resolved by realizing that the interesting forms (4) and (5) are actually the conventional Pearson's coefficient (2) for the combined 2M data points in the case of undirected networks which actually are {(j i , k i ), (k i , j i )}, i ∈ [1, M ]. Thus, Eq. (3) is for directed and Eqs. (4, 5) are for un-directed networks. However, Eq. (6) [5] is a mistaken form of Eq. (4) or (5) .
