In this paper we consider first-passage percolation on certain 1-dimensional periodic graphs, such as the Z × {0, 1, . . . , K − 1} d−1 nearest neighbour graph for d, K ≥ 1. We find that both length and weight of minimal-weight paths present a typical 1-dimensional asymptotic behaviour. Apart from a strong law of large numbers, we derive a central limit theorem, a law of the iterated logarithm, and a Donsker theorem for these quantities. In addition, we prove that the mean and variance of the length and weight of the minimizing path between two points are monotone in the distance between the points.
Introduction
First-passage percolation can be thought of as a discrete model for the spread of an infectious entity. The model has been studied extensively since introduced by Hammersley and Welsh (1965) , most notably in the case when the underlying discrete structure is given by the Z d nearest neighbour lattice for some d ≥ 2 (see e.g. Kesten (1986) for the state of the art in the mid 80s, and Grimmett and Kesten (2012) for the development since). Although these studies have generated a variety of tools and techniques, there are many conjectured properties of the model that so far have not been rigorously verified. Among these properties we find monotonicity of travel times, fluctuations around the asymptotic shape, and the existence of infinite geodesics (see Howard (2004) for a more comprehensive list of open problems). The incomplete picture in the challenging higher dimensional case is the main motivation behind the present study, in which first-passage percolation on essentially 1-dimensional periodic graphs is considered. Of particular interest will be subgraphs of the usual Z d lattice, such as the Z × {0, 1, . . . , K − 1} d−1 nearest neighbour graph, for some K, d ≥ 1, below referred to as the (K, d)-tube.
First-passage percolation refers to the process started with a finite set I ⊂ V of infected vertices, from which the infection spreads to adjacent vertices with delays indicated by the passage times. The corresponding set of infected vertices at time t, is given by B t := v ∈ V : T (I, v) ≤ t .
Higher dimensional background The foremost characteristic feature of first-passage percolation is its subadditive behaviour, meaning that for all vertices u, v and w of the graph T (u, v) ≤ T (u, w) + T (w, v).
Its importance was realised already by Hammersley and Welsh (1965) , and further inspired Kingman (1968) to derive his Subadditive Ergodic Theorem. Consider in the following firstpassage percolation on the Z d lattice (for d ≥ 2), and let Y denote the minimum of 2d independent random variables distributed according to P τ . When E[Y ] < ∞, it follows the Subadditive Ergodic Theorem that there is a constant µ(e 1 ), referred to as the time constant, such that lim n→∞ T (I, n) n = µ(e 1 ), almost surely and in L 1 , (1.1)
where e 1 = (1, 0, . . . , 0), and n = ne 1 . A necessary and sufficient condition for simultaneous convergence in all directions was provided by Cox and Durrett (1981) , in inspiration of a result due to Richardson (1973) . For the sake of convenience, let us identify B t by the set in R d obtained by centering a unit cube around each point z ∈ B t . Under the assumption that E[Y d ] < ∞, the result of Cox and Durrett, known as the Shape Theorem, states that: If µ(e 1 ) > 0, then there exists a deterministic compact and convex set B * ⊂ R d with nonempty interior such that for all ǫ > 0, almost surely,
(1 − ǫ)B * ⊂ 1 t B t ⊂ (1 + ǫ)B * , for t large enough.
(1.2)
If µ(e 1 ) = 0 and K ⊂ R d is compact, then, almost surely, K ⊂ 1 tB t for all t large enough. It was further shown by Kesten (1986) that µ(e 1 ) = 0 if and only if P τ (0) ≥ p c (d), where p c (d) is the critical value for independent bond percolation on the Z d lattice.
The nature of fluctuations around the asymptotic shape have turned out to be harder to understand. Apart from a result by Kesten and Zhang (1997) in the 'critical' case when d = 2 and P τ (0) = p c (2) = 1/2, precise results remain to a large extent unknown. In an earlier study, Kesten (1993) showed that for d ≥ 2, if P τ (0) < p c and E[τ 2 e ] < ∞, then there are constants C 1 > 0 and C 2 < ∞ such that C 1 ≤ Var T (I, n) ≤ C 2 n, for all n ≥ 1.
The upper bound has since been improved, first by Benjamini, Kalai, and Schramm (2003) in the special case of {a, b}-valued passage times, where 0 < a < b < ∞, and later for more general distributions by Benaïm and Rossignol (2006) ; Damron, Hanson, and Sosoe (2013) . These studies all give an upper bound of order n/ log n for d ≥ 2. However, the predicted truth suggests that for d = 2 the correct order of growth is n 2/3 , and it is not clear which behaviour to expect in higher dimensions. For d = 2 Newman and Piza (1995) have shown, given that the passage-time distribution does not have a too large point mass at inf{x ≥ 0 : P τ ([0, x]) > 0}, that Var T (I, n) ≥ C log n for some C > 0. The same lower bound was found independently by Pemantle and Peres (1994) , in the case of exponential passage times.
Classical limit theorems on 1-dimensional graphs In this paper we consider first-passage percolation on essentially 1-dimensional periodic graphs defined as follows.
Definition 1.1. The class of essentially 1-dimensional periodic graphs consists of all connected graphs G that can be constructed in the following manner. Let {G n } n∈Z be a sequence of identical copies of some finite connected graph, each with vertex set V Gn = {v n,1 , . . . , v n,K } and edge set E Gn = {e n,1 , . . . , e n,L }. Fix a nonempty set J ⊂ {(i, j) : 1 ≤ i, j ≤ K}, and connect G n to G n+1 for each n by adding an edge e(v n,i , v n+1,j ) between v n,i and v n+1,j , for each (i, j) ∈ J. We will write E * Gn for E Gn ∪ {e(v n,i , v n+1,j ) : (i, j) ∈ J}, and say that a vertex v in the resulting graph G = (V, E) is at level n if v ∈ V Gn . Our main results concern first-passage percolation on any essentially 1-dimensional periodic graph G, with passage-time distribution that does not concentrate all mass at a single point. In what follows v n,i will denote an arbitrary vertex at level n. We will prove that there are non-negative finite constants µ = µ(G, P τ ) and σ = σ(G, P τ ), such that the following holds. If E[τ r e ] < ∞ for some r ≥ 1, then T (I, v n,i )/n r n≥1
is uniformly integrable and the convergence of (1.3) holds also in L r . Theorem 1.3 (Central limit theorem). If E[τ 2 e ] < ∞, then
as n → ∞, where χ has a standard normal distribution.
Let L({x n } n≥1 ) denote the set of limit points of a real-valued sequence {x n } n≥1 .
Theorem 1.4 (Law of the iterated logarithm)
. If E[τ 2 e ] < ∞, then L T (I, v n,i ) − µn σ √ 2n log log n n≥3 = [−1, 1], almost surely.
In particular, almost surely, lim sup n→∞ T (I, v n,i ) − µn σ √ 2n log log n = 1, and lim inf n→∞ T (I, v n,i ) − µn σ √ 2n log log n = −1.
Remark 1.5. a) We have at this stage preferred to state simple moment conditions, but we point out that they can be relaxed somewhat in certain cases (see Remark 3.6). b) As a consequence of the regenerative structure explored in Section 2, µ and σ are in (2.7) given by explicit formulas. It will there be clear that their values may depend on G and P τ , but not on I or i. c) Since T (I, v n,i ) differs from min v∈V Gn T (I, v) and max v∈V Gn T (I, v) by at most a finite number of passage times, the conclusions in Theorem 1.2, 1.3, and 1.4 hold also for these quantities.
The almost sure and L 1 -convergence in Theorem 1.2 could easily be derived from the Subadditive Ergodic Theorem. However, it is for the understanding of our approach instructive to give an alternative proof. As the classical Central Limit Theorem for i.i.d. sequences extends to Donsker's theorem, Theorem 1.3 also extends to a functional version (see Theorem 3.4).
At a comparison with higher dimensions, Theorem 1.2 is the 1-dimensional analogue to the Shape Theorem. Theorems 1.3 and 1.4 on the other hand, point out a 1-dimensional behaviour that is not generally expected in higher dimensions. Indeed, Theorem 1.4 gives the precise order of fluctuations around the time constant. Restrict for a moment attention to (K, d)-tubes, and let µ K and σ K denote the constants associated therewith. In comparison with (1.2), Theorem 1.4 implies that if B * (t) = [−µ
for large enough t. Moreover, both inclusions fail for λ < σ K 2/µ K . The claim follows from a straightforward inversion argument, which can be found in Ahlberg (2011) . Theorem 1.3 was also obtained by Schlemm (2011) in the particular case of the (2, 2)-tube with exponential passage times. A variant of Theorem 1.3 was proved by yet other means in an independent work by Chatterjee and Dey (2012) . They consider first-passage percolation on the (K, d)-tube, where K = K(n) is allowed to depend on n. Their main result says that for r > 2 there exists α = α(d, r) such that if E[τ r e ] < ∞ and K(n) = o(n α ), then the sequence {T (0, n)} n≥1 continues to obey a central limit theorem. This result extends our Theorem 1.3, but assumes a slightly stronger moment condition. We emphasise that the present work was prepared simultaneously and independently of theirs, and appeared in part already as Ahlberg (2008) , where Theorem 1.3 is featured.
Monotonicity, geodesics, and couplings We now return to consider arbitrary essentially 1-dimensional periodic graphs. It seems natural to believe that the expected travel time increases with the distance. A peculiar observation by van den Berg (1983) indicates that monotonicity of E[T (I, v n,i )] may not hold for all n. We prove that it does for large n.
A direct consequence of this is that E[T (I, v n+1,i ) − T (I, v n,i )] → µ as n → ∞. Since µ > 0, this proves monotonicity of E[T (I, v n,i )] for large n. More remarkable than monotonicity of expected travel times is the fact that their fluctuations are also monotone for large n.
It is interesting to relate the constants µ K and σ K for the (K, d)-tube to similar quantities for the lattice. For fixed d, a trivial coupling argument shows that µ K ≥ µ K+1 . In fact strict inequality holds for all K ≥ 1 (see Proposition 5.1), and in Proposition 5.2 we prove that
Although it seems likely, we have not been able to verify that lim K→∞ σ K = 0.
Apart from studying the temporal progression of a first-passage process, also describing its spatial history have received considerable attention. A simple argument showing that the infimum T (u, v) is attained for some path γ(u, v) is given in Proposition 5.3. As customary, we will use the term geodesic to refer to the path γ(u, v) attaining the minimal passage time. Geodesics are not necessarily unique when the passage-time distribution has atoms. For this reason, fix a deterministic rule to choose one when several are possible (e.g. the shortest, with some additional rule for breaking ties). Let N (u, v) denote the length of the geodesic between u and v, and similarly between finite sets U and V . The existence of a strong law for the length of geodesics on the Z d lattice is known only in the 'supercritical' case P τ (0) > p c (d) (see Zhang and Zhang (1984) and Garet and Marchand (2004) ). In the 1-dimensional case, the asymptotics presented for {T (I, v n,i )} n≥1 hold also for {N (I, v n,i )} n≥1 , and are proven analogously. Notably, there are no moment assumptions involved. The details are left to the reader. Theorem 1.8. Consider first-passage percolation on any essentially 1-dimensional periodic graph. Conclusions analogous to those of Theorem 1.2, 1.3, 1.4, 1.6, 1.7, and 3.4 hold for the sequence {N (I, v n,i )} n≥1 (but for different constants).
In the final section of the paper we construct a coupling of two first-passage percolation infections in a way that guarantees that they will eventually coincide. As an application of the coupling we prove a 0-1 law. The construction will differ depending on P τ being continuous or discrete. We refer the reader to Section 6 for the precise statements, and present only the 0-1 law in its continuous form here. Define the σ-algebra T t := σ({B s } s≥t ) and the tail σ-algebra T := ∩ t≥0 T t . We may think of T t as the σ-algebra of events that do not depend on the times at which vertices are infected before time t. Theorem 1.9 (0-1 law). Consider first-passage percolation on an essentially 1-dimensional periodic graph. Assume that the passage time distribution has an absolutely continuous component (with respect to Lebesgue measure). Then P (A) ∈ {0, 1}, for any event A ∈ T .
It is not known in which generality an absolutely continuous component is sufficient for the existence of a 0-1 law. But, we give an example showing that a 0-1 law analogous to Theorem 1.9 cannot hold on the binary tree. An interesting case to settle would be on the Z d lattice.
Outline of paper The main results of this paper are based on a 'regenerative' nature arising for first-passage percolation on essentially 1-dimensional periodic graphs. What is meant by a regenerative behaviour, and which properties thereof that will recur throughout this paper, is clarified in the next section. Once a regenerative sequence has been identified, its asymptotics can be studied with renewal theory and stopping theory for random walks. Theorem 1.2, 1.3, and 1.4 are in Section 3 easily derived from the regenerative behaviour. Monotonicity of mean and variance is considered in Section 4. Section 5 is dedicated to properties related to the time constant. Couplings are finally constructed in Section 6, for both continuous and discrete distributions, and the 0-1 law of Theorem 1.9 is proved. Remark 1.10. Some details are left out of this version of the paper in order to keep the presentation concise. A longer version with all details is found in Ahlberg (2011) .
Remark 1.11. It was recently pointed out to the author that some of the results in this paper could alternatively be obtained via an approach based on additive functionals of Markov chains. However, in order to clearly prove that the underlying Markov chain (in which T (I, v n,i ) would be expressed) has the required properties, it seems that the identification of a regenerative event like that in Section 2 is necessary. We have therefore preferred the regenerative approach due to its intuitive appeal.
Regenerative behaviour
The idea of how to identify a suitable regenerative sequence arises naturally for first-passage percolation with exponentially distributed passage times, which we illustrate below for the (2, 2)-tube. A regenerative sequence will refer to the following. Definition 2.1. We say that a sequence {X k } k≥1 of random variables is a regenerative sequence if there exists an increasing sequence of random variables {λ k } k≥0 such that a) {λ k − λ k−1 } k≥1 forms an i.i.d. sequence, and b) {X λ k − X λ k−1 } k≥1 forms a sequence of i.i.d. non-negative random variables.
We will refer to {λ k } k≥0 as a sequence of regenerative levels.
Exponential passage times
Equip the (2, 2)-tube with i.i.d. exponential passage times {τ e } e∈E , and let both vertices at level zero be initially infected. At any fixed time t, given the infected component B t , each edge with exactly one endpoint in the infected component is equally likely to be passed by the infection next. Thus, at each level, with probability at least 1/2, both vertices will become infected before any vertex at the following level. It follows that with probability one, at some level r, both vertices will become infected before any vertex at level r + 1. Denote by ρ the first level for which this happens, and let τ ρ denote the time at which this happens. By the lack-of-memory property, the time it takes for the infection from this moment to reach m levels further has the same distribution as the time it would take to reach level m, i.e.,
In fact, at infinitely many levels, both vertices at that level will be infected before any vertex at higher levels. If we repeat the argument, we generate a sequence of (regenerative) levels {ρ k } k≥1 (see Figure 2) , with corresponding sequence of instants {τ ρ k } k≥1 , such that (2.1) holds. Since passage times are i.i.d., the consecutive differences ρ k+1 − ρ k will be i.i.d., as well as the
Figure 2: A realisation of the spread of an infection on the (2, 2)-tube. The broken lines indicate levels at which both vertices will become infected before any vertex ahead.
The point of the regenerative sequence is the following. Note that the nth (regenerative) level and the time at which it occurs may be written as sums of i.i.d. random variables, i.e.,
where ρ 0 = 0 and τ ρ 0 = 0. This link will enable the first-passage process to be studied via the classical theory for i.i.d. sequences.
The general case
Next, consider first-passage percolation with general passage time distribution on any essentially 1-dimensional periodic graph. In what follows, an edge at level n refers to an edge in E Gn . An edge between levels n and n + m refers to an edge in E * Gn ∪ . . . ∪ E * G n+m−1 ∪ E G n+m . We first define our regenerative event. Let M be a positive integer and denote the set of edges between level n and n + 2M by E n . Fix a path γ n of shortest length between V Gn and V G n+2M , i.e., between two vertices at level n and n + 2M , respectively. Define the subsetÊ n of E n aŝ
Note that 0 ≤ m τ < M τ ≤ ∞ since we consider passage-time distributions not concentrated to a single point. Fix t ′ and t ′′ such that m τ < t ′ < t ′′ < M τ , define the regenerative event
The event A n is depicted in Figure 3 . Trivially P (A n ) > 0. The vertex at level n + M first reached via γ n will be of particular interest, so we introduce the following notation.
Figure 3: If A n occurs, the thick edges symbolisingÊ n are 'quick'.
Definition 2.2. Letv n denote the vertex at level n first reached via γ n−M . That is,v n+M denotes the vertex at level n + M first reached via γ n .
We will consider random variables conditioned on the occurrence of events like A n . Two random variables X and Y will be said to be conditionally independent given A, if the random variables X conditioned on A, and Y conditioned on A, are independent.
Lemma 2.3. For every t ′ and t ′′ such that u, v) for any path Γ between u and v not visitingv n+M , and
is conditionally independent of the passage time of any edge beyond level n+2M , and T (v n+M , v) is conditionally independent of the passage time of any edge before level n.
Proof. It suffice to prove the lemma for u ∈ V Gn and v ∈ V G n+2M . For given t ′ and t ′′ , choose an integer
where dist(v, V ) denotes the smallest number of edges one has to pass in order to reach a vertex of V from v, and define (see Figure 3 )
We will prove that, given A n ,
for all paths Γ between u and v that does not visitv n+M , since each path from u to v has to pass some vertex in V n . Thus, (2.5) holds. That T (u,v n+M ) and T (v n+M , v) are conditionally independent given A n is easily seen from the following observation. When A n occurs, it follows from (2.6) that T (u,v n+M ) is the infimum of T (Γ) over all paths Γ from u tov n+M that intersects V n only atv n+M , whereas T (v n+M , v) is the infimum of T (Γ) over all paths Γ fromv n+M to v that intersects V n only at v n+M . Hence, the infima of passage times are taken over paths in disjoint parts of the graph. The remaining statement in b) follows similarly. To deduce (2.6), condition on A n . First note that, by definition of γ n and V n , T (w ′ ,v n+M ) < T (w ′ , w) for any vertex w ′ visited by γ n , and w ∈ V n \ {v n+M }. Let γ − n denote the part of the path γ n between V Gn andv n+M . Let Γ be any path from u to V n disjoint from γ − n . Note that
(Here γ − n is identified with its set of edges.) Thus, by the choice of M ,
This proves that T (u,v n+M ) < T (u, w) for all w ∈ V n \ {v n+M }. The proof of the remaining inequality in (2.6) is similar.
Assume from now on that t ′ , t ′′ and M are chosen in accordance with Lemma 2.3. Next, introduce an auxiliary random variable ∆. Throughout, ∆ will denote any bounded N-valued random variable independent of {τ e } e∈E . Except for in Section 4, we will assume ∆ ≡ 0.
Let ρ I := max{n ∈ Z : V Gn ∩ I = ∅} denote the furthest initially infected level. Define
and note that the sequence of events {A n k } k∈Z is readily seen to be i.i.d. Let κ = min{k ≥ 0 : A n k occurs} and set ρ 0 := n κ + M . Define further
(And analogously for k < 0.) Since ρ k ≥ ρ I + M for all k ≥ 0, Lemma 2.3 says that each path along which any vertex at level ρ k + M and beyond is infected has to pass the vertexv ρ k .
Figure 4: A schematic picture in which boxes indicate locations of the sequence {A n k } k≥0 , vertical lines indicate the sequence {ρ k } k≥0 , and dots indicate {v n k } k≥0 . The distance between the two vertical lines is S k , and the thick curve indicates τ S k .
Definition 2.4. The vertexv n is referred to as a regeneration point if n = ρ k for some k ≥ 0.
For k ≥ 1, let S k denote the distance (measured in levels) between two regeneration points, and τ S k denotes the passage time between two regeneration points. That is,
By Lemma 2.3 we see that
Lemma 2.5. Assume that t ′ , t ′′ and M are chosen in accordance with Lemma 2.3. Then,
Proof. It is easily seen that {S k } k∈Z is an i.i.d. sequence of geometrically distributed random variables, times a factor 2M +1, since the events A n k are pairwise independent with equal success probabilities. For the same reason does the distribution of τ S k not depend on k. Independence of τ S k and τ S l for k < l follows from Lemma 2.3 part b), since τ S l is independent of ρ k .
Proposition 2.6. {T (I,v n )} n≥1 is a regenerative sequence. Moreover, if t ′ , t ′′ and M are chosen in accordance with Lemma 2.3, then {ρ n } n≥0 is a sequence of regenerative levels, and
where superscript d indicates that the equality holds in distribution.
Proof. That {T (I,v n )} n≥1 is a regenerative sequence with regenerative levels {ρ n } n≥0 follows from Lemma 2.5. By Lemma 2.3,
denote the expected passage time and distance between two regeneration points, respectively, and define
The constants µ and σ 2 are those featured in the introduction. In order to state clear moment conditions, we need to know how moments of τ e relate to moments of S k and τ S k . The next result shows that E[τ α e ] < ∞, for α = 1, 2 respectively, is sufficient for 0 < µ < ∞ and 0 < σ 2 < ∞.
Proposition 2.7. Assume that P τ is not concentrated to a single point. Then, a) there exists α > 0 such that E e αS k < ∞.
Assume further that there are p ≥ 1 (edge) disjoint paths fromv 0 tov 1 , and let Y p denote the minimum of p independent random variables distributed according to P τ . Then,
, which is finite given that e α(2M +1) (1 − p A ) < 1.
b) Let η = {η e } e∈E denote the family of indicators where η e takes on the values −1, 0, 1, depending on whether {τ e ≤ t ′ }, {τ e ∈ (t ′ , t ′′ )} or {τ e ≥ t ′′ }. Independently of {τ e } e∈E , let {τ e } e∈E be an i.i.d. collection of random variables distributed as P (τ e ∈ ·) = P (τ e ∈ ·|τ e ≥ t ′′ ), and define {σ e } e∈E as σ e := τ e if η e = 1, τ e otherwise.
Note that {σ e } e∈E is an i.i.d. family independent of η, but that η determines {A n k } k∈Z , and hence {ρ j } j≥0 . In particular, {σ e } e∈E and {ρ j } j≥0 are independent. Let T ′ (u, v) denote the passage time between u and v in V with respect to {σ e } e∈E . By construction τ e ≤ σ e for every e ∈ E, so
Note that P (σ e > t) ≤ C 1 P (τ e > t) for some finite constant C 1 . We will next prove that for every j ∈ Z and α > 0, and for some C 2 < ∞,
denote the p disjoint paths fromv j−1 tov j . Let λ denote the length of the longest of these paths. Then (2.8) follows immediately from
where the second inequality follows since
j has σ e > s/λ. Set Λ n := {S k = (2M + 1)n}. By (2.8), subadditivity and above domination, we deduce that
where the second inequality follows since for any non-negative numbers a j we have
3 Asymptotics for first-passage percolation
The regenerative behaviour, and in particular that {τ S k } k≥1 and {S k } k≥1 form i.i.d. sequences, will prove helpful when deriving asymptotics for {T (I,v n )} n≥1 . The approach will include stopping the sequence {T (I,v ρ k )} k≥0 in a suitable way. Such object has been thoroughly studied (see e.g. Gut (2009)), and we will occasionally appeal to known results in order to keep the presentation concise. However, it is often both easy and instructive to derive our results directly from the regenerative behaviour. Assume throughout that t ′ , t ′′ and M are chosen in accordance with Lemma 2.3, and that ∆ ≡ 0. We will without further comment use the fact that if X n → X and η n → ∞ almost surely as n → ∞, then X ηn → X almost surely as n → ∞. We also remind the reader that for any i.i.d. sequence {X n } n≥1 , a simple application of the Borel-Cantelli lemmas shows that
In order to approximate T (I,v n ), we will stop the regenerating sequence when A n k occurs for the least k such that n k ≥ n. In terms of the sequence of regenerative levels, we define
Lemma 3.1. {ν(n)} n≥0 is a non-decreasing sequence such that almost surely
Proof. It is clear that ν(n) ↑ ∞ as n → ∞, almost surely. Lemma 2.5 and Proposition 2.7 assure that {S k } k≥1 forms an i.i.d. sequence with finite mean. Since ρ ν(n)−1 < n + M ≤ ρ ν(n) , we have
This, together with the classical Law of Large Numbers and (3.1) proves the first statement. Since
the second statement follows from the Law of Large Numbers and the first .
To prove Theorem 1.2, 1.3 and 1.4 it suffices to consider the sequence {T (I,v n )} n≥1 , since T (I, v n,i ) and T (I,v n ) differ by at most a finite sum of random variables. In fact, it will be sufficient to study {T (I,v ρ ν(n) )} n≥1 , and apply the following lemma to finish. Recall that Y p denotes the minimum of p independent random variables distributed according to P τ . Lemma 3.2. Assume that there are p ≥ 1 (edge) disjoint paths fromv 0 tov 1 . For every α > 0,
follows from (3.1) and part a) of Proposition 2.7. By subadditivity
which in the proof of Proposition 2.7 was seen to have finite moment of the same order as Y p . Thus, also b) follows from (3.1).
Proof of point-wise limit theorems
Proof of Theorem 1.2. Almost sure convergence. Lemma 2.5 and Proposition 2.7 give that {τ S k } k≥1 is an i.i.d. sequence with finite mean. Thus, as n → ∞,
by the classical Law of Large Numbers and Lemma 3.1. Thus by Lemma 3.2, as n → ∞,
Uniform integrability. Assume that E[τ r e ] < ∞. Since the distributions of T (I,v ρ 0 ) and
r are independent of n and have finite mean, it suffices to show that
is uniformly integrable. However, by subadditivity
so uniform integrability follows from uniform integrability for i.i.d. sequences. L r -convergence. Immediate from the almost sure convergence and uniform integrability. Theorem 1.3 will be deduced from the following result sometimes referred to as Anscombe's theorem. For a proof, we refer the reader to e.g. Gut (2009, Theorem 1.3 
.1).
Lemma 3.3 (Anscombe's theorem). Let {ξ k } k≥1 be an i.i.d. sequence with mean zero and variance σ 2 ξ . Assume further that η(n)/n p → θ in probability as n → ∞. Then, as n → ∞,
where χ has a standard normal distribution.
Proof of Theorem 1.3. It follows from Lemma 2.5 and Proposition 2.7 that {τ S k − µS k } k≥1 is an i.i.d. sequence with zero mean and finite variance. Anscombe's theorem, together with Lemma 3.1, gives convergence in distribution of the former term in the right-hand side of
to a standard normal distribution, as n → ∞. The latter vanishes according to Lemma 3.2.
Proof of Theorem 1.4. Recall that τ S k − µS k are i.i.d. for k ≥ 1, with zero mean and finite variance, due to Lemma 2.5 and Proposition 2.7. Trivially
Since ν(n) is non-decreasing, and for each m ∈ Z + , there is an n ∈ Z + such that ν(n) = m, it follows from (an extended version of) the Law of the Iterated Logarithm for i.
and, in particular, that almost surely
Lemma 3.1 gives that µ S ν(n)/n → 1, almost surely, as n → ∞, and we further conclude that lim n→∞ log log ν(n) log log n = lim n→∞ log log n + log ν(n) n log log n = 1, almost surely.
An application of Lemma 3.2 now completes the proof. 
Functional Donsker theorem
As for the point-wise Central Limit Theorem, there is an Anscombe version of Donsker's theorem (cf. Gut (2009, Theorem 5.2 .1)), from which we will deduce Theorem 3.4.
Lemma 3.5. Let {ξ k } k≥1 be an i.i.d. sequence of random variables with zero mean and variance σ 2 ξ . Assume further that {η(n)} n≥0 is a non-decreasing sequence of positive, integer valued random variables such that η(n)/n → θ almost surely as n → ∞. Then,
Proof of Theorem 3.4. Lemma 2.5 and Proposition 2.7 assure that {τ S k − µS k } k≥1 is an i.i.d. sequence with zero mean and finite variance. From Lemma 3.5 it follows that
It suffices to prove that, as n → ∞,
It follows Lemma 3.2 that, as n → ∞,
For any sequence of real numbers {x n } n≥1 and b ∈ R + it holds that
In fact, this improves (3.4), and we get
as n → ∞. But this is equivalent to (3.3).
Remark 3.6. A closer look at the proofs of Theorem 1.2, 1.3, 1.4 and 3.4 reveals that finite moment of τ S k , for k ≥ 1, of correct order is sufficient for the various modes of convergence for the sequence {T (v 0 ,v n )} n≥1 . According to Proposition 2.7, E[τ α e ] < ∞ may be replaced by E[Y α p ] < ∞ (for given α), where p is the number of (edge) disjoint paths fromv 0 tov 1 , and Y p denotes the minimum of p independent random variables distributed according to P τ .
Monotonicity of mean and variance
In this section we will prove Theorem 1.6 and 1.7. Throughout this section, ∆ will be assumed uniformly distributed on {0, 1, . . . , 2M }. Clearly, the value of ρ I has no other effect than to the value of the constants C and C ′ . For ease of presentation, we will therefore assume that ρ I = 0. The theory for stopped random walks tells us that E[T (I,v ρ ν(n) )] = µn + C, for some constant C, and Var(T (I,v ρ ν(n) )) = σ 2 n + o(n), for large n (see e.g. Gut (2009, Theorem 4.2.4) ). An essential additional effort is needed in order to improve the latter statement to the form Var(T (I,v ρ ν(n) )) = σ 2 n + C ′ . What then remains in order to prove Theorem 1.6 and 1.7, is to show that the differences between E[T (I, v n,i )] and E[T (I,v ρ ν(n) )], and between Var(T (I, v n,i )) and Var(T (I,v ρ ν(n) )), converge as n → ∞. We will base the proofs of Theorem 1.6 and 1.7 on Wald's lemma.
Lemma 4.1 (Wald's lemma). Let ξ 1 , ξ 2 , . . . be i.i.d. random variables with mean µ ξ , and set
The third part of the lemma is a slight extension of the first part, and proved in an analogous way. If F n = σ({(ρ 0 , T (I,v ρ 0 )), (S 1 , τ S 1 ), . . . , (S n , τ Sn )}), then it is immediate from the definition that ν(n) is a stopping time with respect to the sequence of σ-algebras {F n } n≥1 .
The importance of ∆ is the following. Regeneration may only occur every 2M + 1 levels; Introducing a shift uniformly distributed on {0, 1, . . . , 2M } makes 'regeneration possible' equally likely for every level. The proof of the following lemma clearly show the advantage of this. Proof. Assume that n ≥ 0. We may interpret ν(n) as the number of regeneration points before (but not including) level n + M , that is, the number of k ≥ 0 such that A n k occurs for n k < n. Since n 0 = ∆, this number is at most
. The shift ∆ is independent of {τ e } e∈E , and conditioned on ∆, we can think of ν(n) as the number of successes in n A independent Bernoulli trials, each with success probability p A = P (A n k ). Conditioning on ∆, we see that
If n − ρ I = (2M + 1)k, for some k ≥ 0, one realise from (4.1) that
where the latter equality follows from the fact that S k is geometrically distributed with parameter p A , times a factor 2M + 1, that is, µ S = (2M + 1)/p A . Again from (4.1), one realises that as n increases from (2M +1)k to (2M +1)k+2M , then E[ν(n)] will have to increase with p A /(2M +1) for each step.
Proof of Theorem 1.6. Assume that ρ I = 0. Wald's lemma together with Lemma 4.2 gives
It remains to prove that there is a finite constant C = C(i, I, G, P τ ) such that
Arguments of the type we will use to prove (4.2) will be used repeatedly in the proof of Theorem 1.7. For this reason, we present the argument in detail here. To make the argument clear, we will define a random variable to which T (I, v n,i ) − T (I,v ρ ν(n) ) converges in distribution. The limit C will then equal the expectation of this random variable.
Recall that n k = ∆ + k(2M + 1) for k ≥ 0, set m n,k := n − (2M + 1)k for k ≥ 1, and let
Observe that r + denotes the first element of the sequence {ρ k } k≥0 greater than zero, whereas r 0 is not defined along the same subsequence of the integers as {ρ k } k≥0 . Introduce
and the events D T,n := {A m n,k occurs for some k such that 0 ≤ m n,k < n}, D Y,n := {A m 0,k occurs for some k such that 0 ≤ m 0,k + n < n}.
If, in addition, T (I, v n,i )−T (I,v ρ ν(n) ) n≥1 is uniformly integrable, then the convergence carries over in mean, and we have proved (4.2) with
To deduce uniform integrability, note that subadditivity gives
But, the distribution of the right-hand side of (4.4) does not depend on n. Thus, it suffices to see that it has finite expectation. This is easily achieved in an analogous way as in (2.9) in the proof of Proposition 2.7, conditioning on Λ k = {ρ ν(n) − n = k}. We omit the details.
The proof of Theorem 1.7 needs considerable extra work, due to arising covariance terms. Moment convergence arguments similar to the one used to prove (4.2) will be used repeatedly.
Proof of Theorem 1.7. Assume that ρ I = 0. To begin with,
(4.5)
We will have to treat each of the terms on the right-hand side one by one. Consider the first term in the right-hand side in (4.5), and note that
So, an application of both part b) and c) of Wald's lemma, together with Lemma 4.2, yield
Next, to conclude that Var(ρ ν(n) ) is constant, interpret ρ ν(n) as the level of the first regeneration after level n. Since a regeneration is equally likely to occur at any level, due to the shift variable ∆, it follows that Var(ρ ν(n) ) = Var(ρ ν(n) − n) is independent of n, and therefore constant. The remaining three terms in the right-hand side of (4.5) will in some way or other need an argument similar to that used to prove (4.2). Recall the notation used for that purpose.
To prove the claim, note that we in an analogous way as in (4.3) may divide into cases whether D T,n and D Y,n occurs or not, to show that as n → ∞
It remains to prove uniform integrability of T
. This can be proved similar to the uniform integrability needed for (4.2), via (4.4). It follows that for r = 1, 2, as n → ∞
from which the claim follows.
To prove the second claim, set r n := M + max{m n,k < n : A m n,k occurs}, and rewrite
It is easy to see that ρ ν(n) − n d = r + for n ≥ 0. Partitioning on whether D T,n and D Y,n occur or not, we find that, as n → ∞,
is possible to deduce in a similar way as before, conditioning on Λ k = {ρ ν(n) − r n = k}. This implies that also
On the event D T,n , T (I,v rn ) depends on passage times below level n, but not on ∆, whereas ρ ν(n) − n is independent of passage times below level n, and hence on D T,n . It follows that
In particular,
As n → ∞, this expression vanishes, since on D c T,n then r n ≤ M , and we may obtain an upper bound on T (I,v rn ) ρ ν(n) − n − E[r + ] as in the proof of Proposition 2.7. The claim follows.
Once this final claim is proved, we have proved existence of a finite constant C ′ such that
and hence the theorem. To see that the claim is true, we will 'reverse' our point of view in the following sense. The sequence {τ S k − µS k } ν(n) k=1 has until now been considered as a sequence started at k = 1 and stopped at k = ν(n). But, we can equally well see
as a sequence in the opposite direction (where S 0 = ρ 0 − ρ −1 and τ S 0 = T (v ρ −1 ,v ρ 0 )). That is, as a sequence started at the first point of regeneration 'left' of level n + M , and that is stopped at the first point of regeneration 'left' of level 0.
Let T * = T (I, v n+2M,i ) − T (I,v ρ ν(n) ). On the event {ν(n) ≥ 1}, T * may be expressed as
) and is independent of τ S k − µS k for k < ν(n). The event {ν(n) ≥ 1} is itself independent of {τ S k − µS k } k≥1 . This allows us to apply the first and later the third part of Wald's lemma to obtain
where H = {A n k occurs for some ∆ − n ≤ n k < 0}. That the random variables Y − and Z 2M,i have finite variance is concluded as in the proof of Proposition 2.7 (conditioning on Λ n = {r + − r − = n}). Thus, an application of the Monotone Convergence Theorem shows that
which is then finite. Moreover, due to the conditional independence between τ S 0 − µS 0 and T * , given {ν(n) ≥ 1}, it follows that
which as n → ∞ vanishes, again via an application of the Monotone Convergence Theorem. It remains to measure the correlation between T (I,v ρ 0 ) − µρ 0 and T * . Let Z ′ 2M,i and Y ′ − be defined in the same way as Z 2M,i and Y − above, but now for a set of passage times {τ ′ e } e∈E independent of {τ e } e∈E (that defines T (I,v ρ 0 ) − µρ 0 ), but with the same ∆. By conditioning on the events {ν(n) ≥ 1} (with respect to {τ e } e∈E ) and H (with respect to {τ ′ e } e∈E ), we see that
is uniformly integrable was argued for during the proof of the first claim, and T (I,v ρ 0 ) − µρ 0 has finite variance. Consequently also
is uniform integrable, and we have that
This ends the proof of the claim, and hence the theorem. 
Proof. Let A K n be the event defined in (2.4) with respect to the (K, d)-tube, for γ n chosen to be the straight line segment between the points (n, K, 0, . . . , 0) and (n + 2M, K, 0, . . . , 0). It follows from Lemma 2.3 that if A K+1 n occurs, then
for all k ≥ 0. The claimed statement now follows dividing by m k , and sending k to infinity.
We modify the above coupling slightly, and letT K (u, v) denote the passage time with respect to {τ e } e∈E Z d , between u and v, over paths restricted to the Z×{−K, . . . , K} d−1 nearest neighbour graph. This produces a simultaneous coupling of the passage time on (2K + 1, d)-tubes.
Proof. ClearlyT K (0, n) ≥T K+1 (0, n), and T (0, n) = lim K→∞TK (0, n). An application of the Monotone Convergence Theorem shows that
Since the limit lim n→∞ 1 n a n exists and equals inf n≥1 1 n a n for any subadditive real-valued sequence {a n } n≥1 , we have for any K ≥ 1 (including K = ∞, corresponds to the Z d lattice) that
Relating time constants to geodesics
We return to consider arbitrary essentially 1-dimensional periodic graphs. We first deduce existence of minimising paths from Lemma 2.3.
Proposition 5.3. Let U and V be two finite sets of vertices of an essentially 1-dimensional periodic graph. There is an almost surely finite path γ from U to V , such that
Moreover, if the distribution P τ does not have any point masses, then γ is almost surely unique.
Proof. We may assume that U ∪ V ⊆ m k=0 V G k . Assume further that t ′ , t ′′ and M are chosen in accordance with Lemma 2.3. With probability one the event A m+n ∩ A −2M −n will occur for infinitely many n ≥ 0. Let l be the least such n. It follows from Lemma 2.3 that for any path Γ between u and v that reach beyond level m + l + 2M in the positive direction, or level −2M − l in the negative direction, there is another path Γ ′ that only visits vertices in m+l+2M k=−2M −l V G k , and that satisfies T (Γ) ≥ T (Γ ′ ). Thus, since there are only finitely many edges between level −2M − l and m + l + 2M , it follows that T (U, V ) is the minimum of the passage times over an almost surely finite number of paths. This proves the first statement. The second statement also follows from this, together with the fact that the probability of two paths having the same passage time is zero, when the passage-time distribution is free of point masses.
As in the introduction, we will use the term geodesic to refer to a path attaining the minimal passage time between two vertices, or two finite sets of vertices. Since geodesics are not necessarily unique, we assume a fixed deterministic rule to choose one when several are possible; Denote by γ (u, v) Geodesics are, as seen via Lemma 2.3, locally determined. Thus, it makes sense to talk about an infinite geodesic from −∞ to ∞. Let to this end γ * denote the unique infinite path that between level ρ k−1 and ρ k coincides with γ(v ρ k−1 ,v ρ k ), for each k ∈ Z (when ρ k is suitably defined for k < 0). The resulting infinite path is indeed a geodesic, i.e., any finite portionγ * of γ * with endpoints u and v satisfies T (γ * ) = T (u, v). It is possible to characterize time and length constants in terms of this infinite geodesic.
Proof. We will deduce the characterisation of α in terms of vertices, and leave the remaining cases, which are deduced similarly, to the reader. Observe that
where A k and M are as defined in Section 2. Let κ n := min{k ≥ n :
On the event D n we have
Since E[κ n − n] is bounded, we easily realise that
As mentioned, the remaining characterisations are deduced similarly. Benjamini et al. (2003) posed the question whether for first-passage percolation on the Z d lattice, P 0 ∈ γ(−n, n) → 0 as n → ∞? One may pose a corresponding question for firstpassage percolation on essentially 1-dimensional graphs such as the (K, d)-tube: How does P (v ∈ γ * ) behave as K → ∞?
Let the (K, d)-cylinder be the graph obtained from the (K, d)-tube by connecting opposing vertices on the boundary. Alternatively, the graph can be described as the Z × Z 
). An argument due to Kesten shows that there is a finite constant Howard (2004, page 146) ). Since also α ≥ 1 by triviality, we conclude that for (K, d)-cylinders
We cannot rely on symmetry to deduce similar asymptotics for (K, d)-tubes (although Kesten's argument remains valid). Indeed (K, d)-tubes would be the more interesting case, and it even remains an open question whether max v∈V P (v ∈ γ * ) → 0 as K → ∞ in this case.
Continuity of constants
The following result is inspired by a similar result due to Cox (1980) and Cox and Kesten (1981) , who in their case consider first-passage percolation on the Z d lattice. Their proof of the lattice case is rather lengthy. Due to the regenerative behaviour in the case of essentially 1-dimensional periodic graphs, this case turns out to be much simpler.
Assume further that there is a distribution function V such that
In order to compare different distributions, we will couple random variables via their inverse distribution functions F −1 (u) := inf{x ∈ R : F (x) ≥ u}. (The same approach is used in Cox (1980) and Cox and Kesten (1981) .) Indeed, if U is uniformly distributed on [0, 1], then F −1 (U ) has distribution F . Thus, when F runs over the class of distribution functions, then {F −1 (U )} F generates a coupling of all differently distributed random variables. It is not hard to prove that Proof of Proposition 5.5. Let {U e } e∈E be a collection of independent random variables uniformly distributed on [0, 1]. Thus, as F ranges over the class of passage-time distributions, then {F −1 (U e )} e∈E F simultaneously couples i.i.d. sets of passage times of the graph. Choose a ∈ (0, 1/2) such that F −1 ∞ (1 − a) > F −1 ∞ (a), and F −1 ∞ is continuous in both a and 1 − a. Take ǫ > 0 such that
∞ (1 − a) − ǫ, and let M be chosen in accordance with Lemma 2.3. For the same M (and with notation as in Section 2), definẽ
With a slight abuse of notation, we let A n (F ) denote the event A n with respect to F −1 (U e ) e∈E . In particular, this implies thatÃ n ⊆ A n (F m ) for all L ≤ m ≥ ∞. Define a sequence {ρ k } k≥0 with respect toÃ n analogously as in Section 2. Note that for m ≥ L, the sequence {ρ k } k≥0 is a subsequence of {ρ k } k≥0 defined with respect to A n (F m ). The advantage of this is that we get a regenerative sequence valid for all distributions F m with L ≤ m ≤ ∞. From here the result follows quickly. Let T F (u, v) denote the passage time between u and v with respect to F −1 (U e ) e∈E . For m ≥ L we have the characterisation
Thus, in order to prove that µ(F m ) → µ(F ∞ ) as m → ∞, it suffices to show that vρ 1 ) and the latter has finite mean, we conclude by the Dominated Convergence Theorem that (5.2) holds. The remaining conclusions are drawn similarly.
Remark 5.6. The true condition for the convergence
is uniform integrability of {F m } m≥1 . In the same way it is possible to relax the condition in the above proposition. Assume that there are p (edge) disjoint paths fromv 0 andv 1 , and let Y p (F ) denote the minimum of p independent random variables distributed as F . The precise condition for convergence of µ(F m ) and σ(F m ) is uniform integrability of {Y p (F m ) α } m≥1 , for α = 1 and 2 respectively.
6 Exact coupling and a 0-1 law A coupling of two random variables X ∼ P and Y ∼ P ′ on a measurable space (E, E), is a joint distributionP of (X, Y ), i.e., a measure on (E 2 , E 2 ), such that its marginal distributions coincide with P and P ′ . When we couple two time-dependent random elements {X t } t≥0 and {Y t } t≥0 , we say that the coupling is exact if with probability one there exists a T c < ∞ such that X t = Y t , for all t ≥ T c .
We will present an exact coupling of the sets of infected vertices B t and B ′ t of two first-passage percolation processes with different initial configurations. Recall that we let P τ ( · ) denote the distribution of τ e , and let R + denote the Borel σ-algebra on [0, ∞). Then {τ e } e∈E and {τ ′ e } e∈E are random elements on the product space [0, ∞) E , R E + , each with distribution given by the product measure P E τ . Let E n denote the set of edges between level −n and n, but not including edges between two vertices at level −n and n. In the same manner E c n denotes the set of edges at and before level −n, as well as at level n and beyond.
Proposition 6.1 (Coupling, continuous times). Let I and I ′ be finite subsets of the set of vertices V of an essentially 1-dimensional periodic graph G. Assume that the passage time distribution P τ has an absolutely continuous component (with respect to Lebesgue measure). For any m ≥ 0, there exists a coupling of {τ e } e∈E c m and {τ ′ e } e∈E c m such that if {τ e } e∈Em and {τ ′ e } e∈Em each have distribution P Em τ , then the marginal distributions of {τ e } e∈E and {τ ′ e } e∈E are given by the product measure P E τ , and such that if first-passage percolation is performed with I, {τ e } e∈E and I ′ , {τ ′ e } e∈E , respectively, then with probability one there exists an N c < ∞ such that
for all i, all n ≥ N c , and all t ≥ N c .
When the passage time distribution P τ is discrete, i.e., P τ (Λ) = 1 for the set of point masses
the statement of Proposition 6.1 is not true in general (cf. Remark 6.6). In the discrete case, we will therefore restrict our attention to the case of (K, d)-tubes.
Proposition 6.2 (Coupling, discrete times). Let I and I ′ be finite subsets of the set of vertices
Assume that the passage time distribution P τ is such that P τ (Λ) = 1 for the set of point masses Λ and that either of the following hold: a) there are t j ∈ Λ and integers n j for j in some finite set of indices J * , such that j∈J * n j is odd, and
For any m ≥ 0, there exists a coupling of {τ e } e∈E c m and {τ ′ e } e∈E c m such that if {τ e } e∈Em and {τ ′ e } e∈Em each have distribution P Em τ , then the marginal distributions of {τ e } e∈E and {τ ′ e } e∈E are given by the product measure P E τ , and such that if first-passage percolation is performed with I, {τ e } e∈E and I ′ , {τ ′ e } e∈E , respectively, then with probability one there exists an N c < ∞ such that
Before we construct the couplings, we focus on the promised 0-1 law that follows from Proposition 6.1 and 6.2. For this we will use Lévy's 0-1 law. It states that for σ-algebras {F t } t≥0 such that F t ↑ F ∞ as t → ∞, if A ∈ F ∞ , then P (A|F t ) → 1 A , as n → ∞, almost surely. A proof for the discrete case can be found in e.g. Durrett (2005, Theorem 4.5.8) . The continuous case follows via the Martingale Convergence Theorem.
Recall that T t = σ {B s } s≥t , T = t≥0 T t , and let F t := σ {B s } 0≤s≤t , As before B s is the set of infected vertices at time s, and we may think of T t as the σ-algebra of events A ∈ σ t≥0 F t that do not depend on the times at which vertices were infected before time t. Note that Theorem 1.9 is a special case of Theorem 6.3. Theorem 6.3 (0-1 law). Consider first-passage percolation performed under the assumptions of either Proposition 6.1 or 6.2. Then P (A) ∈ {0, 1}, for any event A ∈ T .
Proof of Theorem 6.3 from Propositions 6.1 and 6.2. Consider two infections with the respective sets of passage times {τ e } e∈E and {τ ′ e } e∈E . For t ≥ 0, let F t and F ′ t be σ-algebras generated by their respective realisations up to time t. Let
denote the furthest level (in positive or negative direction) infected at time t. Clearly ν t < ∞ almost surely, for every t < ∞.
For any fixed t ≥ 0, by Propositions 6.1 and 6.2, there is a coupling of {τ e } e∈E c ν t +1 and {τ ′ e } e∈E c ν t +1
, such that there exists an almost surely finite time N c , such that B s = B ′ s for all s ≥ N c . Since A ∈ T Nc , the outcome of A only depends on B s for s ≥ N c . In particular
Thus, P (A|F t ) is nonrandom and equals P (A), for all t ≥ 0. But, according to Lévy's 0-1 law, P (A|F t ) → 1 A as t → ∞, almost surely. Hence, P (A) = 1 A almost surely, and P (A) ∈ {0, 1}.
Exact coupling of time-delayed infections on Z
Before proving Proposition 6.1 and 6.2, we shall first provide a coupling of two infections on Z, where one is delayed for some time T delay . This lemma will figure as a key step in the proof of Proposition 6.1 and 6.2.
Lemma 6.4. Let T delay be a non-negative constant, and assume that either of the following hold: a) P τ has an absolutely continuous component (with respect to Lebesgue measure). b) P τ is such that for some finite index set J, there are non-negative integers n j and n ′ j , such that j∈J n j = j∈J n ′ j , and for atoms t j ∈ Λ of P τ j∈J
Then, there exists a coupling of {τ k } k≥1 and {τ ′ k } k≥1 such that their marginal distributions are that of i.i.d. random variables with distribution P τ , and such that almost surely
(6.4)
The key to prove this lemma is to identify suitable random walks. The identification of the random walk in case a) heavily exploits ideas similar to those found in Lindvall (2002, Chapter III.5) . In case b), a multi dimensional random walk will be based on condition (6.3). This walk is then coupled with techniques found e.g. in Lindvall (2002, Chapter II.12-17) .
Proof of case a). Let [a, b] be an interval on which P τ has density ≥ c, for some c > 0. Define
and couple {τ k } k≥1 and {τ ′ k } k≥1 in the following way. With probability 1−c2δ we choose τ k = τ ′ k , drawn from the distributioñ
where λ denotes Lebesgue measure. With the remaining probability c2δ, draw τ k uniformly on the interval [a, a + 2δ], and choose τ ′ k as
That τ ′ k also is uniformly distributed on [a, a + 2δ] is immediate. Thus, it is easy to see that the marginal distribution of both τ k and τ ′ k is P τ , and this is indeed a coupling of the two infections. 
The coupling is constructed so that each time τ k and τ ′ k are chosen differently, the difference D n := T delay + n k=1 (τ ′ k − τ k ) will jump ±δ. Since T delay = mδ, for some integer m, {D n } n≥1 constitutes a simple random walk on δZ. Let N c denote the first n for which D n hits zero. From this moment on, τ k and τ ′ k are chosen identically, and (6.4) holds for n ≥ N c . That the coupling is successful follows from the recurrence of 1-dimensional (lazy) simple random walks.
Proof of case b). By assumption, for some set {t j } j∈J ⊆ Λ of atoms for the distribution P τ , there are non-negative integers n j and n ′ j such that j∈J n j = j∈J n ′ j and (6.3) holds. It is easily seen that we may assume that J, n j and n ′ j are chosen such that for each j ∈ J, exactly one of the integers n j and n ′ j is positive. We introduce integer valued random variables
It is clear that we from (6.3) can conclude that (6.4) holds, if Z n j = 0 for all j ∈ J and τ k = τ ′ k for all k ≤ n such that τ k ∈ {t j } j∈J or τ ′ k ∈ {t j } j∈J .
Let J n = {j ∈ J : Z n j = 0}, let p j = P τ (t j ), and q n = j∈Jn p j . In particular, J 0 = J. Couple {τ k } k≥1 and {τ ′ k } k≥1 by choosing τ k and τ ′ k identically from the distributioñ
with probability 1 − q k−1 . With remaining probability q k−1 we choose τ k and τ ′ k independently with distribution P (τ = t j ) = p j /q k−1 , for j ∈ J k−1 . The marginal distribution of τ k and τ ′ k is readily seen to be P τ , whence this is a coupling of {τ k } k≥1 and {τ ′ k } k≥1 . Note that τ k = τ ′ k for all k such that τ k ∈ {t j } j∈J and τ ′ k ∈ {t j } j∈J . For each fixed j ∈ J, {Z n j } n≥0 will, as n increases, jump ±1 with equal probability. Hence, for fixed j, {Z n j } n≥0 constitutes a (lazy) simple random walk on Z. Note that if n * denotes the first n such that Z n j = 0, then, by definition, j ∈ J n for n < n * , but j ∈ J n for n ≥ n * . By assumption we have that
It follows that |J n | = 1 for all n. There will therefore always be a positive probability to choose τ n+1 = τ ′ n+1 as long as Z n j = 0 for some j. From this observation and the recurrence of 1-dimensional simple random walks, we conclude that N c = min{n ≥ 0 : Z n j = 0 for all j ∈ J} is almost surely finite.
Exact coupling of two infections
In order to prove Proposition 6.1 and 6.2, we will arrange matters so that Lemma 6.4 can be applied. We first outline the general idea. It follows from the regenerative behaviour that if τ e = τ ′ e for all e ∈ E, then there is a real number T d such that
for all i and all n large enough. The idea will be to assign identical passage times for both infections, that is τ e = τ ′ e , except for certain edges which we make sure both infections have to pass. This generates a sequence of edges for which we invoke Lemma 6.4. This will complete the coupling for positive levels n. The opposite direction is treated analogously.
To make this precise, recall the notation in (2.2) and (2.4). Introduce the notationê n+M for the edge in γ n with endpointsv n+M and u, wherev n+M is the vertex in V G n+M first reached by γ n , and u the vertex first reached afterv n+M by γ n . Define the event
Note that A n = A * n ∩ {τê n+M ≤ t ′ } for A n as defined in (2.4).
Proof of Proposition 6.1. By assumption, P τ has an absolutely continuous component, so suppose that [a, b] is an interval on which P τ has density ≥ c > 0. Let a < t ′ < t ′′ < b and choose M in accordance with Lemma 2.3. We may further assume that I ∪ I ′ contains no vertex beyond level m. Let l k := m + k(2M + 1) for k ≥ 0. Couple {τ e } e∈E c m and {τ ′ e } e∈E c m by choosing τ e = τ ′ e with distribution P τ , independently for all e at level m or beyond such that e =ê l k +M for some k ≥ 0. Independently for k ≥ 0, let
where θ k and θ ′ k are to be coupled below, so that they both have marginal distribution P τ ( · |τ ≤ t ′ ), and η k has distribution P τ ( · |τ > t ′ ). For the set of edges {ê l k +M , for k ≥ 0}, we choose the pair
where τ k is distributed according to P τ , independently for all k. One realises from the coupling that the marginal distributions of both τ e and τ ′ e is P τ , for every edge e. Note that the only edges for which τ e and τ ′ e may differ, are the edgesê l k +M for k ≥ 0 such that A l k occurs. Let κ j denote the index k for which A l k occurs for the jth time. That
is equivalent to that A l k occurs. Since P (A l k ) > 0, we will have an infinite sequence {κ j } j≥1 such that (6.5) holds. Via Lemma 2.3 we conclude thatê lκ j has to be passed by both infections, and that
Apply Lemma 6.4 to {θ κ j } j≥1 and {θ ′ κ j } j≥1 , with distribution P τ ( · |τ ≤ t ′ ), and T delay = T (I,v lκ 1 +M ) − T ′ (I ′ ,v lκ 1 +M ) . Since P τ ( · |τ ≤ t ′ ) is absolutely continuous on [a, t ′ ], it follows that T (I, v n,i ) = T ′ (I ′ , v n,i ) for all i, and all n large enough. Both infections can be coupled analogously in the negative direction, which would complete the construction.
The proof of Proposition 6.2 is a bit more involved than that of Proposition 6.1, since before applying Lemma 6.4 we need to make sure that the geodesics attain the 'correct' length. We outline the proof here, and refer the reader to Ahlberg (2011) for the remaining details.
Note that in the coupling constructed above, the difference between N (I, v n,i ) and N ′ (I ′ , v n,i ) is constant for all i and all but finitely many n ≥ 0. In order to succeed with the coupling in the discrete case, we first need to couple the infections so that this difference is either zero or the odd number n * = j∈J * n j figuring in the assumption of Proposition 6.2. This can be accomplished as follows. First, assign passage times equal for both infections. Second, define two events C n and D n such that if one occurs for either infection, then N (I, v n,i ) − N ′ (I ′ , v n,i ) changes by 2 for all i and all but finitely many n ≥ 0 (cf. Figure 6 ). Repeating this procedure, we cause the difference to perform a random walk on either 2Z or 2Z + 1. If dist(x, y) is even for all x ∈ I and y ∈ I ′ , then the walk liven on 2Z and applying Lemma 6.4 will be easy. If this is not the case, then the random walk may live on 2Z + 1, and the additional condition b) is necessary. level n n + M + 4β n + 2M + 4β n + M + 2β n + M Figure 6 : If D n occurs, then the infection is forced to follow the thick line, whereas if C n had occurred, then the infection would have followed the straight line segment.
Once the difference between geodesics have attained the right value, the coupling will continue along the lines of the continuous case. However, we need to consider a variant of the event A * n , since the infections may have passed an edge with value M τ in order to reach this stage. The remaining details are presented where indicated above.
Remark 6.5. If dist(x, y) is odd, for all x ∈ I, y ∈ I ′ , then condition a) of Proposition 6.2 is necessary. To see this, assume that an exact coupling is possible. In particular, T (I, v) = T ′ (I ′ , v) for some vertex v. But, if one infection has an even number of edges to pass in order to reach v, the other has an odd number of edges to pass. Thus,
for integers n j and n ′ j such that j∈J (n j − n ′ j ) is odd. Hence, condition a) holds. Remark 6.6. Condition a) of Proposition 6.2 is not sufficient for the existence of an exact coupling on arbitrary essentially 1-dimensional periodic graphs. The distribution P τ (1) = P τ (1 + 3/5) = 1/2 satisfies the condition, but it is not always possible to exactly couple two infections on the graph with vertex set Z × {0, 1} and two vertices are connected if their Euclidean distance is ≤ √ 2. However, both condition a) and b) of Proposition 6.2 could be dropped for e.g. the class of triangular graphs with vertex set Z × {0, 1, . . . , K − 1} and where two vertices at Euclidean distance is 1 and every two vertices (n, m) and (n+1, m+1) for any n ∈ Z and m = 0, 1, . . . , K−2, are connected by an edge.
Remark 6.7. Condition a) of Lemma 6.4 can be weakened to distributions P τ whose convolution with itself has an absolutely continuous component. In fact, it is sufficient if P τ convoluted with itself n times, for some n ≥ 0, has an absolutely continuous component. Since the distribution of a sum of independent random variables is the convolution of the individual distributions, we may instead of specifying how to choose (τ j , τ ′ j ) for j ≥ 1, choose jn k=(j−1)n+1 τ k , jn k=(j−1)n+1 τ ′ k according to the same specification. Consequently, the assumption of Proposition 6.1 can be weakened correspondingly.
No exact coupling possible on trees
We have seen that there is an exact coupling of two first-passage percolation infections on any essentially 1-dimensional periodic graph when the passage time distribution has an absolutely continuous component. We also saw how this sort of coupling gave rise to a 0-1 law. One may ask whether a continuous component is sufficient for an analogous coupling, and corresponding 0-1 law, on any graph? We will answer this question no, by showing that the binary tree T 2 constitutes a counterexample. T 2 is the infinite graph that does not contain any circuit, and where each vertex has three neighbours. The graph is completely homogeneous and one vertex, called the root, is chosen for reference. Let {τ e } e∈E be a set of independent and exponentially distributed passage times associated with the edge set E of T 2 , and analogous to before, let
The following argument is based on the theory of continuous branching processes. Define the front line of the infection at time t as F t := # v ∈ B t : v shares an edge with some u ∈ B t .
Note that F 0 = 3 and that F t increases by one, when B t does. Hence, F t can be seen as a continuous time branching process with F t individuals at time t. Each individual gives with probability one birth to two children (and dies) after an exponentially distributed time, independent of one another. It is well-known (see e.g. Athreya and Ney (1972, Theorems III.7 .1-2)) that, for some Malthusian parameter λ > 0, Then, a 0-1 law analogous to Theorem 6.3 cannot hold for first-passage percolation on T 2 , since this would imply that P (W ≤ x) ∈ {0, 1}, i.e., that W is almost surely constant.
