A Problem Solving Environment (PSE) is a complete, integrated computing environment for composing, compiling and running applications in a specific problem area or domain. We describe a visual code development tool within a PSE, which enables computational scientists to construct applications by connecting components. The granularity of each component can vary from being a complete code, to a mathematical routine such as a matrix or PDE solver. We first outline the requirements of such an environment, illustrating these with our implementation. The implementation of a computational electro-magnetic solver is then described using this code development tool, based on a 2D boundary element code. We emphasise lessons learned, and the importance of using such an environment to support new application development.
Introduction
A Problem Solving Environment (PSE) is a complete, integrated computing environment for composing, compiling, and running applications in a specific area [6] . PSEs have been available for several years for certain specific domains, but most of these have supported different phases of application development, and cannot be used cooperatively to improve a scientists' productivity, primarily due to the lack of a framework for tool integration and ease-of-use considerations.
The modern concept of a PSE for computational science [7] is based on the availability of high performance computing resources, coupled with specialised software tools and application specific knowledge. PSEs have the potential to greatly improve the productivity of scientists and engineers, particularly with the advent of web-based technologies, such as CORBA and Java, enabling access to remote computers and databases.
The aim of our PSE is to provide the ability to build up scientific applications by connecting or plugging software components together, and to provide an intuitive way to construct scientific applications. Hence, a PSE must contain: (1) application development tools that enable an end user to construct new applications, or integrate libraries from existing applications, (2) development tools that enable the execution of the application on a set of resources. In this definition, a PSE must include resource management tools, in addition to application construction tools, albeit in an integrated way. Based on the types of tools supported within a PSE, we can identify two types of users: (1) application scientists/engineers interested primarily in using the PSE to solve a particular problem (or domain of problems), (2) programmers and software vendors who contribute components to achieve the objectives of the category (1) users. The PSE infrastructure must support both types of users, and enable integration of third party products, in addition to application specific libraries. In this paper we are concentrating on category (1) users.
Our application interface to the PSE is called the Visual Component Composition Environment (VCCE). The VCCE contains a Program Composition Tool (PCT), which enables a user to construct scientific applications by combining components obtained from local or remote component repositories. All components have interfaces defined in XML, based on a PSE-wide data model. Component repositories must be statically connected to the PCT, prior to launching the VCCE. A user can also register new components with the local repositories which contain instances of local or remote components. The component model and a more detailed description of the VCCE architecture can be found in [10] .
Related Work
We outline some existing PSE projects, which have become popular, and employ some aspects of the infrastructure described previously:
• The Gateway project [5] introduces a component based system implemented using JavaBeans and utilising dataflow techniques to represent the application as a directed graph. The Gateway system chooses to use the Abstract Task Descriptor (ATD) as its lowest level of granularity of instruction and to build up the instructions that define the application.
• The Adaptive Distributed Virtual Computing Environment (ADViCE) project [9] is another system that provides a graphical user interface that enables a user to develop distributed applications and specify the computing and communication requirements of each task within the task graph. Unlike the Gateway system, but similar to our own, the ADViCE system has its own scheduler that allocates tasks to resources at run time.
• The Arcade project [1] uses a slightly different approach in that the system has a three tier architecture, with the first tier consisting of a number of Java Applets that are used individually to specify the tasks (either visually or through a scripting language), to specify resource needs, and to provide monitoring and steering. Each of these Applets then interacts with a CORBA interface which in turn interacts with the final execution user modules distributed over a heterogeneous environment.
• SCIRun [11] , [12] provides a programming environment to support interactive construction, de-bugging, and steering of large-scale scientific applications. The focus in SCIRun is on computational steering, supporting application, algorithm and performance steering.
• The Distributed Problem Solving Environment Component Architecture Toolkit (CAT) [13] is a component-based toolkit for integrating heterogeneous software components. Aimed specifically at science and engineering, a CAT component can be dynamically inserted into the system and be made to interact with other CAT components, regardless of differences between architecture, operating system, and programming language. The end-user interacts with this PSE through a graphical interface, which provides a visual workspace in which components can be created and connected. Before the user can decide which components and machines to employ, she must have access to information about the hardware and software resources available on the system. This facility is provided by the CAT Resource Information Service (RIS). The RIS comprises an "Information Server" which maintains an LDAP database, and stores hardware and software meta-data, and an "Information Browser", a graphical tool packaged with the CAT that allows a user to search and browse the contents of the LDAP database.
• The Netsolve project [14] enables the user to define problems in a specialised language, not dissimilar to Matlab. Interfaces are also provided for Fortran, C and Java. Netsolve also supports access to both hardware and software based computational resources distributed across a network, supporting load-balancing and resource discovery using a collection of interacting agents.
• The Parallel ELLPACK project [15] is a PSE for PDE based applications. Implemented using the ELLPACK language and sequential solver libraries, it also contains finite element methods, third party solvers, and a graphical interface for problem specification. Support is also provided for running the generated application on parallel machines.
Other projects which share features of a PSE, but do not provide both a program integration/generation tool and a resource manager include PARDIS [16] , PAWS [17] , and various resource management systems. Based on existing projects, a PSE must therefore: (1) allow a user to construct domain applications by plugging together independent components. Components may be written in different languages, placed at different locations, or exist on different platforms. Components may be created from scratch, or wrapped from legacy codes; (2) provide a visual application construction environment; (3) support web-based task submission; (4) employ an Intelligent Resource Management System to schedule and efficiently run the constructed applications; (5) make good use of industry standards such as middleware (CORBA), document tagging (XML); (6) must be easy for users to extend within their domain.
Boundary Element Code
The boundary element code described in this paper is called be2d. The code is a two dimensional boundary element simulation code for the analysis of electromagnetic wave scattering. The main inputs to the program are a closed two dimensional contour and a control file defining the characteristics of the incident wave. The contour file consists of a series of x,y coordinate pairs and is generated by a separate mesh generation program. The control file is a series of property values for the wave and consists of values for the wave frequency in Hertz, the wave direction in radians and a complex number representing the amplitude. For the computation of the matrix elements, the code uses a two dimensional formulation of Rau-Wilton-Glisson elements [18] . The outer integrations use one-point quadrature, while the inner integrations use two-point quadrature. A direct LU decomposition solver is used for computing the field. The code is written in Fortran and to run the original version, the user first runs the mesh generator from the command line. This produces the data file that represents the two dimensional contour. The user then has to run the be2d solver from the command line, ensuring that the contour data file and the wave control file are in the same directory. The solver produces two output files, one containing the radar cross section data and the other the surface current.
In the version of the code that we use from within the PSE, various parts of the code and data generators are wrapped as CORBA objects. The components that make up the complete assembled code are:
• The mesh generator, for generating the ellipse curve which defines the example 'model' or geometry for the be2d program. This is the original mesh generator with a CORBA wrapper that generates a CORBA object representing the data set, instead of writing the data to a file.
• The wave control component that defines the characteristics of the incidence wave, frequency and angle. This is a simple object representation of the control file. This component has two outputs, the frequency of the wave and it's angle.
• The be2d boundary element solver. This is the original solver, modified to accept input data from CORBA objects and which outputs a radar cross section as a CORBA object.
• The database component, for storing the output from the solver. This component was not part of the original code, it takes multiple output objects from the solver and stores them in a database.
Each of these CORBA components is used through a CORBA server object, called the ActionFactory, based upon the Abstract Factory design pattern [8] . This pattern abstracts the object creation and execution details behind a factory interface. When a user selects a component for instantiation, the PSE connects to an instance of the be2d ActionFactory server. The factory object is then responsible for instantiating and executing that component. In this way the PSE does not need to know details about object instantiation or execution. The Actionfactory has a single method exec() which accepts a number of parameters, including the name of the process to execute, a set of input parameters and some details about the execution of the process, and returns a result set.
A typical call to the ActionFactory would be:
short[] result = factory_.exec(action_name_, numBddETag, parameter, fact_machine_name_, fact_obj_name_, fact_port_number_);
Where action name represents the name of the command to be executed, for instance ActionReadMesh is the action that generates the mesh object, the return value for which is a reference to a CORBA object representing the mesh. ActionComputeRCS is the action that executes the solver, it returns another reference to the CORBA object that represents the radar cross section result set. numBddETag and parameter are arrays representing the input data for this component, the value of these is either a simple data type as in the case of the wave frequency and angle, or a reference to a CORBA object in the case of the mesh. The action factory is responsible for deliverying input datasets to the appropriate components to be executed to complete a given action. The final parameters, fact machine name , fact obj name and fact port number are values that the ActionFactory uses to decide what component to execute and where to run it. All of these values are stored in the XML component definitions, which are parsed by the PSE and represented by a proxy component. Hence, running a particular component is achieved by a single function call to the ActionFactory instance, found at component instantiation time, passing in the values stored in the proxy together with any output parameters from the previous component in the graph.
Using The PSE
When the PSE is started, the VCCE first checks in the component directory or directories for all defined components. The directories that the application examines are defined in an application meta-data file. The XML component definitions are parsed, the proxy components created and added to the component tree ready to be selected by the user, as illustrated in Figure 1 . To assemble a set of components into an executable task graph, the user simply selects a component from the tree with the mouse, and clicks on the scratch pad to the right of the screen. This intuitive selection process has the same features as many visual programming or windows based environments, such as mouse based selection and "drag and drop". Once the desired components have been selected and placed on the scratch pad, they can be connected together using the connection menu button. The user clicks this button then selects two components, parent first then child, the PSE then establishes a data flow connection from the parent to the child. Repeating this process allows the user to connect the components together into a task graph. The final task the user has to perform before executing the graph, is to assign a start node or nodes. A graph can have more than one start point, if there are two initial input generating components for instance. The assembled and connected be2d graph is illustrated in Figure 2 . To execute the completed graph the user simply presses the start button to initiate the simulation. The solver is combined with a graph generator (JChart [19] ) as a third party component. The output generated from the code is illustrated in figure 3.
Figure 2: A constructed work flow graph
One of the features of the PSE is to provide the ability to perform iterations over components in a task graph. A more complex task graph containing two control components in addition to the components needed for the solver is illustrated in figure 4. When these control components are connected to another component, the user is prompted with a selection of control input parameters for iteration. In the case of be2d, the two input parameters to the wave component are the frequency and angle of incidence, being floating point values, these are suitable for iteration and there is a separate control component for each. The user can set the start, finish and iteration values for each parameter. When the graph executes, the PSE will loop over the components iterating the input parameters according to the user defined values.
Component Instantiation and Graph Execution
The be2d components used as the example in this paper are CORBA components. When the components are instantiated by the PSE upon selection by the user, the PSE has to establish a connection to the CORBA ORB that has a running instance of the be2d factory and get a reference to the factory from that ORB. The XML component definitions contain information about where to find the factory, the host machine, the port number and the name of the Figure 3 : Solver Output factory object as well as the CORBA version, in this case Orbacus.The PSE automatically performs the connection to the ORB and retrieves a reference to the be2d ActionFactory when a proxy component is added to the scratch pad. When the proxy is told to execute by the PSE, it calls the exec() method on the instance of the factory it has a reference to, see the previous section on the be2d code 2 for more specific details. In more general terms when a task graph is executed, each of the components in the graph is told to execute in turn, starting with the component or components that have been identified by the user as the starting point for the graph. After a component has executed it sends back an event to the VCCE to say that it has finished executing. At this point the VCCE will transfer the output parameters from the completed component to the input parameters of the next component to be executed and then call that components execute method.
When the control components are introduced into a task graph, by connecting them to a suitable component, they provide the input to that component. In the case of the example in this paper, see figure 4 , there are two control components. One to control the angle of the wave and the other to control the frequency. These control components work in a similar manner to the traditional "for...next" loop in most programming languages, stepping through a series of values from a start value until an end value is reached incrementing by a set value. At each iteration of the loop the PSE checks that the halting condition has not been reached and then passes the current loop value to the connected component. In the case of the wave component, this value is simply Figure 4 : A work flow graph with control components passed straight through to it's output parameter, where it becomes one of the input values for the solver. When, as in this example, there are more than one control components connected to a single component, the execution is equivalent to a nested loop and the execution will continue until the halting condition on the outer loop is reached. The inner loop value is reset to it's starting value every time the outer loop performs an iteration.
Summary and Conclusions
A PSE is aimed at supporting an application scientist in solving a problem within a given application domain. The "problem solving" process involves a range of activities from both a user's point of view, and a systems point of view. The intention being to abstract details of software and hardware, which correspond to the system point of view, from the application scientist. The user's point of view relates to being able to specify the problem in a decompositional manner, whereby an application is composed of interacting components, each of which undertakes a particular function. The data flow approach of combin-ing components to compose applications is perhaps the most intuitive way to construct applications, and has been used in other tools (such as AVS Explorer and Khorous) -others being a "declarative specification", "script based specification", and a "high-level programming language based specification". We feel the graphical approach adopted within our PSE is more generic, and can be used to extract a script in XML. We provide support for handling "conditionals" and "iterators" within the data flow approach, in addition to hierarchy to compose "compound" components. Additional details of these can be found in [3] . Wrapping legacy codes as components within a PSE is a non-trivial undertaking, particular when making use of CORBA and Java based implementations. For instance, in order to support interoperability across programming languages, CORBA supports the minimal subset of data types across these. This could lead to data type incompatibility when wrapping Fortran or C codes, in terms of numerical precision and supported operations on particular data types such as complex numbers. The way in which legacy codes are wrapped can also affect the reusability of the resultant component. Wrapping the entire code as a single monolithic component is more straightforward, but smaller decomposed components may be more effectively reused [4] .
The VCCE simplifies the process of running a complex scientific code, using the intuitive visual programming paradigm. The application scientist does not need to configure software components, and can concentrate on undertaking parameter runs or visualising output from a solver. Various components are provided to achieve some of these functions, which may be local to the scientist or refer to components held at other sites.
Although there is an obvious overhead in having a legacy code wrapped as a CORBA object, the cost is not as great as it might appear. We have undertaken performance comparisons of wrapped legacy codes on both workstation clusters [4] and dedicated parallel machines [2] . The most time consuming part of using a CORBA object is the initial "handshaking" with the ORB. The VCCE performs the CORBA connection at component instantiation and not execution time. The user is still performing the process of building the graph at this time, so the cost in time is not really noticed. Once the graph comes to execution, the CORBA connections are already in place and the speed of execution is not affected by a discernible amount compared to the original code executed via the command line.
