ABSTRACT Wireless sensor networks (WSNs) have greatly contributed to human-associated technologies. The deployment of WSNs has transcended several paradigms. Two of the most significant features of WSNs are the intensity of deployment and the criticalness of the applications that they govern. The tradeoff between volume and cost requires justified investments for evaluating the multitudes of hardware and complementary software options. In underwater sensor networks (USNs), testing any technique is not only costly but also difficult in terms of full deployment. Therefore, evaluation prior to the actual procurement and setup of a WSN and USN is an extremely important step. The spectrum of performance analysis tools encompassing the test-bed, analysis, and simulation has been able to provide the prerequisites that these evaluations require. Simulations have proven to be an extensively used tool for analysis in the computer network field. A number of simulation tools have been developed for wired/wireless radio networks. However, each simulation tool has several restrictions when extended to the analysis of WSNs. These restrictions are largely attributed to the unique nature of each WSN within a designated area of research. In addition, these tools cannot be used for underwater environments with an acoustic communication medium, because there is a wide range of differences between radio and acoustic communications. The primary purpose of this paper is to present, propose, and develop a discrete event simulation designed specifically for mobile data gathering in WSNs. In addition, this simulator has the ability to simulate 2-D USNs. This simulator has been tailored to cater to both mobile and static data gathering techniques for both topologies, which are either dense or light. The results obtained using this simulator have shown an evolving efficient simulator for both WSNs and USNs. The developed simulator has been extensively tested in terms of its validity and scope of governance.
I. INTRODUCTION
Sensor networks have positioned themselves as a credible member within the revolutionary network technologies. This is primarily due to the enormous benefits of sensor networks in various fields. It is becoming increasingly difficult to ignore the successful use of sensor networks in different areas that affect human civilization, such as health care, infrastructure, earthquakes, coral reefs, volcanoes and monitoring systems. Sensors are becoming more intelligent, smaller, lighter and cheaper. The use of sensor networks is increasing by leaps and bounds. Temperature, salinity, pressure level and flow are among the most measured parameters. These sensors, due to their design and deployment objectives, suffer from many limitations, such as limited energy power and storage capacity. It is generally not feasible to replace the batteries or even recharge them due to hazardous environments [1] , [2] . 
II. DATA GATHERING REVIEW
Analysis of the data gathering tools is fundamental to be complemented with the details of the data gathering process. In this section, we discuss the nature of data gathering, which is the basis for developing the proposed simulator. We categorize this discussion into three main parts: multi-hop data gathering, mobile data gathering and hybrid data gathering. Figure 1 presents the legends for the figures presented in this article.
A. MULTI-HOP DATA GATHERING
Researchers have focused on studying the issue of energy savings using the multi-hop data gathering scheme. In this scheme, data packets do not traverse directly between nodes and the BS as it results in faster energy depletion of the nodes. In the multi-hop data gathering scheme, sensors are able to send their data to the BS through other sensors within their range and on the way to the BS. There are several data gathering approaches that address maximizing the lifetime in WSNs [8] - [18] .
One research direction focuses on data aggregation techniques that merge the data while they are transported among the sensor nodes. This trend reduces the amount of data transport by avoiding double counting sensor readings and hence maximizes the network lifetime [8] , [9] . Another approach focuses on routing-based clustering techniques in which each sensor is grouped into a cluster and sends its data to the BS through the cluster head only [10] , [11] . To improve clustering techniques, more constraints are considered to select the cluster head, such as residual energy, distance from the BS and number of consecutive rounds in which a node is not selected as the cluster head [12] - [14] . In addition, more issues such as load balancing [15] , [16] , heterogeneous energy [17] and power management (i.e., sleep and wake up protocol) [18] were also considered with routing to enhance the network lifetime.
However, the data packets must visit multiple nodes before reaching the BS, which leads to increased communication among nodes and hence increased energy consumption. Thus, some nodes will die earlier and cause the BS to become unreachable, particularly those nodes located near the BS due to serving other nodes. In addition, the multi-hop scheme does not support sparse networks that are out of the range of the main network. Figure 2 (a) illustrates the multi-hop data gathering approach, in which each child node sends its data to the parent node based on the shortest path tree and subsequently until reaching the tree root (i.e., BS). 
B. MOBILE DATA GATHERING
Data gathering saves a remarkable amount of energy when an appropriate technique is deployed [3] . Over the past few years, many researchers have employed mobile elements (MEs) to gather data via short-range communications [19] - [22] . These MEs are responsible for gathering data directly from sensors, which minimizes/eliminates the traversed packets between nodes, thereby resulting in remarkable energy savings. Figure 2 (b) illustrates the mobile data collector tour path, which roams to reach every sensor node in the deployment area starting from the BS located at the center of the deployment area. Then, it consequently visits each sensor one by one before returning to the BS, which is exactly the legacy travel salesman problem (TSP). In addition, sparse networks in the mobile-based approach are no longer considered to be a problem due to covering the entire deployment field by the ME.
However, this approach is limited to the buffering capacity and energy level of each sensor node, which should wait a long time until the ME reaches them to upload their data. In addition, this leads to higher latency on data gathering due to the limited velocity of the mobile collector, which is 0.1-2 m/s [23] compared to several hundred meters using a multi-hop approach [24] , [25] .
C. HYBRID APPROACH
Over the past few years, researchers have focused on combining the multi-hop forwarding scheme with the use of the mobile data gathering scheme. This combination leads to ensuring that a balance between energy consumption and latency of the data gathering tour path [3] , [26] - [30] is achieved. In this scheme, a trade-off between the latency of data gathering and energy consumption is achieved by selecting sensor nodes as caching points (polling points PPs), which shorten the tour length of the mobile collector. These nodes are responsible for local data aggregation from other nodes via a multi-hop manner and communicate directly with the mobile data collector when reaching their vicinity. The correlation between energy consumption and a node's hop count to the nearest caching point affects both peers and ultimately affects the network lifetime [31] . Figure 2 (c) illustrates the tour path of a mobile data collector visiting all PPs, including the BS. Each PP gathers the data from affiliated sensors via multi-hop. In this scheme, the balance between the latency of data gathering and energy consumption maximizes the lifetime of the entire network. Table 1 presents comparisons among three data gathering schemes, namely, multi-hop, mobile and hybrid. From the above comparison, applying ME for data gathering could impact the lifetime of the entire sensor network, which remarkably reduces the energy consumption. In addition, combining ME with the multi-hop scheme minimizes the tour length of ME, which is restricted to the hop count.
III. RELATED WORK
Network simulation is one of the available evaluation methodologies that has the ability to save time and money in the field of computer networks [32] . The deployment of sensor networks in a geographical area is costly, particularly in underwater environments. In this sense, it is important to ensure the performance of the network to avoid excess costs and time [33] . Thus, simulators are widely used for developing and testing network protocols, topologies, environmental constraints and scenarios. Moreover, it avoids investigating/evaluating the routing protocol in the real-world environment/on-site, which consumes time and money and cannot cover all the expected conditions. Thus, simulators are preferred to test and validate it first through extensive simulations with different topologies and different network limitations. After many years of developing network simulators by different researchers, there are many simulators available to end users, either free or as a commercial product. NS2, for example, is a famous network simulator that was originally constructed for wired networks [34] and then extended to address wireless networks. Thus, simulating sensor networks using the NS2 simulator is not preferred, which takes increasingly longer running times, particularly when the number of nodes is greater than 80 [35] - [37] . Castalia is another simulator tool constructed for WSNs based on the OMNET++ network simulator, which suffers from increases in execution time when the number of nodes exceeds 501 sensor nodes [33] . However, some of the simulators are general and have limitations for wireless networking for many participants of sensor nodes [38] . In addition, not all of the simulators are constructed specifically to address WSNs. Most of the simulators are constructed for fixed networks and then extended for WSNs, such as NS2, OMNET++ (Ext. SensorSim and Castalia) and OPNET [39] . Furthermore, the acoustic model is not supported in most WSN simulators. The next subsections present more details about network simulators, which are compared using many factors, such as their availability as free products to researchers, their ability to handle data gathering in dense WSNs, the complexity of working with the tools (i.e., easy to use), documentation availability, and good module support for WSNs.
• Network Simulator-2 (NS2): One of the most known general purpose network simulators is NS2. This simulator is an object-oriented discrete-event simulator that is implemented using a combination between C++ and OTcl. NS2 is primarily used in studies of routing, TCP and multicast protocol, lacking support on a framework for WSNs. It was originally constructed for fixed networks and then extended to address WSNs [36] . Due to the limitations for supporting WSN protocols in NS2, it is not a preferred network simulator for many researchers [38] . Moreover, it is not designed to cover all aspects of a WSN because it does not scale well when the simulation exceeds 100 sensor nodes [36] . In addition, NS2 is text based and lacks GUI capabilities for creating topologies and scenarios with limited visualization for node activities, such as transmission and reception of packets. However, NS2 suffers from being large and complicated for users [40] . In addition, there is a lack of customization in available applications in NS2.
Packet formats, energy models, MAC protocols, and the sensing hardware models all differ from those found in most sensors [41] . Moreover, the primary disadvantage of NS2 is its limited scalability in terms of memory usage and simulation run time [35] , [42] . In addition, WSN simulation is not easily supported by NS2, although many researchers are currently attempting to modify NS2 toward better WSN simulations [39] . Overall, based on the above, NS2 is not a preferred simulation platform for data gathering in WSNs, particularly with an increase in the deployed nodes (dense network) as it is not easily supported by NS2. Thus, SensorSim and Mannasim are extension simulators based on NS2 to address some of the aforementioned problems by adding several application models and several routing protocols such as LEACH. Furthermore, AquaSim [43] is built on top of NS2 to provide the basics for acoustic communications. The AquaSim simulation tool follows the object-oriented design style of NS2, supports threedimensional modeling and can simulate acoustic signal attenuation, propagation delays and packet collisions. Because NS2 NAM lacks tools to visualize 3D underwater networks, AquaSim uses an additional tool, the Aqua-3D animator.
• Network Simulator-3 (NS3): Another known simulator is Network Simulator 3 (NS3), which is built on pure C++. This simulator was developed in 2007 to cover the limitations in NS2. The development goal of NS3, which is in the early stage, is to improve the simulation performance of NS2 [32] . A few simulation models exist, such as protocols (AODV, DSDV, OLSR and CLICK), utilities (config-store, flow-monitor, etc.), devices (LTE, WIMAX, MESH, WIFI, CSMA, etc.), energy, mobility, propagation and so forth. [44] . NS3 does not include the ZigBee (IEEE 802.15.4) protocol working with sensor networks [44] . Thus, NS3 is not an appropriate network simulator for wireless sensor networks.
• Global Mobile System Simulator (GloMoSim): GloMoSim [45] is a discrete-event simulator that was developed in 1998, and it was designed specifically for mobile wireless networks. This simulator is designed using the parallel discrete-event simulation capability provided by the Parallel Simulation Environment for Complex Systems -Parsc, which is a C-based simulation language. It has the ability to work with parallel environments. However, because WSNs are data-centric networks, many sensor network applications cannot be accurately simulated in GloMoSim [39] . GloMoSim is effective for simulating IP networks, but it is not capable of simulating any other types of networks and is limited to the network protocol [46] . However, there are many problems associated with GloMoSim, such as lack of support for any events occurring in the outside environment, all events must be generated from another node in the network, and it stopped releasing updates in 2000 [38] . In addition, there is no specific routing protocol VOLUME 5, 2017 provided for sensor networks, and it is difficult for users to simulate large sensor networks [37] . The AquaGlomo simulator [47] is built on top of GloMoSim. In addition, GloMoSim is now updated as a commercial product called QualNet.
• Optimized Network Engineering Tool (OPNET):
OPNET is an object-oriented, discrete-event, general purpose simulator that was launched in 1987 as the first commercial simulator originally designed for simulating fixed networks. OPNET does support a few available protocols that are implemented in NS2 or GloMoSim [38] . The OPNET modeler and its wireless suite are available free of charge to researchers who apply to their university program [48] . Similar to NS2, an increase in the number of nodes leads to an exponential increase in running time, and the throughput rapidly decreases when the number of nodes exceeds 100 [49] . Thus, OPNET is not an appropriate simulator tool for dense wireless sensor networks. However, it has a complex architecture and takes time to learn, and it is only commercially available and acquiring a license is expensive [39] .
• QualNet: QualNet is the commercial version of GloMoSim with upgraded features, such as providing a comprehensive environment for designing protocols, creating and animating experiments and analyzing the results of those experiments [50] . It supports the simulation of wireless sensor network using the ZigBee library. However, the problem of QualNet for researchers is the license cost, which is expensive and only commercially available. The cost of a floating license for this simulation platform is 24000 USD, and the cost of a runtime license is 12000 USD based on comparison between OPNET and QualNet provided by a third party on June 2003.
• J-Sim: J-Sim is a discrete-event simulator written using the Java programming language. This simulator supports ad hoc routing protocols, such as DSR and AODV. However, J-Sim is relatively complicated to use [38] . Although J-Sim is not more complex than NS2, due to the popularity of NS2, people may spend more time learning NS2 rather than learning J-Sim. J-Sim has no visualization module, and users must use the NS2 Network Animator (NAM) to visualize the simulation results [48] .
• UWSIM The UnderWater Simulator (UWSim) is also a simulator that has been used for modeling underwater sensor networks. UWSim is designed and implemented for testing scenarios specific to underwater sensor network environments, such as low frequency, high transmission, low bandwidth, limited memory, and power. The UWSim development follows C# object-oriented programming. Currently, UWSim has support for a limited number of functionalities, it is custom designed for a specific algorithm, and it calls for further extensions to support a wide range of UWSN simulation scenarios [51] .
• USNeT The Underwater Sensor Network Simulation Tool (USNeT) [52] was designed and implemented in 2013, assuming the conditions that affect underwater communications. USNeT follows the object-oriented design style, and all network entities are implemented as classes in C++ encapsulating thread mechanisms.
• WOSS The World Ocean Simulation System (WOSS) [53] was constructed based on NS2 and the NS2-MIRACLE extension. Table 3 presents a comparative analysis among the simulation tools. This table shows that these tools are either complicated, too general, possess limited visual interface or available as commercial version only. NS2, for instance, is too general and very complicated to learn with the lack of provided documentation. The identified limitations discussed above have motivated the proposed and developed performance analysis tool for data gathering in terrestrial and underwater sensor networks.
IV. PROPOSED PERFORMANCE ANALYSIS TOOL
There are a variety of network simulators found in the area of computer networks, as discussed in the previous section. These simulators are able to mimic the data gathering process in either static or mobile mode in WSNs. In addition, some simulators exist that were previously designed for underwater environments. There are trade-offs, such as complexity, limited visual support, energy model, license cost of the commercial simulators and the ability to simulate highly dense networks. This work proposes a discrete-event simulator model designed specifically for mobile data gathering in WSNs. In addition, the simulator has the ability to gather data using a multi-hop relay based on a tree architecture. Furthermore, this simulator is able to simulate underwater sensor networks. This section will describe the developed model of the simulator. It presents the simulation terminology and assumptions, simulation algorithms, simulation events, simulation scheduler, energy model, acoustic model, and simulation architecture.
A. SIMULATION TERMINOLOGY AND ASSUMPTIONS
The developed simulator has derived multiple parameters. These parameters are categorized into four different groups: the environment, sensor node, data gathering scheme and underwater. The environment parameters include the field size, which determines the deployment area size, and the number of sensor nodes deployed in the field.
In addition, the sensor node parameters include the transmission range, initial energy and the generated packet size. The data gathering parameters include the hop relay bound, which determines the nodes for local data aggregation as the pause location for the mobile element, and hybrid level, which determines the boundary of each data gathering scheme applied (i.e., dividing the deployment area if two data gathering schemes are applied). Furthermore, the underwater environment parameters, such as temperature, data rate, frequency, acidity, salinity, sound speed, and depth, are also included. Table 2 presents the simulation terminology used in our proposed simulator tool. This terminology helps the user to easily prepare for creating scenarios. In addition, the user has the ability to change the terminology values based on the needed requirements. The following assumptions have been adopted in the developed simulator:
• A sensor node has the capability to detect its position using built-in GPS.
• All nodes are homogeneous with the same features, such as energy power and memory size.
• The static BS is located at the center or at the corner of the deployment area.
• The simulator assumed packet error free.
B. SIMULATION ALGORITHMS
In this section, we attempt to show the simulation process flow of the developed performance analysis tool. These processes are divided into different stages that follow each other chronologically. These stages include initializing variables, selecting the simulation environment, generating and deploying sensor nodes and constructing paths (i.e., routing). These processes start from the initialization of variables to the stage of obtaining the final results. Figure 3 illustrates the simulation process flow.
• Initialize variables: The developed simulator provides a user-friendly interface for entering the initial variables. The initialization module assigns the values of the variables based on the required scenario, such as the number of sensor nodes, deployment field size, transmission range and relay hop bound. The initialization step is followed by selecting the simulation environment (i.e., terrestrial or underwater). Figure 4 illustrates the user- determine the data gathering scheme applied, run parameter panel that determines the number of runs for the current simulation experiment, and simulation area that mimics and presents the simulation animation. In addition, the location of the BS and node distribution are added to the interface. Furthermore, the acoustic model for the underwater environment is included in the simulation interface.
• Generate and Deploy Sensor Nodes: In this section, a number of sensor nodes must deploy over the monitored area. These nodes are deployed depending on the height and width of the deployment area based on a uniform random distribution between 0.0 and 1.0. The generated sensor nodes are represented by X, Y position values, the transmission range value and the initial energy value. Figure 5 (a) shows that the sensors deployed randomly over the monitored area along with the BS placed at the center. Algorithm 1 presents the pseudocode for generating and deploying sensors for the required scenario that brings an array of sensors as the output. • Constructing The Routing Path: The developed simulator enables two types of paths to be constructed. One of the paths is the shortest path tree, and the other path is a full path tree. Figure 5 (b) and Algorithm 2 illustrate the full path scenario, which connects each node with all its neighboring nodes that are within the respective transmission range. The process of a node starts from the BS, subsequently moving to the nearest neighboring node, and the process is repeated until all neighbors are reached. connects each node in the deployed area to the BS via minimum hop. First, the algorithm seeks to find the closest sensor to the root (i.e., the BS) within a defined transmission range. Assume that the closest sensor to the root is u. The next step is to seek the neighbors of the sensor u and calculate the distance (i.e., hop count) of each neighbor to reach the BS based on the distance of sensor u. Let us assume, for example, that the hop count of sensor u to reach the BS is 2; then, we add 1 to the neighbor in which their hop counts are greater than 3. Thus, the sensor u becomes the parent of sensor v (hence, the function named AdjustPath() is used to ensure the minimum hop count for each sensor node to reach the BS). Subsequently, this process is repeated for all the sensors. Finally, the shortest path tree is constructed based on the distance of each node. Note that there is only one path to the neighbors, which would naturally be the shortest path. In addition, the minimum hop relay count will be considered when selecting the position of the next hop sensor node, which leads to the shortest path to the BS. We represent the sensor here using an array of sensor nodes, which are used to create objects of sensors with the X, Y Cartesian position values, transmission range, parent Id and energy as the attributes of each sensor. Figure 5 (c) illustrates that each node connects to only one node until the root of the tree (i.e., BS) is reached. Algorithm 3 illustrates this mechanism of constructing the shortest path tree. The data gathering occurs via a multi-hop manner to reach the BS for subsequent processing.
Algorithm 2 Constructing Full-Path Algorithm
• Selecting Data Gathering Scheme: The completion of constructing the shortest path tree in the previous section is followed by selecting the data gathering scheme. In this section, the polling points mechanism is adopted for local data aggregation purposes. In addition, the developed simulator supports the mobile data gathering scheme. In this scheme, certain nodes called polling points will be selected among all sensor nodes, which are responsible for the local data aggregation of other for each u ∈ V do
nTree + + (Number of nodes in Tree) AdjustPath() end while nodes. These nodes, which are selected based on a centralized algorithm adopted from the articles [3] , [30] , aggregate the data from affiliated sensors while waiting for the ME to upload the data. The number of sensor nodes that are affiliated with each polling point varies, and it is determined by the hop bound and the node distribution. An example to elaborate this point is as follows. The number of bound hops is equal to 2. Therefore, each sensor will send its data to the nearest PP through a maximum of 2 hops or maybe less based on the location of the sensor node and PP. Figure 6 (a) shows the number of PPs and sensor nodes that belong to each point. These PPs are sensor nodes that temporarily act as the BS and are willing to handle the ME. The centralized algorithm used is adopted from the articles [3] , [30] , which illustrates the process used for selecting PPs. This process depends on the maximum number of hops d for data packets to traverse to reach the nearest PP. The user of the developed simulator is provided the provision for tuning this setting. In the developed simulator, this is performed by constructing the shortest path tree T, and then the farthest leaf (node) is selected based on the maximum hop distance from the root on T. Assume that d is equal to 2 and then moves up the tree, T, by two hops and mark this node as a PP. A new geometric tree rooted to PP is created by the child and sub-child of the current PP after removing them from tree T. All of the processes are repeated until all sensor nodes are removed from the tree, T, and each sensor reports to one and only one PP. Figure 7 illustrates the process of selecting the appropriate PPs, which presents 25 nodes distributed and rooted to the BS. Thus, constructing the tree is as shown in Figure 7 (a). The next step is to find the farthest leaf (node), which is sensor node number (24) with 5 hops away from the BS. Then, based on the algorithm, it moves up the tree T two hops, which is exactly to sensor node number 13. Now, mark this sensor node as the PP, and all sensors affiliated with this node (i.e., 24 and 9) will be removed from the tree T and will report to this PP. The same process is extended to other sensors until all of them are removed from the tree T and report to one of the five PPs (i.e., 13, 16, 4, 7, and the BS), as shown in Figure 7 (b).
• Finding The Shortest Tour Path: The completion of selecting the appropriate PPs is followed by the process of gathering data that are aggregated at each PP. The ME that is responsible for collecting data from each PP should start the tour path from the BS.
Algorithm 4 : Constructing The Tour Path Algorithm
Input: set of polling points PPs. Output: NN and Tour Length visiting all PPs.
Subsequently, the ME traverses to each PP and sequentially returns to the BS. Figure 6(b) illustrates the tour path of the ME through the appropriate PP, which includes the BS. The movement of the ME is identical to the legacy TSP, which is an NP-hard problem. The nearest neighbor (NN) [54] algorithm is adopted to solve the TSP. The NN algorithm is one of the methods used to solve the TSP. The NN algorithm works based on the concept of traversing from a city to the nearest city that is located closest to the previous city. Subsequently, the next city is selected until it has finished all the cities. The NN visits each city only once before returning to the BS. Algorithm 4 and Figure 6 (b) illustrate the tour path of the ME, including all selected PPs and the BS based on the NN algorithm. 
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C. EVENTS
There are two methods to derive an event. The first is an occurrence in the monitored environment that changes the statistical composition of the sensor node. The second occurs during the data gathering period when the ME reaches the polling nodes. The derivation of events is based on the change observed at each node. The mapping of the observations to the required simulator components has led to five main events in this work. These events are detect event, packet transmit, packet receive, transmit a beacon, and receive a beacon. The functions of the aforementioned events are summarized in Table 4 .
D. SCHEDULER
The scheduler is the controller for the queue of execution events with respect to their timestamps. In the developed simulator, the time division multiple access (TDMA) is adopted for scheduling purposes. In TDMA, the bandwidth is allowed for the user for a short period of time only. It is divided into multiple channels based on users, and it dedicates a time slot for each one. In other words, it is a technology that allows users to use the same radio frequency (RF) without interfer- ence by allocating a unique time slot for each one. In addition, the nodes need to wait for the data from their children (if they exist) before sending their packets up the tree. The proposed scheduling segments the nodes into levels according to their distance in number of hops from the BS, and the schedule is constructed in reverse order of hop distance, as illustrated in Figure 8 . The nodes within level three should send their data packets first, and then the nodes within level two aggregate the received packets with their own packets. To understand TDMA scheduling, we assumed the following:
• Each node generates a single packet at the beginning of each duty cycle.
• Each node has the ability to aggregate all packets received from its children with its packet and produce one packet only for the upper level. The aggregation VOLUME 5, 2017 FIGURE 9. First-order radio model [55] .
functions could be MIN, MAX, MEDIAN, COUNT and AVERAGE.
• Each node ideally should wait to receive all packets from its children prior to transmitting its own data.
E. ENERGY MODEL
To simulate and evaluate the dissipated energy, we have adopted a first-order radio model [55] . In this model, a simple model is assumed in which the radio dissipates E elec = 50nJ /bit to run the transmitter or receiver circuitry and ε amp = 100pJ /bit/m 2 for the transmit amplifier. Thus, transmitting or receiving a K -bit message a distance (d) expends energy as follows:
The energy required to transmit a K -bit message is greater than the energy used to receive a K -bit message. In addition, transmitting a K -bit message from node A to node B is equal to transmitting a K -bit message from node B to node A. Figure 9 illustrates the radio model adopted and its parameters.
F. ACOUSTIC MODEL
The communication via sound waves is called the acoustic model. In the underwater environment, the communication medium can be either radio, optical or sound (acoustic) waves. However, electromagnetic waves, such as optical and radio waves, suffer from high propagation losses and scattering problems. In addition, electromagnetic waves do not travel long distances in the underwater environment. Furthermore, radio waves require high transmission power and long antennas to communicate, while optical waves suffer from high signal attenuation and can only travel a short distance. Thus, sound waves are the best communication medium for the underwater environment. However, acoustic waves also have some limitations, such as long propagation delay and low available bandwidth. The acoustic model adopted in this simulator is based on the following equations:
• One form of the equation representing passive sonar is obtained from [56] , as presented below:
Where, DI is the directivity index which is equal to zero in this model (Omni-directional directivity). Signal-toNoise Ratio (SNR) is measured at the receiver side while the N (f ) is the power spectral density of the ambient noise at frequency f . A(d, f ) is the path loss in acoustic channels.
• The ambient noise in the ocean can be modeled using four components [57] , namely, water turbulence, surface ship, thermal noise and breaking waves.
-Water turbulance (Nt), 10 log(Nt(f)) = 17 -30 log(f). 
• The attenuation or path loss, A(d, f), of an acoustic signal with transmission range d in meters and frequency f in KHz is given in dB by [58] :
• The absorption coefficient of sea water is expressed by Ainslie and McColm [59] , [60] as follows:
where,
T is the temperature in • C, h is the depth in meters, pH is water acidity, and S is the water salinity. The default values of pH and S are 8 and 35, respectively.
• The velocity of acoustic waves in water is considerably slower than in electromagnetic propagation (i.e., five time slower). The propagation velocity in meter/seconds is given as follows [61] : where T is the water temperature in • C. This equation is valid in the range 0 < T < 95 • C.
G. PROPOSED SIMULATION ARCHITECTURE
The previous section has extensively explained the developed simulation based on the respective individual components. In this section, the consolidated and unified architecture that is developed in this work is elaborated. Figure 10 illustrates the components and the related correlations. The details are elaborated as follows:
• Sensor Node: To realize the sensor node architecture, we have constructed the sensor node class that provides the Id, position, initial energy, parent Id and the nearest neighbor Id. These nodes are configured to generate periodical stimuli signals and passes them to the nearest node, which are directed to the BS based on the shortest path tree or passes them to the targeted PP with a bounded hop. In addition, the energy model is constructed based on the first-order radio model [55] .
• Initializing Variables and Generating Scenarios: Initializing variables and generating scenarios involves setting of the parameters, which is controlled by the users, that are determined by the present scenario for testing purposes. This includes the topology size, number of nodes, transmission range, initial energy, packet size and hop bound. In addition, it involves the deployment stage and the type of distribution nodes selected.
Furthermore, the simulation environment should be selected prior to deploying the sensor nodes (i.e., terrestrial or underwater).
• Routing: The realization of the routing architecture has been achieved by constructing two types of routing algorithms. The first is responsible for constructing a shortest path tree to the BS based on graph theory. This stage involves the data traversing from all sensors to the BS via a multi-hop manner without any ME. The second algorithm is responsible for determining the shortest tour path that visits all PPs and the BS based on the NN algorithm. The data are gathered to a specific PP through a multi-hop manner and then wait for a ME for the uploading task. The ME visits each PP and the BS.
• Data Gathering: The realization of the data gathering architecture is achieved by constructing two components for collecting gathered data from the sensing field. The first component is the BS, which remains stationary, and the second component is the ME, which is responsible for collecting the data from all PPs across the deployed area.
• Output: The developed simulator has produced two types of output. The first is a visualization of various results in text boxes, such as the total tour length of the ME. The second is the trace file generated for further processing, which includes the specified performance metrics.
This proposed simulator has many features, such as ease of use, attractive graphical user interface, simplicity, low memory usage and ability to simulate a highly dense network. This simulator also has the following features: 1) Extensibility: User can define the sensor nodes with different attributes based on a required scenario. In addition, the user is capable of defining a distinct topology. Moreover, any algorithm in data gathering can be added using very direct and low complexity efforts. 2) Flexibility: The user can determine whether to deploy a single or many nodes based on the uniform random distribution. 3) Practicability: A user is given the ability to record the results of the simulation in external files, which can be opened by any generic text editor. In addition, the user is able to obtain the result directly through the provided graphical user interface when the simulation terminates in completion.
V. VERIFICATION AND VALIDATION
The essence of any performance analysis tool developed is the validity or correctness in depicting the actual system. There are many ways to verify and validate models [62] . Animation is one type of verification process, which monitors the dynamic display (i.e., moving pictures) of the simulated system by the user and the user detects the errors in a visual manner. In addition, comparing the simulated data and the real data through a simple test such as the graphical interface VOLUME 5, 2017 is another type of validation model. The effectiveness of the simulator in this work was validated by comparing the results with those of [3] , which serve as the benchmark.
To validate the proposed simulation tool, the results from this tool should ideally be compared with real data from the cited paper as the original creator of the algorithm. This research has adopted this practice; thus, [3] has been utilized for this purpose. The results are acquired from [3] via the extraction using DigitizeIt [63] . It is a tool used to extract numerical data from scanned graphs or charts. We imported the results graph from the above benchmark into the DigitizeIt tool.
To further validate the developed simulator, a comparison between our results and the benchmark was performed. The concept of error derivations was applied to validate the developed simulator. The error percentage is computed using the following equation, where x represents the results produced using the simulation tool and x represents the results produced using the benchmark. However, by analyzing and comparing the acquired results of the developed simulator with the benchmark results, the validation is indeed realized. The evaluation procedure is designed to prove that the developed simulator indeed serves as a worthy performance analysis tool. Furthermore, this simulation tool has successfully contributed to the repository of tools for WSN analysis.
In addition to the previous techniques to validate and verify the proposed simulation tool, many other techniques are presented to ensure constructing the right model, constructing the model correctly and revealing the existence of errors in the model (i.e., validation, verification and testing (VV&T)) [64] - [66] . These techniques are adopted and considered during the construction of our simulation model to ensure a standard verification, validation and testing.
1) Prior to VV&T, an investigation with the existing solution is considered by studying the alternative techniques (i.e., other simulation tools) that can be used to solve the existing problem. Thus, these tools are either costly (i.e., require a license) or too general and not specific to our problem. 2) In the developed simulator, each module has been extensively audited and checked for correctness, completeness and consistency to ensure that the simulation is conducted with respect to standards and guidelines. 3) To increase our confidence, a block-box testing (i.e., functional testing) is conducted using input data and generated output data. In addition, the developed simulation tool is designed and evaluated based on the objectives of this research. Thus, the credibility of the developed tool has been demonstrated by performing tests with the benchmark using the same conditions and environment as stated in the next section. 4) Debugging and tracing techniques are adopted in our simulation tool, displaying an instant value using text boxes or labels during run time. In addition, text files that trace the entire simulation environment (i.e., energy level, tour path, latency, and node distribution) are considered. Furthermore, the dot net framework environment (i.e., C#.net) helps to permit extending the process of validity. 5) Visualization (i.e., animation) is a key feature that assists in understanding the developed tool. Thus, a friendly graphical user interface (GUI) is developed with the simulation tool that displays images of the deployed area, node's position, BS position, the tree structure constructed based on multi-hop routing, PPs positions, and mimic the movement of the mobile element through a predetermined path during the execution, which enables us to visually discover errors. 6) The developed simulation is documented and planned as described in detail in the previous section in this paper.
VI. RESULTS AND DISCUSSION
The developed simulation is run to ensure a similar environment with the respective benchmark. The main characteristics of the proposed simulator are compared with those of the existing simulators for WSNs, for instance, the execution time with the increasing number of nodes in comparison with other simulators. The main characteristics are summarized in Table 5 .
The following subsections describe the results obtained via both terrestrial and underwater sensor networks.
A. TERRESTRIAL SENSOR NETWORKS
In this section, the simulator is tested and evaluated in terms of the tour length of the mobile data collector and the average relay hop count. Due to the randomness of deployment, the simulation for each performance point is the average of 500 times. The author of the benchmark neither mentioned the type of random distribution nor the multi-hop routing used to construct the shortest path in the article. In addition, the programming language/simulation tool was not mentioned. Thus, little variance could possibly appear in the below results, which were plotted using the gnuplot graphics utility version 4.4. Figure 11 demonstrates that the developed simulator has significantly represented the metrics of the benchmark correctly. It shows that the average relay hop count increases when the hop bound increases. This result is due to increasing the hop limit for each node to reach the nearest PP. It shows the developed DES acquired an average relay hop count compared to the benchmark. Figure 12 shows the effect of increasing hop relay bound on the tour length of the mobile data collector. It is clear that increasing the hop bound leads to shortening of the tour path due to minimizing the nodes selected as PPs that are visited by the mobile collector. The figure shows that the developed DES acquired a tour length comparable to the benchmark with an average deviation ratio equal to 6.51%. Figure 13 presents the effects of increasing the relay hop bound on the average relay hop count as a function of the number of sensor nodes N. The average relay hop count slightly increases as the hop bound increases due to the deployment area size remaining unchanged. This figure shows that the developed DES acquired an average relay hop count comparable to the benchmark with an average deviation ratio equal to 1.12%. Figure 14 shows the variance that occurred on the tour length of the mobile collector between the DES and the benchmark in terms of the number of nodes N. It is clear that increasing the number of nodes leads to an increase in the tour length to a certain point. The developed DES has achieved a pattern resembling that of benchmark with an average deviation ratio equal to 7%. Figure 15 presents the results pattern of the average relay hop count for the developed DES and the benchmark in terms of the deployment area size L. It shows that similarity is achieved with an average deviation ratio equal to 0.02%. Figure 16 presents the tour length variance of the developed DES and the benchmark in terms of the deployed area size L. A similar pattern is achieved with an average deviation ratio equal to 18%. Figure 17 presents the pattern results of the average relay hop count of both DES and the benchmark in terms of the transmission range Tr. It shows an almost identical pattern with an average deviation ratio equal to 0.04%. Figure 18 presents the pattern results of the tour length in terms of the transmission range in both DES and the benchmark. It is clear that the pattern of DES is almost identical to the patterns of the benchmark with an average deviation ratio equal to 0.9%.
B. UNDERWATER SENSOR NETWORKS
In this section, the simulator is tested and evaluated in terms of the end-to-end delay and transmission power tour in underwater acoustic sensor networks. Figure 19 illustrates the end-to-end delay in terms of the sensor nodes of a two-dimensional network. It is clear that when the number of nodes (N) is smaller, the end-to-end delay in both networks is at the minimum level. The impact of increasing (N) on the delay is obvious, particularly when the number of nodes reaches 500. The location of the base station is affected by the total delay as shown in Figure 19 due to the increase in the multi-hop level to reach the base station when it is located at the corner of the field. Figure 20 illustrates the transmission power in terms of the sensor nodes of a two-dimensional network. As shown in this figure, when the sensor node (N) increases, the transmission power in both networks also increases. Each leaf node first sends a packet to its parent node. Then, the parent node generates its packet and sends both packets to a higher level of the tree until the base station is reached. Thus, increasing the number of nodes will increase the transmission power, as depicted in the figure. Figure 21 shows the end-to-end delay in terms of distance among the sensor nodes of a two-dimensional network. As shown in this figure, when the distance among nodes increases, the end-to-end delay also increases in all scenarios. This result is due to increasing the propagation delay during the forwarding of packets. However, when the BS is located at the center, the propagation delay is at the lowest stage. Figure 22 shows the transmission power in terms of distance among the sensor nodes of a two-dimensional network. Clearly, the power consumption is proportional to the distance, which means that a slight increase in distance leads to an increase in the transmission power in all cases. However, the lowest is when the BS is located at the middle of the field. Figure 23 presents the transmission power in terms of the depth of a two-dimensional network. Clearly, increasing the depth requires an increase in the transmission power required to transfer one packet from one sensor to another. In contrast, the end-to-end delay is not affected at all by increasing the depth, as illustrated in Figure 24 . Figure 25 shows the transmission power in terms of frequency. As shown in this figure, the lowest transmission power falls in range from 20 to 50 KHz. Increasing the frequency beyond this range leads to a dramatic increase in the transmission power.
VII. CONCLUSIONS AND FUTURE WORK
In this paper, we have presented a unique and customized performance analysis tool for analyzing mobile data gathering strategies in WSNs. The focus has been on achieving the design and usability of a tool that is versatile and comprehensive. Unlike many existing simulators, this performance analysis tool has been designed specifically for data gathering purposes and for cases with and without MEs. The routing protocol used in this analysis tool has been constructed based on graph theory. In addition, this simulator provides for both static data gathering and mobile data gathering. The use of the C# programming language enables others to adopt the principle of development and extend it to other domains. The OOP paradigms are used to ensure easy extension and modification with high scalability. This work has successfully contributed to the repository of tools for WSN analysis. The tool is to be further extended by adopting other routing protocols and by implement the MAC layer.
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