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Abstract
In this paper we introduce and study fuzzy deterministic top-down
(DT) tree automata over a lattice L. The L-fuzzy tree languages rec-
ognized by these automata are said to be DT-recognizable, and they
form a proper subfamily DRecL of the family of RecL of all regu-
lar L-fuzzy tree languages. We prove a Pumping Lemma for DRecL
from which several decidability results follow. The closure properties
of DRecL under various operations are established. We also char-
acterize DT-recognizability in terms of L-fuzzy path languages, and
prove that the path closure of any regular L-fuzzy tree language is
DT-recognizable, and that it is decidable whether a regular L-fuzzy
tree language is DT-recognizable. In most of the paper, L is just any
nontrivial bounded lattice, but sometimes it is assumed to be distribu-
tive or even a bounded chain.
Keywords: L-fuzzy tree language, L-fuzzy tree automaton, deterministic top-
down automaton, decidability
1 Introduction
A finite tree automaton may process input trees either bottom-up (frontier-
to-root) starting at the leaves and proceeding towards the root, or top-down
(root-to-frontier) starting at the root and moving towards the leaves. While
the family Rec of the recognizable (or regular) tree languages is defined
both by deterministic and nondeterministic bottom-up automata as well as
by nondeterministic top-down automata, the deterministic top-down (DT)
automata give a proper subfamily DRec of Rec. These facts were estab-
lished for binary trees by Magidor and Moran [26] who also observed that
any member T of DRec is fully determined by the labeled paths from the
root to a leaf appearing in its trees: if every path in a given tree t appears
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in at least one tree belonging to T , then also t must be in T . This charac-
terization of DRec-languages was explored further in a general form in [10]
and [36]. The path closure requirement means that even some very simple
regular tree languages cannot be recognized by a DT automaton. On the
other hand, the derivations in any context-free grammar can be represented
by a DT-recognizable tree language [18], the regular types for logic pro-
grams considered in [37] are actually DT-recognizable tree languages, and
in [27] it is argued that certain DT automata suffice to express markup lan-
guage schema definitions. Moreover, DT tree automata and the family DRec
have some interesting properties of their own, and there is a fairly extensive
literature on DT automata and their extensions. We refer the reader to
items [10, 14, 17, 18, 19, 23, 24, 26, 27, 34, 36] of the bibliography and the
references in them.
Various types of fuzzy automata and languages have been studied already
since the 1960s, the first works appearing quite soon after Zadeh [38] had
introduced the idea of fuzziness. For surveys and bibliographies covering the
topic, one may consult [1], [29] and [30]. In particular, fuzzy tree recognizers
have also been studied by some authors (cf. [5, 15, 22, 30], for example). In
this paper we introduce and study finite fuzzy deterministic top-down tree
recognizers and the fuzzy tree languages defined by them.
Much of the theory of fuzzy automata and languages has been done
within Zadeh’s classical setting where the degrees of membership are real
numbers taken from the interval [0, 1]. However, also more general notions
of fuzziness are common. Here we shall consider fuzzy tree languages with
membership degrees in a bounded lattice L = (L,≤). Thus they are L-fuzzy
sets in the sense of Goguen [20]. It is customary to assume that the lattice
L is distributive and complete [20, 30], or even completely distributive [15],
but usually we need neither distributivity nor completeness because our
automata compute the degrees of acceptance using the meet-operation only.
This means also that there is no need to assume that L is locally finite,
i.e., that finitely generated sublattices of L are finite. Therefore, in most
of the paper, L is just any nontrivial lattice with a least element 0 and a
greatest element 1. However, when dealing with nondeterministic fuzzy tree
recognizers and general regular fuzzy tree languages, we assume that L is
distributive, and in Section 9 it is a bounded chain.
In what follows, DT stands for deterministic top-down and NDT for
nondeterministic top-down.
In Section 2 we define several concepts and symbols pertaining to trees
as well as some general notation.
All our tree recognizers, both classical and fuzzy, are essentially deter-
ministic or nondeterministic top-down algebras equipped with some starting
and acceptance mechanisms. Such algebras are considered in Section 3. For
DT algebras we define the notion of a run tree, and with any NDT algebra
we associate a subset algebra which is a DT algebra. Then we present the
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definitions of NDT and DT tree recognizers. The former define the family
Rec of all recognizable (regular) tree languages while the latter yields the
subfamily DRec of DT-recognizable tree languages.
For any ranked alphabet Σ and any leaf alphabet X, the set of ΣX-trees
is denoted by TΣ(X), and an L-fuzzy ΣX-tree language is any mapping
Φ : TΣ(X) → L. The L-fuzzy NDT tree recognizers defined in Section 4
are equivalent to the L-fuzzy bottom-up tree recognizers of [15], and hence
they recognize the recognizable, or regular, L-fuzzy tree languages. We also
show that if L is distributive, then these recognizers can be simplified by
making the state transitions and the set of initial states crisp. We conclude
the section by showing that the equivalence problem of L-fuzzy NDT tree
recognizers is decidable.
In Section 5 we define our DT tree recognizers and the family DRecL of
DT-recognizable L-fuzzy tree languages, and establish some of their basic
properties. In particular, we prove a Pumping Lemma from which several
decidability results are derived, including the decidability of the Emptiness,
Finiteness and Equivalence Problems of DT tree recognizers.
In Section 6 we study connections between L-fuzzy DT-recognizable, L-
fuzzy recognizable tree languages, and usual DT-recognizable tree languages.
In Section 7 we define some operations on L-fuzzy tree languages. The op-
erations are natural generalizations of well-known tree language operations
and similar to the corresponding operations on tree series. For example
top-concatenations, translations and inverse translations, and inverse tree
homomorphisms are shown to preserve DT-recognizability. On the other
hand, as one would expect, all the negative closure properties of DRec are
inherited by DRecL.
The ordinary DT-recognizable tree languages are precisely the path closed
regular tree languages; a tree language T is path closed if it contains any tree
t such that every labeled path in t leading from the root to a leaf appears
in some member of T . In Section 8 we introduce L-fuzzy path languages
and path closures. We also associate with any L-fuzzy DT tree recognizer F
an L-fuzzy path language ΛF, and show that this is recognized by a unary
L-fuzzy DT recognizer obtained from F. The main result of this section is
a characterization of the DT-recognizable L-fuzzy tree languages in terms
of L-fuzzy path languages from which it follows that any DT-recognizable
L-fuzzy tree language is path closed.
In Section 9 we study further fuzzy path languages and DT-recognizability,
now under the assumption that the lattice of membership values is a bounded
chain C = (C,≤). For any C-fuzzy NDT tree recognizer NF, we introduce
the C-fuzzy path language ΛNF defined by NF. We also define the subset
recognizer ℘NF of NF, which is a C-fuzzy DT tree recognizer, and show
that Λ℘NF = ΛNF.
In the theory of crisp DT tree recognizers many results depend on the
‘normalization’ of NDT and DT tree recognizers (cf. [17, 18, 24]). When
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the membership value lattice is a chain C, we may introduce a fuzzy version
of this notion, and show that any C-fuzzy NDT tree recognizer NF can be
normalized. Then we prove that if NF is normalized, then ℘NF recognizes
the C-fuzzy path closure of the C-fuzzy tree language recognized by NF.
From this result we can infer that the C-fuzzy path closure of any regular
C-fuzzy tree language is DT-recognizable, and that a regular C-fuzzy tree
language is DT-recognizable exactly in case it is path closed, and that it is
decidable whether a recognizable C-fuzzy tree language is DT-recognizable.
We also consider normalized C-fuzzy DT tree recognizers. Any C-fuzzy
DT tree recognizer can be normalized, and we show that normalized C-fuzzy
DT tree recognizers have some special properties.
2 Trees, contexts and paths
Let us first introduce some general notation. We may write A := B to
emphasize that A is defined to be equal to B. The cardinality of a set A is
denoted by |A|, and the set of all subsets of A by ℘(A). For any nonnegative
integer n, let [n] := {1, . . . , n}.
For any direct product A1 × · · · × Am (m ≥ 1) and any i ∈ [m], the i
th
projection map A1 × · · · × Am → Ai, (a1, . . . , am) 7→ ai, is denoted by pri,
and it is also extended to sets of vectors:
pri : ℘(A1 × · · · ×Am)→ ℘(Ai), V 7→ {pri(a) | a ∈ V }.
For any alphabet X, X∗ denotes the set of all (finite) words over X. The
empty word is denoted by ε. Subsets of X∗ are called languages (over X).
Let Σ be a ranked alphabet, i.e., a finite set of operation symbols, which
does not contain nullary symbols. For each m ≥ 1, Σm denotes the set of
m-ary symbols in Σ. If Σ consists of the symbols f1, . . . , fk of the respec-
tive arities m1, . . . ,mk, we may write Σ = {f1/m1, . . . , fk/mk}. The set
r(Σ) := {m ∈ r(Σ) | Σm 6= ∅} is called the rank type of Σ. If r(Σ) = {1},
then Σ is said to be unary. In what follows, Σ is always a ranked alpha-
bet and X is an ordinary finite non-empty alphabet, called a leaf alpha-
bet, disjoint from Σ. The set TΣ(X) of ΣX-trees is the least set such that
X ⊆ TΣ(X), and f(t1, . . . , tm) ∈ TΣ(X) for all m ∈ r(Σ), f ∈ Σm and
t1, . . . , tm ∈ TΣ(X). A ΣX-tree language is any subset of TΣ(X). We also
speak about trees and tree languages without specifying the alphabets. A
family of tree languages is a map V that assigns to each pair Σ,X a set
V(Σ,X) of ΣX-tree languages. We write V = {V(Σ,X)}. For any families
of tree languages V and W, V ⊆ W means that V(Σ,X) ⊆ W(Σ,X) for
all Σ and X, and unions and intersections of such families are defined by
similar componentwise conditions.
The root (symbol) root(t)(∈ Σ∪X), the set of subtrees sub(t), the set of
leaf symbols leaf(t)(⊆ X), and the height hg(t) of a ΣX-tree t are defined
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as follows: for any x ∈ X and t = f(t1, . . . , tm),
(1) root(x) = x, sub(x) = leaf(x) = {x}, and hg(x) = 0, and
(2) root(t) = f , sub(t) = {t} ∪ sub(t1) ∪ . . . ∪ sub(tm), leaf(t) = leaf(t1) ∪
. . . ∪ leaf(tm), and hg(t) = max{hg(t1), . . . ,hg(tm)}+ 1.
Let ξ be a symbol that does not belong to our alphabets Σ or X. A
ΣX-context is a Σ(X ∪ {ξ})-tree in which ξ appears exactly once. The set
of ΣX-contexts is denoted by CΣ(X). For any p, q ∈ CΣ(X) and t ∈ TΣ(X),
let p(t) and p(q) be the ΣX-tree and the ΣX-context obtained from p by
replacing the ξ by t and q, respectively. Furthermore, let p · q := p(q) and
p · t := p(t). The depth dt(p) of a ΣX-context is 0 if p = ξ and dt(q) + 1
if p = f(. . . , ξ, . . .) · q with f ∈ Σ and f(. . . , ξ, . . .), q ∈ CΣ(X). Clearly,
CΣ(X) forms a monoid with p · q as the product and ξ as the unit element.
Convention. The frequently occurring phrases deterministic top-down and
nondeterministic top-down will be abbreviated to DT and NDT, respectively.
The DT-recognizable tree languages are characterized by the labeled
paths appearing in their trees. These paths will play an important role
also in our study of fuzzy DT-recognizable tree languages. The paths in a
ΣX-tree are formally defined using the path alphabet
Γ :=
⋃
{Σm × [m] | m ∈ r(Σ)}.
A pair (f, i) ∈ Γ is written simply as fi. In what follows, Γ is always the
path alphabet of the ranked alphabet Σ considered. The set δ(t) ⊆ TΓ(X)
of paths in a ΣX-tree t is defined by
(1) δ(x) = {x} for x ∈ X, and
(2) δ(t) = f1δ(t1) ∪ . . . ∪ fmδ(tm) for t = f(t1, . . . , tm).
When we regard Γ as a unary ranked alphabet, then the path language
δ(T ) :=
⋃
{δ(t) | t ∈ T}(⊆ TΓ(X)) of a ΣX-tree language T is a set of unary
trees in Polish form. The path closure ∆(T ) := δ−1(δ(T )) of T ⊆ TΣ(X)
consists of all the ΣX-trees t such that δ(t) ⊆ δ(T ), and T is path closed if
T = ∆(T ). Note that δ−1(U) := {t ∈ TΣ(X) | δ(t) ⊆ U} is path closed for
every U ⊆ TΓ(X). Often it is convenient to treat Γ as an ordinary alphabet
and view paths in ΣX-trees as expressions wx, where w ∈ Γ∗ and x ∈ X.
Example 2.1. Let Σ = {f/2, g/1} and X = {x, y}. Now Γ = {f1, f2, g1}.
If t = f(g(f(x, x)), y), then δ(t) = {f1g1f1x, f1g1f2x, f2y}. For the ΣX-
tree language T = {f(x, y), f(y, x)}, we get δ(T ) = {f1x, f2y, f1y, f2x} and
∆(T ) = {f(x, y), f(y, x), f(x, x), f(y, y)}.
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Recall that a Σ-algebra A = (A,Σ) consists of a nonempty set A and a Σ-
indexed family of operations fA : Am → A, where the arity m is that of the
symbol f(∈ Σm). The ΣX-term algebra TΣ(X) = (TΣ(X),Σ) is defined by
fTΣ(X)(t1, . . . , tm) = f(t1, . . . , tm) (m ∈ r(Σ), f ∈ Σm, t1, . . . , tm ∈ TΣ(X)).
It is well known that the maps TΣ(X) → TΣ(X), t 7→ p(t), where p is a
ΣX-context, are precisely the translations of the term algebra TΣ(X) (cf.
[7, 8, 33], for example).
3 Top-down algebras and recognizers
All the tree recognizers to be considered in this paper are essentially deter-
ministic or nondeterministic finite “top-down algebras” equipped with some
starting and acceptance mechanisms. For easier reference, we present all the
basic definitions and facts concerning such algebras in this section.
A (finite) DT Σ-algebra A = (A,Σ) consists of a nonempty (finite) set
A and a Σ-indexed family of top-down operations fA : A → A
m (f ∈ Σ),
where the arity m is that of f(∈ Σm).
Subalgebras, homomorphisms, congruences, quotient algebras and direct
products can be defined for DT algebras in a natural way, and the usual basic
relations hold between these notions [17, 18, 36, 14]. For example, the direct
product A×B = (A×B,Σ) of two DT Σ-algebras A = (A,Σ) and B = (B,Σ)
is the DT Σ-algebra such that for any m ∈ r(Σ), f ∈ Σm, a ∈ A and
b ∈ B, fA×B((a, b)) = ((a1, b1), . . . , (am, bm)), where (a1, . . . , am) = fA(a)
and (b1, . . . , bm) = fB(b).
Finite DT Σ-algebras will serve as top-down tree automata, and their
elements are then called states. If the state of A at a node ν of a tree is a
and the label of that node is f ∈ Σm, then A enters the m descendant nodes
of ν in the respective states a1, . . . , am, where (a1, . . . , am) = fA(a). One
way to represent the computations of DT algebras is offered by run trees.
For any DT Σ-algebra A = (A,Σ), let Σ × A be the ranked alphabet with
r(Σ × A) = r(Σ) and (Σ × A)m = Σm × A for every m ∈ r(Σ). The run
(tree) run(A, t, a) of A on a tree t ∈ TΣ(X) starting in a state a ∈ A is a
(Σ×A)(X ×A)-tree defined as follows:
(1) run(A, x, a) = (x, a) for x ∈ X, and
(2) run(A, f(t1, . . . , tm), a) = (f, a)(run(A, t1, a1), . . . , run(A, tm, am)) if
fA(a) = (a1, . . . , am).
Since the behaviors of the recognizers considered here are defined in terms
of the leaf symbols appearing in run trees, we introduce the abbreviation lr
for the composition of the functions leaf and run, i.e.,
lr(A, t, a) := leaf(run(A, t, a))
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for any t ∈ TΣ(X) and a ∈ A.
Any path word w ∈ Γ∗ induces a mapping wA : A→ A as follows.
(1) aεA = a for every a ∈ A.
(2) a(fiu)
A = pri(fA(a))u
A for any a ∈ A, fi ∈ Γ and u ∈ Γ
∗.
When A is viewed as a top-down tree automaton, awA is the state in
which A reaches the leaf at the end of the path described by w if it starts
in state a at the root of a tree containing that path.
A (finite) NDT Σ-algebra A = (A,Σ) consists of a (finite) nonempty set
A and a Σ-indexed family of NDT operations fA : A → ℘(A
m) (f ∈ Σm).
We associate with any w ∈ Γ∗ a mapping wA : A→ ℘(A) as follows:
(1) aεA = {a} for every a ∈ A, and
(2) a(fiu)
A =
⋃
{pri(a)u
A | a ∈ fA(a)} for any a ∈ A, fi ∈ Γ and u ∈ Γ
∗.
Now awA can be interpreted as the set of states in which A may reach the
leaf at the end of the path represented by the word w when started in state
a at the root of a tree containing the path. The maps wA are extended to
maps ℘(A) → ℘(A) in the natural way: HwA :=
⋃
{awA | a ∈ H} for any
w ∈ Γ∗ and H ⊆ A. Note that for w = fiu, we have aw
A = pri(fA(a))u
A.
The subset algebra ℘A = (℘(A),Σ) of an NDT Σ-algebra A = (A,Σ)
is the DT Σ-algebra such that for all m ∈ r(Σ), f ∈ Σm and H ⊆ A,
f℘A(H) = (H1, . . . ,Hm) with Hi :=
⋃
{pri(fA(a)) | a ∈ H}(i ∈ [m]).
It is easy to prove the following lemma by induction on the word w.
Lemma 3.1. If A = (A,Σ) is any NDT Σ-algebra, then Hw℘A = HwA for
any H ⊆ A and w ∈ Γ∗.
Among the numerous devices for defining the recognizable, or regular,
tree languages, the NDT tree recognizers are the most convenient ones here.
For general presentations of the theory of finite tree automata and regular
tree languages, the reader may consult the references [9, 13, 18, 19].
An NDT ΣX-recognizer, NA = (A, I, α) consists of a finite NDT Σ-
algebra A = (A,Σ), a set I ⊆ A of initial states, and a final state assignment
α : X → ℘(A). The sets T (NA, a) of ΣX-trees accepted by NA starting at
the root in a state a ∈ A are defined as follows:
(1) for any x ∈ X and a ∈ A, x ∈ T (NA, a) if and only if a ∈ α(x);
(2) for t = f(t1, . . . , tm) and any a ∈ A, t ∈ T (NA, a) if and only if
t1 ∈ T (NA, a1), . . . , tm ∈ T (NA, am) for some (a1, . . . , am) ∈ fA(a).
The tree language recognized by NA is T (NA) :=
⋃
{T (NA, a) | a ∈ I}. A
ΣX-tree language T is said to be recognizable, or regular, if T = T (NA) for
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some NDT ΣX-recognizer NA. Let Rec = {Rec(Σ,X)} be the family of all
regular tree languages.
It is well known that the family Rec is also defined by both nondetermin-
istic and deterministic bottom-up tree recognizers, but that deterministic
top-down tree recognizers yield a proper subfamily of it.
A DT ΣX-recognizer, is a system A = (A, a0, α), where A = (A,Σ) is a
finite DT Σ-algebra, a0 ∈ A is the initial state, and α : X → ℘(A) is the final
state assignment. For any a ∈ A, let T (A, a) be the set of all ΣX-trees t such
that b ∈ α(x) for every (x, b) in lr(A, t, a). The tree language recognized by
A is T (A) := T (A, a0). A ΣX-tree language T is said to be DT-recognizable
if T = T (A) for some DT ΣX-recognizer A. Let DRec = {DRec(Σ,X)} be
the family of DT-recognizable tree languages.
The tree language recognized byA may be defined also in terms of paths:
T (A) = {t ∈ TΣ(X) | a0w
A ∈ α(x) for every wx ∈ δ(t)}.
It is well known that DRec is properly included in the family Rec of
all recognizable tree languages. As shown in [26], a regular tree language is
DT-recognizable if and only if it is path closed. This implies that some very
simple tree languages, like the set {f(x, y), f(y, x)} considered in Example
2.1, are not DT-recognizable. For more on DT-recognizable tree languages
cf. [10, 18, 19, 23, 36] and especially [24].
4 L-fuzzy tree languages
We shall consider fuzzy tree languages with membership degrees in a bounded
lattice L = (L,≤). Thus they are L-fuzzy sets in the sense of Goguen [20].
However, here we usually need neither distributivity nor completeness be-
cause in our fuzzy DT tree automata the degrees of acceptance are computed
using the meet-operation ∧ only, and the subsets of L associated with these
automata are always finite. When distributivity or completeness is needed,
this will be explicitly noted. In Section 9 the lattice is a bounded chain C.
The classical fuzzy sets of Zadeh [38] are obtained when C is the real interval
[0, 1] with the usual ≤-relation. It is well known that chains are distributive
and that distributive lattices are locally finite (cf. [21], for example.)
Convention. In what follows, unless stated otherwise, L = (L,≤) is a
nontrivial bounded lattice. Its least and greatest element are denoted by 0
and 1, respectively. In contexts involving constructions or decidability, it is
assumed that all needed meets and joins in L can be effectively formed.
An L-fuzzy ΣX-tree language is any map Φ : TΣ(X) → L. The sup-
port of Φ is the ΣX-tree language supp(Φ) := {t ∈ TΣ(X) | Φ(t) > 0}.
If the support is finite, say supp(Φ) = {t1, . . . , tn}, we may write Φ =
{t1/Φ(t1), . . . , tn/Φ(tn)}. The range of Φ is the set ran(Φ) := {Φ(t) | t ∈
TΣ(X)}. If ran(Φ) ⊆ {0, 1}, then Φ is said to be crisp. For any c ∈ L, let c˜
be the constant L-fuzzy function TΣ(X)→ L, t 7→ c.
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With any ΣX-tree language T , we associate the crisp L-fuzzy ΣX-tree
language Tχ, the characteristic function of T , defined by Tχ(t) = 1 for
t ∈ T , and Tχ(t) = 0 for t /∈ T . The following facts are obvious.
Remark 4.1. If Φ : TΣ(X)→ L is crisp, then supp(Φ)
χ = Φ, and supp(Tχ) =
T for every T ⊆ TΣ(X).
All the usual operations on fuzzy sets apply to L-fuzzy ΣX-tree lan-
guages, too. In particular, the union Φ∪Ψ and the intersection Φ∩Ψ of two
L-fuzzy ΣX-tree languages Φ and Ψ are defined by (Φ∪Ψ)(t) = Φ(t)∨Ψ(t)
and (Φ ∩ Ψ)(t) = Φ(t) ∧ Ψ(t) (t ∈ TΣ(X)). The set L
TΣ(X) of all L-fuzzy
ΣX-tree languages forms with respect to the inclusion relation defined by
Φ ⊆ Ψ ⇐⇒ (∀t ∈ TΣ(X))(Φ(t) ≤ Ψ(t))
a lattice in which Φ ∨Ψ = Φ ∪Ψ and Φ ∧Ψ = Φ ∩Ψ.
A family of L-fuzzy tree languages is a map F that assigns to each
pair Σ,X a set F(Σ,X) of L-fuzzy ΣX-tree languages. Again, we write
F = {F(Σ,X)} and define inclusion, unions and intersections by the natural
alphabetwise conditions.
It seems that top-down fuzzy tree recognizers have not received any
attention in the literature while bottom-up fuzzy tree recognizers appear in
various forms (cf. [22, 15, 5], for example). The recognizers to be defined
below become essentially the L-fuzzy bottom-up ΣX-recognizers of E´sik
and Liu [15] when we exchange the initial and final states, and interpret the
top-down transition relations as bottom-up transition relations.
In a general L-NDT ΣX-recognizer NG = (A,Σ,X, γ, ι, ω), A is a finite
nonempty set of states, γ = (γf )f∈Σ is a family of L-fuzzy transition relations
γf : A
m+1 → L (m ∈ r(Σ), f ∈ Σm), ι : A→ L is an L-fuzzy set of initial
states, and ω = (ωx)x∈X is a family of L-fuzzy sets of final states ωx : A→ L.
For each a ∈ A, we define ΦNG,a : TΣ(X) → L as follows. For any
x ∈ X, let ΦNG,a(x) = ωx(a), and for t = f(t1, . . . , tm), let
ΦNG,a(t) =
∨
{γf (a, a1, . . . , am) ∧ ΦNG,a1(t1) ∧ . . . ∧ ΦNG,am(tm) |
a1, . . . , am ∈ A}.
The L-fuzzy tree language recognized by NG is given by
ΦNG(t) =
∨
{ι(a) ∧ ΦNG,a(t) | a ∈ A} (t ∈ TΣ(X)).
An L-fuzzy ΣX-tree language Φ is said to be recognizable, or regular, if
Φ = ΦNG for some L-NDT ΣX-recognizer NG. Let RecL = {RecL(Σ,X)}
be the family of recognizable L-fuzzy tree languages.
For the rest of this section L is assumed to be distributive and, there-
fore, locally finite. This implies that for any general L-NDT ΣX-recognizer
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NG = (A,Σ,X, γ, ι, ω), the sublattice of L generated by the set
KNG := {γf (a, a1, . . ., am) | m ∈ r(Σ), f ∈ Σm, a, a1, . . . , am ∈ A}
∪ {ωx(a) | x ∈ X, a ∈ A}
of the elements of L appearing in the definition of NG is finite, and hence
ran(ΦNG) is finite. Our fuzzy NDT tree automata can then be simplified by
eliminating fuzziness from the initial states and the transitions. A similar
fact for fuzzy finite string automata was shown in [28] and in [2] (cf. also
[29, 25]).
We define an L-NDT ΣX-recognizer as a system NF = (A, I, ω), where
A = (A,Σ) is a finite NDT Σ-algebra, I ⊆ A is the set of initial states, and
ω = (ωx)x∈X is a family of L-fuzzy sets of final states ωx : A→ L. For each
a ∈ A, we define ΦNF,a : TΣ(X)→ L as follows:
(1) ΦNF,a(x) = ωx(a) for x ∈ X, and
(2) ΦNF,a(t) =
∨
{ΦNF,a1(t1) ∧ . . . ∧ ΦNF,am(tm) | (a1, . . . , am) ∈ fA(a)}
for t = f(t1, . . . , tm).
For any H ⊆ A, let ΦNF,H :=
⋃
{ΦNF,a | a ∈ H}. The L-fuzzy ΣX-tree
language recognized by NF is ΦNF := ΦNF,I .
Two L-fuzzy tree recognizers F and G (of any kind) are equivalent if
they define the same L-fuzzy tree language. This is expressed by writing
F ≡ G. It is clear that any L-NDT ΣX-recognizer can be redefined as an
equivalent general L-NDT ΣX-recognizer. We shall now prove the converse.
Proposition 4.2. Let L be distributive. For any general L-NDT ΣX-
recognizer there is an equivalent L-NDT ΣXrecognizer.
Proof. Consider any general L-NDT ΣX-recognizer NG = (A,Σ,X, γ, ι, ω).
Let D be the finite sublattice of L generated by KNG. We define an L-NDT
ΣX-recognizer NF = (B, I, π) as follows:
1. B = (A × D,Σ) is the NDT Σ-algebra in which, for all m ∈ r(Σ),
f ∈ Σm, and (a, d) ∈ A×D,
fB((a, d)) = {((a1, d ∧ c), . . . , (am, d ∧ c)) | a1, . . . , am ∈ A,
c = γf (a, a1, . . . , am)}.
2. I = {(a, ι(a)) | a ∈ A}.
3. πx((a, d)) = ωx(a) ∧ d for all x ∈ X and (a, d) ∈ A×D.
First we prove by tree induction that ΦNF,(a,d)(t) = d ∧ΦNG,a(t) for all
t ∈ TΣ(X) and (a, d) ∈ A×D.
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For x ∈ X, ΦNF,(a,d)(x) = πx((a, d)) = ωx(a) ∧ d = d ∧ ΦNG,a(x). If
t = f(t1, . . . , tm), then
ΦNF,(a,d)(t) =
∨
{ΦNF,(a1,d∧c)(t1) ∧ . . . ∧ ΦNF,(am,d∧c)(tm) | a1, . . . , am ∈ A}
=
∨
{(d ∧ c) ∧ ΦNG,a1(t1) ∧ . . . ∧ ΦNG,am(tm) | a1, . . . , am ∈ A}
= d ∧
∨
{c ∧ ΦNG,a1(t1) ∧ . . . ∧ ΦNG,am(tm) | a1, . . . , am ∈ A}
= d ∧ ΦNG,a(t),
where c always stands for the current γf (a, a1, . . . , am). We may now con-
clude that
ΦNF(t) =
∨
{ΦNF,(a,ι(a))(t) | a ∈ A} =
∨
{ι(a)∧ΦNG,a(t) | a ∈ A} = ΦNG(t)
for every t ∈ TΣ(X).
It is common to identify a crisp fuzzy language with its support, and here
this is justified by Remark 4.1. It is easy to see that Φ ∈ RecL(Σ,X) implies
supp(Φ) ∈ Rec(Σ,X), and that T ∈ Rec(Σ,X) implies Tχ ∈ RecL(Σ,X).
Hence Remark 4.1 yields also the following facts.
Lemma 4.3. Let L be distributive. If Φ : TΣ(X) → L is crisp, then Φ ∈
RecL(Σ,X) if and only if supp(Φ) ∈ Rec(Σ,X). On the other hand, a
ΣX-tree language T is recognizable if and only if Tχ ∈ RecL(Σ,X).
For the following lemma it would actually suffice to assume that L is
locally finite.
Lemma 4.4. Assume that L is distributive. Let NF be an n-state L-NDT
ΣX-recognizer, and let h := |ran(ΦNF)|. For any ΣX-tree t, there exists a
tree u ∈ TΣ(X) such that hg(u) ≤ h
n and ΦNF(u) = ΦNF(t).
Proof. Let us define an equivalence relation ≡ on TΣ(X) by the condition
t ≡ u ⇔ (∀a ∈ A)ΦNF,a(t) = ΦNF,a(u) (t, u ∈ TΣ(X)).
The number of ≡ - classes is at most hn, and hence ≡ is of finite index.
Consider any ΣX-tree t. If hg(t) ≤ hn, we may let u := t, so assume
that hg(t) ≥ hn+1. Following some maximum length path in t, we can find
p, q ∈ CΣ(X) and s ∈ TΣ(X) such that t = p · q · s, dt(q) ≥ 1 and q · s ≡ s.
We shall show by induction on p that ΦNF,a(p · q · s) = ΦNF,a(p · s) for any
a ∈ A.
If p = ξ, then ΦNF,a(p · q · s) = ΦNF,a(q · s) = ΦNF,a(s) = ΦNF,a(p · s)
since q · s ≡ s.
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For p = f(u1, . . . , um) · r , where ui = ξ and r ∈ CΣ(X),
ΦNF,a(p · q · s) = ΦNF,a(f(u1, . . . , um) · r · q · s)
=
∨
{ΦNF,a1(u1) ∧ · · · ∧ΦNF,ai(r · q · s) ∧ · · · ∧ ΦNF,am(um) |
(a1, . . . , am) ∈ fA(a)}
=
∨
{ΦNF,a1(u1) ∧ · · · ∧ΦNF,ai(r · s) ∧ · · · ∧ ΦNF,am(um) |
(a1, . . . , am) ∈ fA(a)}
= ΦNF,a(f(u1, . . . , um) · r · s).
Thus ΦNF(t) =
∨
{ΦNF,a(p · q · s) | a ∈ I} =
∨
{ΦNF,a(p · s) | a ∈ I} =
ΦNF(p · s). By repeating this procedure finitely many times, we will get a
tree u ∈ TΣ(X) such that hg(u) ≤ h
n and ΦNF(u) = ΦNF(t).
The parallel product of two L-NDT ΣX-recognizers NF = (A, I, ω) and
NG = (B, J, π) is the (L × L)-NDT ΣX-recognizer NH = (C, I × J, σ),
where the NDT Σ-algebra C = (A × B,Σ) is such that for all m ∈ r(Σ),
f ∈ Σm, a ∈ A, b ∈ B, fC((a, b)) =
{((a1, b1), . . . , (am, bm)) | (a1, . . . , am) ∈ fA(a), (b1, . . . , bm) ∈ fB(b)},
and σ is defined by σx((a, b)) = (ωx(a), πx(b)) (x ∈ X, (a, b) ∈ A×B).
Lemma 4.5. ΦNH(t) =
(
ΦNF(t),ΦNG(t)
)
for every t ∈ TΣ(X).
Proof. That ΦNH,(a,b)(t) = (ΦNF,a(t),ΦNG,b(t)) for any t ∈ TΣ(X), a ∈ A,
and b ∈ B, can be verified by tree induction. Hence, for any H ⊆ A, K ⊆ B
and t ∈ TΣ(X),
ΦNH,H×K(t) =
∨
{ΦNH,(a,b)(t) | (a, b) ∈ H ×K}
=
∨
{
(
ΦNF,a(t),ΦNG,b(t)
)
| a ∈ H, b ∈ K}
=
(∨
{ΦNF,a(t) | a ∈ H},
∨
{ΦNG,b(t) | b ∈ K}
)
=
(
ΦNF,H(t),ΦNG,K(t)
)
.
Thus, ΦNH(t) = ΦNH,I×J(t) =
(
ΦNF,I(t),ΦNG,J(t)
)
=
(
ΦNF(t),ΦNG(t)
)
for all t ∈ TΣ(X).
Proposition 4.6. Let L be distributive. The Equivalence Problem “NF ≡
NG?” of L-NDT ΣX-recognizers is decidable.
Proof. Of course, ΦNF 6= ΦNG means that there is a tree t ∈ TΣ(X) such
that ΦNF(t) 6= ΦNG(t). LetNH be the parallel product ofNF andNG. By
the pumping lemma, there exists an integer h such that for any t, there is a
tree s ∈ TΣ(X) such that ΦNH(t) = ΦNH(s) and hg(s) < h. By Lemma 4.5,
ΦNF(t) 6= ΦNG(t) if and only if ΦNF(s) 6= ΦNG(s), and thus it suffices to
check only finitely many trees t for ΦNF(t) 6= ΦNG(t).
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5 L-fuzzy DT tree recognizers
Let us define an L-fuzzy deterministic top-down ΣX-recognizer, an L-DT
ΣX-recognizer for short, as a system F = (A, a0, ω), where A = (A,Σ) is
a finite DT Σ-algebra, a0 ∈ A is the initial state, and ω = (ωx)x∈X is an
X-indexed family of L-fuzzy sets of final states ωx : A → L. The L-fuzzy
ΣX-tree language ΦF,a : TΣ(X) → L recognized by A starting in a state
a ∈ A is defined as follows:
(1) ΦF,a(x) = ωx(a) for any x ∈ X;
(2) ΦF,a(t) = ΦF,a1(t1)∧ . . . ∧ΦF,am(tm), where (a1, . . . , am) = fA(a), for
t = f(t1, . . . , tm).
The L-fuzzy tree language recognized by F is ΦF := ΦF,a0 . An L-fuzzy ΣX-
tree language Φ is DT-recognizable if Φ = ΦF for some L-DT ΣX-recognizer
F. Let DRecL = {DRecL(Σ,X)} be the family of DT-recognizable L-fuzzy
tree languages.
Similarly as in the nondeterministic case, fuzzy state transitions would
not increase the power of our L-DT tree recognizers, but since no suprema
are formed, this can be proved without assuming that L is distributive. On
the other hand, we cannot allow L-fuzzy sets of initial states because DRecL
is not closed under unions (as we shall see later).
From the definition of ΦF it is clear that for any t ∈ TΣ(X), the degree of
acceptance ΦF(t) depends just on the states in which F reaches the leaves of t
and the labels of the leaves. Moreover, each leaf is reached by a computation
of A along some path in t. It is easy to prove by tree induction that
ΦF,b(t) =
∧
{ωx(a) | (x, a) ∈ lr(A, t, b))} =
∧
{ωx(bw
A) | wx ∈ δ(t)}
for all b ∈ A and t ∈ TΣ(X). For b = a0 this yields the following lemma.
Lemma 5.1. Let F = (A, a0, ω) be an L-DT ΣX-recognizer. Then
ΦF(t) =
∧
{ωx(a) | (x, a) ∈ lr(A, t, a0)} =
∧
{ωx(a0w
A) | wx ∈ δ(t)}
for every ΣX-tree t.
For any L-DT ΣX-recognizer F = (A, a0, ω), letDω be the set of all finite
meets ωx1(a1)∧. . .∧ωxk(ak), where k ≥ 1, x1, . . . , xk ∈ X, and a1, . . . ak ∈ A,
i.e., the ∧-subsemilattice of L generated by Rω := {ωx(a) | x ∈ X, a ∈ A}.
Clearly, Rω and Dω are finite. Hence, Lemma 5.1 implies the following fact.
Corollary 5.2. For any L-DT ΣX-recognizer F = (A, a0, ω), ran(ΦF) ⊆
Dω, and thus the range of any DT-recognizable L-fuzzy tree language is
finite.
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Let F = (A, a0, ω) be an L-DT ΣX-recognizer. For any p ∈ CΣ(X) and
a ∈ A, let pA(a) be the state in which A reaches the ξ-labeled leaf of p if it
is started in state a at the root of p, i.e., (ξ, pA(a)) ∈ lr(A, p, a), and let
ΦF,a(p) :=
∧
{ωx(b) | x ∈ X, (x, b) ∈ lr(A, p, a)}.
The following obvious facts can be shown by induction on the depth
dt(p).
Lemma 5.3. Let F = (A, a0, ω) be an L-DT ΣX-recognizer, and consider
any a ∈ A, p, q ∈ CΣ(X) and t ∈ TΣ(X). If p
A(a) = b, then
ΦF,a(p · q) = ΦF,a(p) ∧ ΦF,b(q) and ΦF,a(p · t) = ΦF,a(p) ∧ ΦF,b(t).
Next we present a Pumping Lemma for L-fuzzy DT tree recognizers.
Lemma 5.4. Let F = (A, a0, ω) be an n-state L-DT ΣX-recognizer and
let ℓ := |Dω|. If t is a ΣX-tree of height ≥ (ℓ + 1)n + 1, then there exist
s ∈ TΣ(X) and p, q ∈ CΣ(X) such that t = p·q·s, dt(q) ≥ 1 and ΦF(p·q
k·s) =
ΦF(t) for every k ≥ 0.
Proof. If hg(t) ≥ (ℓ+1)n+1, then there is a path in run(A, t, a0) on which
some state a ∈ A appears at least ℓ+ 2 times. Thus we may write
t = p0 · q1 · . . . · qℓ+1 · s0
for some p0, q1, . . . , qℓ+1 ∈ CΣ(X) and s0 ∈ TΣ(X) such that dt(qi) ≥ 1 for
every i ∈ [ℓ + 1] and F enters the roots of (the displayed occurrences of)
q1, . . . , qℓ+1 and s0 in state a, i.e., p
A
0 (a0) = q
A
1 (a) = . . . = q
A
ℓ+1(a) = a. By
Lemma 5.3,
ΦF,a0(p0 · q1 · . . . · qi) = ΦF,a0(p0) ∧ ΦF,a(q1) ∧ . . . ∧ΦF,a(qi)
for every i ∈ [ℓ+ 1], and hence
ΦF,a0(p0) ≥ ΦF,a0(p0 · q1) ≥ . . . ≥ ΦF,a0(p0 · q1 · . . . · qℓ+1).
Since these values are elements of Dω, we must have
ΦF,a0(p0 · q1 · . . . · qi−1) = ΦF,a0(p0 · q1 · . . . · qi)
for some i ∈ [ℓ], which implies ΦF,a(qi) ≥ ΦF,a0(p0 · q1 · . . . · qi−1). As
ΦF(t) = ΦF,a0(p0 · q1 · . . . · qi−1) ∧ΦF,a(qi) ∧ ΦF,a(qi+1 · . . . · qℓ+1 · s0)
by Lemma 5.3, this means that
ΦF(t) = ΦF((p0 · q1 · . . . · qi−1) · q
k
i · (qi+1 · . . . · qℓ+1 · s0))
for every k ≥ 0.
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The Pumping Lemma may be formulated also as follows.
Lemma 5.5. For any DT-recognizable L-fuzzy ΣX-tree language Φ, there
is a constant h such that if t is a ΣX-tree of height ≥ h, then there are p, q ∈
CΣ(X) and s ∈ TΣ(X) such that t = p·q ·s, dt(q) ≥ 1, and Φ(p·q
k ·s) = Φ(t)
for every k ≥ 0.
By Lemma 5.4, ran(ΦF) = {ΦF(t) | t ∈ TΣ(X),hg(t) ≤ (ℓ+1)n}. Hence,
the following result.
Corollary 5.6. For any L-DT ΣX-recognizer F, the set ran(ΦF) can be
effectively determined.
Lemma 5.4 and Corollary 5.6 yield the following decidability results. For
similar results concerning tree series, cf. [3, 16].
Proposition 5.7. The following questions are decidable for any L-DT ΣX-
recognizer F.
(a) The Emptiness Problem “supp(ΦF) = ∅?”.
(b) The Finiteness Problem “Is supp(ΦF) finite?”.
(c) Is ΦF constant, i.e., is ΦF = c˜ for some c ∈ L?
(d) Is ΦF crisp?
To treat the Equivalence Problem “F ≡ G?” of two L-DT ΣX-recognizers
F = (A, a0, ω) and G = (B, b0, π), we introduce the (L × L)-DT ΣX-
recognizer H = (A× B, (a0, b0), σ), where σ is defined by
σx((a, b)) = (ωx(a), πx(b))) (x ∈ X, a ∈ A, b ∈ B).
The following fact can easily be verified by tree induction (including induc-
tion over ΣX-contexts, too).
Lemma 5.8. ΦH,(a,b)(t) = (ΦF,a(t),ΦG,b(t)) for every t ∈ TΣ(X) and all
a ∈ A, b ∈ B.
We get the following result from Lemma 5.8 by applying the Pumping
Lemma to H.
Lemma 5.9. One can find a constant h such that for any t ∈ TΣ(X), there
is a tree s ∈ TΣ(X) such that hg(s) < h, ΦF(s) = ΦF(t) and ΦG(s) = ΦG(t).
Proposition 5.10. The following problems are decidable for any L-DT rec-
ognizers F and G.
(a) The Inclusion Problem “ΦF ⊆ ΦG?”.
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(b) The Equivalence Problem “F ≡ G?”.
(c) The Disjointness Problem “ΦF ∩ ΦG = 0˜?”.
Proof. The inclusion ΦF ⊆ ΦG fails if and only if ΦF(t) 6≤ ΦG(t) for some
t ∈ TΣ(X). By Lemma 5.9 this can be decided by considering a finite number
of trees. The decidability of the Equivalence Problem follows directly from
the decidability of the Inclusion Problem. Finally, ΦF ∩ ΦG = 0˜ holds if
and only if ΦF(t) ∧ ΦG(t) = 0 for every t ∈ TΣ(X), and again it suffices to
consider the trees t of height less than a given number.
As usual, the decision methods immediately suggested by the Pumping
Lemma are not necessarily computationally effective.
6 DRecL, RecL and DRec
In this section we establish some connections between DT-recognizable L-
fuzzy tree languages, regular L-fuzzy tree languages and the usual DT-
recognizable tree languages.
Lemma 6.1. If Φ : TΣ(X) → L is crisp, then Φ ∈ DRecL(Σ,X) if and
only if supp(Φ) ∈ DRec(Σ,X). On the other hand, a ΣX-tree language T
is DT-recognizable if and only if Tχ ∈ DRecL(Σ,X).
Proof. By Remark 4.1 it suffices to show that Φ ∈ DRecL(Σ,X) implies
supp(Φ) ∈ DRec(Σ,X), and that T ∈ DRec(Σ,X) implies Tχ ∈ DRecL(Σ,X).
Let F = (A, a0, ω) be an L-DT ΣX-recognizer for which ΦF is crisp. If
A = (A, a0, α) is the DT ΣX-recognizer with α : X → ℘(A) is defined by
α(x) = {a ∈ A | ωx(a) = 1} (x ∈ X), then obviously T (A) = supp(ΦF).
Next, let A = (A, a0, α) be a DT ΣX-recognizer for T . For each x ∈ X,
we define ωx : A → L by setting ωx(a) = 1 if a ∈ α(x), and ωx(a) = 0 if
a /∈ α(x). Then Tχ is recognized by F = (A, a0, ω).
Proposition 6.2. DRecL ⊂ RecL.
Proof. Consider any L-DT ΣX-recognizer F = (A, a0, ω). LetNF = (B, I, ω)
be the L-NDT ΣX-recognizer where B = (A,Σ) is the NDT Σ-algebra such
that fB(a) = {fA(a)} for all f ∈ Σ and a ∈ A, and I = {a0}. It is easy to
verify by tree induction that ΦNF,a(t) = ΦF,a(t) for all t ∈ TΣ(X) and a ∈ A,
and this implies ΦNF = ΦF. Thus DRecL ⊆ RecL. The inclusion is proper:
for example, Φ = {f(x, y)/1, f(y, x)/1} is clearly recognizable but not DT-
recognizable as supp(Φ) = {f(x, y), f(y, x)} is not DT-recognizable.
Proposition 6.3. If 0 is ∧-irreducible in L (i.e., c, d > 0 implies c∧d > 0),
then supp(Φ) ∈ DRec(Σ,X) for every Φ ∈ DRecL(Σ,X).
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Proof. Let F = (A, a0, ω) be any L-DT ΣX-recognizer. If A = (A, a0, α) is
the DT ΣX-recognizer, where α(x) = {a ∈ A | ωx(a) > 0} for each x ∈ X,
then it is easy to show that for all t ∈ TΣ(X) and a ∈ A, t ∈ T (A, a) iff
ΦF,a(t) > 0. Hence, t ∈ T (A) iff ΦF(t) > 0, i.e., T (A) = supp(ΦF).
Note that in any bounded chain 0 is ∧-irreducible. The following example
shows that the ∧-irreducibility condition is necessary unless Σ is unary.
Example 6.4. Assume that there are elements c, d ∈ L such that c, d > 0,
but c∧d = 0. Let Σ = {f/2} andX = {x, y}. TheL-fuzzy ΣX-tree language
Φ = {f(x, x)/c, f(y, y)/d} is recognized by the L-DT ΣX-recognizer F =
(A, a0, ω), where A = {a0, a, b}, fA(a0) = (a, a), fA(a) = fA(b) = (b, b),
ωx(a) = c, ωy(a) = d and ωx(a0) = ωx(b) = ωy(a0) = ωy(b) = 0. However,
supp(Φ) = {f(x, x), f(y, y)} is not a DT-recognizable tree language. The
example is easily adapted to any Σ that contains a symbol of arity ≥ 2.
For any c ∈ L, the c-cut of Φ ∈ LTΣ(X) is the ΣX-tree language Φ≥c :=
{t ∈ TΣ(X) | Φ(t) ≥ c}.
Proposition 6.5. Every cut Φ≥c (c ∈ L) of a DT-recognizable L-fuzzy
tree language Φ is a DT-recognizable tree language. On the other hand, if
c ∈ L, c > 0, then every DT-recognizable ΣX-tree language is the c-cut of
some DT-recognizable L-fuzzy ΣX-tree language.
Proof. Let F = (A, a0, ω) be an L-DT ΣX-recognizer for Φ. If we define
α by α(x) = {a ∈ A | ωx(a) ≥ c} (x ∈ X), then the DT ΣX-recognizer
A = (A, a0, α) recognizes Φ≥c.
Assume next that T = T (A) for some DT ΣX-recognizer A = (A, a0, α).
If we define ω = (ωx)x∈X by setting ωx(a) = c for a ∈ α(x), and ωx(a) = 0
for a /∈ α(x), then T is the c-cut of ΦF for F = (A, a0, ω).
The following example shows that if |L| > 2, then Φ−1(d) := {t ∈
TΣ(X) | Φ(t) = d} is not always DT-recognizable for Φ ∈ DRecL(Σ,X) and
d ∈ L.
Example 6.6. Let d ∈ L, 0 < d < 1. It is easy to show that Φ =
{f(x, x)/d, f(x, y)/d, f(y, x)/d, f(y, y)/1} is DT-recognizable but Φ−1(d) =
{f(x, x), f(x, y), f(y, x)} is not.
In [4] it was shown that Φ−1(E) is a recognizable tree language for any
recognizable tree series Φ over a finite semiring S and any E ⊆ S, and in [16]
this result is given for locally finite semirings. For the following proposition
we need not assume that the lattice L is locally finite.
Theorem 6.7. If Φ ∈ DRecL(Σ,X), then Φ
−1(E) ∈ Rec(Σ,X) for every
E ⊆ L. In particular, Φ−1(d) ∈ Rec(Σ,X) for every d ∈ L.
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Proof. Let F = (A, a0, ω) be an L-DT ΣX-recognizer for Φ. Since Φ
−1(E) =
Φ−1(E ∩ ran(Φ)), ran(Φ) ⊆ Dω, Dω is finite and Rec(Σ,X) is closed under
union, it suffices to show that Φ−1(d) ∈ Rec(Σ,X) for every d ∈ Dω.
Let NA = (B, I, α) be the NDT ΣX-recognizer, where B = (B,Σ) is
the NDT Σ-algebra with B = A×Dω and
fB((a, c)) = {((a1, c1), . . . , (am, cm)) | fA(a) = (a1, . . . , am), c1∧. . .∧cm = c}
for all m ∈ r(Σ), f ∈ Σm and (a, c) ∈ B, I = {(a0, d)}, and α(x) =
{(a, ωx(a)) | a ∈ A} for all x ∈ X.
To prove that T (NA) = Φ−1(d), we show by tree induction that for all
(a, c) ∈ B and t ∈ TΣ(X), ΦF,a(t) = c if and only if t ∈ T (NA, (a, c)). For
x ∈ X, we get
ΦF,a(x) = c ⇔ ωx(a) = c ⇔ (a, c) ∈ α(x) ⇔ x ∈ T (NA, (a, c)).
Let t = f(t1, . . . , tm), and assume first that ΦF,a(t) = c. If fA(a) =
(a1, . . . , am) and ΦF,ai(ti) = ci (i = 1, . . . ,m), then c = c1 ∧ . . . ∧ cm,
and thus ((a1, c1), . . . , (am, cm)) ∈ fB((a, c)). Since ti ∈ T (NA, (ai, ci))
(i = 1, . . . ,m), this means that t ∈ T (NA, (a, c)).
Conversely, if t ∈ T (NA, (a, c)), then there exist c1, . . . , cm ∈ Dω such
that ((a1, c1), . . . , (am, cm)) ∈ fB((a, c)) and ti ∈ T (NA, (ai, ci)) (i = 1, . . . ,m).
By the definition of fB, the former fact implies that fA(a) = (a1, . . . , am)
and c1∧ . . .∧cm = c. On the other hand, ΦF,ai(ti) = ci (i = 1, . . . ,m) by the
inductive hypothesis, and therefore ΦF,a(t) = ΦF,a1(t1)∧ . . .∧ΦF,am(tm) =
c1 ∧ . . . ∧ cm = c.
We now get Corollary 5.6 anew: ran(ΦF) can be found by construct-
ing for each Φ−1
F
(d) with d ∈ Dω an NDT ΣX-recognizer NA and testing
whether T (NA) = ∅, which can be done (cf. [18], for example).
7 Closure properties of DRecL
We shall now consider a number of operations on fuzzy tree languages and
see which ones preserve DT-recognizability. The operations are natural ex-
tensions of classical tree language operations and also similar to the corre-
sponding operations on tree series. Let us begin with some positive results.
Proposition 7.1. If Φ,Ψ ∈ DRecL(Σ,X), then Φ ∩Ψ ∈ DRecL(Σ,X).
Proof. Let F = (A, a0, ω) and G = (B, b0, π) be any L-DT ΣX-recognizers.
Let H = (A× B, (a0, b0), σ) be the L-DT ΣX-recognizer with σ defined by
σx((a, b)) = ωx(a) ∧ πx(b) (x ∈ X, a ∈ A, b ∈ B). It is easy to verify that
ΦH = ΦF ∩ ΦG.
By combining Proposition 6.5 and Lemma 6.1, we get
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Corollary 7.2. Φ χ≥c ∈ DRecL(Σ,X) for any Φ ∈ DRecL(Σ,X) and c ∈ L.
For any f ∈ Σm, the f -product (or top-concatenation) f(Φ1, . . . ,Φm) :
TΣ(X)→ L of m L-fuzzy ΣX-tree languages Φ1, . . . ,Φm is defined by
f(Φ1, . . . ,Φm)(t) =
{
Φ1(t1) ∧ . . . ∧ Φm(tm) if t = f(t1, . . . , tm);
0 if root(t) 6= f .
Proposition 7.3. f(Φ1, . . . ,Φm) ∈ DRecL(Σ,X) for allm ∈ r(Σ), f ∈ Σm,
Φ1, . . . ,Φm ∈ DRecL(Σ,X).
Proof. For each i ∈ [m], let Fi = (Ai, ai, ωi) be an L-DT ΣX-recognizer
for Φi. Let A = (A,Σ) be the DT Σ-algebra, where A is the disjoint union
A1 ∪ . . . ∪Am ∪ {a0, b} and for any g ∈ Σ and a ∈ A,
gA(a) =


(a1, . . . , am) if a = a0 and g = f ;
gAi(a) if a ∈ Ai (i ∈ [m]);
(b, . . . , b) if a = a0 and g 6= f, or a = b.
Furthermore, the family ω = (ωx)x∈X of fuzzy sets ωx : A → L is defined
so that ωx(a) = ωix(a) for a ∈ Ai (i ∈ [m]), and ωx(a) = 0 if a = a0
or a = b. Clearly, ΦF = f(Φ1, . . . ,Φm) for the L-DT ΣX-recognizer F =
(A, a0, ω).
For any p ∈ CΣ(X) and Φ ∈ L
TΣ(X), p−1(Φ) and p(Φ) are the L-fuzzy
ΣX-tree languages such that, for any t ∈ TΣ(X), p
−1(Φ)(t) = Φ(p(t)) and
p(Φ)(t) =
{
Φ(s) if t = p(s), s ∈ TΣ(X);
0 if t /∈ p(TΣ(X)).
Proposition 7.4. If Φ ∈ DRecL(Σ,X), then p
−1(Φ), p(Φ) ∈ DRecL(Σ,X)
for every p ∈ CΣ(X).
Proof. Let Φ = ΦF for F = (A, a0, ω) and let p ∈ CΣ(X). First we construct
an L-DT ΣX-recognizer for p−1(Φ). Let b := pA(a0) and d := ΦF,a0(p).
Then we define π = (πx)x∈X by πx(a) = ωx(a) ∧ d (x ∈ X, a ∈ A), and let
G = (A, b, π). For any t ∈ TΣ(X),
ΦG(t) =
∧
{πx(a) | (x, a) ∈ lr(A, t, b)} =
∧
{ωx(a) | (x, a) ∈ lr(A, t, b)} ∧ d
= ΦF,b(t) ∧ ΦF,a0(p) = ΦF,a0(p · t) = ΦF(p(t)) = p
−1(Φ)(t).
Let us now define an L-DT ΣX-recognizer G = (B, b0, π) for p(Φ). In
the DT Σ-algebra B = (B,Σ), B is the disjoint union of A, sub(p(a0)) and
{b}, where p(a0) ∈ TΣ(X ∪ {a0}) is obtained from p by substituting a0 for
ξ. For any f ∈ Σm (m ∈ r(Σ)), define fB : B → B
m as follows:
fB(a) =


fA(a) if a ∈ A;
(r1, . . . , rm) if a = f(r1, . . . , rm)(∈ sub(p(a0)));
(b, . . . , b) if a = g(r1, . . . , rk) for some g ∈ Σ, g 6= f ;
(b, . . . , b) if a = b.
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The initial state is b0 = p(a0), and for each x ∈ X, πx is defined by setting
πx(x) := 1 if x ∈ sub(p(a0)), πx(r) := 0 for any r ∈ sub(p(a0)), r 6= x, and
πx(a) := ωx(a) for a ∈ A, and πx(b) = 0.
The recognizer G operates on any input tree t ∈ TΣ(X) as follows.
Starting at the root in state p(a0), it first checks whether t is of the form
p(s). If not, it reaches some node in state b or a leaf in a state r ∈ sub(p(a0))
distinct from the label of that leaf. In both cases, ΦG(t) = 0. On the other
hand, if t = p(s) for some s ∈ TΣ(X), then G reaches the root of (the
displayed occurrence of) s in state a0 and simulates then F on s. Since G
assigns the value 1 to all the X-labeled leaves of p, we get ΦG(t) = ΦF(s) =
p(Φ)(t).
A tree homomorphism h : TΣ(X) → TΩ(Y ) is defined (cf. [9, 13, 18, 19,
35]) by some given mappings hX : X → TΩ(Y ) and hm : Σm → TΩ(Y ∪Ξm)
for each m ∈ r(Σ), where Ξm = {ξ1, . . . , ξm} is a set of variables disjoint
from the other alphabets considered, as follows:
1. h(x) = hX(x) for x ∈ X.
2. h(f(t1, . . . , tm)) = hm(f)[ξ1 ← h(t1), . . . , ξm ← h(tm)] for all m ∈
r(Σ), f ∈ Σm and t1, . . . , tm ∈ TΣ(X), where hm(f)[ξ1 ← h(t1), . . . , ξm ←
h(tm)] is obtained from hm(f) by replacing each ξi by h(ti) (i = 1, . . . ,m).
The image h(Φ) : TΩ(Y ) → L of an L-fuzzy ΣX-tree language Φ and
the inverse image h−1(Ψ) : TΣ(X) → L of an L-fuzzy ΩY -tree language Ψ
under h are defined by
h(Φ)(t) =
∨
{Φ(s) | s ∈ TΣ(X), h(s) = t} (t ∈ TΩ(Y )),
and h−1(Ψ)(t) = Ψ(h(t)) (t ∈ TΣ(X)).
For h(Φ) to be defined even for a non-complete L, it suffices to assume
that ran(Φ) is finite or that h−1(t) is finite for every t ∈ TΩ(Y ). The latter
condition holds for any nondeleting tree homomorphism. Recall that Rec
and DRec are closed under inverse tree homomorphisms [18, 19, 24].
Theorem 7.5. For any tree homomorphism h : TΣ(X) → TΩ(Y ), if Φ ∈
DRecL(Ω, Y ), then h
−1(Φ) ∈ DRecL(Σ,X).
Proof. Let F = (A, a0, ω) be an L-DT ΩY -recognizer for Φ and A = (A,Ω)
be its underlying DT Ω-algebra. For all a ∈ A and t = f(t1, . . . , tm) in
TΣ(X), lr(A, h(t), a) consists of lr(A, hm(f), a) ∩ (Y ×A) and of the sets⋃
{ lr(A, h(ti), a
′) | (ξi, a
′) ∈ lr(A, hm(f), a) } (i ∈ [m]).
Let D := Dω ∪ {1} and B := ℘(A) ×D. The DT Σ-algebra B = (B,Σ) is
defined by setting for any m ∈ r(Σ), f ∈ Σm, H ⊆ A, and d ∈ D,
fB((H, d)) = ((H1, d ∧ df ), . . . , (Hm, d ∧ df )) ,
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where Hi := {a
′ | (ξi, a
′) ∈ lr(A, hm(f), a), a ∈ H} (i ∈ [m]), and
df :=
∧
{ωy(b) | (y, b) ∈ lr(A, hm(f), a), a ∈ H, y ∈ Y }.
Let b0 = ({a0}, 1), and define π = (πx)x∈X by
πx((H, d)) = d ∧
∧
{ΦF,a(h(x)) | a ∈ H} (x ∈ X, (H, d) ∈ B).
To prove that ΦG = h
−1(Φ) for the L-DT ΣX-recognizer G = (B, b0, π),
we show by tree induction that
ΦG,(H,d)(t) = d ∧
∧
{ΦF,a(h(t)) | a ∈ H}
for any (H, d) ∈ B and t ∈ TΣ(X).
The case t ∈ X is obvious, so let t = f(t1, . . . , tm). If fB((H, d)) =
((H1, d ∧ df ), . . . , (Hm, d ∧ df )), where H1, . . . ,Hm and df are defined as
above, then by the inductive assumption
ΦG,(Hi,d∧df )(ti) = d ∧ df ∧
∧
{ΦF,a′(h(ti)) | a
′ ∈ Hi}
for every i ∈ [m]. Hence
ΦG,(H,d)(t) =
∧
i∈[m]
ΦG,(Hi,d∧df )(ti)
= d ∧ df ∧
∧
i∈[m]
∧
{ΦF,a′(h(ti)) | a
′ ∈ Hi}
= d ∧ df ∧
∧
i∈[m]
∧
a∈H
∧
{ΦF,a′(h(ti)) | (ξi, a
′) ∈ lr(A, hm(f), a)}
= d ∧ df ∧
∧
a∈H
∧
i∈[m]
∧
{ΦF,a′(h(ti)) | (ξi, a
′) ∈ lr(A, hm(f), a)}
= d ∧ df ∧
∧
a∈H
∧
i∈[m]
∧
{ωy(b) | (y, b) ∈ lr(A, h(ti), a
′), (ξi, a
′) ∈ lr(A, hm(f), a)}
= d ∧
∧
a∈H
{
∧
{ωy(b) | (y, b) ∈ lr(A, hm(f), a), y ∈ Y }∧
∧
i∈[m]
∧
{ωy(b) | (y, b) ∈ lr(A, h(ti), a
′), (ξi, a
′) ∈ lr(A, hm(f), a)}}
= d ∧
∧
a∈H
∧
{ωy(b) | (y, b) ∈ lr(A, h(t), a)} = d ∧
∧
a∈H
ΦF,a(h(t)).
For (H, d) = ({a0}, 1) = b0, we get ΦG(t) = ΦG,b0(t) = ΦF,a0(h(t)) =
h−1(Φ)(t).
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For tree homomorphic images the closure properties of DRec are quite
limited (cf. [24]), but let us note an exception. A tree homomorphism
h : TΣ(X) → TΩ(Y ) is alphabetic if for all m ∈ r(Σ) and f ∈ Σm, hm(f) =
g(ξ1, . . . , ξm) for some g ∈ Ωm, and hX(x) ∈ Y for every x ∈ X.
Proposition 7.6. If h : TΣ(X) → TΩ(Y ) is an injective alphabetic tree
homomorphism and Φ ∈ DRecL(Σ,X), then h(Φ) ∈ DRecL(Ω, Y ).
Proof. Let F = (A, a0, ω) be an L-DT ΣX-recognizer for Φ. We construct
an L-DT ΩY -recognizer G = (B, b0, π) for h(Φ) as follows.
1. Let B := A ∪ {†} († /∈ A) and b0 := a0.
2. The operations gB : B → B
m (m ∈ r(Ω), g ∈ Ωm) of B = (B,Ω)
are defined as follows. If there is an f ∈ Σm for which hm(f) =
g(ξ1, . . . , ξm), then gB(a) := fA(a) for every a ∈ A, and gB(†) =
(†, . . . , †). If g /∈ hm(Σm), then gB(b) := (†, . . . , †) for every b ∈ B.
3. Consider any y ∈ Y . If y = hX(x) for some x ∈ X, then πy(a) := ωx(a)
for every a ∈ A, and πy(†) := 0. Otherwise, πy(b) := 0 for every b ∈ B.
For any t ∈ TΩ(Y ) there are two possibilities. Either t = h(s) for a unique
s ∈ TΣ(X) and h(Φ)(t) = Φ(s), or t /∈ h(TΣ(X)) and h(Φ)(t) = 0. Moreover,
it is clear that an ΩY -tree t is in h(TΣ(X)) if and only if every subtree of t
is also in the range of h. Thus, ΦG = h(Φ) follows from
(a) ΦG,a(h(s)) = ΦF,a(s) for all s ∈ TΣ(X) and a ∈ A, and
(b) ΦG(t) = 0 for every t ∈ TΩ(Y ) \ h(TΣ(X)).
Claim (a) can be verified by tree induction, and (b) follows directly from
the definition of G.
The multiplication of Φ by a scalar c ∈ L yields the L-fuzzy ΣX-tree
language c.Φ : TΣ(X)→ L defined by (c.Φ)(t) = c ∧ Φ(t).
Proposition 7.7. If Φ ∈ DRecL(Σ,X), then c.Φ ∈ DRecL(Σ,X) for every
c ∈ L.
Proof. If Φ is recognized by the L-DT ΣX-recognizer F = (A, a0, ω), then
c.Φ is obviously recognized by G = (A, a0, π), when π is defined by πx(a) =
c ∧ ωx(a) (x ∈ X, a ∈ A).
Finally, we note that DT-recognizability is preserved under certain changes
of the valuation lattice. For any mapping ψ : L → K from a lattice
L = (L,≤) to a lattice K = (K,≤) and any L-fuzzy ΣX-tree language
Φ, let ψ(Φ) : TΣ(X) → K be the K-fuzzy ΣX-tree language defined by
ψ(Φ)(t) = ψ(Φ(t)) (t ∈ TΣ(X)). It is known that the recognizability of tree
series over semirings is preserved under semiring homomorphisms (cf. [16]).
Here it suffices to assume that the map ψ preserves (finite) meets.
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Proposition 7.8. Let K = (K,≤) and L = (L,≤) be any nontrivial bounded
lattices.
(a) If L is a sublattice of K, then DRecL(Σ,X) ⊆ DRecK(Σ,X).
(b) If ψ : L→ K is a ∧-morphism, then Φ ∈ DRecL(Σ,X) implies ψ(Φ) ∈
DRecK(Σ,X).
Proof. Any L-DT ΣX-recognizer may be regarded as aK-DT ΣX-recognizer,
assuming – as we implicitly have done – that any map S → L can be re-
garded also as a map from S to K.
Let Φ be recognized by the L-DT recognizer F = (A, a0, ω). To prove
(b), we define π by πx(a) = ψ(ωx(a)) (x ∈ X, a ∈ A). Then the K-DT
ΣX-recognizer G = (A, a0, π) recognizes ψ(Φ). Indeed,
ΦG(t) =
∧
{πx(a) | (x, a) ∈ lr(A, t, a0)} =
∧
{ψ(ωx(a)) | (x, a) ∈ lr(A, t, a0)}
= ψ(
∧
{ωx(a) | (x, a) ∈ lr(A, t, a0)}) = ψ(ΦF(t)) = ψ(Φ)(t)
for every t ∈ TΣ(X).
As one may expect, if DRec is not closed under some operation, then
DRecL is not closed under the ‘corresponding’ L-fuzzy operation. This can
be formalized as follows.
Lemma 7.9. Let (T1, . . . , Tn) 7→ O(T1, . . . , Tn) (n ≥ 1) be an n-ary tree lan-
guage operation, and assume that (Φ1, . . . ,Φn) 7→ Ô(Φ1, . . . ,Φn) is an n-ary
operation on L-fuzzy tree languages such that O(T1, . . . , Tn)
χ = Ô(Tχ1 , . . . , T
χ
n )
for all tree languages T1, . . . , Tn (over appropriate alphabets). If DRec is not
closed under O, then DRecL is not closed under Ô.
Proof. Let T1, . . . , Tn ∈ DRec(Σ,X) be such that O(T1, . . . , Tn) is defined
but not DT-recognizable. It follows from Lemma 4.3 that Tχ1 , . . . , T
χ
n are
DT-recognizable but that Ô(Tχ1 , . . . , T
χ
n ) is not.
To apply Lemma 7.9 to an operation Ô with a known classical counter-
part O, we have to verify the relation O(T1, . . . , Tn)
χ = Ô(Tχ1 , . . . , T
χ
n ) and
to refer to the negative closure property of DRec. In all cases below, the
needed results concerning DRec can be found in [24]. In fact, the examples
proving the non-closure of DRec can be turned into examples for DRecL
simply by replacing each tree language by its characteristic function. For
example, it is well known that DRec is not closed under union. Moreover,
it is clear that (T ∪U)χ = Tχ ∪Uχ for any T,U ⊆ TΣ(X), and thus DRecL
is not closed under unions, and this can be confirmed by “fuzzifying” any
example showing the non-closure of DRec. For example, the crisp L-fuzzy
ΣX-tree languages {f(x, y)/1} and {f(y, x)/1} are DT-recognizable while
their union {f(x, y)/1, f(y, x)/1} is not.
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Next we introduce L-fuzzy forms of some known tree language operations
under which DRec is not closed.
For any x ∈ X, the x-product Φ ·x Ψ of two L-fuzzy ΣX-tree languages
Φ and Ψ is defined as follows. First we define Φ ·x s : TΣ(X) → L for each
s ∈ TΣ(X) thus:
(1) Φ ·x x = Φ and Φ ·x y = {y/1} for y ∈ X, y 6= x;
(2) for s = f(s1, . . . , sm) and any t ∈ TΣ(X),
(Φ·xs)(t) =
{
(Φ ·x s1)(t1) ∧ · · · ∧ (Φ ·x sm)(tm) if t = f(t1, . . . , tm);
0 if root(t) 6= f.
Then Φ ·x Ψ : TΣ(X)→ L is defined by
(Φ ·x Ψ)(t) =
∨
{(Φ ·x s)(t) ∧Ψ(s) | s ∈ TΣ(X)} (t ∈ TΣ(X)).
For any x ∈ X, the x-iteration of Φ : TΣ(X) → L is the union Φ
∗x :=⋃
{Φk,x | k ≥ 0}, where Φ0,x = {x/1} and Φk+1,x = Φk,x ·x Φ ∪ Φ
k,x for all
k ≥ 0. Note that for any given t, the number of nonzero elements in the
supremum defining (Φ ·x Ψ)(t) is finite. Similarly, Φ
∗x(t) = Φk,x(t) for some
k ≥ 0. Hence, we don’t have to assume that L is complete. It is not hard
to prove the following lemma.
Lemma 7.10. (T ·x U)
χ = Tχ ·x U
χ and (T ∗x)χ = (Tχ)∗x for any x ∈ X
and T,U ⊆ TΣ(X).
To prove the following lemma, it suffices to show that for any t ∈ TΣ(X),
h(T )χ(t) = 1 if and only if h(Tχ)(t) = 1.
Lemma 7.11. h(T )χ = h(Tχ) for any ΣX-tree language T and tree homo-
morphism h : TΣ(X)→ TΩ(Y ).
In [24] it is shown (Theorem 4.2.3) that DRec is not closed under unions,
x-products, x-iterations, nor under every tree homomorphism that is just
alphabetic or just injective. Therefore Lemma 7.9 and the above results
yield the following non-closure properties of DRecL.
Proposition 7.12. The family DRecL is not closed under (a) unions, (b)
x-products, (c) x-iterations, (d) some non-alphabetic injective tree homo-
morphisms, and (e) some non-injective alphabetic tree homomorphisms.
In agreement with [31] and [11], for example, we call Φ : TΣ(X)→ L an
L-fuzzy subalgebra of the term algebra TΣ(X) if Φ 6= 0˜ and Φ(f(t1, . . . , tm)) ≥
Φ(t1) ∧ . . . ∧ Φ(tm) for all m ∈ r(Σ), f ∈ Σm and t1, . . . , tm ∈ TΣ(X). If L
is complete, then the L-fuzzy subalgebra [Φ] generated by an L-fuzzy ΣX-
tree language Φ 6= 0˜, i.e., the least L-fuzzy subalgebra of TΣ(X) containing
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Φ, always exists; it is the intersection of all L-fuzzy subalgebras of TΣ(X)
containing Φ. A ΣX-tree language T is an ordinary subalgebra of TΣ(X) if
T 6= ∅ and f(t1, . . . , tm) ∈ T for all m ∈ r(Σ), f ∈ Σm and t1, . . . , tm ∈ T .
Let [T ] denote the subalgebra of TΣ(X) generated by T ⊆ TΣ(X), T 6= ∅.
It is not hard to show that (a) a ΣX-tree language T is a subalgebra of
TΣ(X) if and only if Tχ is an L-fuzzy subalgebra of TΣ(X), and that (b)
[T ]χ = [Tχ] for every tree language T ⊆ TΣ(X). In fact, (a) and (b) hold
more generally for subsets of any algebra, as shown by Rosenfeld [31] (for
groupoids). Since T ∈ DRec(Σ,X) does not imply [T ] ∈ DRec(Σ,X), we
get the following result.
Proposition 7.13. Assume that L is a complete lattice. The family DRecL
is not closed under the generation of L-fuzzy subalgebras.
8 Fuzzy path languages and DT-recognizability
As noted above, DT-recognizable tree languages are completely defined by
the paths appearing in their trees. Here we shall discuss L-fuzzy path lan-
guages and connect them with DT-recognizable L-fuzzy tree languages.
In what follows, Γ is again the path alphabet of our given ranked alpha-
bet Σ. By an L-fuzzy ΣX-path language we mean any mapping Λ : TΓ(X)→
L. To introduce the fuzzy forms of the operators δ and δ−1, we define for
any Φ : TΣ(X)→ L and Λ : TΓ(X)→ L the L-fuzzy sets δ˜(Φ) : TΓ(X)→ L
and δ˜−1(Λ) : TΣ(X)→ L by the respective conditions
δ˜(Φ)(r) =
∨
{Φ(t) | t ∈ TΣ(X), r ∈ δ(t)} (r ∈ TΓ(X))
and
δ˜−1(Λ)(t) =
∧
{Λ(r) | r ∈ δ(t)} (t ∈ TΣ(X)).
Restricted to crisp sets, δ˜ and δ˜−1 match the original operators: supp(δ˜(Tχ)) =
δ(T ) and supp(δ˜−1(Uχ)) = δ−1(U) for any T ⊆ TΣ(X) and U ⊆ TΓ(X).
Note also that formally the definition of δ˜(Φ) presupposes that L is complete,
but if Φ is DT-recognizable, completeness is not needed because ran(Φ) is
then finite.
Lemma 8.1. The following hold for all Φ,Φ′ ∈ LTΣ(X) and Λ,Λ′ ∈ LTΓ(X).
(a) Φ ⊆ Φ′ implies δ˜(Φ) ⊆ δ˜(Φ′), and Λ ⊆ Λ′ implies δ˜−1(Λ) ⊆ δ˜−1(Λ′).
(b) δ˜(Φ ∪ Φ′) = δ˜(Φ) ∪ δ˜(Φ′), and δ˜−1(Λ ∩ Λ′) = δ˜−1(Λ) ∩ δ˜−1(Λ′).
(c) Φ ⊆ δ˜−1(δ˜(Φ)) and δ˜(δ˜−1(Λ)) ⊆ Λ.
(d) δ˜(δ˜−1(δ˜(Φ))) = δ˜(Φ) and δ˜−1(δ˜(δ˜−1(Λ))) = δ˜−1(Λ).
25
Proof. The statements in (a) and (b) have very simple proofs. Let us prove
the first part of (c). For any t ∈ TΣ(X),
δ˜−1(δ˜(Φ))(t) =
∧
{δ˜(Φ)(r) | r ∈ δ(t)}
=
∧
{
∨
{Φ(s) | s ∈ TΣ(X), r ∈ δ(s)} | r ∈ δ(t)}.
Since Φ(t) is in every set {Φ(s) | s ∈ TΣ(X), r ∈ δ(s)}, we may conclude
that δ˜−1(δ˜(Φ))(t) ≥ Φ(t). The second part of (c) has a similar proof.
By (a) and (c), δ˜ and δ˜−1 define a Galois connection between (TΣ(X),⊆)
and (TΓ(X),⊇), and hence (a) and (c) imply (d). For example, (c) yields
δ˜(δ˜−1(δ˜(Φ))) ⊆ δ˜(Φ), and the converse inclusion follows from Φ ⊆ δ˜−1(δ˜(Φ))
by the isotonicity of δ˜.
The path closure of Φ : TΣ(X) → L is the L-fuzzy ΣX-tree language
∆˜(Φ) := δ˜−1(δ˜(Φ)), and Φ is said to be path closed if ∆˜(Φ) = Φ. The
following corollary is an immediate consequence of Lemma 8.1.
Corollary 8.2. ∆˜ is a closure operator on LTΣ(X), i.e., for all Φ,Ψ ∈
LTΣ(X), (1) Φ ⊆ ∆˜(Φ), (2) Φ ⊆ Ψ implies ∆˜(Φ) ⊆ ∆˜(Ψ), and (3) ∆˜(∆˜(Φ)) =
∆˜(Φ).
Let us now consider the L-fuzzy path languages of DT-recognizable L-
fuzzy tree languages. First we show how any L-DT ΣX-recognizer defines
an L-fuzzy path language in a natural way.
As in [14], we associate with any DT Σ-algebra A = (A,Σ) the unary
algebra Au = (A,Γ) such that fA
u
i (a) = pri(fA(a)) for all a ∈ A and
fi ∈ Γ. We may also regard A
u as a DT Γ-algebra by treating fA
u
i (a) as
a 1-tuple. In [34] also the converse transformation was considered: for any
Γ-algebra B = (B,Γ), let Bd = (B,Σ) be the DT Σ-algebra with fBd(b) =
(fB1 (b), . . . , f
B
m(b)) for all b ∈ B, m ∈ r(Σ) and f ∈ Σm. Since A
ud = A for
any DT Σ-algebra A and Bdu = B for any Γ-algebra B, there is a bijective
correspondence between DT Σ-algebras and Γ-algebras. As noted in [34],
it preserves subalgebras, homomorphisms, congruences, direct products and
quotient algebras.
For any L-DT ΣX-recognizer F = (A, a0, ω), let F
u be the L-DT ΓX-
recognizer (Au, a0, ω), and for any L-DT ΓX-recognizer G = (B, b0, π), let
Gd be the L-DT ΣX-recognizer (Bd, b0, π). Of course, F
ud = F and Gdu =
G.
For any a ∈ A, t ∈ TΣ(X) and wx ∈ δ(t), lr(A
u, wx, a) = {(x, awA)},
and (x, awA) is also the element of lr(A, t, a) appearing at the end of the
path in run(A, t, a) described by w. Hence the following fact.
Lemma 8.3. Let A = (A,Σ) be a DT Σ-algebra. Then
lr(A, t, a) =
⋃
{lr(Au, r, a) | r ∈ δ(t)}
for all a ∈ A and t ∈ TΣ(X).
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An L-DT ΣX-recognizer F = (A, a0, ω) reaches the leaf at the end of
the path described by a given w ∈ Γ∗ in state a0w
A independently of the
tree in which the path appears. It is therefore meaningful to regard
ΛF : TΓ(X)→ L, wx 7→ ωx(a0w
A) (w ∈ Γ∗, x ∈ X)
as the L-fuzzy path language defined by F.
Lemma 8.4. Let F = (A, a0, ω) be an L-DT ΣX-recognizer and G =
(B, b0, π) be an L-DT ΓX-recognizer.
(a) ΛF = ΦFu, and hence ΛF ∈ DRecL(Γ,X).
(b) δ˜−1(ΦG) = ΦGd, and hence δ˜
−1(ΦG) ∈ DRecL(Σ,X).
(c) ΦF = δ˜
−1(ΛF), i.e., ΦF(t) =
∧
{ΛF(r) | r ∈ δ(t)} for every t ∈ TΣ(X).
(d) δ˜(ΦF) ⊆ ΛF.
Proof. (a) follows from the definitions of ΛF and F
u: for any wx ∈ TΓ(X),
ΦFu(wx) =
∧
{ωy(a) | (y, a) ∈ lr(A
u, wx, a0)} = ωx(a0w
A) = ΛF(wx).
For any r ∈ TΓ(X), ΦG(r) = πx(b) with {(x, b)} = lr(B, r, b0). Hence, we
get (b) as follows:
ΦGd(t) =
∧
{πx(b) | (x, b) ∈ lr(B
d, t, b0)}
=
∧
{πx(b) | (x, b) ∈
⋃
{lr(B, r, b0) | r ∈ δ(t)}}
=
∧
{ΦG(r) | r ∈ δ(t)}
= δ˜−1(ΦG)(t),
for every t ∈ TΣ(X). Statement (c) follows from Lemma 5.1, but now also
from (a) and (b): δ˜−1(ΛF) = δ˜
−1(ΦFu) = ΦFud = ΦF. Finally, for any
wx ∈ TΓ(X),
δ˜(ΦF)(wx) =
∨
{ΦF(t) | t ∈ TΣ(X), wx ∈ δ(t)}
=
∨
{
∧
{ωy(a0v
A) | vy ∈ δ(t)} | t ∈ TΣ(X), wx ∈ δ(t)}
≤ ωx(a0w
A) = ΛF(wx),
and hence also (d) holds.
Corollary 8.5. If F and G are L-DT ΣX-recognizers, then Fu ≡ Gu
implies F ≡ G. Similarly, if F and G are L-DT ΓX-recognizers, then
F ≡ G implies Fd ≡ Gd.
Proof. The first implication follows by statements (a) and (c) of Lemma
8.4: ΦF = δ˜
−1(ΛF) = δ˜
−1(ΦFu) = δ˜
−1(ΦGu) = δ˜
−1(ΛG) = ΦG. The second
implication follows similarly from Lemma 8.4 (b).
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The following example shows that the converses of the inclusion (d) of
Lemma 8.4 and the implications of Corollary 8.5 are not generally valid.
Example 8.6. Let Σ = {f/2}, X = {x}, and let A = (A,Σ) be the DT Σ-
algebra such that A = {a0, a, b} and fA(a0) = (a, b), fA(a) = fA(b) = (b, b).
If F = (A, a0, ω) is the L-DT ΣX-recognizer, where ωx(a) = 1 and ωx(a0) =
ωx(b) = 0, then δ˜(ΦF) = 0˜ but ΛF = {f1x/1}, and hence ΛF ⊆ δ˜(ΦF) does
not hold.
Let G = (A, a0, π) be the L-DT ΣX-recognizer with πx(b) = 1 and
πx(a0) = πx(a) = 0. Then ΦF = 0˜ = ΦG, but ΦFu = {f1x/1} 6= {f2x/1} =
ΦGu. Hence, F
u ≡ Gu does not follow from F ≡ G.
That F ≡ G does not follow from Fd ≡ Gd, can be seen by considering
the L-DT ΓX-recognizers F1 := F
u and G1 := G
u, where F and G are as
above. Now Fd1 = F ≡ G = G
d
1, but not F1 ≡ G1.
We may now characterize the L-DT tree languages in terms of L-fuzzy
path languages.
Theorem 8.7. An L-fuzzy ΣX-tree language Φ is DT-recognizable if and
only if Φ = δ˜−1(Λ) for some DT-recognizable L-fuzzy ΣX-path language Λ.
Proof. If Φ is recognized by an L-fuzzy DT ΣX-recognizer F, then it follows
from Lemma 8.4 that Φ = ΦF = δ˜
−1(ΛF) with ΛF ∈ DRecL(Γ,X). Assume
then that Φ = δ˜−1(Λ), where Λ = ΦG for an L-DT ΓX-recognizer G. Now
Lemma 8.4 yields Φ = δ˜−1(ΦG) = ΦGd ∈ DRecL(Σ,X).
Corollary 8.8. Any DT-recognizable tree language is path closed.
Proof. By Theorem 8.7, if Φ ∈ DRecL(Σ,X), then Φ = δ˜
−1(Λ) for some
Λ ∈ DRecL(Γ,X), and hence ∆˜(Φ) = δ˜
−1(δ˜(δ˜−1(Λ))) = δ˜−1(Λ) = Φ by
Lemma 8.1.
9 Path closure and DT-recognizability
An ordinary regular tree language is DT-recognizable if and only if it is
path closed, and the path closure of the tree language recognized by an
NDT tree recognizer is recognized by a DT tree recognizer obtained by a
subset construction (cf. [24] or [18], for example). We shall now prove some
similar results for fuzzy tree languages.
Throughout this section we assume that the lattice of membership de-
grees is a nontrivial bounded chain C = (C,≤). Moreover, NF = (A, I, ω)
is always a C-NDT ΣX-recognizer with the underlying NDT Σ-algebra
A = (A,Σ).
Since C is a chain, the set Rω = {ωx(a) | x ∈ X, a ∈ A} is a sublattice of
C and ran(ΦNF) ⊆ Rω. For each a ∈ A, we define ΛNF,a : TΓ(X)→ C by
ΛNF,a(wx) = max{ωx(b) | b ∈ aw
A} (w ∈ Γ∗, x ∈ X).
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The C-fuzzy path language ΛNF : TΓ(X)→ C defined by NF is given by
ΛNF(r) = max{ΛNF,a(r) | a ∈ I} (r ∈ TΓ(X)).
Lemma 9.1. Let NF be any C-NDT ΣX-recognizer.
(a) If t ∈ TΣ(X) and r ∈ δ(t), then ΦNF(t) ≤ ΛNF(r).
(b) δ˜(ΦNF) ⊆ ΛNF.
Proof. Let us first show by tree induction that ΦNF,a(t) ≤ ΛNF,a(r) for any
t ∈ TΣ(X), r ∈ δ(t) and a ∈ A.
If t = x ∈ X, then r must be x, and hence ΦNF,a(t) = ωx(a) = ΛNF,a(r).
If t = f(t1, . . . , tm), then r = fiux for some i ∈ [m], u ∈ Γ
∗ and x ∈
X. Because C is a chain, ΦNF,a(t) = ΦNF,a1(t1) ∧ . . . ∧ ΦNF,am(tm) for
some (a1, . . . , am) ∈ fA(a). Moreover, ux ∈ δ(ti), and therefore ΛNF,a(r) ≥
ΛNF,ai(ux) ≥ ΦNF,ai(ti) ≥ ΦNF,a(t). Now we get (a) as follows:
ΦNF(t) = max{ΦNF,a(t) | a ∈ I} ≤ max{ΛNF,a(r) | a ∈ I} = ΛNF(r).
Statement (b) follows from (a) because δ˜(ΦNF)(r) = max{ΦNF(t) | t ∈
TΣ(X), r ∈ δ(t)} ≤ ΛNF(r) for every r ∈ TΓ(X).
The subset recognizer of a C-NDT ΣX-recognizer NF = (A, I, ω) is the
C-DT ΣX-recognizer ℘NF = (℘A, I, π), where π = (πx)x∈X is defined by
πx(H) = max{ωx(a) | a ∈ H} (x ∈ X,H ⊆ A).
Proposition 9.2. ΛNF = Λ℘NF for any C-NDT ΣX-recognizer NF.
Proof. Let NF = (A, I, ω). For any wx ∈ TΓ(X),
ΛNF(wx) = max{ΛNF,a(wx) | a ∈ I}
= max{ωx(b) | b ∈ aw
A, a ∈ I}
= max{ωx(b) | b ∈ Iw
A}
= max{ωx(b) | b ∈ Iw
℘A}
= πx(Iw
℘A) = Λ℘NF(wx),
where the fourth equality is justified by Lemma 3.1.
The minimization theory of usual DT tree recognizers [17, 18] uses “nor-
malized” DT tree recognizers to deal with so-called 0-states. In [18] the
characterization of the DT-recognizable tree languages as the path closed
regular tree languages employs normalized NDT tree recognizers. Here the
division of states into 0-states and states from which some tree can be ac-
cepted does not suffice since there may be several degrees of acceptance.
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For any a ∈ A, letM(a) := max{ΦNF,a(t) | t ∈ TΣ(X)}. Since ΦNF,a(t) ∈
Rω for every t and Rω is finite, M(a) is well-defined. Moreover, the values
M(a) can be determined as follows.
For any a ∈ A, let M0(a) := max{ωx(a) | x ∈ X}, and for each k ≥ 0,
let Mk+1(a) :=
Mk(a) ∨max{Mk(a1) ∧ . . . ∧Mk(am) | f ∈ Σ, (a1, . . . , am) ∈ fA(a)}.
Obviously, Mk(a) is the maximal degree of acceptance of any ΣX-tree of
height ≤ k (k ≥ 0) when NF starts at the root in state a. Since M0(a) ≤
M1(a) ≤M2(a) ≤ . . . ≤ max{c | c ∈ Rω}, there is a k such that Mk+1(a) =
Mk(a) for every a ∈ A. Clearly, M(a) =Mk(a) for such a k and any a ∈ A.
We say that NF is normalized ifM(a1) = . . . =M(am) for all m ∈ r(Σ),
f ∈ Σm, a ∈ A, and (a1, . . . , am) ∈ fA(a).
Theorem 9.3. Any C-NDT ΣX-recognizer is equivalent to a normalized
C-NDT ΣX-recognizer.
Proof. Let NF = (A, I, ω) be any C-NDT ΣX-recognizer. We construct
a normalized C-NDT ΣX-recognizer NG = (B, J, π) as follows. Let B =
(B,Σ) be the NDT Σ-algebra, where B := A × Rω and for any m ∈ r(Σ),
f ∈ Σm and (a, d) ∈ B,
fB((a, d)) = { ((a1, d ∧ c), . . . , (am, d ∧ c)) | (a1, . . . , am) ∈ fA(a) },
where c = min(M(a1), . . . ,M(am)) for each (a1, . . . , am) ∈ fA(a). Note
that c ∈ Rω and that Rω is closed under meets. The set of initial states
is J := {(a,M(a)) | a ∈ I}, and let πx((a, d)) := ωx(a) ∧ d for all x ∈ X
and (a, d) ∈ B. To prove that NG ≡ NF, we show by tree induction that
ΦNG,(a,d)(t) = ΦNF,a(t) ∧ d for all t ∈ TΣ(X) and (a, d) ∈ B.
Firstly, ΦNG,(a,d)(x) = πx((a, d)) = ωx(a) ∧ d = ΦNF,a(x) ∧ d for x ∈ X.
Let f = f(t1, . . . , tm). For each (a1, . . . , am) ∈ fA(a), we let c denote
min(M(a1), . . . ,M(am)). As ΦNF,a1(t1) ∧ · · · ∧ ΦNF,am(tm) ≤ c, we get
ΦNG,(a,d)(t)
= max{min{ΦNG,(ai,d∧c)(ti) | i ∈ [m]} | (a1, . . . , am) ∈ fA(a)}
= max{min{ΦNF,ai(ti) ∧ (d ∧ c) | i ∈ [m]} | (a1, . . . , am) ∈ fA(a)}
= max{ΦNF,a1(t1) ∧ · · · ∧ ΦNF,am(tm) | (a1, . . . , am) ∈ fA(a)} ∧ d
= ΦNF,a(t) ∧ d.
In particular, for every t ∈ TΣ(X),
ΦNG(t) = max{ΦNG,b(t) | b ∈ J} = max{ΦNG,(a,M(a))(t) | a ∈ I}
= max{ΦNF,a(t) ∧M(a) | a ∈ I} = max{ΦNF,a(t) | a ∈ I}
= ΦNF(t).
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To show that NG is normalized, let ((a1, d∧ c), . . . , (am, d∧ c)) ∈ fB((a, d))
be as in the definition of B, and consider any i ∈ [m]. For any t ∈ TΣ(X),
ΦNG,(ai,d∧c)(t) = ΦNF,ai(t) ∧ d ∧ c ≤M(ai) ∧ d ∧ c = d ∧ c.
On the other hand, if t ∈ TΣ(X) is a tree such that ΦNF,ai(t) =M(ai), then
ΦNG,(ai,d∧c)(t) =M(ai) ∧ d∧ c = d ∧ c, and hence M((ai, d ∧ c)) = d∧ c for
every i ∈ [m].
Lemma 9.4. Let NF be a normalized C-NDT ΣX-recognizer. For any r ∈
TΓ(X), there is a tree t ∈ TΣ(X) such that r ∈ δ(t) and ΦNF(t) = ΛNF(r).
Proof. First we show by induction on w that for any wx ∈ TΓ(X) and a ∈ A,
there is a tree t ∈ TΣ(X) such that wx ∈ δ(t) and ΦNF,a(t) = ΛNF,a(wx).
If w = ε, we may choose t = x. Let then w = fiux for some fi ∈ Γ and
u ∈ Γ∗. For any a ∈ A,
ΛNF,a(wx) = max{ωx(b) | b ∈ aw
A} = max{ωx(b) | b ∈ pri(a)u
A,a ∈ fA(a)}.
Let a = (a1, . . . , am) be an element of fA(a) for which the maximal value
ωx(b) is obtained for some b ∈ aiu
A. Then ΛNF,a(wx) = ΛNF,ai(ux). By
the inductive assumption, there is a tree ti ∈ TΣ(X) such that ux ∈ δ(ti)
and ΦNF,ai(ti) = ΛNF,ai(ux). Since NF is normalized, there exists for each
j ∈ [m], j 6= i, a tree tj ∈ TΣ(X) such that ΦNF,aj(tj) =M(ai) ≥ ΦNF,ai(ti).
For t := f(t1, . . . , tm),
ΦNF,a(t) ≥ ΦNF,a1(t1) ∧ . . . ∧ΦNF,am(tm)
= ΦNF,ai(ti) = ΛNF,ai(ux) = ΛNF,a(wx).
The converse ΦNF,a(t) ≤ ΛNF,a(wx) holds by Lemma 9.1 because wx ∈ δ(t).
To prove the lemma itself, consider any r ∈ TΓ(X). By definition,
ΛNF(r) = max{ΛNF,a(r) | a ∈ I}. Let b ∈ I be a state for which ΛNF(r) =
ΛNF,b(r). By the first part of the lemma, there is a t ∈ TΣ(X) such that
r ∈ δ(t) and ΦNF,b(t) = ΛNF,b(r). For any a ∈ I, ΦNF,a(t) ≤ ΛNF,a(r)
by Lemma 9.1, and therefore ΦNF,a(t) ≤ ΛNF,b(r) = ΦNF,b(t). This implies
that ΦNF(t) = ΦNF,b(t) = ΛNF(r).
Theorem 9.5. Φ℘NF = ∆˜(ΦNF) for any normalized C-NDT ΣX-recognizer
NF.
Proof. Let t ∈ TΣ(X). For every r ∈ δ(t), ΦNF(t) ≤ ΛNF(r) by Lemma 9.1,
but also ΦNF(s) ≤ ΛNF(r) for any s ∈ TΣ(X) such that r ∈ δ(s). On the
other hand, by Lemma 9.4 there is an s ∈ TΣ(X) such that r ∈ δ(s) and
ΦNF(s) = ΛNF(r). Thus
∆˜(ΦNF)(t) = min{max{ΦNF(s) | r ∈ δ(s)} | r ∈ δ(t)}
= min{ΛNF(r) | r ∈ δ(t)}.
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By Proposition 9.2, ΛNF(r) = Λ℘NF(r) for any r ∈ TΓ(X). Hence we get
∆˜(ΦNF)(t) = min{Λ℘NF(r) | r ∈ δ(t)} = Φ℘NF(t),
where the second equality follows from Lemma 8.4(c).
Theorem 9.6. The path closure of any regular C-fuzzy tree language is DT-
recognizable. A regular C-fuzzy tree language is DT-recognizable if and only
if it is path closed.
Proof. The first statement follows directly from Theorems 9.5 and 9.3.
Consider any C-NDT ΣX-recognizer NF. By Theorem 9.3 we may as-
sume that NF is normalized. If ΦNF is path closed, then ΦNF = ∆˜(ΦNF) =
Φ℘NF ∈ DRecC(Σ,X) by Theorem 9.5. On the other hand, if ΦNF is DT-
recognizable, then it is path closed by Corollary 8.8.
As a further application of Theorem 9.5 we get the following result.
Proposition 9.7. It is decidable whether a given regular C-fuzzy tree lan-
guage is DT-recognizable.
Proof. Consider any Φ ∈ RecC(Σ,X). By Theorem 9.3 we may assume that
Φ = ΦNF for a given normalized C-NDT recognizer NF. By Theorem 9.6,
Φ is DT-recognizable if and only if ∆˜(Φ) = Φ. Since ∆˜(Φ) = Φ℘NF by
Theorem 9.5, this holds if and only if ℘NF ≡ NF, which is decidable by
Proposition 4.6.
We shall now consider normalized deterministic C-fuzzy tree recogniz-
ers. Let F = (A, a0, ω) be any C-DT ΣX-recognizer. Similarly as in the
nondeterministic case, we set M(a) := max{ΦF,a(t) | t ∈ TΣ(X)} for any
a ∈ A, and say that F is normalized if for all m ∈ r(Σ), f ∈ Σm and a ∈ A,
fA(a) = (a1, . . . , am) implies M(a1) = . . . =M(am).
The statements of the following proposition are obtained as special cases
from Theorem 9.3 and 9.4. To get (a), we have to verify that applied to a
DT recognizer, the construction used in the proof of Theorem 9.3 yields a
deterministic recognizer.
Proposition 9.8. Let F = (A, a0, ω) be any C-DT ΣX-recognizer.
(a) F is equivalent to a normalized C-DT ΣX-recognizer.
(b) If F is normalized, then there is for any r ∈ TΓ(X), a ΣX-tree t such
that r ∈ δ(t) and ΦF(t) = ΛF(r).
We may now prove for the special case at hand, the following stronger
form of Lemma 8.4 (d).
Proposition 9.9. δ˜(ΦF) = ΛF for any normalized C-DT ΣX-recognizer F.
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Proof. Consider any r ∈ TΓ(X). By Proposition 9.8 (b), ΛF(r) = ΦF(t)
for some t ∈ TΣ(X) such that r ∈ δ(t), which implies that δ˜(ΦF)(r) =
max{ΦF(t) | t ∈ TΣ(X), r ∈ δ(t)} ≥ ΛF(r), and thus δ˜(ΦF) ⊇ ΛF. The
converse inclusion δ˜(ΦF) ⊆ ΛF is given by Lemma 8.4(d).
Proposition 9.10. If F and G are normalized C-DT ΣX-recognizers, then
F ≡ G if and only if Fu ≡ Gu.
Proof. If F ≡ G, then ΦFu = ΛF = δ˜(ΦF) = δ˜(ΦG) = ΛG = ΦGu by
Lemma 8.4 (a) and Proposition 9.9. The converse implication is given by
Corollary 8.5.
Note that Example 8.6 is valid also under the assumption that C is a
chain. Hence it shows that Propositions 9.9 and 9.10 do not hold in full for
C-DT tree recognizers that are not normalized. Moreover, statement (b) of
Proposition 9.8 does not hold for the non-normalized C-DT ΣX-recognizer
F appearing in that example. Indeed, ΛF(f1x) = 1, but there is no tree t
such that f1x ∈ δ(t) and ΦF(t) = 1.
The above results suggest the possibility of dealing with questions con-
cerning C-DT tree recognizers by a reduction to unary C-DT tree recognizers.
Furthermore, if Σ is unary, then any C-DT ΣX-recognizer F = (A, a0, ω) can
be turned into a finite automaton that recognizes a family
(
Lx,c ⊆ Σ
∗ | x ∈
X, c ∈ ran(ΦF)
)
of regular languages that completely determines ΦF; the
language Lx,c is recognized when the set of final states is {a ∈ A | ωx(a) = c}.
Thus the standard results and methods of the theory of finite automata (cf.
[6, 12, 32], for example) become applicable. For example, by Propositions
9.10 and 9.8, the decidability of the equivalence problem ‘F ≡G?” of C-DT
tree automata could be inferred this way.
References
[1] Asveld, P.R.J., A bibliography on fuzzy automata, grammars and lan-
guages, Bulletin of the European Association for Theoretical Computer
Science 58 (1996), 187–196.
[2] Be˘lohla´vek, R., Determinism and fuzzy automata, Information Sciences
143 (2002), 205–209. doi:10.1016/S0020-0255(02)00192-5.
[3] Borchardt, B., A pumping lemma and decidability results for recogniz-
able tree series, Acta Cybernetica 16 (2004), 509–544.
[4] Bozapalidis, S., Representable tree series, Fundamenta Informaticae 21
(1994), 367–389. doi:10.3233/FI-1994-2146.
[5] Bozapalidis, S. and Louscou Bozapalidoy, O, Fuzzy tree lan-
guage recognizability, Fuzzy Sets and Systems 161 (2010), 716–734.
doi:10.1016/j.fss.2009.08.008.
33
[6] Brauer, W. Automatentheorie, B.G. Teubner, Stuttgart, 1984.
doi:10.1007/978-3-322-92151-2.
[7] Burris, S. and Sankappanavar, H.P., A Course in Universal Algebra,
Springer-Verlag, New York, 1981. doi:10.1007/978-1-4613-8130-3.
[8] Cohn, P.M., Universal Algebra (2. ed.), D. Reidel, Dordrecht, 1981.
doi:10.1007/978-94-009-8399-1.
[9] Comon, H, Dauchet, M., Gilleron, R., Jacquemard, J., Lugiez, D., Ti-
son, S. and Tommasi, M., Tree Automata Techniques and Applications.
http://www.grappa.univ-lille3.fr/tata/.
[10] Courcelle, B., A representation of trees by languages I., Theoretical
Computer Science 6 (1978), 255–279. doi:10.1016/0304-3975(78)90008-
7; II. ibid 7 (1978), 25–55. doi:10.1016/0304-3975(78)90039-7.
[11] Di Nola, A. and Gerla, G., Lattice valued algebras, Stochastica 11
(1987), 137–150.
[12] Eilenberg, S., Automata, Languages, and Machines, Vol. A, Academic
Press, New York, 1974.
[13] Engelfriet, J., Tree Automata and Tree Grammars, DAIMI FN-10, In-
stitute of Mathematics, Department of Computer Science, University
of Aarhus, April 1975. Electronic edition: arXiv:1510.02036v1 [cs.FL]
7 October 2015.
[14] E´sik, Z., Varieties and general products of top-down algebras, Acta
Cybernetica 7 (1986), 293–298.
[15] E´sik, Z. and Liu, G., Fuzzy tree automata, Fuzzy Sets and Systems 158
(2007), 1450–1460. doi:10.1016/j.fss.2007.02.016.
[16] Fu¨lo¨p, Z. and Vogler, H., Weighted tree automata and tree transducers,
in: Droste, M., Kuich, W. and Vogler, H. (eds.), Handbook of Weighted
Automata, Springer-Verlag, Berlin 2009. pp. 313–403. doi:10.1007/978-
3-642-01492-5 9.
[17] Ge´cseg, F. and Steinby, M., Minimal ascending tree automata, Acta
Cybernetica 4 (1978), 37–44.
[18] Ge´cseg, F. and Steinby, M., Tree Automata, Akade´miai Kiado´, Buda-
pest, 1984. 2. ed. downloadable from arXiv.org as arXiv:1509.06233,
September 2015.
[19] Ge´cseg, F. and Steinby, M., Tree languages, in: Rozenberg, G. and
Salomaa, A. (eds.), Handbook of Formal Languages, Vol. 3, Springer-
Verlag, Berlin 1997, 1–68. doi:10.1007/978-3-642-59126-6 1
[20] Goguen. J., L-fuzzy sets, Journal of Mathematical Analysis and Appli-
cations 18 (1967), 145–174. doi:10.1016/0022-247X(67)90189-8.
[21] Gra¨tzer, G., Lattice Theory. First Concepts and Distributive Lattices.
W.H. Freeman and Company, San Francisco 1971.
[22] Inagaki, Y. and Fukumura, Y., On the description of fuzzy meaning
of context-free language, in: Zadeh, L.A., Fu, K.S., Tanaka, K. and
34
Shimura, M. (eds.), Fuzzy Sets and their Applications to Cognitive and
Decision Processes, Proc. U.S.-Japan Seminar, University of California,
Berkeley, CA, 1974, Academic Press, New York 1975, 301–328.
[23] Jurvanen, E., The Boolean closure of DR-recognizable tree languages.
Acta Cybernetica 10 (1992), 255–272.
[24] Jurvanen, E., On Tree Languages Defined by Deterministic Root-to-
frontier Recognizers, Dissertation, Department of Mathematics, Uni-
versity of Turku, Turku 1995.
[25] Li, Y. and Pedrycz, W., Fuzzy finite automata and fuzzy regular expres-
sions with membership values in lattice-ordered monoids, Fuzzy Sets
and Systems 156 (2005), 68–92. doi:10.1016/j.fss.2005.04.004.
[26] Magidor, M. and Moran, G., Finite Automata over Finite Trees, Tech-
nical Report 30, Department of Mathematics, Hebrew University,
Jerusalem 1969.
[27] Martens, W., Neven, F. and Schwentick, T., Deterministic top-down
tree automata: past, present, and future, in: Flum, J., Gra¨del, E. and
Wilke, T. (eds.), Logic and Automata. Texts in Logic and Games, Vol.
2, Amsterdam University Press, Amsterdam 2008, 505–530.
[28] Mateescu, A., Salomaa, A., Salomaa, K. and Yu, S., Lexical analy-
sis with a simple finite-fuzzy-automaton model, Journal of Universal
Computer Science 1, No. 5 (1995), 292-311.
[29] Mordeson, J. and Malik, D., Fuzzy Automata and Languages: The-
ory and Applications, Chapman & Hall (CRC), London 2002.
doi:10.1201/9781420035643.
[30] Rahonis, G., Fuzzy languages, in: Droste, M., Kuich, W. and Vogler, H.
(eds.), Handbook of Weighted Automata, Springer-Verlag, Berlin 2009.
pp. 481–517. doi:10.1007/978-3-642-01492-5 12.
[31] Rosenfeld, A., Fuzzy groups, Journal of Analysis and Applications 35
(1971), 512–517. doi:10.1016/0022-247X(71)90199-5.
[32] Sakarovich, J., Elements of Automata Theory, Cambridge University
Press, Cambridge 2009.
[33] Steinby, M., Algebraic classifications of regular tree languages, in:
Kudryavtsev, V.B. and Rosenberg, I.G. (eds), Structural Theory of Au-
tomata, Semigroups, and Universal Algebra, Springer, Dordrecht 2005,
381–432. doi:10.1007/1-4020-3817-8 13.
[34] Steinby, M., On DR tree automata, unary algebras and syn-
tactic path monoids, Acta Cybernetica 23 (2017), 159–174.
doi:10.14232/actacyb.23.1.2017.10.
[35] Thatcher, J.W., Tree automata: an informal survey, in: Aho, A.V. (ed),
Currents in the Theory of Computing, Prentice-Hall, Englewood Cliffs,
N.J. 1973, 143–172.
[36] Vira´gh, J., Deterministic ascending tree automata I, Acta Cybernetica
5 (1980), 33–42; II, ibid 6 (1983), 291–301.
35
[37] Yardeni, E. and Shapiro, E., A type system for logic programs,
Journal of Logic Programming 10 (1991), 125–153. doi:10.1016/0743-
1066(91)80002-U.
[38] Zadeh, L.A., Fuzzy sets, Information and Control 8 (1965), 338–353.
doi:10.1016/S0019-9958(65)90241-X.
36
