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Abstract
Strong monoidal functors U :C→M with left adjoints determine, in a universal way, monoids
T in the category of opmonoidal endofunctors on M. Treating such opmonoidal monads as
abstract “quantum groupoids” we derive Tannaka duality between right adjoint strong monoidal
functors and opmonoidal monads. Bialgebroids, i.e., Takeuchi’s ×R-bialgebras, appear as the
special case when T has also a right adjoint. Street’s 2-category of monads then leads to a
natural de;nition of the 2-category of bialgebroids.
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1. Introduction
In the classical theory of monads [13,14] or triples [1] one deals with the following
construction. If a functor U :C →M has a left adjoint F with unit  :M → UF and
counit  :FU → C then there is a monad T=〈UF;UF; 〉 on M such that U factorizes
as U = U TK through the forgetful functor U T of the category MT of T-algebras with
a unique functor K :C → MT, called the Eilenberg–Moore comparison functor. For
example, if A is a ring, i.e., a monoid in M=Ab then the forgetful functor U : AM→
M has a left adjoint, the induction functor F = A ⊗Z − and the Eilenberg–Moore
category MT is equivalent to the category of left A-modules via K . As it is the case
in this example so in general, if K is an equivalence U is called monadic.
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Interpreting the category MT as the category of T-modules the above construction
appears as a primitive version of Tannaka reconstruction in which adjointable functors
are brought into correspondence with monads on their target categories. Monadicity in
turn plays the role of the representation theorem. Pursuing this idea one can investigate
the extra structure the monad acquires if the forgetful functor is strong monoidal. What
one obtains is that the monad is opmonoidal in the sense of the underlying functor being
opmonoidal and the multiplication and unit preserve these opmonoidal structures. Such
opmonoidal monads are therefore monads in the 2-category MonopCat of monoidal
categories, opmonoidal functors and opmonoidal natural transformations. Sometimes
we also use the less descriptive but shorter name bimonad. Bimonads are the abstract
versions of bialgebras in the same spirit as monads on M are related to monoids in
M, if M is monoidal.
Opmonoidal monads ;rst appeared in the work of Moerdijk [16] under the name
Hopf monads. He was motivated by generalizing the notion of Hopf operad. For
T an opmonoidal monad the category M T of T-algebras has a monoidal structure.
Moerdijk proves that monoidal structures on M T are in one-to-one correspondence
with opmonoidal structures on the monad T . In a recent preprint McCrudden identi-
;es opmonoidal monads as the objects of the 2-category Mnd(MonopCat) and proves,
among others, that MonopCat admits the construction of algebras in the sense of [25].
The example of opmonoidal monads that motivated the present paper is associated to
a Takeuchi ×R-algebra [28], also called bialgebroid [5,12,22,26]. For a bialgebroid A
over R the algebra A is an extension of Re := R⊗Rop, so A is an Re–Re-bimodule. The
underlying functor T of the opmonoidal monad is T = A ⊗Re − : RMR → RMR where
we identi;ed RMR with ReM. Such bimonads are obtained by the above mentioned
Tannaka reconstruction from the strict monoidal forgetful functors U : AM → RMR.
That bialgebroid structures on A over R are in one-to-one correspondence with the
strict monoidal forgetful functors U was ;rst pointed out by Schauenburg [23]. Of
course, the notion of bimonad comprises much more than just bialgebroids. But there
is a simple criterion for a bimonad T on RMR to be a bialgebroid: The underlying
functor T must have a right adjoint (see Theorem 4.5).
Tannaka duality for bialgebroids has recently been proven by PhKung Hoˆ H)ai [19]
following the tradition of Saavedra [20], Deligne [6] and generalizing the results of
Ulbrich [30], Schauenburg [21] for Hopf algebras and of Hayashi [8] for weak Hopf
algebras. For more about this theory we refer to [18] and [9] and the references therein.
The approach of the present paper does not ;t into this series mathematically but
perhaps ‘physically’. The categories we think about are module categories and therefore
are not small. This forbids to compute the (quantum) group(oid) object as a coend.
Also, we do not use any ;niteness condition on the images of the functors. Instead
we assume that the functors have left adjoints, and at the end also right ones. The
question of when the bialgebroid we construct has an antipode, in either Lu’s [12] or
Schauenburg’s [22] sense, is not addressed in this paper.
At last but not least the opmonoidal monad description oPers natural ways to de;ne
the category of bialgebroids which, even for the special case of weak bialgebras and
weak Hopf algebras [2,3,17], has not been investigated in detail yet. Unfortunately, it
oPers two natural ways. At ;rst, using Street’s de;nition [25] of monads in a 2-category
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one can take Mnd(MonopCat) of monads in MonopCat. In this framework all func-
tors are opmonoidal so the monad morphisms 〈G;’〉 involve opmonoidal functors G.
This approach was chosen in [15]. In Section 3 we will show another method to de-
;ne the category of opmonoidal monads and, therefore, of bialgebroids. We insist on
having monoidal functors in monad morphisms since it is more motivated by previ-
ous experience with quantum groupoids. So our 2-category Bmd of bimonads has the
same objects as Mnd(MonopCat) but has monoidal functors in the de;nition of monad
morphisms. This choice forces the ’ in the monad morphism to be ambimonoidal nat-
ural transformation (see De;nition 3.1). With this tentative expression we refer to the
unique way of compatibility with the (op)monoidal structures which, however, lies
between the usual monoidality and opmonoidality of natural transformations.
As for an application of the 2-categories Bmd or Mnd(MonopCat) one may speculate
that the equivalence classes of bialgebroids, let us say in Bmd, will turn out to be
the appropriate objects which characterize a class of monoidal categories uniquely,
similarly to the Doplicher–Roberts characterization [7] of certain symmetric monoidal
C∗-categories as representation categories of uniquely determined compact groups.
2. The monoidal Eilenberg–Moore construction
This section serves as an introduction to opmonoidal monads with emphasis on their
role in Tannaka duality for adjointable strong monoidal functors. Monoidal categories
will be denoted by (M;⊗; i) listing the category, the monoidal product and unit but
suppressing the coherence isomorphisms. We denote monoidal and opmonoidal func-
tors by 〈G;G2; G0〉 and 〈F; F2; F0〉, respectively, or rather use Greek letters instead of
G2; G0; : : : etc. as it is our convention for morphisms in 1-categories and transformations
in 2-categories.
2.1. Monoidal functors with left adjoints
The monoidal version of the Eilenberg–Moore construction rests on the following
result, known as the calculus of mates under adjunction [11].
Proposition 2.1. For monoidal categories (C; ; e) and (M;⊗; i) and for a functor
U :C→M between the underlying categories let us assume that U has a left adjoint
F with counit  :FU → C and unit  :M→ UF . Then
1. Monoidal structures 〈U; ; –〉 for U are in one-to-one correspondence with op-
monoidal structures 〈F; ; 〉 for F via
x;y = Fx Fy ◦ FFx;Fy ◦ F(x ⊗ y)
= e ◦ F–
and
a;b = U (a b) ◦ UUa;Ub ◦ Ua⊗Ub
–= U ◦ i:
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2. If 〈U; ; –〉 is strong monoidal then the corresponding 〈F; ; 〉 is the unique op-
monoidal functor for which the given  and  are opmonoidal natural transforma-
tions.
Proof. (1) Denoting the vertical composition by •, the horizontal by juxtaposition and
the Cartesian product by × we can write
 =  (F × F) • F(F × F) • F ⊗ (× ) (1)
and we have to prove the hexagon
a(F × F × F) • (F × ) • (M×⊗) = ( × F) • (⊗×M) • Fa (2)
and the square diagrams
lFx ◦ ( Fx) ◦ i;x = F lx; (3)
rFx ◦ (Fx ) ◦ x; i = Frx; (4)
where a, l, r denote the associativity and unit coherence isomorphisms in either one
of the monoidal categories. The proof is a long but elementary computation which
we omit. One can similarly conclude that an opmonoidal F determines the monoidal
U . That these two procedures are each others inverses can be demonstrated by the
following system of equations
(a b) ◦ Ua;Ub = a b ◦ Fa;b; (5)
= e ◦ F–; (6)
Fx;Fy ◦ (x ⊗ y) = Ux;y ◦ x⊗y; (7)
–= U ◦ i; (8)
which have unique solutions for either  and  or  and –. These solutions are precisely
the stated relations of the proposition.
(2) Using invertibility of  and – opmonoidality of  is equivalent to Eqs. (5)–(6)
and opmonoidality of  is equivalent to Eqs. (7)–(8).
We remark that strong monoidality of U , i.e., invertibility of  and – does not imply
strong opmonoidality of F , i.e., invertibility of  and . However, if we assume that
the adjunction F 	 U is in MonCat, i.e., that  and  are monoidal, then F becomes
strong (op)monoidal.
Note also that Eqs. (5)–(8) can be interpreted as compatibility relations of  and 
with the (op)monoidal structures even if U is not strong. We will call such  and 
ambimonoidal in De;nition 3.1.
For later use we record the following simple result.
Lemma 2.2. If U is strong monoidal and F 	 U , F ′ 	 U are two left adjoints then
there exists an opmonoidal natural isomorphism F ∼→F ′.
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Proof. As in the case of the proof of uniqueness of left adjoints of functors up to
natural isomorphisms one takes the natural isomorphism F ′ • F′ :F → F ′ which
is made of horizontal and vertical composites of cells of MonopCat, by Proposition
2.1(2), so it is itself opmonoidal.
2.2. Opmonoidal monads
Every right adjoint functor U equipped with a strong monoidal structure determines
an adjunction in MonopCat by Proposition 2.1(2). Therefore we have
Corollary 2.3. If 〈U; ; –〉 is a strong monoidal functor with the underlying functor
U having a left adjoint then the monad 〈T; ; 〉 associated to the adjunction data
 :FU → C,  :M→ UF is such that T=UF is an opmonoidal functor and  :T 2 → T
and  :M→ T are opmonoidal natural transformations.
Proof. By Proposition 2.1 the left adjoint F :M → C has an opmonoidal structure.
U being strong monoidal it is also opmonoidal and the composition T = UF of op-
monoidal functors is again opmonoidal. In Proposition 2.1(ii) we have seen that  and
 are opmonoidal natural transformations w.r.t. this opmonoidal structure on U and
F . Therefore,  = UF , being a horizontal composite of cells in MonopCat, is also
opmonoidal.
The monad we have obtained in the above corollary suggests the following.
De"nition 2.4. LetM be a monoidal category. Then a monoid 〈T; ; 〉 in the monoidal
category of opmonoidal endofunctors M→M is called an opmonoidal monad on M.
We will also use the name “bimonad” from Section 3 on when we want to consider
opmonoidal monads as objects in Bmd rather than in Mnd(MonopCat).
Thus an opmonoidal monad consists of 6 items,
1. A monoidal category 〈M;⊗; i〉,
2. a functor T :M→M,
3. a natural transformation x;y :T (x ⊗ y)→ Tx ⊗ Ty,
4. an arrow  :Ti → i,
5. a natural transformation x :T 2x → Tx, and
6. a natural transformation x : x → Tx,
subjected to satisfy 6 axioms in the form of 10 commutative diagrams:
BMD 1:  is coassociative,
T (x ⊗ (y ⊗ z)) x;y⊗z−−−−−→ Tx ⊗ T (y ⊗ z) Tx⊗y;z−−−−−→ Tx ⊗ (Ty ⊗ Tz)
Tax; y; z





 aTx; Ty; Tz
T ((x ⊗ y)⊗ z) x⊗y;z−−−−−→ T (x ⊗ y)⊗ Tz x;y⊗Tz−−−−−→ (Tx ⊗ Ty)⊗ Tz
(9)
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BMD 2:  is a counit for ,
T (i ⊗ x) i;x−−−−−→ Ti ⊗ Tx
K





 ⊗Tx
Tx ∼−−−−−−−−→ i ⊗ Tx
and
T (x ⊗ i) x; i−−−−−→ Tx ⊗ Ti
K





 Tx⊗
Tx ∼−−−−−−−−→ Tx ⊗ i
(10)
BMD 3:  is opmonoidal,
T 2(x ⊗ y) Tx;Ty◦Tx;y−−−−−→ T 2x ⊗ T 2y
x⊗y





 x⊗y
T (x ⊗ y) x;y−−−−−−−−→ Tx ⊗ Ty
and
T 2i ◦T−−−−−→i
i



∥
∥
∥
Ti −−−−−→i
(11)
BMD 4:  is opmonoidal,
x ⊗ y x ⊗ y
x⊗y





 x⊗y
T (x ⊗ y) x;y−−−−−→Tx ⊗ Ty
and
i i
i



∥
∥
∥
Ti −−−−−→ i
(12)
BMD 5:  is associative,
T 3x
Tx−−−−−→T 2x
Tx





 x
T 2x
x−−−−−→ Tx
(13)
BMD 6:  is a unit for ,
Tx
Tx−−−−−→ T 2x
∥
∥
∥


 x
Tx Tx
and
Tx
Tx−−−−−→ T 2x
∥
∥
∥


 x
Tx Tx
(14)
Thus corollary tells us that every adjunction F 	 U , with U strong monoidal,
determines an opmonoidal monad with underlying monad the classical construction
T = 〈UF;UF; 〉. Explicitly, if 〈U; ; –〉 is strong monoidal and F 	 U is an ordinary
adjunction with unit  and counit  then the associated bimonad is this:
T = UF; (15)
x;y = −1Fx;Fy ◦ UFx Fy ◦ UFFx;Fy ◦ UF(x ⊗ y); (16)
= –−1 ◦ Ue ◦ UF–; (17)
x = UFx; (18)
x = x: (19)
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2.3. The monoidal Eilenberg–Moore category
In this section M is a monoidal category and 〈T; ; 〉 is an opmonoidal monad on
M.
The Eilenberg–Moore category MT has as objects the T-algebras, i.e., pairs 〈x; 〉
where x is an object in M and  :Tx → x satis;es
T 2x T−−−−−→ Tx
x





 
Tx −−−−−→ x
x
x−−−−−→ Tx
∥
∥
∥


 
x x
(20)
The arrows from 〈x; 〉 to 〈y; 〉 are the arrows t : x → y in M such that
Tx Tt−−−−−→ Ty






 
x t−−−−−→ y
(21)
is commutative. The functor
U T :MT →M; 〈x; 〉 
→ x (22)
is called the Eilenberg–Moore forgetful functor.
Proposition 2.5. Let 〈T; ; ; ; 〉 be an opmonoidal monad. Then its Eilenberg–Moore
category MT has the following monoidal structure. For T-algebras 〈x; 〉 and 〈y; 〉
let their tensor product be
〈x; 〉  〈y; 〉 := 〈x ⊗ y; (⊗ ) ◦ x;y〉: (23)
The tensor product of T-algebra arrows coincides with their tensor product as arrows
inM. Then  gives rise to a monoidal structure onMT such that the forgetful functor
U T :MT →M becomes strictly monoidal.
Proof. In order to show that (23) is really a T-algebra we need to verify the two
de;ning diagrams of (20). The ;rst of these follow from
(⊗ ) ◦ x;y ◦ T (⊗ ) ◦ Tx;y = (⊗ ) ◦ (T⊗ T) ◦ Tx;Ty ◦ Tx;y
= (⊗ ) ◦ (x ⊗ y) ◦ Tx;Ty ◦ Tx;y
= (⊗ ) ◦ x;y ◦ x⊗y;
where in the last equation we used opmonoidality of . The second diagram follows
from
(⊗ ) ◦ x;y ◦ x⊗y = (⊗ ) ◦ (x ⊗ y) = x ⊗ y;
where opmonoidality of  had to be used.
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For T-algebra arrows t : 〈x; 〉 → 〈x′; ′〉 and s : 〈y; 〉 → 〈y′; ′〉 we de;ned
t  s := t ⊗ s (24)
which is indeed a T-algebra arrow because
(′ ⊗ ′) ◦ x′ ;y′ ◦ T (t ⊗ s) = (′ ⊗ ′) ◦ (Tt ⊗ Ts) ◦ x;y = (t ⊗ s) ◦ (⊗ ) ◦ x;y:
This ;nishes the de;nition of the functor . As for the monoidal unit we set
iT := 〈i; 〉: (25)
Now we are going to show that the coherence isomorphism a, l, and r of 〈M;⊗; i〉,
when considered as arrows in MT, serve as coherence isomorphisms of 〈MT; ; iT〉.
For three T-algebras xT = 〈x; x〉, yT = 〈y; y〉 and zT = 〈z; z〉 we have
xT  (yT  zT) = 〈x ⊗ (y ⊗ z); (x ⊗ (y ⊗ z)) ◦ (Tx ⊗ y;z) ◦ x;y⊗z〉;
(xT  yT)  zT = 〈(x ⊗ y)⊗ z; ((x ⊗ y)⊗ z) ◦ (x;y ⊗ Tz) ◦ x⊗y;z〉
and the calculation
ax;y; z ◦ (x ⊗ (y ⊗ z)) ◦ (Tx ⊗ y;z) ◦ x;y⊗z
=((x ⊗ y)⊗ z) ◦ aTx;Ty;Tz ◦ (Tx ⊗ y;z) ◦ x;y⊗z
=((x ⊗ y)⊗ z) ◦ (x;y ⊗ Tz) ◦ x⊗y;z ◦ Tax;y; z
proves that ax;y; z is an isomorphism
xT  (yT  zT) ax;y;z→ (xT  yT)  zT (26)
of MT, indeed. In order to show that iT is a left unit notice that
iT  xT = 〈i ⊗ x; (⊗ x) ◦ i;x〉 (27)
and therefore
lx ◦ (⊗ x) ◦ i;x = lx ◦ (i ⊗ x) ◦ (⊗ Tx) ◦ i;x = lTx ◦ (⊗ Tx) ◦ i;x = T lx ◦ x
proves that lx is an isomorphism
iT  xT lx→ xT (28)
ofMT. Similarly, rx : xT  iT ∼→ xT for all objects xT ofMT. This ;nishes the construction
of a monoidal structure 〈MT; ; iT〉 on the Eilenberg–Moore category. It is clear from
the construction that the forgetful functor U T is strictly monoidal.
Proposition 2.6. Let T be an opmonoidal monad. Then the strict monoidal U T has
an opmonoidal left adjoint, the free T-algebra functor
FT :M→MT; x 
→ 〈Tx; T 2x x→Tx〉 (29)
such that U TFT = T , as opmonoidal functors.
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Proof. Left adjointness is proven as in the textbooks. As for the opmonoidal structure
notice that x;y provides a T-algebra arrow from FT(x ⊗ y) to
FTx  FTy = 〈Tx ⊗ Ty; (x ⊗ y) ◦ Tx;Ty〉
because x;y ◦ x⊗y = (x ⊗ y) ◦ Tx;Ty ◦ Tx;y which is precisely the ;rst diagram in
(11). Similarly, the second diagram of (11) is the condition for
ˆ :FT = 〈Ti; i〉 →〈i; 〉= iT
to be a T-algebra arrow. Now (9)–(10) imply that the triple 〈FT; ˆ; ˆ〉 is an opmonoidal
functor. The relations U TFT = T , U Tˆ=  and U Tˆ=  are obvious.
2.4. The Tannakian reconstruction
Recall that the Eilenberg–Moore comparison functor K :C →MT maps the objects
c of C into the T-algebras
Kc := 〈Uc;Uc :TUc → Uc〉 (30)
and the arrows  : c → d to the T-algebra morphisms
K := 〈Uc;Uc〉 U −→〈Ud;Ud〉: (31)
This functor allows to factorize the given U through the category of T-algebras as
U TK = U .
Proposition 2.7. Let U :C→M be a strong monoidal functor with left adjoint and T
be the associated opmonoidal monad. Then the Eilenberg–Moore comparison functor
K :C → MT has a unique monoidal structure such that the factorization U = U TK
is a factorization of strong monoidal functors.
Proof. Since U T is strict monoidal, if 〈K; ˆ; –ˆ〉 is a monoidal functor such that U=U TK
then Uˆ =  and U–ˆ = –. That is to say, the unique monoidal structure, if exists, is
strong and it is obtained by lifting the arrows c;d and – to T-algebra arrows. Taking
into account formula (16) the action in the tensor product
Kc  Kd= 〈Uc ⊗ Ud; (Uc ⊗ Ud) ◦ Uc;Ud〉
can be written as
(Uc ⊗ Ud) ◦ Uc;Ud = −1c;d ◦ U (c d) ◦ UUc;Ud = −1c;d ◦ Uc d ◦ Tc;d;
where in the last Eq. (5) has been used. This result, up to multiplying with c;d, is
precisely the lifting condition for c;d to be T-algebra morphism Kc  Kd → K(c d).
As for the unit map – : i → Ue, it has a lift to a T-algebra morphism
〈i; 〉 → 〈Ue;Ue〉= Ke
if and only if – ◦  = Ue ◦ T–. The right-hand side is equal to U by (6) and the
left-hand side is equal to U by (17).
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Our main theorem of the Tannakian type relates adjointable strong monoidal functors
to opmonoidal monads in the following way.
Theorem 2.8. Let U :C→M be a strong monoidal functor possessing a left adjoint.
Then there exists an opmonoidal monad T onM and a monoidal functor K :C→MT
such that
1. U has the monoidal factorization U=U TK where U T :MT →M is the monoidal
Eilenberg–Moore forgetful functor,
2. the pair 〈T; K〉 is universal with respect to property (1). That is to say, if S is
a bimonad on M and L :C→MS is a monoidal functor such that U =U SL, as
monoidal functors, then there exists a unique natural transformation ’ : S → T
such that
(a) U’K=L where U’ is the functor mapping a T-algebra 〈x; 〉 to the S-algebra
〈x;  ◦ ’x〉,
(b) ’ is opmonoidal,
(c) ’ is a monad morphism.
Proof. As for the existence of T and K with property (1) one takes for T the bimonad
associated to U and to one of its left adjoints F by Corollary 2.3 and for K the
comparison functor. In order to prove (2) notice that the functors L with property
U SL = U can be written as Lc = 〈Uc; c〉 where functoriality implies that c : SUc →
Uc is natural in c∈C. Furthermore, monoidality of L, strict monoidality of U S and
monoidality of the factorization U =U SL implies that L is strong monoidal and L2 : 
(L×L) ∼→L is the lift of U2 : ⊗ (U ×U ) ∼→U . Similarly L0 : 〈i; S0〉 ∼→Le= 〈Ue; e〉
is the lift of U0 : i
∼→Ue. Since
Lc  Ld= 〈Uc ⊗ Ud; (c ⊗ d) ◦ SUc;Ud〉;
Le = 〈Ue; e〉;
the lifting conditions for Uc;d and U0, respectively take the form
Uc;d ◦ (c ⊗ d) ◦ SUc;Ud = c d ◦ SUc;d; (32)
U0 ◦ S0 = e ◦ SU0 (33)
and these are precisely the conditions for  to be opmonoidal. Let L(U ) be the
category with objects the pairs 〈S; 〉 where S :M → M is an opmonoidal functor
〈S; S2; S0〉 and  : SU → U is an opmonoidal natural transformation. The arrows from
〈R; 〉 to 〈S; 〉 are the opmonoidal natural transformations ’ :R → S satisfying  •
’U = . Now it is standard universal algebra [18] to show that if U has a left adjoint
then L(U ) has terminal objects. Moreover, in a terminal object 〈T; !〉 the T is a
monad and ! is an action of T . If 〈S; 〉 is an object in which S is a monad and  is
an action of S on U then the unique arrow ’ : 〈S; 〉 → 〈T; !〉 is a monad morphism,
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i.e., satis;es
T • T’ • ’S = S;
’ • S = T:
Now it is easy to see that condition (2) is just the expression of the fact that the pair
〈T; !〉, in which ! corresponds to the comparison functor K , is a terminal object in
L(U ).
The next theorem serves as a characterization of the forgetful functors of opmonoidal
monads.
Theorem 2.9. Let C and M be monoidal categories. For a functor U :C → M the
following conditions are equivalent:
1. There exists an opmonoidal monad T on M and a monoidal equivalence K :C →
MT such that—via this equivalence—U is isomorphic to the forgetful functor U T.
2. U is monadic and strong monoidal.
Proof. (2) ⇒ (1) Monadicity of U is by de;nition the requirement that U has a left
adjoint and the comparison functor K is a category equivalence. A category equivalence
is always part of an adjoint equivalence [13, Theorem IV.4.1] so there exists a right
adjoint of K with invertible unit and counit. Now K is strong monoidal, hence strong
opmonoidal, therefore Proposition 2.1(1) provides a monoidal structure on the right
adjoint which, by invertibility of the unit and counit, is actually strong. This proves
that K is a monoidal equivalence and the rest, U = U TK , is obvious.
(1) ⇒ (2) The Eilenberg–Moore forgetful functor U T is always monadic because
FT is its left adjoint, U TFT=T , and the corresponding comparison functor MT →MT
sends the object 〈x; 〉 to
〈U T〈x; 〉; U TT〈x;〉〉= 〈x; 〉:
Therefore the comparison functor is the identity functor. Now we have an equivalence
K :C→MT and it is easy to see that monadicity of U T is inherited to U via this K .
Since U = U TK , this de;nes a strong monoidal structure for U .
For structural assumptions on U and C that imply monadicity we refer to the litera-
ture [14,1]. Here we give only a crude consequence of the above theorem which is still
suTciently general to include as special cases the forgetful functors of bialgebroids,
to be discussed in Section 4. Therefore it covers also the cases of forgetful functors
U : AM→ kM where A is either a (weak) bialgebra or a (weak) Hopf algebra over k.
Corollary 2.10. Let C be a monoidal category having coequalizers and let U :C→M
be a strong monoidal functor such that its underlying functor re@ects isomorphisms
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and has a left adjoint and a right adjoint. Then C is monoidally equivalent to the
Eilenberg–Moore category MT of an opmonoidal monad.
Necessary and suTcient conditions for an opmonoidal monad to be the one that is
associated to the forgetful functor of a bialgebroid will be given in Section 4.
3. 2-functoriality of the construction
The construction of the opmonoidal monad of a right adjoint strong monoidal func-
tor described in the previous section is actually the object map of a 2-functor Q. This
2-functor is the left 2-adjoint of a 2-functor EM that incorporates the Eilenberg–Moore
construction. However, there are two natural ways to extend the given object maps
to such 2-functors, either by using only opmonoidal or only monoidal functors in the
de;nition of the domain of Q. On the codomain side the corresponding 2-categories are
Mnd(MonopCat) and Bmd, respectively, both of them having opmonoidal monads as
their objects. While the former is the monad category of a 2-category with Eilenberg–
Moore objects [15], the latter is not obviously of this type. This is why we restrict our-
selves to discuss the latter case. If we forget the monoidal structures both 2-adjunctions
reduce to the same 2-adjunction, closely related to the existence of Eilenberg–Moore
objects in Cat, as it is a variant of the structure-semantics adjunction [25].
3.1. Monads as the structure of right adjoint functors
Let Fun be the 2-category with objects the functors, with 1-cells U → V the pairs
〈F;G〉 of functors such that VF =GU , and with 2-cells 〈F;G〉 → 〈F ′; G′〉 :U → V the
pairs [#; )] of natural transformations # :F → F ′, ) :G → G′ such that V* = )U . We
are interested in the full sub-2-category R-Fun of Fun that is generated by the objects
U which have a left adjoint.
Moreover, let Mnd be the 2-category Mnd(Cat) of monads in Cat as it is de;ned
in [25]. For a 2-category K the objects of Mnd(K) are the pairs (M,T ) where M is
an object of K and T is a monad on M. The monad morphisms (M; R)→ (N; S) are
the pairs 〈G;’〉 where G :M → N and ’ : SG → GR satisfy
SSG
SG
SGR GRR
GR
G
GRSG
SG

RS
GR
sG GR

(34)
The transformations of monad morphisms [)] : 〈G;’〉 → 〈G′; ’′〉 are the 2-cells ) :G →
G′ of K that make the diagram
SG
’−−−−−→ GR
S)





 )R
SG′
’′−−−−−→ G′R
(35)
commutative.
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Then we have the following 2-functor Q :R-Fun→ Mnd.
• The object map: For a right adjoint U :A → M choose a left adjoint UU with
U : UUU → A, U :M → U UU and de;ne
Q(U ) := (M; T );
where T is the monad 〈U UU;UU UU; U 〉.
• The 1-cell map: For a 1-cell 〈F;G〉 :U → V where
A F−−−−−→ B
U





 V
M G−−−−−→ N
let Q(U ) = (M;R), Q(V ) = (N; S) and de;ne Q〈F;G〉 as the monad morphism
Q〈F;G〉 := 〈G;’〉;
where ’ : SG → GR is the natural transformation satisfying VVF=GUU •’U , i.e.,
’= VVF UU • SGU .
• The 2-cell map: For [#; )] : 〈F;G〉 → 〈F ′; G′〉 de;ne Q[#; )] as the monad transfor-
mation
Q[#; )] := [)] : 〈G;’〉 → 〈G′; ’′〉:
Q is the left 2-adjoint of the 2-functor EM :Mnd → R-Fun that associates to the
monad (M; T ) its forgetful functor U T :M T → M , to the monad morphism 〈G;’〉 :
(M;R)→ (N; S) the 1-cell
〈G’;G〉=
M R G
’
−−−−−→ N S
UR





 US
M G−−−−−→ N
(36)
where G’ is uniquely determined by
U SG’ = GU R; (37)
U SUSG
’ = GU RUR • ’U R (38)
and to the monad transformation [)] : 〈G;’〉 → 〈G′; ’′〉 the 2-cell [)ˆ; )] where )ˆ is
uniquely determined by
U S)ˆ= )U R: (39)
The adjunction Q 	 EM has unit -U :U → EM(Q(U )) determined by the compar-
ison functor as
-U =
A
KU−−−−−→ M T
U





 UT
M M
(40)
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since U TKU =U and U TUTKU =UU . The counit .T :U
T UU T → T has the form U T 
where  : UU T → FT is the opmonoidal isomorphism of Lemma 2.2.
3.2. The 2-category of bimonads
The construction of the 2-adjunction in the previous subsection works also if we re-
place Cat with any 2-categoryK that has Eilenberg–Moore objects in the sense of [25].
ForK=MonopCat the existence of Eilenberg–Moore objects has been shown in Propo-
sition 2.9 of [15]. Therefore we immediately have a 2-adjunction Q 	 EM of 2-functors
between the 2-categories R-Fun(MonopCat) and Mnd(MonopCat), the latter one hav-
ing objects just the opmonoidal monads. Notice that an object in R-Fun(MonopCat)
is an opmonoidal functor with left adjoint in MonopCat therefore it is strong [11].
In other words, it is a strong monoidal functor with underlying functor having a left
adjoint.
However, the 2-category R-Fun(MonopCat) contains opmonoidal functors in the
1-cells 〈F;G〉 which is not the only possibility one can choose. Anticipating the result
of the next section that bialgebroids correspond to special opmonoidal monads, it is
more natural to put monoidal functors in the de;nition of 1-cells as they correspond to
studying monoidal functors between module categories of bialgebroids. So we propose
to consider, instead of R-Fun(MonopCat), the full sub-2-category R-st-MonFun in
MonFun = Fun(MonCat) having as objects the strong monoidal functors with right
adjoint underlying functors. So the objects of R-st-MonFun are the same as the objects
of R-Fun(MonopCat).
The category of opmonoidal monads corresponding to this choice has the same
objects as Mnd(MonopCat) but has monoidal functors in the monad morphisms 〈G;’〉.
At ;rst sight this spoils any sensible (op)monoidality of the natural transformation
’ : SG → GR since R and S are opmonoidal functors but G is monoidal. Fortunately,
the situation is not so bad.
De"nition 3.1. In the situation of the 2-cell
M
G−−−−−→ N
R


 ’


 S
M′ H−−−−−→ N′
with four monoidal categories, monoidal functors G and H and opmonoidal
functors R and S a natural transformation ’ : SG → HR is called ambimonoidal if the
diagrams
S ⊗N (G × G) S
2(G×G)−−−−−→ ⊗N′(SG × SG) ⊗N′ (’×’)−−−−−→ ⊗N′(HR× HR)
SG2





 H2(R×R)
(41)
SG⊗M ’⊗M−−−−−−−−−→ HR⊗M HR
2
−−−−−−−−−−−→ H ⊗M′ (R× R)
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and
SiN
SG0−−−−−→ SGiM ’iM−−−−−→ HRiM
S0





 HR0
iN′
H0−−−−−−−−−−−−−−−−→ HiM′
(42)
are commutative.
Notice that if H and G are strong then ambimonoidality reduces to opmonoidality
while if R and S are strong then it reduces to monoidality.
Beyond that it is meaningful the justi;cation for this de;nition comes from the
following
Proposition 3.2. Let U and V be strong monoidal functors with right adjoint under-
lying functors and let F and G be monoidal functors such that the diagram
A
F−−−−−→ B
U





 V
M
G−−−−−→ N
:
commutes. Forgetting the monoidal structures let Q(U )=R, Q(V )=S and Q〈F;G〉=
〈G;’〉. Then ’ : SG → GR is ambimonoidal if R and S are considered with their
opmonoidal structures provided by Corollary 2.3.
The above proposition gives us the clue to de;ning the lift of Q to a 2-functor
Q :R-st-MonFun→ Bmd into the following 2-category of bimonads:
De"nition 3.3. Let Bmd be the 2-category with
• objects the bimonads (M; T) of De;nition 2.4,
• 1-cells (M; R)→ (N; S) the monad morphisms 〈G;’〉 in which the functor G :M→
N is monoidal and ’ : SG → GR is ambimonoidal,
• 2-cells 〈G;’〉 → 〈G′; ’′〉 the monad transformations ) :G → G′ which are monoidal.
All compositions are de;ned via the forgetting 2-functor Bmd→ Mnd.
The monoidal version of the 2-functor Q is the following.
Lemma 3.4. There is a 2-functor Q :R-st-MonFun→ Bmd such that
R-st-MonFun Q−−−−−→ Bmd






R-Fun
Q−−−−−−−−→Mnd
(43)
is commutative, where the vertical arrows denote the obvious forgetting 2-functors.
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Proof. The object map of Q is provided by Corollary 2.3. On 1-cells 〈F;G〉 the Q is
given by taking the monad morphism 〈G;’〉=Q〈F;G〉 and then endowing G with its
own monoidal structure. ’ is then automatically ambimonoidal by Proposition 3.2. For
the unique 2-cell map there is nothing to prove.
3.3. The 2-adjunction Q 	 EM and universality
Functoriality of the Eilenberg–Moore construction can be formalized as having a
2-functor the object map of which associates forgetful functors to bimonads. This
2-functor EM :Bmd→ R-st-MonFun is the lift of the 2-functor EM de;ned in Section
3.1 in the sense that the diagram
Bmd EM−−−−−→ R-st-MonFun






Mnd EM−−−−−−−−−−→ R-Fun
(44)
is commutative in 2-Cat. The object map of EM has already been given in Proposition
2.5. Thus it is easy to extend it to higher cells following the above diagram. The only
point which is worth a mention is how the monoidal structure of the functor G’ in
EM〈G;’〉 = 〈G’;G〉 is de;ned. This is summarized in the following lemma. Recall
that G’ :MT →NS maps the T-algebra 〈x; 〉 to the S-algebra 〈Gx;G ◦ ’x〉.
Lemma 3.5.
G’2 = {G’〈x; 〉 N G’〈y; 〉
Gx;y→ G’(〈x; 〉 M 〈y; 〉)}
G’0 = (〈iN; S0〉
G0→G’〈iM; T 0〉)
is the unique monoidal structure on G’ such that U SG’=GU T, as monoidal functors.
Proof. Since U T and U S are strict monoidal, the only monoidal structure on G’ is the
one with components that are lifted from the components of G2, G0, which is precisely
the above formula. The hexagon and square identities therefore hold automatically if
we can show that the components Gx;y and G0 can indeed be lifted to S-algebra maps.
Gx;y lifts to an arrow in NS iP
G(⊗M ) ◦ GTx;y ◦ ’x⊗My ◦ SGx;y = Gx;y ◦ (G⊗N G) ◦ (’x ⊗N ’y) ◦ SGx;Gy
which, after using naturality of G2, becomes a consequence of the ;rst ambimonoidality
axiom for ’.
G’0 is an arrow in N
S iP GT 0 ◦ ’iM ◦ SG0 =G0 ◦ T 0 which is precisely the second
ambimonoidality axiom for ’.
Now we are ready to formulate the main result of this section.
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Theorem 3.6. The 2-functor Q is the left 2-adjoint of EM :Bmd→ R-st-MonFun and
the counit of the adjunction is an isomorphism.
Proof. Forgetting the (op)monoidal structures the statement is the 2-adjunction Q 	
EM. So the proof consists of showing that the counit .T and the unit -U of the
latter adjunction can be lifted to bimonad morphisms and morphisms in R-st-MonFun,
respectively. For the unit -U =〈KU ; 1〉 this follows from Proposition 2.7. For the counit
.T this follows from Lemma 2.2.
The above 2-adjunction with invertible counit explains and extends the universality of
the Tannakian reconstruction of bimonads. Namely, we have the
Corollary 3.7. For each object U of R-st-MonFun there exists a bimonad T and a
1-cell - :U → EM(T ) with the following universal property:
U : If S is a bimonad and – :U → EM(S) is a 1-cell then there exists a unique
bimonad morphism ’ :T → S such that
EM(’) ◦ -= –:
If another bimonad T ′ and another 1-cell -′ :U → EM(T ′) has property U then there
is a bimonad isomorphism  :T ∼→T ′ such that EM( ) ◦ -= -′.
Notice the brief notation: ’ stands for a monad morphism 〈G;’〉 and the T and S
are bimonads on arbitrary (and possibly diPerent) monoidal categories.
4. Bialgebroids
4.1. From bialgebroids to opmonoidal monads
Let k be a commutative ring and R a (non-commutative) k-algebra. A Takeuchi ×R
bialgebra or a left bialgebroid over R in the sense of [10] consists of
• a k-algebra A and a k-algebra map s ⊗k t :R ⊗k Rop → A making A into an R–R
bimodule via r · a · r′ := s(r)t(r′)a and
• a comonoid structure 〈A; 1; 〉 on A in RMR
such that
BGD 1.a: the image of the comultiplication 1(A) ⊂ A ⊗R A belongs to the subbi-
module
A×R A= {X ∈A⊗R A |X (1⊗ s(r)) = X (t(r)⊗ 1)X;∀r ∈R}
which has the obvious algebra structure therefore it is meaningful to require that
BGD 1.b: 1 :A → A×R A be a k-algebra map, moreover
BGD 2.a: the counit  preserves the unit, (1A) = 1R
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BGD 2.b: and satis;es
(at((b))) = (ab) = (as((b)))
for all a; b∈A.
Right bialgebroids are de;ned analogously but using right multiplications with s(r),
t(r) in the de;nition of the R–R-bimodule structure of A, so the meaning of A ×R A
also changes. What is important here is that in order for the category AM of left
A modules to have a monoidal structure one needs a left bialgebroid while a right
bialgebroid makes MA to be monoidal.
Every left A module AV inherits an R–R bimodule structure via the algebra map s⊗k t,
i.e., if we denote the action of a∈A on an element v∈V by a . v then r · v · r′ :=
s(r)t(r′) . v, r; r′ ∈R. This de;nes the forgetful functor U : AM→ RMR.
The comultiplication 1 : a 
→ a(1) ⊗ a(2) allows to de;ne a monoidal product on AM
such that U becomes strictly monoidal. The monoidal product X  Y of the A-modules
X and Y is the R–R-bimodule X ⊗R Y equipped with A-action a . (x ⊗ y) = (a(1) .
x)⊗ (a(2) . y) which is well de;ned due to axiom (BGD 1.a) above. There is a nice
characterization of such monoidal structures on AM due to Schauenburg [23, Theorem
5.1], see also [26,5].
Theorem 4.1 (Schauenburg). Given a k-algebra map Re → A and the corresponding
forgetful functor U : AM → RMR there is a one-to-one correspondence between left
R-bialgebroid structures on A and monoidal structures on AM such that U is strict
monoidal.
In the sequel we shall identify R–R-bimodules X with left Re-modules via (r ⊗
r′) · x := r · x · r′, where Re := R ⊗ Rop. The left regular A-module A = AA is not
only a left Re-module but a Re–Re bimodule. This allows to de;ne a functor T :=
A⊗Re − : RMR → RMR.
Theorem 4.2. Let A be a left bialgebroid over R. Then the endofunctor T = A⊗Re −
deBnes an opmonoidal monad on RMR with structure maps
X :A⊗Re (A⊗Re X )→ A⊗Re X; a⊗ (b⊗ x) 
→ ab⊗ x; (45)
X :X → A⊗Re X; x 
→ 1A ⊗ x; (46)
X;Y :A⊗Re (X ⊗R Y )→ (A⊗Re X )⊗R (A⊗Re Y );
a⊗ (x ⊗ y) 
→ (a(1) ⊗ x)⊗ (a(2) ⊗ y); (47)
 :A⊗Re R → R; a⊗ r 
→ (as(r)): (48)
Proof. The forgetful functor U : AM → ReM has a left adjoint, the induction functor
F = A⊗Re −. Clearly, T =UF and 〈T; ; 〉 is the canonical monad of this adjunction.
Now U is strong monoidal by Theorem 4.1. So the monad T is opmonoidal and it is
easy to check that the above expressions for  and  coincide with the general formulas
(16)–(17).
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Remark 4.3. In this Section we speak about bialgebroids in the category kM of
k-modules including as special cases the category Ab of Abelian groups or the category
VecK of vector spaces over a ;eld K . However, the category kM could be replaced
with any symmetric monoidal closed category M which has coequalizers. The de;-
nition of bialgebroids as well as the above theorem holds also in this more general
setting and should cover non-additive examples.
Example 4.4. The trivial left bialgebroid over R is the bialgebroid E = R⊗k Rop with
comultiplication and counit given respectively by
1E :E → E ⊗R E; r ⊗k r′ 
→ (r ⊗k 1R)⊗R (1R ⊗k r′); (49)
E :E → R; r ⊗k r′ 
→ rr′ (50)
and with source and target maps sE(r) = r ⊗k 1R, tE(r) = 1R ⊗k r.
If T is the opmonoidal monad on RMR associated to a bialgebroid A over R then the
category of T-algebras RMTR is monoidally isomorphic to the category of left A-modules
AM.
4.2. Characterizing opmonoidal monads of bialgebroids
The opmonoidal monad constructed in Theorem 4.2 is a special one in the sense
that T is k-linear and has a right adjoint. As a matter of fact, consider the functor
Hom(ReA;−) mapping an R–R-bimodule X into the k-module Hom(A; X ) of k-linear
maps f :A → X satisfying f(s(r)t(r′)a)= r ·f(a) · r′ and equipped with R–R-bimodule
structure r ·f · r′=f(−s(r)t(r′)). This functor is the right adjoint of T =A⊗Re − with
counit and unit
A⊗Re Hom(A; X )→ X; a⊗ f 
→ f(a); (51)
X → Hom(A; A⊗Re X ); x 
→ {a 
→ a⊗ x}: (52)
From now on we never mention k-linearity although every functor on k-linear categories
will be assumed k-linear. This means for example that bimonads on k-linear categories
will be assumed to have k-linear underlying functors. Let Bmdk be the 2-category of
such bimonads.
In this section we will show that the single property of having a right adjoint already
characterizes the bialgebroids within the objects of Bmdk . The summary is this.
Theorem 4.5. Let R be a monoid in kM and T= 〈T; ; ; ; 〉 be a bimonad on RMR.
Then T is isomorphic to the bimonad of a bialgebroid over R if and only if T has a
right adjoint.
Only suTciency requires a proof. Nevertheless we will give a detailed proof divided
into a series of lemmas that contain both necessary and suTcient conditions.
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Lemma 4.6. Let E be a k-algebra and T : EM → EM be an endofunctor on the
category of left E-modules. Then there exists an E–E-bimodule M such that T ∼=
M ⊗E − if and only if T has a right adjoint.
Proof. Necessity: M⊗E—has a right adjoint hom(M;−) := HomE(EM;−) inheriting
its left E module structure from the right E-action on M . The adjunction relation
HomE(X; hom(M; Y ))
∼→HomE(M ⊗E X; Y );
f 
→ {m⊗ x 
→ f(x)(m)} (53)
for left E-modules X and Y is a standard hom-tensor relation.
SuTciency: Let H be a right adjoint to T . Then, M := T (EE) being an E–
E-bimodule via Eop ∼= (EE) as well as E, we have
HomE(TX; Y )∼=HomE(X;HY ) ∼= HomE(E ⊗E X; HY )
∼=HomE(X; hom(E;HY ))
∼=HomE(X; hom(TE; Y ))
∼=HomE(TE ⊗E X; Y )
implying TX ∼= TE ⊗E X .
Lemma 4.7. Let E be as before and 〈T; ; 〉 be a monad on EM. Then there exists
a monoid A in EME and a monad isomorphism A ⊗E − ∼= T if and only if T has a
right adjoint.
Proof. Necessity: This is the same as the necessity part of the previous lemma.
SuTciency: By the previous lemma there is a bimodule A and an isomorphism
) :T ∼→T ′ := A⊗E—of functors. The natural transformations  and  can be passed to
T ′ via ) to get a monoid 〈T ′; ′; )′〉. Since the powers of T ′ have hom-functors as right
adjoints and the natural transformations between them—by the Yoneda lemma—arise
from bimodule maps between the tensor powers of A, it is easy to see that the monad
structure on T ′ is that of arising from a monoid structure on A.
The next lemma provides an important class of examples of monoidal functors.
Lemma 4.8. Let 〈M;⊗; i〉 be a monoidal category with coequalizers and assume that
x⊗− and −⊗ x preserve coequalizers for all objects x of M. Then for any monoid
〈R; ); –〉 in M the R–R-bimodules X = 〈x; 9X :R⊗ x → x; :X : x⊗ R → x〉 in M form a
monoidal category RMR with monoidal product ⊗R arising from a choice of coequal-
izers x ⊗ (R ⊗ y)  x ⊗ y  x ⊗R y for each pair of objects. The forgetful functor
K. Szlach-anyi / Journal of Pure and Applied Algebra 182 (2003) 287–315 307
; : RMR →M mapping 〈x; 9X ; :X 〉 to x is monoidal with
;X;Y :;X ⊗ ;Y → ;(X ⊗R Y ) (54)
being the chosen coequalizer and
;0 : i → ;R (55)
being just the unit – of the monoid R.
Proof. The proof is standard and therefore omitted. In case of M = kM (for which
the notation kAb would be more logical) and R a k-algebra the statement is de;nitely
common lore.
Combining the results of the last two lemma with the fact that a monoidal functor
; :B→M maps monoids 〈A; ; 〉 in B into monoids
〈;A;;() ◦ ;A;A; ;() ◦ ;0〉
in M, we immediately obtain
Corollary 4.9. Let E be a k-algebra and 〈T; ; 〉 be a monad on EM. Then there
exists a k-algebra extension E → A and a monad isomorphism A ⊗E −∼→T if and
only if T has a right adjoint.
Now we investigate the coalgebra properties of A.
Lemma 4.10. Let R be a k-algebra, E = R ⊗k Rop be its enveloping algebra and let
〈T; T 2; T 0〉 be an opmonoidal endofunctor on the monoidal category EM. Then there
exists
• an E–E-bimodule A,
• a comonoid 〈A; 1; 〉 in EM in which the R–R-bimodule structure of A comes from
EA,
• and an opmonoidal natural isomorphism A⊗E − ∼→T
if and only if T has a right adjoint.
Proof. Necessity: This holds by Lemma 4.6 even without comonoid structure.
SuTciency: If T has a right adjoint then Lemma 4.6 ensures the existence of a
bimodule A in EME and a natural isomorphism A⊗E − ∼→T . Using this isomorphism
we can put an opmonoidal structure on A ⊗E − making the isomorphism into an
opmonoidal natural isomorphism. Let
X;Y :A⊗E (X ⊗R Y )→ (A⊗E X )⊗R (A⊗E Y );
 :A⊗E R → R
be the opmonoidal structure we obtained that way. Since E is a generator for EM and
 is natural, the components X;Y are completely determined by E;E . As a matter of
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fact, for x∈X let fx :E → X be de;ned by f(r ⊗ r′) := r · x · r′. Similarly, let gy be
the analogue for Y . Then for all x∈X , y∈Y and a∈A
X;Y (a⊗E (x ⊗R y)) = [(A⊗E fx)⊗R (A⊗E gy)] ◦ E;E(a⊗E (1E ⊗R 1E))
or, introducing
1(a) := (:−1A ⊗R :−1A ) ◦ E;E(a⊗E (1E ⊗R 1E)) (56)
= a(1) ⊗R a(2) ∈A⊗R A; (57)
where :A :A ⊗E E ∼→A denotes the obvious isomorphism, we obtain formula (47).
Inserting this expression of  into the diagrams (10) and take the special case x = E
one obtains
(a(1) ⊗E 1R) · a(2) = a= a(1) · (a(2) ⊗E 1R); a∈A:
Therefore 1 is counital with counit
(a) := (a⊗E 1R) (58)
and it is left for an exercise to show that (9) implies that 1 is coassociative.
Remark 4.11. The comultiplication and counit of A can be expressed in terms of the
coring structure of E of Example 4.4 and in terms of the opmonoidal structure (47)–
(48) of T = A⊗E − as follows. The comultiplication 1 is the composite
A
:−1A−−−−−→∼ A⊗E E
T1E−−−−−→ A⊗E (E ⊗R E) E;E−−−−−→ (A⊗E E)⊗R (A⊗E E)
K


 :A⊗R:A
A⊗R A
(59)
while the counit is the composite
A
:−1A−−−−−→∼ A⊗E E
TE−−−−−→ A⊗E R −−−−−→R (60)
in the category of R–R-bimodules.
It is interesting that the Takesaki ×R product appears naturally already in the bi-
module context, i.e., without the algebra structures, as the next lemma shows.
Lemma 4.12. Let R and E be as in Lemma 4.10 and let 〈A; 1; 〉 be a comonoid in
RMR ≡ EM for some E–E bimodule A such that the endofunctor A⊗E − on EM is
opmonoidal. Then 1 and  satisfy
a(1) · tE(r)⊗R a(2) = a(1) ⊗R a(2) · sE(r); (61)
(a · tE(r)) = (a · sE(r)) (62)
for all a∈A, r ∈R.
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Proof. The proof uses essentially that 1 and  can be expressed in terms of E;E and
, see Remark 4.11. First of all, the right action − · e := :A(−⊗E e) of an element of
E on A commutes with the left E action therefore it is an R–R bimodule map. For a
;xed a∈A choose a ;nite set of aij; bik ∈A and ej; fk ∈E such that
E;E(a⊗E (1E ⊗R 1E)) = (aij ⊗E ej)⊗R (bik ⊗E fk)
with summations understood. Then applying naturality of E;E twice for any r ∈R we
can write
(aij ⊗E ejtE(r))⊗R (bik ⊗E fk) = E;E(a⊗E (tE(r)⊗R 1E))
E;E(a⊗E (1E ⊗R sE(r))) = (aij ⊗E ej)⊗R (bik ⊗E fksE(r))
implying that 1(a) = aij · ej ⊗R bik · fk satis;es (61). In order to get (62) use
(a · tE(r)⊗E 1R) = (a⊗E tE(r) · 1r) = (a⊗E r) = (a⊗E sE(r) · 1R)
= (a · sE(r)⊗E 1R):
Now we can ;nish the proof of Theorem 4.5 as follows:
Proof. That the bimonad of a bialgebroid has a right adjoint was shown at the be-
ginning of this section. Assume T is a bimonad on RMR with a right adjoint. Then
by Corollary 4.9 there is an algebra extension A of Re and a monad isomorphism
) :T ∼→A⊗E −. Use this ) to pass the bimonad structure of T to the functor A⊗E −.
Then ) becomes a bimonad isomorphism. Now A⊗E− has a right adjoint therefore by
Lemma 4.10 there is an opmonoidal natural isomorphism > :A⊗E− ∼→B⊗E− for some
R-coring and E–E bimodule B. This latter isomorphism determines an E–E bimodule
isomorphism A ∼→B which can be used to make A into a comonoid in EM. Now the
bimonad A⊗E − has structure maps as in (45)–(48) in which 1 and  give rise to an
R-coring structure on A and satisfy
1(a)(t(r)⊗ 1A) = 1(a)(1A ⊗R s(r)); (63)
(as(r)) = (at(r)) (64)
by Lemma 4.12. It remains to use the bimonad axioms (BMD 3) and (BMD 4). Insert-
ing (47) into the ;rst diagrams of (11) and (12), after a little calculation one obtains
that 1 has to be multiplicative and unit preserving, respectively. Substituting (48) into
the remaining diagrams of (11) and (12) one immediately arrives to the two bialge-
broid axiom (BGD 2.a) and (BGD 2.b). This proves that A is a left bialgebroid over
R and that its bimonad is isomorphic to T by an opmonoidal natural isomorphism.
4.3. Tannaka reconstruction for bialgebroids
By characterizing bialgebroids as the bimonads with right adjoints (on bimodule
categories) a natural de;nition arises for what to be the bialgebroid morphisms and
transformations.
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De"nition 4.13. Let Bgdk denote the 1-full and 2-full sub-2-category of Bmdk the
objects of which are the k-linear bimonads T :T→T with right adjoint where T is
isomorphic to RMR for some k-algebra R. The objects of the form A⊗Re − for some
bialgebroid A over R are called proper bialgebroids.
By embedding bialgebroids as objects in a 2-category notions of isomorphism and
equivalence naturally emerge. E.g., two bialgebroids are called isomorphic if their bi-
monads are isomorphic in Bmdk .
Note that we could de;ne Bgdk to be 2-replete and not only 1-replete by allowing
for objects all bimonads that are equivalent to proper bialgebroid bimonads. Still the
above de;nition works well with the Eilenberg–Moore construction.
Next we have to ;nd the sub-2-category of R-st-MonFunk corresponding to Bgdk
under the adjunction Q 	 EM. The next proposition characterizes the objects that occur
in the image of EM restricted to Bgdk .
Proposition 4.14. Let T :T→T be an object in Bgdk . Then EM(T )=U T :TT →T
is a strong monoidal functor with both left and right adjoints.
Proof. Strict monoidality of U T and existence of left adjoint follows from Propositions
2.5 and 2.6. Existence of right adjoint follows from [14, Corollary V.8.3].
The converse of the above proposition, namely that a strong monoidal functor
U :C → T with both left and right adjoints determines a bimonad T = Q(U ) with
right adjoint is obvious since the underlying functor is now a product of two functors
T = UF with both U and F having a right adjoint. As a consequence, the appro-
priate restrictions of the 2-functors EM and Q provide us with a 2-adjunction and a
Tannakian theory for bialgebroids.
The following corollary is a direct consequence of Corollary 3.7 and of the above
de;nitions.
Corollary 4.15. Let R be a k-algebra and U :C→ RMR be a k-linear strong monoidal
functor with left and right adjoints. Then there is a bialgebroid A over R and a
monoidal functor K :C→ AM such that
1. U factorizes as U =UAK through the strict monoidal forgetful functor UA of the
bialgebroid,
2. if B is another bialgebroid over some k-algebra S such that there exist monoidal
functors F :C→ BM and G : RMR → SMS satisfying GU =UBF then there exists
a unique bialgebroid morphism 〈G;’〉 :A → B, i.e., a unique ambimonoidal natural
transformation
’ :B⊗Se G(−)→ G(A⊗Re −)
such that G’K = F .
The bialgebroid A with the above properties is unique up to isomorphisms.
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The following representation theorem for bialgebroids, in turn, is a consequence of
Theorem 2.9.
Corollary 4.16. Let C be a k-linear monoidal category and R be a k algebra. Then
for a k-linear functor U :C→ RMR the following conditions are equivalent:
1. There exists a bialgebroid A over R and a k-linear monoidal category equivalence
K :C→ AM such that UAK = U .
2. U is strong monoidal, monadic and has a right adjoint.
4.4. Bialgebroid maps
According to De;nition 4.13 the morphisms from a bialgebroid A over R to another
B over S consists of a monoidal functor G : RMR → SMS and of an ambimonoidal
natural transformation ’ :B⊗Se G(−)→ G(A⊗Re −) satisfying the two diagrams (34).
These conditions are rather complicated for a general functor G so we can only give
some special examples. The simplest are the bialgebroid maps.
Assume that G arises from a k algebra homomorphism ! : S → R, i.e., G is a
monoidal forgetful functor
G = ;! : RMR → SMS ; RXR 
→ !(S)X!(S) (65)
similar to the ; of Lemma 4.8. In this case the natural transformation
’X :B⊗Se ;!(X )→ ;!(A⊗Re X )
is completely determined by
’Re :B⊗Se X → A⊗Re X
since Re is a generator. Naturality of ’Re alone in turn gives
’Re(b⊗Se (r ⊗ r′)) = ’(b)⊗Re (r ⊗ r′);
where the S–S-bimodule map ’ :B → ;!(A) is the composite
B ∼→B⊗Se Se B⊗Se (!⊗!
′)−−−−−−→B⊗Se Re ’Re−→;!(A)⊗Re Re ∼→;!(A); (66)
where note that in ;!(A) only the left Re action is forgotten, the right one is intact.
Inserting the expression ’X (b⊗ x) = ’(b)⊗ x into the monad morphism axioms (34)
we obtain that ’ :B → A is an algebra map. Since it is also an S–S bimodule map by
its de;nition (66), we obtain the identities
’ ◦ sB = sA ◦ !; (67)
’ ◦ tB = tA ◦ !: (68)
Now inserting to the ambimonoidality axioms of De;nition 3.1 we obtain that ’ :B →
A preserves the coalgebra structure in the sense of the equations
;!(1A) ◦ ’= ;!A;A ◦ (’⊗S ’) ◦ 1B; (69)
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;!(A) ◦ ’= ;!0 ◦ B (70)
or in Hopf algebraist notation
’(b)(1) ⊗R ’(b)(2) = ’(b(1))⊗R ’(b(2)); (71)
A(’(b)) = !(B(b)) (72)
for all b∈B. The Eqs. (67)–(70) de;ne what is called a bialgebroid map in [27]. A
bialgebroid map is completely determined by ’ :B → A since != A ◦ ’ ◦ sB.
4.5. Bimodule induced bialgebroid morphisms
Another class of bialgebroid morphisms are obtained if we take the functor G :
RMR → SMS to be GX =G ⊗Re X for some Se–Re-bimodule G. The natural transfor-
mation ’ :B⊗Se G(−)→ G(A⊗Re −) then becomes expressed in terms of a bimodule
map
’ :B⊗Se G → G ⊗Re A∈ SeMRe (73)
as ’X (b⊗g⊗x)=’(b⊗g)⊗x. If we insert this expression into the two monad morphism
diagram (34) and into the two ambimonoidality diagram (41)–(42) we obtain four
relations between G and ’ that are reminiscent of the entwining structure of Brzezi)nski
and Majid [4], although not the same.
At ;rst notice that monoidality of the functor 〈G;G2; G0〉 imposes a monoid structure
on the bimodule G in the category of S–S-bimodules but also satis;es dual analogues
of the bialgebroid comultiplication property (BGD 1.b) from the right-hand side due
to naturality of G2. The monad morphism axioms imply the following two conditions
’ ◦ (B ⊗Se G) = (G ⊗Re A) ◦ (’⊗Re A) ◦ (B⊗Se ’); (74)
’ ◦ (B ⊗Se G) = G ⊗Re A; (75)
where we use 〈A; A; A〉 to denote the algebra structure of A in ReMRe and similarly
for B. The ambimonoidality conditions, however, are not so easy to formulate only in
terms of the coproducts 1A and 1B and not the natural transformations they de;ne via
(47). So let us specialize to R = S = k and assume that on each bimodule G, A, and
B all the k-actions coincide. So we have k-bialgebras A and B, a k-algebra G and a
k-linear map ’ :B⊗ G → G ⊗ A. Then we can use the notation
’(b⊗ g) = g’ ⊗ b’ ∈G ⊗ A (76)
and write all the four conditions in a simple way
g’ ⊗ (bb′)’ = g’′’ ⊗ b’b’′ ; (77)
g’ ⊗ (1B)’ = g⊗ 1A; (78)
g’g′’′ ⊗ b’(1) ⊗ b’
′
(2) = (gg
′)’ ⊗ (b’)(1) ⊗ (b’)(2); (79)
(1G)’A(b’) = 1GB(b): (80)
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Returning to the case of general R and S the bialgebroid morphism 〈G ⊗Re −; ’〉
described above is in fact the most general possible if we require it to be an equivalence
of the objects A and B in k-Bgd. This follows from Morita theory since RMR
G→ SMS
should be an equivalence and using the isomorphisms ReM ≡ RMR and SeM ≡ SMS
the G has to be naturally isomorphic to a functor G⊗Re—with a Morita equivalence
bimodule SeGRe . That is to say, the rings R and S are
√
Morita-equivalent [29]. Ordinary
Morita equivalence R ∼ S arises under the further assumption that SeGRe is the k-tensor
product of equivalence bimodules RHS and SH ′R. This latter situation is the Morita base
change proposed by Schauenburg [24] while the former was named as
√
Morita base
change.
4.6. An exotic example: Hom
Let us conclude with an example of a bimonad that is not a bialgebroid. It shows
that every set is a bimonad in a canonical way.
Let Set be the category of small sets equipped with the Cartesian closed monoidal
structure 〈Set;×; 1〉 with some one element set 1 = {?}. Every object C in Set is
a comonoid in a unique way, namely by the diagonal mapping 1C : x 
→ 〈x; x〉 and
by the constant mapping C :C → 1. This comonoid structure makes the endofunctor
T := Hom(C;−) into a monad with multiplication and unit
A :T 2A → TA; A(f)(c) = f(c)(c); (81)
A :A → TA; A(a)(c) = a; (82)
respectively. Moreover, T is opmonoidal with
A;B :T (A× B) ∼−→ T (A)× T (B); f 
→ 〈p1 ◦ f;p2 ◦ f〉; (83)
 :T (1) ∼−→ 1; f 
→ ?; (84)
where pi are the projections of the product A × B. Now it is an easy exercise to
check that both  and  are opmonoidal natural transformations, so 〈T; ; ; ; 〉 is a
bimonad.
A T-algebra for this bimonad is a set A and a function  : Hom(C; A) → A such
that the two diagrams of (20) commute. For a ;nite set C with n elements such a
function  can be identi;ed with an n variable function on A with values in A. Then
the T-algebra conditions become the following equations for .
((a11; : : : ; a1n); : : : ; (an1; : : : ; ann)) = (a11; : : : ; ann); (85)
(a; : : : ; a) = a (86)
for all aij ∈A and a∈A. There are solutions that are evaluations at an element of
C, let’s say, (a1; : : : ; an) = ai. But there are solutions that are not evaluations, the
free T-algebras for example. A free T-algebra 〈Hom(C; A); A〉 is a product set CnA
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with action
(〈a11; : : : ; a1n〉; : : : ; 〈an1; : : : ; ann〉) = 〈a11; : : : ; ann〉: (87)
Of course, the solutions form a monoidal category SetT by Proposition 2.5, otherwise
the general solution for T-algebras is not known to the author.
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