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Transport in armchair graphene nanoribbons and in ordinary waveguides
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We study dc and ac transport along armchair graphene nanoribbons using the k · p spectrum
and eigenfunctions and general linear-response expressions for the conductivities. Then we contrast
the results with those for transport along ordinary waveguides. In all cases we assess the influence
of elastic scattering by impurities, describe it quantitatively with a Drude-type contribution to
the current previously not reported, and evaluate the corresponding relaxation time for long- and
short-range impurity potentials. We show that this contribution dominates the response at very low
frequencies. In both cases the conductivities increase with the electron density and show cusps when
new subbands start being occupied. As functions of the frequency the conductivities in armchair
graphene nanoribbons exhibit a much richer peak structure than in ordinary waveguides: in the
former intraband and interband transitions are allowed whereas in the latter only the intraband ones
occur. This difference can be traced to that between the corresponding spectra and eigenfunctions.
I. INTRODUCTION
Graphene nanoribbons have been studied extensively
theoretically and experimentally. Previous studies fo-
cused on their electronic structure, spectrum, and eigen-
functions [1], optical properties [2, 3], elementary excita-
tions [4], magnetic susceptibility [5, 6], excitonic effects
[7]. A short review of transport properties, focused on lo-
calization concepts, appeared in Ref. [8], some numerical
results in Ref. [9], numerically studied thermal transport
in Ref. [10], and spin tranport in substitutionally doped,
zig-zag graphene nanoribbons in Ref. [11]. Experimen-
tal results have also been reported [12]. The influence
of impurity scattering or disorder though has received a
limited attention [11]. In particular, we are not aware
of any study of dc and ac transport, say, within linear-
response theory, that takes into account scattering by
randomly distributed impurities, most of the studies use
scattering-independent Kubo formulas or consider scat-
tering numerically.
In this work we study dc and ac transport along
armchair graphene nanoribbons (AGNRs) or ordinary
waveguides using linear-response, scattering-dependent
and scattering-independent expressions for the conduc-
tivities. In the former case we evaluate the relaxation
time for long- and short-range impurity potentials. We
present the basics in Sec. II and the conductivities in
Sec. III. A summary follows in Sec. IV.
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FIG. 1. Left panel: Graphene unit cell (dashed rhombus) and
its primitive vectors ~a1 and ~a2. Right panel: The correspond-
ing Brillouin zone with~b1 and~b2 the reciprocal lattice vectors.
II. AGNRS, ORDINARY WAVEGUIDES
A. AGNRs
Graphene is a two-dimensional, one-atom thick pla-
nar sheet of bonded carbon atoms densely packed in a
honeycomb structure as shown in the left panel of Fig.
1. In it the ribbon extends along the x axis while the
graphene sheet is confined along the y axis. The lat-
tice structure can be viewed as a triangular lattice with
two sites A (green filled circles) and B (yellow filled cir-
cles) per unit cell as shown by the rectangular box in
the left panel of Fig. 1. The arrows indicate the primi-
tive lattice vectors ~a1 = a(0, 1) and ~a2 = a(1/2,
√
3/2),
with a the triangular lattice constant of the structure,
and span the graphene lattice. Further, ~a1 and ~a2 gener-
ate the reciprocal lattice vectors of the Brillouin zone,
cf. Fig. 1, given by ~b2 = 4π/
√
3a(
√
3/2,−1/2) and
~b1 = 4π/
√
3a(0, 1). From the explicit expressions of ~b1
and ~b2 we find the two inequivalent Dirac points (valleys)
given by ~K = 4π/3a(0, 1) and ~K ′ = 4π/3a(0,−1). The
2FIG. 2. Geometry of an AGNR. The dashed box shows the
unit cell and dm represents the dimmer number.
k · p Hamiltonian near the Dirac points reads
H = ℏvF


0 k− 0 0
k+ 0 0 0
0 0 0 k+
0 0 k− 0

 , (1)
where ℏ is Plank’s constant, vF the Fermi velocity, and
k± = ky ± ikx. The resulting eigenfunctions of Eq. (1)
for AGNRs, shown in Fig. 2, take the form
ψn,η,kx =
1
2
√
LW


ηe−iθkyn,kx eikyny
eikyny
−ηe−iθkyn,kx e−ikyny
e−ikyny

 eikxx , (2)
where θkyn,kx = tan
−1(kx/kyn). The energy dispersion
of graphene AGNRs corresponding to Eq. (1) is [1]
Enη,kx = ηℏvF ε, ε = [k
2
yn + k
2
x]
1/2, (3)
where η = +1(−1) stands for the conduction (valence)
band. The allowed values of kyn are [1, 2, 4, 5]
kyn =
nπ
W
− 4π
3a
=
2π(3n− 2(dm+ 1))
3a(dm+ 1)
; (4)
here W = a(dm+1)/2 is the ribbon width, dm the num-
ber of rows of AGNRs, a =
√
3acc, acc ≈ 1.42 A˚ is the
carbon-carbon distance, and n = 1, 2, ..., N is the sub-
band index with N the maximum number of dimmers.
It follows from Eq. (4), if 3n − 2(dm + 1) = 0, then
kyn = 0 for particular n. So, a zero energy state appears
near kx → 0 as in graphene, whereas the other states
have band gap because 3n− 2(dm+ 1) 6= 0. The energy
dispersions for semiconducting (dm = 4) and metallic
(dm = 5) nanoribbons are shown in Fig. 3.
Velocity matrix elements. To evaluate the various con-
ductivities we need the matrix elements of the velocity
operators vx = ∂H/ℏ∂kx and vy = ∂H/ℏ∂ky. With
vx = vF
(
σy 0
0 −σy
)
, vy = vF
(
σx 0
0 σx
)
, (5)
their matrix elements (|ζ〉 = |n, η, kx〉) are
〈ζ′| vx |ζ〉 = N(ηeiθk′yn,k′x − η′e−iθkyn,kx )δn,n′δkx,k′x (6)
〈ζ| vy |ζ′〉 =M(η′eiθkyn,kx + ηe−iθk′yn,k′x )δkx,k′x , n 6= n′,(7)
FIG. 3. Single-particle energy dispersion in AGNRs with
k = akx. The left panel is for semiconducting (dm=4) and
the right one for metallic (dm=5) AGNRs. The insect in the
right panel shows the dispersion for η = +1 and n=3, 5 .
with e±iθkyn,kx = (kyn ± ikx)/εkx , N = −ivF /2, and
M = −ivF /π(n− n′) .
B. Ordinary waveguides
In Fig. 4 we consider an ordinary quantum wire along
the x axis generated by confining a 2DEG along the y
direction. We assume the confining potential V (y) to be
parabolic, i.e., V (y) = m∗ω20y
2/2. The eigenvalues are
Enkx = (n+ 1/2)ℏω0 + ℏ
2k2x/2m
∗, (8)
and the corresponding eigenfunctions
ψnkx = (2
nn!
√
πℓ)−1/2Hn(y/ℓ) e
−y2/2ℓ2eikxx (9)
with ℓ = (ℏ/m∗ω0)
1/2 and Hn(y/ℓ) the Hermite poly-
nomials. Here only the diagonal matrix elements
vx = ℏkx/m
∗ are relevant since the nondiagonal ones
(〈ζ′| vx |ζ〉) vanish. However, the nondiagonal velocity
matrix elements (〈ζ| vy |ζ′〉) along the confinement direc-
tion are non zero and given as
〈ζ| vy |ζ′〉 = Nn
[
(n′ + 1)δn′+1,n − (1/2)δn′−1,n
]
δkxk′x (10)
where Nn = (iℏ/m
∗ℓ)(2n
′
n′!/2nn!)1/2. It is evident from
the right panel of Fig. 4 that the spectrum consists of
a set of equidistant, oscillator subbands due to the har-
monic confinement along the y direction.
III. CONDUCTIVITIES
We consider a many-body system described by the
Hamiltonian H = H0 + HI − R · F(t), where H0 is
the unperturbed part, HI is a binary-type interaction
(e.g., between electrons and impurities or phonons), and
−R · F(t) is the interaction of the system with the ex-
ternal field F(t) [13]. For conductivity problems we have
F(t) = eE(t), where E(t) is the electric field, e the elec-
tron charge, R =
∑
ri
, and ri the position operator of
electron i. In the representation in which H0 is diagonal
3FIG. 4. Geometry of a parabolically confined (left panel),
along the y direction, quantum wire of width Ly = W and
length Lx = L. The right panel shows the wire’s spectrum.
the many-body density operator ρ = ρd+ρnd has a diago-
nal part ρd and a nondiagonal part ρnd. For weak electric
fields and weak scattering potentials, for which the first
Born approximation applies, the conductivity tensor has
a diagonal part σdµν and a nondiagonal part σ
nd
µν ; the total
conductivity is σTµν = σ
d
µν + σ
nd
µν , µ, ν = x, y.
In general we have two kinds of currents, diffusive and
hopping, with σdµν = σ
dif
µν + σ
col
µν , but usually only one of
them is present. If no magnetic field is present, the hop-
ping term σcolµν vanishes identically [13] and only the term
σdifµν survives. For elastic scattering it is given by [13, 14]
σdµν(ω) =
βe2
S0
∑
ζ
fζ(1 − fζ)vνζvµζτζ
1 + iωτζ
, (11)
where τζ is the momentum relaxation time, ω the fre-
quency, and vµζ the diagonal matrix elements of the ve-
locity operator. Further, fζ = [1 + expβ(Eζ − EF )]−1
is the Fermi-Dirac distribution function, β = 1/kBT , T
the temperature, kB the Boltzmann constant, and S0 the
area of the sample.
Regarding the contribution σndµν one can use the iden-
tity fζ(1 − fζ′)[1 − expβ(Eζ − Eζ′)] = fζ − fζ′ and cast
the original form in the more familiar one [13, 14]
σndµν (ω) =
iℏe2
S0
∑
ζ 6=ζ′
(fζ − fζ′)vνζζ′vµζζ′
(Eζ − Eζ′)(Eζ − Eζ′ + ℏω − iΓ) ,
(12)
where the sum runs over all quantum numbers |ζ〉 and
|ζ′〉 with ζ 6= ζ′. The infinitesimal quantity ǫ in the orig-
inal form [13] has been replaced by Γζ to account for
the broadening of the energy levels. In Eq. (12) vνζζ′
and vµζζ′ are the nondiagonal matrix elements of the ve-
locity operator. Further, diagonal and nondiagonal con-
tributions describe intraband and interband transitions,
respectively, as shown schematically in Fig. 5.
A. Diagonal conductivity in ordinary waveguides
For ω = 0 and µ = ν = x Eq. (11) becomes
σxx =
βe2
L
∑
nkx
fnkx(1 − fnkx) v2x τnkx . (13)
FIG. 5. Schematic representation of intraband and interband
transitions in the energy dispersion of a metallic AGNR.
FIG. 6. Diagonal conductivity, in units of e2ℓ/h of an ordi-
nary waveguide vs εF = EF /ℏω0 in (a) and vs photon energy
(Ω = ω/ω0) in (b). The black (blue) curves are for Reσ
d
xx
(Imσdxx) and the dark green (red dotted) ones are for Reσ
nd
yy
(Imσndyy ). Here we used γ = Γ/ℏω0 = 0.1.
For very low temperatures, we make the approximation
βfnkx(1 − fnkx) ≈ δ(Enkx − EF ), replace τζ by τF , and
use the prescription
∑
kx
→ (Lx/2π)
∫
dkx. Then Eq.
(13), with vx = ℏkx/m
∗, takes the form
σdxx(iω) =
σ0τF
(1 + iωτF )
∑
n
√
EF − En, (14)
where En = (n+1/2)ℏω0 and σ0 = e
2/πℏ
√
2m∗. For the
dc conductivity we simply set ω = 0.
In Fig. 6 we show the diagonal conductivity as a func-
tion of EF (upper panel) and photon energy (lower panel)
for ℏω0 = 0.5 meV [15]. The conductivity increases with
4the increase of EF but cusps appear due to the presence
of discrete levels in the lateral direction produced by the
parabolic confinement. In addition, σdxx vanishes when
the Fermi level is in the range 0 6 εF 6 0.5 since the
electron density is null in this range of energy. We can
see that Reσdxx has a Drude-type peak around Ω = 0
while Imσdxx has peak around Ω = 0.1 as can be seen
in the lower panel of Fig. 6. Furthermore, it can also
be seen that the Drude-type contribution survives at low
frequencies while it vanishes at higher frequencies. Note
that the nondiagonal contribution σndxx to the conductiv-
ity of 2DEG when confined in a ribbon vanishes, since
the velocity matrix elements are diagonal, whereas we
will find below that it survives in graphene ribbons.
B. Nondiagonal conductivity in ordinary
waveguides
With the help of matrix elements (10) and |ζ〉 =
|n, kx〉, we can recast Eq. (12) as
σndyy (iω) = −
ie2
4π
√
2m∗
∑
n
∫ Em
|En|
dE
(n+ 1)(fnkx − fn+1kx )
[E − En]1/2
×
[
ℏω0 + ℏω + iΓ
(ℏω0 + ℏω)2 + Γ2
− ℏω0 − ℏω − iΓ
(ℏω0 − ℏω)2 + Γ2
]
(15)
where Em = En + ℏ
2k2m/2m
∗. In the limit Γ = ω = 0,
one can show that σndyy (iω) vanishes.
In Fig. 6 (b), we have plotted the numerically eval-
uated Reσndyy (dark green curve) and Imσ
nd
yy (red dotted
curve) as functions of the dimensionless photon energy
(Ω = ω/ω0). We can see that Reσ
nd
yy is finite at Ω = 0,
due to Γ 6= 0, and attains a maximum value at Ω = 1.
Upon further increasing Ω(> 1) we see that Reσndyy ap-
proaches to zero. On the other hand, we observe that
Imσndyy acquires positive and negative values due to the
ℏω0 − ℏω factor in Eq. (15). For ℏω0 > ℏω, the second
term of Eq. (15) is greater than the first one and we find
the positive peak. However, we obtain a negative ab-
sorption peak for ℏω0 < ℏω. It can also be seen from Eq.
(15) that only intraband transitions occur in contrast to
AGNRs where both intraband and interband transitions
occur, see Eqs. (28)-(29) below.
C. Diagonal conductivity in AGNRs
τ constant. From Eq. (3) we readily find the velocity
vx = ηvFkx/ε. (16)
Substituting Eq. (16) in Eq. (11), using βfnηkx(1 −
fnηkx) ≈ δ(Enηkx−EF ) and τnηkx = τF at zero temperature,
and performing the integration over kx((Lx/2π)
∫
dkx),
we find the conductivity expression of AGNRs for finite
ω as
σdxx(iω) =
e2vF τF
h(1 + iωτF )
∑
n
XFn
εF
, (17)
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FIG. 7. Conductivity σdxx for screened Coulomb scatterers as
a function of the dimensionless carrier density (Ne = ane/2π)
for semiconducting (black curves) and metallic (red curves)
nanoribbons. Cusps in the curves appear when new subbands
are occupied by increasing the electron density. For further
clarity the ranges 0−0.3 and 0.5−75 are shown in the insets.
where XFn = [ε
2
F − k2yn]1/2, εF = EF /ℏvF , and the sum-
mation terminates at the last occupied level. Equation
(17) is only valid for εF > kyn. For kyn = 0 it reduces to
σdxx(iω) =
e2vF τF
h(1 + iωτF )
nF , (18)
where nF is the number of occupied levels. τ 6= con-
stant. Long-range impurities. Using Eqs. (16), (A4),
and the same assumptions, as given above Eq. (17), in
Eq. (11) we obtain for ω = 0 and η = +1
σdxx(0) =
e2A
h
∑
n
X2Fn
ε2F
[ k2s + 4X2Fn
ks + [k2s + 4X
2
Fn]
1/2
]
, (19)
with A = 2ℏ2v2F /niU
2
s . For kyn = 0 Eq. (19) becomes
σdxx(0) =
e2A
h
k2s + 4ε
2
F
ks + [k2s + 4ε
2
F ]
1/2
nF . (20)
Short-range impurities. We consider the potential
U(x) = U0 δ(x−xi) with U0 its constant strength and xi
the position of the impurity. Corresponding to Eq. (19)
we find the dc conductivity is now given by
σdxx(0) =
e2B
h
∑
n
X2Fn
ε2F
, (21)
where B = πℏ2v2F /2niU
2
0 . For kyn = 0 Eq. (21) becomes
σdxx(0) =
e2B
h
nF . (22)
For the finite frequency ω results we simply divide
those of Eqs. (19)-(22) by 1 + iωτF .
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FIG. 8. Schematic representation of some allowed transitions
indicated by arrows. The horizontal red dashed lines show
the Fermi level. T iy and T
i
x denote intraband (i = 1) and
interband (i = 2) transitions, respectively at the peaks of σyy
and σxx in Fig. 9, see Eqs. (25)-(29), while D represents the
Drude-type intraband transition, cf. Eq. (17).
In Fig. 7, we plot σdxx as a function of the dimension-
less carrier density (Ne = ane/2π) for dm = 4 (black
line) and dm = 5 (red line). The relevant relaxation
time is given by Eq. (A4) in appendix. The factor ks
can be approximated by the Thomas-Fermi wave vec-
tor ks = (2πe
2/ǫ)D(EF ) with ǫ the relative dielectric
constant and D(EF ) the density of states at the Fermi
level. We can see that σdxx increases almost linearly from
0 with the peaks at critical value of Ne. These peaks
appear when the subbands start to be occupied by elec-
trons,. Also, this behaviour is consistent with the band
structures, cf. Fig. 3. These jumps are absent in the
conductivity of graphene [16]. Further, we observe the
richer structure of peaks for semiconducting ribbons than
metallic ones due to the opening of gaps among the sub-
bands of semiconducting nanoribbons as can be seen by
comparing the left and right panels of Fig. 3. It is worth
mentioning that this scattering-dependent contribution
was not accounted for in previous studies, see, e.g., Refs.
[2], [5].
D. Nondiagonal conductivity in AGNRs
With |ζ〉 = |n, η, kx〉 Eq. (12) becomes
σndxx(iω) =
iℏe2
Lx
∑
ηη′nn′kxk′x
fnηkx − fn
′
η′kx
Enηkx − En
′
η′kx
× v
nn′
xηη′kx
vn
′n
xη′ηkx
Enηkx − En
′
η′kx
+ ℏω + iΓnn
′
ηη′kxk′x
, (23)
FIG. 9. Real part of the conductivity vs frequency for εF = 0
(upper panel) and εF = 0.1 (lower panel, kBT/ε0 = 0.001,
and Γ/ε0 = 0.002. The solid curves are for semiconducting
nanoribbons (dm = 4) and the dotted ones are for metallic
ribbons (dm = 5).
where vnn
′
xηη′kx
= 〈n′, η′, k′x|vx|n, η, kx〉 and vn
′n
xη′ηkx
=
〈n′, η′, k′x|vx|n, η, kx〉 are the nondiagonal matrix ele-
ments of the velocity operator. Further, the velocity ma-
trix element (6) is diagonal in kx, therefore kx will be
suppressed in order to simplify the notation. The sum-
mation in Eq. (23) runs over all quantum numbers n,n′,
η, η′, and kx. The parameter Γ
nn′
ηη′ , that takes into ac-
count the level broadening, is assumed to be independent
of the band and subband indices i.e. Γnn
′
ηη′ = Γ. Also, we
will simplify the notation over summation by considering
the subband orthogonality δkynk′yn . Hence, after expand-
ing the fraction, Eq. (23) can be rewritten as
σndxx(iω) =
iℏe2
Lx
∑
ηη′nkx
(fnηkx − fnη′kx)vnnxηη′kxvnnxη′ηkx
Enηkx − Enη′kx
× E
n
ηkx
− Enη′kx + ℏω − iΓ
(Enηkx − Enη′kx + ℏω)2 + Γ2
. (24)
We evaluate Eq. (24) by considering the summation
over η = +1, η′ = −1, and η = −1, η′ = +1, denoted by∑
−+ and
∑
+−. For η = η
′ the contributions
∑
++
and∑
−− to Reσ
nd
xx(iω) are not allowed due to the condition
ζ 6= ζ′, cf. Eqs. (6), (11). Hence, the summation over
6FIG. 10. As in Fig. 9 but for the imaginary part of the total
conductivity vs frequency.
η = η′ is given only by the Drude-type, intraband contri-
bution σdxx(iω) to the total conductivity, see Eqs. (15),
(17).
The real and imaginary parts corresponding to Eq.
(24) read
Reσndxx(iω) = −
e2vF
4π
∑
n
∫ εm
|kyn|
dε
k2yn(f
n
−kx
− fn+kx)
ε2[ε2 − k2yn]1/2
×(C+ + C−), (25)
and
Imσndxx(iω) = −
e2vF
4π
∑
n
∫ εm
|kyn|
dε
k2yn(f
n
−kx
− fn+kx)
ε2[ε2 − k2yn]1/2
×(R+ −R−), (26)
with εm = (k
2
m + k
2
yn)
1/2 and km the maximum value
of kx below for which the k · p theory is valid. Fur-
ther, vnnx−+kxv
nn
x+−kx
= vnnx+−kxv
nn
x−+kx
= v2Fk
2
yn/ε
2 [see
Eq. (6)], C± = Γ((2ℏvF ε ± ℏω)2 + Γ2)−1, and R± =
(2ℏvF ε±ℏω)((2ℏvF ε±ℏω)2+Γ2)−1. In the limit kyn = 0,
the real and imaginary parts of the nondiagonal conduc-
tivity will vanish as is evident from Eqs. (25)-(26). Fur-
ther, for ω = 0 and Γ 6= 0, the real part [see Eq. (25)] of
the nondiagonal conductivity survives whereas the imag-
inary one vanishes [see Eq. (26)]. Also, it can be seen
from Eqs. (25) and (26) that transitions occur between
the valence and conduction band with the same index n.
Some of these transitions are shown schematically in Fig.
8 for two values of the Fermi level (dashed red lines) with
T iy and T
i
x denoting the intraband (i = 1) and interband
(i = 2) ones, respectively at the peaks of σndxx and σ
nd
yy .
For T = 0 and EF in the gap we have f
n
−kx
= 1 and
fn+kx = 0. After evaluating the integrals over ε in Eqs.
(25)-(26) we rewrite them in the combined form
σndxx(iω) =
ie2U+
h(ω21 + Γ
2
1)
∑
n
[
1 +
2iU+k
2
yn
(ω21 + Γ
2
1)p
ln
Q+
Q−
]
, (27)
where ω1 = ℏω/ℏvF , Γ1 = Γ/ℏvF , U± = (ω1 ± iΓ1),
p = (4k2yn − U2−)1/2, and Q± = p± iU−.
For Reσndyy (iω) we follow the same procedure and from
the sum over n′(6= n), cf. Eq. (7), we keep only the
dominant terms n′ = n± 1. We then obtain
Reσndyy (iω) =
e2ℏvF
hπ2
∑
n
∫ km
0
dkx
×
[
(fn+ − fn±1+ )D+ − (fn− − fn±1− )D−
εnkx − εn±1kx
+
(fn+ − fn±1− )D+ − (fn− − fn±1+ )D−
εnkx + ε
n±1
kx
]
(28)
and
Imσndyy (iω) =
e2ℏvF
hπ2
∑
n
∫ km
0
dkx
×
[
(fn+ − fn±1+ )E+ + (fn− − fn±1− )E−
εnkx − εn±1kx
+
(fn+ − fn±1− )E+ + (fn− − fn±1+ )E−
εnkx + ε
n±1
kx
]
, (29)
where D± = Γ((ℏvF ε
n
kx
− ℏvF εn±1kx ± ℏω)2 + Γ2)−1, and
E± = (ℏvF ε
n
kx
+ ℏvF ε
n±1
kx
± ℏω)((ℏvF εnkx + ℏvF εn±1kx ±
ℏω)2 + Γ2)−1 with εnkx = (k
2
yn + k
2
x)
1/2. According to
Eqs. (28) and (29), the absorption occurs between the
valence band with index n and the conduction band with
n ± 1. The integrals over kx in Eqs. (28) and (29) are
not tractable and we evaluate them numerically.
In Fig. 9 we show Reσxx and Reσyy as functions
of Ω for εF = 0 (upper panel) and εF = 0.1 (lower
panel). The solid curves are for semiconducting nanorib-
bons (dm = 4) and the dotted ones for metallic ribbons
(dm = 5). The optical selection rules (n − n′ = ∆n)
allow subband index n to change by only 0 along the
x (wire) direction. However, we have ∆n = ±1 along
the y (confinement) direction, but the amplitude of the
peaks is small. Hereafter, we call the transitions sat-
isfying ∆n = 0 direct transitions and those satisfying
∆n = ±1 indirect transitions. In addition, one needs to
go from occupied to unoccupied states through the ab-
sorption of photons. The series of peaks corresponding
to Reσxx and Reσyy occur at ℏω = −En−kx + En+kx and
ℏω = −En−kx + En+1+kx , respectively. These peaks corre-
spond to the allowed interband transitions in the energy
7spectrum. The position of the absorption peaks follows
the same order as indicated in Fig. 8. These results for
AGNRs are similar to those in Ref. [5] apart from the
contribution σdµµ(iω) which is completely absent and only
the real parts of the conductivities σndµµ(iω) are plotted.
In the upper panel of Fig. 9 in which Fermi level is in
gap i.e., εF = 0, we can see that a Drude-type intraband
transition is allowed in Reσxx for dm = 5 due to the
nonvanshing vx velocity matrix elements with ∆n = 0
[see Eq. (6) and transition D in Fig. 8]. On the other
hand, we cannot see any type of intraband transitions
in Reσyy because vy the velocity matrix elements vansh
as can be seen from Eq. (6). However, for dm = 4,
only interband absorption transitions are allowed due to
the Pauli exclusion principle in both Reσxx and Reσyy.
But, when we move the Fermi level to 0.1 [see the red
dashed curve in Fig. 8], the absorption peak, say T 1x , in
Reσxx is suppressed due to the Pauli exclusion principle
for dm = 4 in the range 0.017 6 Ω 6 0.27 whereas a ab-
sorption peak due to intraband transition (T 1y ) appears
in Reσyy as can be seen in the lower panel of Fig. 9.
Moreover, a Drude absorption peaks appear at low Ω in
Reσxx for both dm = 4 and dm = 5. One note worthy
feature is that resonance energies En+kx − En+1−kx of indi-
rect transitions are appeared between the En+kx − En−kx
that are the energies corresponding to absorption peaks
of direct transitions.
We have plotted Imσxx and Imσyy versus the dimen-
sionless photon energy (Ω) in Fig. 10. The absorption
peaks in Imσxx have negative and positive values due to
the negative sign between R+ and R− terms in Eq. (26),
and the peaks corresponding to the transitions −n → n
and n → −n have slightly different energies. This mis-
match creates positive and negative peaks in the con-
ductivity. However, the amplitude of the negative peaks
is small as compared to that of the positive ones. This
argument applies also to Imσyy [see Eq. (29)].
IV. SUMMARY AND CONCLUSION
We studied dc and ac transport in both metallic and
semiconducting AGNRs. We derived analytical expres-
sions for the diagonal and nondiagonal conductivities by
employing linear response theory. We found that semi-
conducting to metallic transitions occur by changing the
number of rows (dm) [see Fig. 3] in contrast to ordi-
nary waveguides in which such transitions do not occur,
see Fig. 4. In addition, the diagonal conductivity for
scattering by screened Coulomb impurities was shown to
depend approximately linearly on the carrier density and
exhibits upward cusps when the Fermi level crosses the
subbands. Further, we showed that the diagonal con-
ductivity varies approximately linearly with the electron
concentration in AGNRs, cf. Fig. 7.
Importantly, in all cases we showed that the scattering-
dependent conductivity is described quantitatively by a
Drude-type contribution σdxx(iω) which, to our knowl-
edge, was not previously reported or explicitly evalu-
ated. We did show that this contribution dominates
the response at very low frequencies at which the usual,
scattering-independent contribution near vanishes.
Moreover, we obtained the optical selection rules ∆n =
0 along the wire and ∆n = ±1 along the confinement di-
rection of AGNRs. We have demonstrated that the peak
amplitude of the indirect transitions is suppressed con-
trary to that of the direct ones. Also, we showed that the
absoption of low-energy photons is sensitive to the vari-
ation of the Fermi level, in contrast to monolayer WSe2
[17], in which the spectral weight of the interband peaks
is continuously redistributed into the intraband ones [see
Fig. 9] similar to that of other 2D materials [18] like
graphene, silicene, α− T3, and topological insulators. A
similar behaviour was found for the imaginary part of
the conductivity. Furthermore, only intraband transi-
tions occur in ordinary waveguides, cf. Fig. 6 (b) and
Eq. (15), in contrast to AGNRs in which both intra- and
inter-band transitions occur [see Figs. (9)-(10) and Eqs.
(28)- (29)].
The details of the previous paragraphs could best be
tested, we think, by optical experiments in AGNRs and
by contrasting their results with those in unconfined
graphene or other 2D materials and standard waveg-
uides. The peak positions, that are sensitive to the dm-
dependent energy gap between the subbands, cf. Eq.
(3), could be tuned by a careful choice of dm in exper-
iments performed in the far infrared (IR) range. This
could lead to the development of new optical devices, in
particular novel IR photodetectors based on photon ab-
sorption rather than on thermionic emission or tunnelling
in arrays of GRNs proposed in Ref. [20]. Moreover, the
scattering-dependent contribution σdxx(iω) to the power
spectrum should be evident at very low frequencies at
which the other conductivity contributions σndµν (iω), as
well as σdyy(iω) in our case, vanish (Γ = 0) or nearly so
(Γ 6= 0) and σdxx(iω) dominates the spectrum, cf. Ref.
[14]. We are not aware of any such experiments but hope
that they will be carried out and also test the selection
rules ∆n = 0 and ∆n = ±1 mentioned above.
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8Appendix A: relaxation time
Within the first Born approximation, the standard for-
mula for relaxation time takes the form
1
τζ
=
1
τnηkx
=
2πni
ℏLx
∑
n′,η′,k′x
| 〈n, η, kx|Ux |n′, η′, k′x〉 |2
× δ(Enηkx − En
′
η′k′x
)(1 − cos θ), (A1)
where Ux = U(x) is the impurity potential, ni the impu-
rity density, and θ the angle between the initial (kyn, kx)
and final (k′yn, k
′
x) wave vectors. Equation (A1) holds
only for the elastic scattering. The results for two types
of impurity potentials are as follows.
Long-range impurities: For screened, Coulomb-type
impurities we consider the model potential [19]
Ux = U0e
−ks|x|
/√|x|, (A2)
where U0 = 2πe
2
√
c/ǫ0ǫr, ks is the screening wave vec-
tor, ǫ0 the free space permittivity, ǫr the static dielectric
constant, and c is the constant of order 1 in units of in-
verse length. In this case, we write Ux =
∑
qx
Uqxe
iqxx
with Uqx = U0
{[
ks+
√
k2s + q
2
x
]
/(k2s+q
2
x)
}1/2
the Fourier
transform of Ux. We obtain
| 〈n, η, kx| eiqxx |n′, η′, k′x〉 |2 = |ηη′ + e−iϕ|2|Uqx |2
×δn,n′δk′x+qx,kx , (A3)
with qx = kx−k′x and ϕ = θkyn,kx−θk′yn,k′x . The integra-
tion over qx is straightforward. That over k
′
x is carried
out using the properties of the δ function and only the
root k′x = −kx of the equation Enηkx − En
′
η′k′x
= 0 con-
tributes to the integral. For simplicity we also take ϕ ≈ 0
and use θ ≈ π. With kx evaluated at the Fermi level the
final result is
1
τF
=
niU
2
0
2ℏ2vF
√
k2yn + |kF |2 (ks + ksF )
|kF | k2sF
, (A4)
where k2sF = k
2
s + 4|kF |2. The term kyn in Eq. (A4)
denotes the Fermi wave vector for the nth subband. In
the limit kyn = 0 Eq. (A4) becomes
1
τF
=
niU
2
0
2ℏ2vF
ks + ksF
k2sF
. (A5)
Further, for ks ≫ kF , Eq. (A5) reduces to
1
τF
=
niU
2
s
ℏ2vF ks
. (A6)
Short-range impurities: we have U(x) = U0δ(x − xi)
with U0 the constant strength of potential and xi the
position of the impurity. In this case, the matrix element
becomes | 〈n, η, kx|Ux |n′, η′, k′x〉 |2 = U20 . This leads to
1
τF
=
2niU
2
0
πℏ2vF
√
k2yn + |kF |2
|kF | . (A7)
For kyn = 0 Eq. (A7) reduces to
1
τF
=
2niU
2
0
πℏ2vF
. (A8)
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