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ABSTRACT 
This paper mainly concerns the class of self-adjoint matrix polynomials with 
constant signature. We define the order of neutrality for a regular self-adjoint matrix 
polynomial L(A). Suppose that the leading coefficient of L(A) is nonsingular; then it 
is proved that L(A) is of constant signature if and only if nl is even and the order of 
neutrality of L(A) is equal to nZ/2, where n is the degree and 1 is the size of the 
polynomial I,( A). A similar result is obtained for regular self-adjoint matrix polynomi- 
als. We give an answer to an open problem concerning symmetric factorizations of 
self-adjoint matrix polynomials of constant signature. Let L(A) be a self-adjoint matrix 
polynomial of even degree and constant signature and with a nonsingular leading 
coefficient A,,. If all the elementary divisors of L(A) are linear, then L(A) = 
[ M(%)]*A, M(A), with M(A) a manic matrix polynomial. In particular, this shows that 
generically a self-adjoint matrix polynomial of even degree and constant signature 
admits such a factorization. The proof of this factorization result is based on a result 
concerning invariant maximal neutral subspaces for a matrix which is self-adjoint in an 
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indefinite inner product. The latter result also applies to other situations, e.g., to 
factorizations of rational matrix functions with constant signature and to the existence 
of hermitian solutions for a class of algebraic Riccati equations. 0 Elsevier Science 
Inc.. 1997 
1. INTRODUCTION 
Let L(h) = A"A, + .-. +A, be a self-adjoint matrix polynomial with a 
nonsingular leading coefficient and with all the matrices Ai, i E (1, . . . , n}, 
hermitian of size Z X 1. We consider the linearization of L(A), AZ - C,, 
where C, is the companion matrix given by 
0 z 0 *** 0 
0 0 z *** 0 
c, = 
0 . . . . . . 0’ Z 
_A,‘A, . . . . . . . . . -AilA n-1 
The matrix C, has the important property of being self-adjoint in the 
(generally indefinite) inner product induced by the nonsingular hermitian 
matrix 
B= 
A, A, *** A,_, A, 
A, A* 0 
0 0 
A n-1 A,, 0 0 0 
A,, 0 0 0 0 
In particular we have that BC, = C,*B. This property of the matrix C, 
proves to be essential in the study of factorization and perturbation problems 
of self-adjoint matrix polynomials; see, e.g., the books [3], [ll], and [17]. For 
more detailed results see also [2, 5, 8, 10, 13, 141. 
We note the following two definitions. 
DEFINITION 1.1. Let L(h) be a self-adjoint matrix polynomial with 
possibly singular leading coefficient. The spectrum of L(A), a( L(A)), is the 
set of all complex numbers P for which L( ~3) is singular. If the leading 
coefficient of L(A) is singular, we include infinity in the spectral set. 
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DEFINITION 1.2. Let L(h) be a self-adjoint matrix polynomial with 
possibly singular leading coefficient. We say that L(A) is regular if a( L( A)) is 
a finite set. 
It is easy to see that if L(A) is not regular then the spectrum of L(h) 
consists of the whole complex plane. In this case we say that L(h) is singular. 
Let G be a nonsingular hermitian matrix acting on a finite dimensional 
Hilbert space H. Let A be a matrix acting on H. We say that A is 
G-self-adjoint if GA = A*G. A subspace M of H is said to be G-neutral if 
(Gx, x) = 0 for all x E M. Let A be a G-self-adjoint matrix. It is a result of 
[8] that all maximal A-invariant G-neutral subspaces of H have the same 
dimension. This fact allows for the definition of the order of neutrality for thr 
pair (G, A), y(G, A), defined as the di mension of a maximal A-invariant 
G-neutral subspace of H. 
We say that an eigenvalue A of A is of definite type if (Gf,f) > 0 for 
every nonzero f E ker( A - A) or (Gf f) < 0 for every nonzero f E ker 
(A - A). If an eigenvalue A of A fails to be of definite type, then we say that 
A is of mixed type. 
Let C,,..., Z.k be the spectral subspaces of A corresponding to either a 
distinct real eigenvalue of mixed type or a conjugate pair of nonreal eigenval- 
w ues. Let y, = r<GJ, A{?,. h ere A, = Al z and G1 = Glz . If m, denotes the 
total algebraic multip lclty of all eigenvaiues of A in tile open upper half 
plane, we have the following formula for the order of neutrality of (G, A) 
(see [Ill): 
Y(G, A) = t Yj( Al) + lllo, (1) , =: ,
where the sum is taken over all distinct real eigenvalues of mixed type. 
We say that a matrix S is a sip matrix if all the entries of S are zero except 
the entries on the antidiagonal, which have value one. Let A be a G-self-ad- 
joint matrix. Denote by Pk the k X k sip matrix, and by Jk( A) the k X k 
Jordan block with eigenvalue A. The canonical form (P,, ,, I) of the pair 
(G, A) can be described as follows (see, e.g., [4]): there is an invertible matriv 
T such that 
T-‘AT =J = I? Jk,(Aj) @ jze, [Ik,CA.i) @ Jk,cAj)]) 
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where A,,..., A, are the real eigenvalues of A and A,, r, . . . , A, are the 
nonreal eigenvalues of A with positive imaginary part, and 
T*GT=PEJ= 
where .sj is either 1 or - 1. Here P @ Q denotes the block-diagonal matrix 
with P and Q on the diagonal, and zeros elsewhere. Let A be a real 
eigenvalue of A. The sign characteristic for A is defined as a normalized 
sequence of signs of the sip matrices in P,, , associated with the Jordan blocks 
corresponding to A. We note that a real eigenvalue A of A is of definite type 
if and only if A is semisimple and has its sign characteristic made up entirely 
of + l’s, or of - 1’s. For detailed development of this canonical form we refer 
the reader to the work of [4]. 
Suppose that the sign characteristic for a real eigenvalue A is known. 
Then we can determine the order of neutrality of A using the following 
formula from [8]. 
THEOREM (Lancaster, Markus, Ye). Let A be a real eigenvalue of a 
G-self-adjoint matrix A. Let A have pj partial multiplicities of size j, and let 
pj = p: + p,:, where pji, pi are the numbers of positive and negative signs 
in the sign characteristic for A. Then the order of neutrality of A, y(A), is 
Let L(A) be a self-adjoint matrix polynomial with a nonsingular leading 
coefficient. The order of neutrality of L(A) is defined as y(L) = y( B, C,); 
see [8]. A regular self-adjoint matrix polynomial L(A) is said to be of constant 
signature if sig( L( A)) is independent of A on R \ c(L). Here sig( A) denotes 
the signature of a hermitian matrix, i.e., the difference between the number 
of positive and the number of negative eigenvalues. 
We present the following results in this paper: 
(i> We extend the definition of the order of neutrality to regular self- 
adjoint matrix polynomials. 
(ii) Let L(A) be a self-adjoint matrix polynomial with a nonsingular 
leading coefficient. We show that L(A) 1s o constant signature if and only if f 
nl is even and y(L) = n1/2. A similar result is obtained for regular self- 
adjoint matrix polynomials. 
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(iii) Let L(A) be a self-adjoint matrix polynomial of constant signature 
and even degree and with a nonsingular leading coefficient. Assume that all 
the elementary divisors of L(A) are linear. Then L(A) admits a factorization 
of the following form: 
L(A) = [M(A)]* Kil4( A) (:3) 
with ‘14(A) a mclnic matrix polynomial and K a nonsingular hermitian matrix. 
The last result can be seen as a partial positive answer to an open problem 
raised in [S]. We also give an example of a self-adjoint matrix polynomial of 
constant signature and even degree and with a nonsingular leading coefficient 
that does not admit the above symmetric factorization. However, the above 
result indicates that factorization (3) exists for generic matrix polynomials of’ 
even degree and constant signature. 
The first two results above will be presented in Sections 2 and 3, 
respectively. The factorization result will be given in Section 5. Its proof is 
based on a result concerning invariant maximal neutral subspaces for matrices 
that are self-adjoint in an indefinite inner product. which will be presmted in 
Section 4. The theorem of Section 4 also applies to other situations. in 
particular, to factorization of rational matrix-valued functions that have COII- 
stant signature as well as constant pole and zero signature, and to thrb 
existence of hermitian solutions for a class of algebraic Riccati equations. 
These results will be described in detail in Sections 6 and ‘i, respectivelv. 
2. THE ORDER OF NEUTRALITY OF A SELF-ADJOINT MATRIX 
POLYNOMIAL 
Let L(A) be a self-adjoint matrix polynomial with a nonsingular leading 
coefficient. Consider the matrix pair (B, C,) corresponding to L(A). WC note 
the following identity for the signature of the matrix H (see [SJ): 
sig(B) = 
0 if f1 is c’ven, 
sig(A ) n if ti is odd. 
Let us now consider a regular self-adjoint matrix polynomial L(A) with a 
singular leading coefficient. Consider the “shifted” polynomial 
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where cr E R \ a(L). We observe the following properties of L,( CL): 
(i) The polynomial L,< CL) = CL”&, + ... +A,,_ is a self-adjoint matrix 
polynomial with a nonsingular leading coefficient A,, = (Y”A, + ... +A, and 
A,, = A,. 
(ii) For the spectrum we have 
The eigenvalue at infinity of L(A) corresponds to the zero eigenvalue of 
L,( p), and this correspondence is used to define the partial multiplicities 
and the sign characteristic of the eigenvalue at infinity of L(A). 
PROPOSITION 2.1. Let L(h) be a regular self-adjoint matrix polynomial 
with a nonzero singular leading coeflicient. Then y(,C,) is independent of 
CYE R\cr(L). 
The proof will follow from two lemmas. 
LEMMA 2.2. Let A, be a finite real eigenvalue of L(A). Let cx E R \ 
r(L), and /Jo = l/CA, - a> b e an eigenvalue of L,( CL). Then the order 
of neutrality of pO( (Y) is independent of ff. 
Proof. Let [ $(A)]:= i be th e solution to det[ &Z - L(A)] = 0. Using 
Theorem S6.3 and Theorem 12.5 in [3], we can choose [5,(A)], analytic for 
real A. Consider the equation det[ (1 - L,( p)] = 0 for a parameter (Y E 
R \ u(L). It is readily seen that we obtain [IY$ (Y, p)]j= 1 as its (analytic in ZJ) 
solution, where 
Gj(a, POCa)) = 
(-l>m'vj(AO) 
/A()( a) -n+2mJ 
#O 
and $&A) = (A - A,)*jvj(A). 
The solution [rY&cx, CL)]:= 1 above determines the sign characteristic of 
/..Q((Y) in the following way (see Chapter I2 of [3]). Consider the sequence 
(sgn(cj(o, /pa))]* Th is is (up to normalization) the sign characteristic of 
~,J(Y). It is easy to see that the sign characteristic has the following 
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properties: 
(i) If n is even, then the sign characteristic of ~.~,~(cy) is independent of 
(Y. 
(ii) If n is odd, then the sign characteristic of pO( (Y) is independent of Q 
for o suchthat /J&(Y) > O(h, > 0) an is a so independent of (Y for CY such d’ 1 
that /.q)(o) < 0 (A, < 0). For (Y passing from /+((Y) < 0 to pO( a) > 0 we 
obtain a sign change in the sign characteristic of /+( cr 1. 
It is clear that in both cases the order of neutrality of /+,(cx) is indepen- 
dent of (Y E R\ a(L). ??
LEMMA 2.3. 
(a) The number of partial multiplicities of the zero eigenvalue of i,( ~1 
does not exceed 1 - rank A,, . 
(b) The algebraic multiplicity of the zero eigenvalue of L,( ~1 is nl - d, 
where d = degree(det L(A)). 
(c) The partial multiplicities of the zero eigenvalue of L,(p), its sign 
characteristic, and hence the order of neutrality of the zero eigenvalue an’ 
independent of a. 
Proof. We rely on theorem 12.5 of [3], which also holds for regular 
self-adjoint matrix polynomials; see Theorem S6.3 of [3]. Using the latter 
theorem, we have the following result: 
L( A) has eigenfunctions G( A), j = 1, . . . ,I, 
i,( p) has eigenfunctions fij( CL), j = 1, . . . , 1. 
Consider the Laurent expression for [,(A) at 00: 
tj( A) = ap,API + a,,,_,A~‘~-’ + **. , with 
A E R, 
/.L E R. 
al, + 0, I 
and note that pj may be positive, zero, or negative. As det (L(A)) = 
ng= 1 &&A), we have that C:=, pj = d. Note that 
q-4 =/JE(o+tL-‘) 
140 
and for ( I_LI small enough we have 
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Since lim, ~ 0 tj( CL) exists we must have pj < n for j = 1,. . . , I and 
+ . . . I = up, pL”-% + (higher powers of p) . 
fij( p) + 0 as I_L + 0 if and only if pj < n. By Theorem 12.5 of [3] the zero 
eigenvalue of I,,( ,u) has partial multiplicities n - p. with the sign character- 
istic E. = sgn(a ). Clearly parts (a) and (b) fohow from the fact that 
i,(O) I A,,, and’part (c) follows from Lemma 2.2. ??
Proof of Proposition 2.1. 
Since each y( pj( a)) . 
Recall that r(i,) = CJ=,yj( pj(o)) + ma. 
1s independent of CY E R \ a(L), Proposition 2.1 is 
now proved. ??
The above result allows for the following definition: 
DEFINITION 2.4. Let L(h) be a regular self-adjoint matrix polynomial 
with a nonzero singular leading coefficient. Then the order of neutrality of 
L(h) is y(L) = y(L,) for some choice of (Y E R \ a(L). 
REMARK. Suppose that L(A) is a self-adjoint matrix polynomial with a 
nonsingular leading coefficient. Then the above “shift” construction can be 
* applied to L(h), and y(L,) is obtained. Since 00 +Z cr( L), it is easy to see 
that this definition coincides with the one in [8]. 
Note that the condition of a nonzero leading coefficient for L(A) is 
necessary for y(0 h” + ’ + L(h)) # y( L( A)) in general. 
3. THE ORDER OF NEUTRALITY OF A SELF-ADJOINT MATRIX 
POLYNOMIAL WITH CONSTANT SIGNATURE 
In this section we characterize regular self-adjoint matrix polynomials via 
the order of neutrality. 
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THEOREM 3.1. Let L(h) hr a .~df dj a oint matrix polynomial with N 
nonsingular leading coefficient. Then I,( A) as o constant .signature if and only f
if 7x1 is even and y(L) = nl/2. 
Proof. A regular self-adjoint matrix polynomial is of constant signature if 
and only if the following condition holds for every A E o(L) n R (see 
Lemma 6 of [5]): the number of odd degree elementary divisors is even, and 
the sum of the signs in the sign characteristic corresponding to these 
elementary divisors is zero. We denote this condition by ( * ). Let A,, E R n 
a(L). We will show that the condition (*) is equivalent to having y 
(A,,) = $1 A,,> where mh,, is the algebraic multiplicity of the eigenvalue A,, 
viewed as an eigenvalue of the companion matrix C,. for L(h). Suppose that 
(*) holds. Then from the formula (2) we have 
and hence 
Conversely, suppose that y( A,) = im,,,. This forces the statement (4, 
and hence the condition (*) holds. Recall that y(L) = C, ~ CCLjn Ry(Aj) + 
with m, denoting the total algebraic multiplicity of all /the eigenvalues in 
% upper half plane. We have nl even and y(L) = nZ/2 if and only if 
y(A) = im,, for every Aj E R n u(L), 
L( Aj is of coAstant signature. 
which in turn occurs if and only if’ 
??
REMARK. An alternative proof of this theorem could be based on Theo- 
rem 5.1 of [13]. 
We also observe that if n is odd and the leading coefficient of I,(A) is 
nonsingular, then the constant signature of L,(A) must be zero (compare the 
signatures near +m and -x). 
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COROLLARY 3.2. Let L(A) be a regular selfkdjoint matrix polynomial of 
even degree with a nonzero singular leading coeflicient. Then L(h) is of 
constant signature if and only if y(L) = n1/2. 
Proof. Since the degree of L(h) is even we have that L(h) is of constant 
signature if and only if L,( CL) is of constant signature. ??
COROLLARY 3.3. Let L(A) be a regular self-adjoint matrix polynomial of 
odd degree and with a nonzero singular leading coeficient. Then L(h) is of 
constant zero signature if and only if nl is even and y(L) = n1/2. 
Proof. Consider the polynomial L,( CL) = p”L((1 + crp)/p) for odd n. 
W 
REMARK. Let L(A) be as in the Corollary 3_.3. In the case when L(A) is 
of constant nonzero signature we have that sig( L,( CL)) is constant for p > 0 
and constant for p < 0; moreover we have that sig(L,( CL,, + 0)) = 
- sig(L,( p., - 0)) for pa = 0. 
EXAMPLE 3.4. Let L(A) = diag[A3, - A3, A2, A2]. Then L(A) is of con- 
stant signature 2, and y(L) = 5 < n1/2 = 6. Let L(A) = 
diag[ A3, - A3, A3, - A3]. Then L(A) is of constant signature 0. We have that 
y(L) = n1/2 = 6. 
We have seen above that self-adjoint matrix polynomials of constant 
signature have the largest possible order of neutrality (equal to nl/2). On the 
other hand, self-adjoint matrix polynomials with zero order of neutrality are 
the quasihyperbolic polynomials (see [8]). 
REMARK. Let A be a 2p X 2p G-self-adjoint matrix (G is nonsingular 
and hermitian). It is a known fact that the order of neutrality of the pair 
(G, A) is zero if and only if the self-adjoint linear pencil AG - GA is 
quasihy-perbolic (see [8]). On the other hand, it follows from our discussion 
that the order of neutrality of the pair (G, A) is the largest possible (equal to 
p) if and only if the self-adjoint linear pencil AG - GA is of constant 
signature. 
Section 5 deals with symmetric factorizations of self-adjoint matrix poly- 
nomials of constant signature and contains the main results of the paper 
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concerning self-adjoint matrix polynomials. Before presenting this material 
we need to state and prove a result on invariant maximal neutral subspaces 
for matrices that are self-adjoint in an indefinite inner product. 
4. ON INVARIANT MAXIMAL NEUTRAL SUBSPACES FOR A 
CLASS OF SELF-ADJOINT MATRICES IN AN INDEFINITE 
INNER PRODUCT 
In this section the main object of study are matrices that are self-adjoint 
in an indefinite inner product, and for which there exists an invariant 
subspace that is its own orthogonal complement in the indefinite inner 
product. Such matrices have been characterized in terms of the sign charac- 
teristic in Theorem 5.1 of [13], as follows: for every real eigenvalue of such a 
matrix the number of odd partial multiplicities with sign + I is equal to the 
number of odd partial multiplicities with sign - 1. The following theorem is a 
basic result for such matrices. It is an analogue of Theorem 2.4 in [16]. 
THEOREM 4.1. Let A be a G-self-adjoint n X n matrix. Assume that 
there exists an A-invariant subspace such that GM = M ’ , and assume that 
all partial multiplicities of A are one, i.e., A is diagonalizable. Let M, be an 
arbitrary subspace such that GM,, = MO’ . Then there exists an A-invariant 
subspace M with GM = M ’ and M t M,, = C”. 
Proof. Because of our assumptions on A and G, the canonical form of 
the pair (G, A) looks as follows (see, e.g., Theorem 5.1 in [lo]): there is a 
matrix S such that 
S-‘AS = diag($Z,);=, @ diag 
and 
Here 2p = n, and hj is real for j = 1,. . . , r, while Aj is nonreal for 
j = r + l,..., p. Let us denote the columns of S by 
x1> y1, x2> yz,..., x,> yr> x,+1> yr+l>..-> XP’ yr,> 
respectively. 
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Denote by P the orthoprojector of C” along Ma. 
We have to show that among the many A-invariant subspaces that satisfy 
GM = M ’ there is one for which M n M, = (0). Because the dimension of 
both M and M, is p, this suffices to show that M + M, = C". Assume, to 
the contrary, that for any such A-invariant subspace we have M n M, Z (0). 
Introduce for (Y = (ai,. . . , a,.>, p = ( &+ 1,. . . , /?,I with I ajI = 1 and 
pj E (0, 1) the subspace 
V( a, P) = span{ Xj + *iyi)l_, + span{ Pjxj + (1 - Pj)yj}:Er+l. 
Then V( IX, p> is A-invariant and maximal G-neutral. By assumption V( cr, p) 
n M, # (0). So the set of vectors 
{'('j + ajYj)}i=, ” (‘( Pj'j + (l - @j)~j)}J~Er+l 
is linearly dependent. Let r : M,' -+ CP be a bijection. Then it follows that 
0 = det(w,( cr) *** q.( o)q+i( P) ... wP( P)). (5) 
where wj(a> = rP( xj + cxj yj> for j = 1, . . . , r, and wj( p) = TP( pjxj + 
(l-Pj>y.)forj=r+l ,..., p. 
Now r: y assumption (5) holds for all choices of CY and /3 as indicated 
above. In particular, this holds if we take cri = 1 (all other (Y’S and P’s 
arbitrary), but also if we take (pi = -1, keeping all other (Y’S and P’s the 
same. Adding the resulting determinants, we see that 
0 = det[ rPx,w,( o) ... wr( (~)w,+i( P) ... wp( P)], 
for any choice of (~a,. . . , a, and p,+I,. . . , 
a2 up to or consecutively, we obtain 
p,. Repeating the argument for 
0 = det[rPx, ... ~Px,w,+~( p) ... zup( P)], 
for all choices of P. In particular, taking P,.+ 1 = 1 and &.+ 1 = 0, respec- 
tively, we see that 
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0 = det[rPxx, ... rPx,rPy,+iw,+2( /3) ... ZL‘~( p)]. 
Now for some numbers -yr+ i, Sr+i we have that the vector z,+ 1 = -yr+ 1 
x r+ 1 + Sr+l Y,.+~ is G-positive. Taking yr+i times the first of the two 
determinants above and adding that to S,, , times the second of the two 
determinants above, we obtain 
0 = det[rA, *a* rPx,rP~,+~w,+~( /3) ... u;,( p)] 
for all choices of /3,.+ 2, . . . , p,, Repeating the argument, we arrive at 
0 = det(rPx, *.a rPx,rPz,+i ... rP.z,). 
This is equivalent to saying that 
span{ xi,. . . , x,, z,+l,. . . , .zr,} n MO + (0). 
But the vectors xi,. . . , xr, z,+~, . . . , zp are mutually G-orthogonal by con- 
struction, and they are all G-positive. Hence their span is a strictly G-positive 
subspace. As M, is G-neutral, their span must have a zero intersection with 
M,. This is a contradiction; thus there must be a choice of LY and /kI such that 
V( (Y, P) n M, = (0). This proves the theorem. ??
5. SYMMETRIC FACTORIZATIONS OF A SELF-ADJOINT MATRIX 
POLYNOMIAL WITH CONSTANT SIGNATURE 
Let L(A) be a self-adjoint 1 X 1 matrix polynomial of even degree 12, 
constant signature and with a nonsingular leading coefficient. Consider the 
B-self-adjoint companion matrix C,. A subspace M c C”’ is said to be 
symmetrically supporting for L(A) if the following conditions hold: 
(i) dim M = d/2, 
(ii) M is CL-invariant and B-neutral, 
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(iii) the nZ/2dimensional subspace M, = ((0,. . . , 0, xi,. . . , ~,,[,a)~ 1 xi 
E C} c C”’ is a direct algebraic complement to M in C”“. 
Observe that (i) and (ii) imply that BM = M ’ , and that M, satisfies 
BM, = M,,’ . 
The condition (iii) is referred to as the supporting condition. The follow- 
ing problem was posed in the work of [5]: Does there always exist a 
symmetrically supporting subspace for L(A)? This problem can also be 
formulated as a factorization problem: does there exist a factorization of L(A) 
of the form 
L(A) = [M(“)]*KM(h) 
with K nonsingular, K* = K, and M( Aj a manic matrix polynomial? The 
answer to this question, as the example below. will show, in general is 
negative. If the leading coefficient of L(A) is definite, i.e., L(A) is either 
positive semidefinite for all real A or negative semidefinite for all real A, then 
such a factorization exists; see [2]. Also, a factorization of this type with a 
nonmonic Z X Z matrix polynomial M(A) exists always when L(A) is regular 
and has constant signature; see [5]. If we drop the condition that M(A) is 
1 X Z and allow also nonsquare matrix polynomials, then a factorization of this 
type exists for any self-adjoint matrix polynomial L(A) (see [ 151). 
Before we present the counterexample we will provide a sufficient 
condition for the above factorization to be unique. 
THEOREM 5.1. Let L(A) be a selfadjoint matrix polynomial of even 
degree and constant signature and with a nonsingular leading coefficient. 
Assume that the spectrum u( L( A)) is real, that all elementary divisors of the 
eigenvalues of C, are even, and that for each eigenvalue the signs in the sign 
characteristic of ( B, C,) corresponding to this eigenvalue are all the same. 
Then when the factorization (3) (with M(A) nwnic) exists, it is unique. 
Proof. As the factorization exists, it corresponds to a supporting sub- 
space M, say. Because of the symmetry of the factorization, it follows that M 
is B-neutral and of dimension nZ/2 (see [2] and [5]>; here it is essential that 
L has even degree and that M(A) . 1s manic. But from [13, Theorem 2.21 it 
follows that such a subspace M is unique. Hence the factorization must be 
unique. W 
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EXAMPLE 5.2. Uniqueness of (3) can be lost if we relax the conditions on 
the spectrum of L(A). Let 
and note that 
L(h) =*z[(: #z= (AZ- [: jl])[y ;](Az- [!i r:]). 
EXAMPLE 5.3. The following matrix polynomial fails to have a symmetri- 
cally supporting subspace, and thus the factorization of the type (3) [with 
M(h) monicl does not exist. Let 
L(A) = f2 tz . [ I 
Clearly L(h) is a quadratic self-adjoint matrix polynomial of constant signa- 
ture with 
0 1 1 1 1 0 
as the leading coefficient. We will show that L(h) does not have a symmetri- 
cally supporting subspace. Let 
1 1 
N = span I[l[ll 0 0 , o 1 . 
0 0 
(6) 
We observe that N is a CL-invariant B-neutral subspace of C4 of dimension 
2, where 
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Note that (I?, C,) N (P,,J, J) with 
P,,,= [ _i _; -; -;I and J= [j ; i il. 
It is now clear that a(L) = (0) and the zero eigenvalue of L(h) is 
nonderogatory. Thus by the Theorem 5.1 the subspace (6) is a unique 
2dimensional C,-invariant, B-neutral subspace of C4. However, the sub- 
space (6) fails to be supporting, and hence L(A) does not have a symmetri- 
cally supporting subspace. This implies that a factorization of L(A) of the 
form (3) [with M(h) monk] does not exist. 
REMARK. Example 4.3 is closely related to Example 3.3 of 1141, where a 
similar example is given in the setting of rational matrix functions. 
The question remains, for which polynomials L(A) as above there exists a 
symmetrically supporting subspace. The following result isolates a class of 
self-adjoint matrix polynomials with an indefinite leading coefficient which 
admit a factorization of the form (3) [with M(h) monk]. 
THEOREM 5.4. Let L(A) = A”A, + ... +A,, be a self-adjoint matrix 
polynomial of constant signature with a nonsingular leading coefficient. 
Assume that the degree of L(A) is even (n = 2~). Furthermore assume that 
all elementa y divisors of L( A) are linear. 
Then L(A) has a symmetrically supporting subspace, and in particular, 
L(A) = [M(h)]*A,M(A) 
for some manic matrix polynomial M(A). 
Proof. We will show that L(A) h as a symmetrically supporting subspace. 
Because of our assumptions on L(A), it is easily seen that the pair (B, C,) 
satisfies the conditions of Theorem 4.1. 
We have to show that among all the possible CL-invariant maximal 
B-neutral subspaces there is one that is a direct complement to 
M, = Im y . 
( 1 
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But this follows from Theorem 4.1, after observing that M,, satisfies BM, = 
M,: . ??
REMARK. A question might arise whether it is possible to replace the 
assumption of A, nonsingular with L(h) being just regular. In this case, A,, 
is singular, and since M(h) is to be manic, we must have 
L( A) = [ M(x)]* A, M( A). 
This equation is not possible, since its right hand side is singular for all 
choices of A. 
6. APPLICATION TO RATIONAL MATRIX FUNCTIONS WITH 
CONSTANT SIGNATURE 
In this section we study rational matrix functions of the form 
W(A)= D+C(AZ, -A)-'Z? (7) 
which are self-adjoint on the real axis and have constant signature around 
every real point. The latter means that sig W( A - E) = sig W( A + E) for 
every real A and every E > 0. Note that it is allowed that W(A) has poles and 
zeros on the real line. We shall assume throughout this section that (7) is a 
minimal realization of W(A), and that D is invertible. In that case there is a 
unique invertible hermitian matrix G such that 
GA = A*G, GB = C*. (8) 
Recall that the poles of W(A) are the eigenvalues of A, and the zeros of 
W(A) are the eigenvalues of AX = A - BD-'C. It is easily checked that also 
GA’ = Ax* G. Furthermore, we shall assume that W(A) has constant pole 
and null signature (see [I4], where these concepts were introduced). For our 
purposes this can be defined as follows: we say that W(A) has constant pole 
signature if there exists an A-invariant subspace M such that GM = M ' , 
and W(A) has constant null signature if there exists an AX-invariant subspace 
MX such that GMX= MxL. 
It is shown in [I41 that such a rational matrix function always admits a 
factorization of the form 
W(A) = M(A)* DM( A) (9) 
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with M(a) = I, which is a minimal factorization at every real point with the 
possible exception of one preselected real point. Our interest here is in 
factorizations (9) that are minimal everywhere. Such a minimal factorization 
need not always exist; see [14, Example 3.31. In case D > 0, i.e., W(h) is 
positive semidefinite for all real A (except for possible poles), then a minimal 
factorization of the type (9) always exists; see, e.g., [I21 or [4]. 
The next theorem gives sufficient conditions for a minimal factorization 
(9) to exist, and shows, in particular, that generically a rational matrix function 
which has constant signature as well as constant null and pole signature 
admits a minimal factorization (9). 
THEOREM 6.1. Let (7) be a minimal realization of the self-adjoint 
rational matrix function W(h), and let G be the unique invertible hermitian 
matrix such that (8) holds. Assume that W(A) has constant signature around 
eve y real point, and has constant null and pole signature. 
(a) Assume that A is diagonalizable, i.e., that all partial pole multiplici- 
ties of W( A) are one. Then there exists a minimal factorization of the form (9). 
Moreover, for any Ax-invariant subspace Mx such that GM’ = Mx’ there 
is factorization (9) such that the zeros of M(x)* are the eigenvalues of AX IMx. 
Let 0 be a set that contains all the real zeros of W(A) and such that the 
union of 0 and fi contains all the zeros of W(A). Iffurthermore Sz does not 
contain pairs of nonreal complex conjugate numbers, then there is a factoriza- 
tion (9) such that the zeros of M(A) are in the set a. 
(b) Assume that AX is diagonalizable, i.e., that all partial zero multiplici- 
ties of W( A) are one. Then there exists a minimal factorization of the form (9). 
Moreover, for any A-invariant subspace M such that GM = M ’ there is 
factorization (9) such that the poles of M( A) are the eigenvalues of Al M. Let 
R be a set that contains all the real poles of W(A) and the union of R and fi 
contains all the poles of W(A). Zf furthermore R does not contain pairs of 
nonreal complex conjugate numbers, then there is a ,factorization (9) such 
that the poles of M(A) are in the set a. 
Proof. We shall prove only (a), as the proof of (b) is analogous. 
Let Mx be an arbitrary A X-invariant subspace such that GM x = Mx’ . 
According to Theorem 4.1 there is an A-invariant subspace M such that 
GM = M * and M f~ MX = (0). This implies that M + MX = C”. But then 
(see [ 11) there is a minimal factorization W(A) = K(A) M( A), where 
K(A) = D + C(Z - r)(A - (I - T)A(Z - m))-‘(Z - rr)B, 
M(A) = I + D-‘Cw(A - ~A+%B. 
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Here rr is the projection along M onto M '. The fact that M and Mx are 
maximal G-neutral implies that G7r = (I - m*)G, and then a straightfor- 
ward computation yields that K(h) = M(i)* D. Thus a minimal factorization 
of the form (9) exists. Moreover, the zeros of M(h) are the eigenvalues of 
AXI ‘$4X. In particular, if we take K! such that it does not contain pairs of 
nonreal complex conjugate numbers, and it does contain all real zeros of 
W(h), we can take a maximal G-neutral Ax-invariant subspace Mx so that 
AXl.44x has all its eigenvalues in a. This choice of Mx leads to a factoriza- 
tion (9) with all zeros of M(A) in the set a. ??
Obviously, the result of Theorem 6.1 can be extended to regular rational 
matrix functions that have constant signature around every real point, as well 
as constant null and pole signature. The details are omitted here. 
7. APPLICATION TO A CLASS OF ALGEBRAIC RICCATI 
EQUATIONS 
Consider the algebraic Riccati equation 
XDX+XA+A*X+C=O, (10) 
where D and C are self-adjoint. We are interested in the existence of 
hermitian solutions X. Under the assumptions that D > 0 and a stabilizabil- 
ity condition on (A, D), sufficient conditions for the existence of a hermitian 
solution are known, and, moreover, a complete description of the set of 
hermitian solutions is available in this case (see, e.g., [9, Chapter 71). 
Introduce 
~=i(r, i) and %=i(-:. _T*). 
I 
Then &” is J- se a omt. From Chapter 7, Sections 1 and 2, of [9] we have If- dj ’ 
that (10) has a hermitian solution if and only if 3 has an invariant subspace 
M that is maximal J-neutral, and is a direct complement to 
M, = Im i . 
( 1 
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In that case one has 
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for a hermitian solution X of (10). With an 
easily see that the following theorem holds. 
application of Theorem 4.1 we 
THEOREM 7.1. Suppose that the matrices A, D, and C are such that 
A?= i _“C 
( 
_t* 
1 
is diagonalizable and that 2 has an invariant maximal ]-neutral subspace, or, 
equivalently, that Z is diagonalizable and that for each real eigenvalue of &” 
the number of signs + 1 in the sign characteristic of <J,m corresponding to 
this eigenvalue is equal to the number of signs - 1 in the sign characteristic 
of (I,%+) corresponding to this eigenvalue. Then there exists a hermitian 
solution to (10). 
Proof. Apply Theorem 4.1 to the pair <J,m and with M, = Im( i). w 
The second author wishes to thank his Ph.D. advisor Peter Lancaster for 
his guidance and financial support, 
REFERENCES 
H. Bart, I. Gohberg, and M. A. Kaashoek, Minimal Factorization of Matrix and 
Operator Functions, Birkhauser, Basel, 1979. 
I. Gohberg, P. Lancaster, and L. Rodman, Spectral analysis of selfadjoint matrix 
polynomials, Ann. of Math. 112:33-71 (1980). 
I. Gohberg, P. Lancaster, and L. Rodman, Matrix Polynomials, Academic, New 
York, 1982. 
I. Gohberg, P. Lancaster, and L. Rodman, Matrices and Indefinite Scalar 
Products, Birkh&rser, Basel, 1983. 
I. Gohberg, P. Lancaster, and L. Rodman, Factorization of selfadjoint matrix 
polynomials with constant signature, Linear and Multilinear Algebra 11:209-224 
(1982). 
I. Gohberg, P. Lancaster, and L. Rodman, Invariant Subspaces of Matrices.with 
Applications, Wiley, New York, 1986. 
7 I. Krupnik, P. Lancaster, and P. Zizler, Factorization of selfadjoint matrix 
polynomials with real spectrum, Preprint. 
8 P. Lancaster, A. S. Markus, and Q. Ye, Low rank perturbations of strongly 
definitizable transformations and matrix polynomials, Linear Algebra Appl. 
197/198:3-29 (1994). 
9 P. Lancaster and L. Rodman, Algebraic Riccati Equations, Oxford U.P., Oxford, 
1995. 
10 P. Lancaster and Q. Ye, Definitizable hermitian matrix pencils, Aequutiones 
Math. 46:44-55 (1993). 
11 A. S. Markus, Introduction to the Spectral Theory of Polynomial Operator 
Pencils, Transl. Math. Monographs 71, Amer. Math. Sot., Providence, 1988. 
12 A. C. M. Ran, Minimal factorization of selfadjoint rational matrix functions, 
Integral Equations Operator Theo y 5:850-869 (1982). 
13 A. C. M. Ran and L. Rodman, Stability of invariant maximal semidefinite 
subspaces I, Linear Algebra Appl. 62:51-86 (1984). 
14 A. C. M. Ran and L. Rodman, On symmetric factorizations of rational matrix 
functions, Linear and Multilinear Algebra 29:243-261 (1991). 
15 A. C. M. Ran and L. Rodman, Factorization of matrix polynomials with symme- 
tries, SIAM J Matrix Anal. Appl. 15:845-864 (1994). 
16 A. C. M. Ran, L. Rodman, and J. E. Rubin, Direct complements of invariant 
Lagrangian subspaces and minimal factorizations of real skew symmetric rational 
matrix functions, Linear Algebra Appl. 180:61-94 (1993). 
17 L. Rodman, An Introduction to Operator Polynomials, Birkhauser, Basel, 1989. 
SELF-ADJOINT MATRIX POLYNOMIALS 153 
Received 4 December 1995; finul manuscript accepted 19 April 1996 
