Abstract-This technical note is concerned with the sampled-data synchronization control problem for a class of dynamical networks. The sampling period considered here is assumed to be time-varying that switches between two different values in a random way with given probability. The addressed synchronization control problem is first formulated as an exponentially mean-square stabilization problem for a new class of dynamical networks that involve both the multiple probabilistic interval delays (MPIDs) and the sector-bounded nonlinearities (SBNs). Then, a novel Lyapunov functional is constructed to obtain sufficient conditions under which the dynamical network is exponentially mean-square stable. Both Gronwall's inequality and Jenson integral inequality are utilized to substantially simplify the derivation of the main results. Subsequently, a set of sampled-data synchronization controllers is designed in terms of the solution to certain matrix inequalities that can be solved effectively by using available software. Finally, a numerical simulation example is employed to show the effectiveness of the proposed sampled-data synchronization control scheme.
I. INTRODUCTION
Complex networks have recently received much attention due to their extensive applications in both science and engineering such as Internet, World Wide Web, food webs, electric power grids, cellular and metabolic networks, scientific citation networks, social networks, etc. In the real world, there exist a number of classes of networks in which the state of each node evolves asynchronously. Therefore, for such asynchronous networks, it is of great significance to investigate whether there exist controllers that can synchronize all the nodes and, if such controllers exist, how to actually design them. The synchronization problem has recently been paid a great deal of efforts and some effective synchronization control schemes have been proposed for a variety of nonsynchronous networks [1] , [6] , [15] , [17] , [18] , [20] , [21] , [23] , [25] .
With the rapid development of high-speed computers, modern control systems tend to be controlled by digital controllers, i.e., only the samples of the control input signals at discrete time instants will be employed. A crucial issue arose here is that the variation of sampling periods may drastically deteriorate the desired performance of controlled systems under investigation. As such, it is of great importance to investigate 1) how the considered system is affected by the controller based on sampled-data; and 2) how to design a sampled-data controller to guarantee the desired performance of controlled system. In fact, the sampled-data control problem has been a research focus for nearly three decades and numerous results have been reported in the literature [2] , [5] , [22] . Recently, with the ever developing techniques for tackling time delays that frequently occur in various engineering systems (see, e.g., [3] , [8] , [10] , [12] - [14] ), an arguably popular approach to dealing with sampled-data control problems, which has been proposed in [8] , is to transform the sampling period into a certain time-delay with finite bound. By using such an approach, the sampled-data analysis problem amounts to the corresponding problem for a time delayed system. In this regard, the sampled-data H 1 control problem has been thoroughly investigated in [9] for sampled-data systems with stochastic sampling periods.
Apparently, in nowadays digitalized world, it is of both theoretical significance and practical importance to analyze how a digitalized control signal would influence the synchronization behavior of a continuous-time dynamical network. In other words, there is a vital need to investigate the sampled-data synchronization for dynamical networks. Unfortunately, although sampled-data control technologies have been developed relatively well in control theory, the particular sampled-data synchronization problem for dynamical networks has so far received very little attention due mainly to the mathematical complexity. Indeed, the essential difficulties would be: 1) how to handle the dynamical network itself in terms of the couplings, nonlinearities and external disturbances; 2) how to deal with the stochastic sampling by quantifying its impact on the synchronization in terms of the sampling occurrence probability; and 3) how to actually design a set of easy-to-implement sampled-data controllers in order to synchronize the dynamical network especially when the original dynamical network is unstable. It is, therefore, the main aim of this technical note to challenge the sampled-data synchronization problem for dynamical networks by overcoming the aforementioned three major difficulties.
In this technical note, the sampled-data synchronization control problem is addressed for a class of dynamical networks. The sampling period considered here is time-varying that is allowed to switch between two different values in a random way. Note that the stochastic sampling problem typically occurs in a networked environment where the signal sampling is subject to unpredictable perturbations. Following the idea proposed in [9] and [24] , the addressed synchronization control problem is formulated as a problem of stability analysis for a dynamical network with multiple probabilistic interval delays (MPIDs) as well as sector-bounded nonlinearities (SBNs). It is worth mentioning that the MPIDs in the transformed dynamical model are quite general which have not been addressed before. By utilizing both the Gronwall's inequality and the Jenson integral inequality, sufficient conditions are derived under which the dynamical network is exponentially mean-square stable. A numerical simulation example is exploited to demonstrate the effectiveness of the proposed synchronization control scheme.
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider the following dynamical network consisting of N coupled nodes of the form:
w ij 0x j (t) + u i (t) (1) for all i = 1; 2; . . . ;N, where x i (t) 2 n is the state vector of the ith node and u i (t) 2 n is the control input of the ith node. 
for all x; y 2 n , where U1 and U2 are constant matrices of appropriate dimensions. Note that the sector-like description of the nonlinearities in (2) is more general than the usual Lipschitz functions. By adopting such a presentation, it would be possible to reduce the conservatism of the main results caused by quantifying the nonlinear functions via a matrix inequality technique.
Denote by s(t) 2 n the solution to the unforced isolate node _ s(t) = f (s(t)) and let the error vector be e i (t) = x i (t) 0 s(t). Then, the error dynamics of network (1) can be easily obtained as follows:
for all i = 1; 2; . . . ; N , wheref (x i (t); s(t)) = f (x i (t)) 0 f (s(t)).
In this technical note, the control input ui(t) is sampled before entering the network (3), which gives rise to the sampled-data analysis problem. More specifically, for every i (1 i N ), the control signal is generated by a zero-order hold function with a sequence of hold times 
where i = 1; 2; . . . ; N .
As discussed in the introduction, in a networked environment, the sampling period itself might be a stochastic variable due to unpredictable environmental changes. To reflect such a reality, in this technical note, the sampling period of each control signal is allowed to randomly switch between two different values p 1 and p 2 with 0 < p 1 < p2. Such a phenomena is referred to as stochastic sampling [9] , and can be represented by utilizing a set of random variables % i (1 i N ) with probabilities Probf% i = p 1 g = i and Probf% i = p 2 g = 10 i where i 2 [0; 1] is a known constant.
Remark 1:
In the control community, various sampling issues have been raised and thoroughly studied, e.g., single-rate sampling, multirate sampling, and time-varying sampling. Note that these sampling methods are customarily assumed to be implemented in a deterministic way. However, in practical engineering within a networked environment, the sampling process itself might be subject to random abrupt changes, for example, sudden environment changes, random sampler failures, etc. In other words, the sampling periods may vary in a probabilistic way. Such a phenomena of sampling process, namely, stochastic sampling, has been largely overlooked in the area of coupled dynamical networks. In this technical note, we are only concerned with the special case that the sampling period is allowed to randomly switch between two different values. Our results obtained later can be easily extended to more complex cases where there are multiple sampling rates. Note that the stochastic sampling problem has been addressed in [9] for sampled-data control problem and in [7] for computer graphics problem.
From the definition of di(t), it is obvious that di(t) is a sawtooth 
According to [9] , we have Probf i (t) = 1g = i and Probf i (t) = 0g = 1 0 i where i = i + (p 1 =p 2 )(1 0 i ).
Following the idea proposed in [9] , [24] , for every i i (t) = 1 di(t); i(t) = 0 and rewrite (6) equivalently as
for all i = 1; 2; . . . ; N .
Furthermore, the coupled systems (7) can be converted into the following compact form:
(1 0 i )C i e(t 0 i 2 (t)) (8) where
; K; 0; . . . ; 0g:
Next, it follows from (2) that the nonlinear function g(x(t); s(t)) satisfies e(t) g(x(t); s(t)) TŨ The following definitions are needed for stating the problem to be investigated.
Definition 1: The system described by (8) We are now ready to state the problem to be investigated. In this technical note, we aim to design a set of controllers of the form (4) to achieve the exponential mean-square synchronization for the dynamical network (1) . In other words, we are interested in looking for a gain matrix K such that system (8) is exponentially mean-square stable.
III. MAIN RESULTS
Let us start with stability analysis for the augmented system (8) . For the sake of simplicity, we denote
Construct a Lyapunov functional as follows:
V (e t ) = V 1 (e t ) + V 2 (e t ) + V 3 (e t ) (10) where
, and P > 0 are positive definite matrices to be determined.
Define the infinitesimal operator L of V (e t ) as follows:
The following lemma provides a sufficient condition to guarantee the exponential mean-square stability of system (8) . 
then the augmented system (8) 
In order to estimate the upper bound of the nonlinear function g(x(t); s(t)), we rewrite it as g(x(t); s(t)) = U13 + U23 2 e(t) +g(x(t); s(t))
whereg(x(t); s(t)) satisfies
Denoting c 1 = (1=2) kU 13 
Substituting (14) into (13) Note that, in the proof of Lemma 1, the Gronwall's inequality is employed to prove the exponential mean-square stability for a time-delay system under condition (12) . Such an approach is different from the conventional ones in the literature, which simplifies the procedure for proving the exponential mean-square stability.
The following lemma will be used in deriving our main results. By resorting to Lemma 1 and Lemma 2, we present a stability condition for the augmented system (8) in the following theorem.
Theorem 1: For a given a controller gain matrix K, the augmented system (8) 
Proof: Consider the Lyapunov functional defined in (10) and calculate fLV (e t )g along the dynamics of system (8) 
Substituting (19)- (22) into (18) :
By using the Schur complement [4] , we obtain immediately from (16) that fLV (e t )g < 0 which implies that there exists a sufficiently small constant " > 0 such that fLV (et)g < 0" fke(t)k 2 g. To this end, it follows immediately from Lemma 1 that the exponential mean-square stability of the augmented system (8) is guaranteed and, therefore, the proof of this theorem is complete. It is worth mentioning that, in the proof of Theorem 1, the Jenson integral inequality is employed to derive a stability criterion for the dynamic system (8) with MPIDs and SBNs. The usage of the Jenson integral inequality is mainly to simplify the proof without causing much conservatism. In what follows, we shall deal with the design problem of controllers that make the dynamical network (1) exponentially meansquare synchronized for all probabilistic sampling periods. According to the stability criterion given in Theorem 1, the following theorem is easily accessible. (24) is solvable, the desired controller gain is given as K = P 01 X.
Remark 3: First, it can be seen from (24) that, if one of the sampling periods p1 and p2 (p1 < p2) approaches infinity, the LMI problem would have no feasible solution. In most cases, the sampling periods p 1 and p 2 take deterministic values, and this is helpful for the solvability of the LMI problem. Second, due to the existence of the coupled term N j=1 w ij 0e j (t), the conditions in Theorems 1 and 2 are more feasible when the coupling strength w ij is getting larger. Moreover, the T   0Ŷ T  3  3  3  3   255  0  0  0   3  3  3  3  3  0I   P   0   3  3  3  3  3  3  02P + R   0   3  3  3  3  3  3  3  02P +R < 0 (24) Fig. 1 . State x of uncontrolled and controlled node 1. parameters U 1 and U 2 , which are used to characterize the nonlinearities in the network, also affect the conditions in Theorem 2. The less is U 2 0 U 1 , the less is fLV (e t )g, which is better for system (8) to maintain its stability.
IV. AN ILLUSTRATIVE EXAMPLE
Consider a dynamical network (1) we solve LMI (24) and obtain the parameter of the desired controllers as follows: K = P 01 X = 0:1312 00:1699 00:0411 00:6978 : (25) According to Theorem 2, the set of controllers (4) with the parameter given by (25) can achieve the exponential mean-square synchronization of the considered dynamical network. Simulation results are shown in Figs. 1-2 , from which it can be observed that: 1) the state trajectories of all the three nodes (we only list the plots for the first node to save space) deviate from one of the isolate node drastically in the case that there is no controller to the dynamical network; and 2) all state trajectories of the controlled network can converge to the one governed by the identical isolate node, which confirm our main results.
V. CONCLUSION
In this technical note, the sampled-data synchronization control problem has been addressed for a class of dynamical networks with stochastic sampling. The addressed synchronization control problem has first been transformed to the exponential mean-square stability analysis problem for a dynamic system with MPIDs as well as SBNs. By constructing a new Lyapunov functional and employing Gronwall's inequality and Jenson integral inequality, a sufficient condition has been obtained to guarantee the exponential mean-square stability of the considered dynamic system and the set of sampled-data synchronization controllers has been designed. In our future work, we will further consider the problems for randomly occurring nonlinearities and randomly occurring network topology, which would reflect more features of the complexity.
Event Based State Estimation With Time Synchronous Updates
Joris Sijs, Student Member, IEEE, and Mircea Lazar, Member, IEEE Abstract-To reduce the amount of data transfer in networked systems, measurements are usually taken only when an event occurs rather than at each synchronous sample instant. However, this complicates estimation problems considerably, especially in the situation when no measurement is received anymore. The goal of this paper is therefore to develop a state estimator that can successfully cope with event based measurements and attains an asymptotically bounded error-covariance matrix. To that extent, a general mathematical description of event sampling is proposed. This description is used to set up a state estimator with a hybrid update, i.e., when an event occurs the estimated state is updated using the measurement, while at synchronous instants the update is based on knowledge that the sensor value lies within a bounded subset of the measurement space. Furthermore, to minimize computational complexity of the estimator, the algorithm is implemented using a sum of Gaussians approach. The benefits of this implementation are demonstrated by an illustrative example of state estimation with event sampling.
I. INTRODUCTION
State estimation is a methodology that uses measurements to estimate the state-vector of a process. A widely used method for state estimation is the Kalman filter, formally presented in [1] , which assumes that new measurements are acquired synchronously in time. The current trend of networked systems, e.g., wireless sensor networks (WSNs) [2] , restricts communication means for exchanging measurements from sensor to estimator. Furthermore, because in WSNs the limiting resource is energy, data transfer and computational power should be minimized.
To decrease data transfer one could introduce knowledge on how measurements are generated. This knowledge can be used to improve the estimation results, due to which fewer measurement samples are required to achieve a similar performance. Event sampling has the potential to provide such knowledge, as samples are not generated synchronously in time but only when an a-priori defined event occurs. Two examples of event sampling are "Send-on-Delta" (or Lebesgue sampling) [3] , [4] and "Integral sampling" [5] . However, if event sampling is not accounted for in the design of the estimator, it can cause undesirable behaviors. For example, it can result in a diverging error-covariance matrix, which was shown in [6] . Other works that present an estimation method for event sampling, e.g., [7] , [8] , focus on when to send new measurements such that the estimation error is minimized. However, additional knowledge on the sensor value that becomes available when no new measurement was sampled is not exploited to update the estimation results. Only the method proposed in [9] uses this property of event sampling for a state update at those instants that no event was triggered on the sensor value. However, the setup therein is restricted to the sampling strategy "Send-on-Delta." Therefore, the goal of this paper is to design a stochastic state-estimator that is suitable for any type of event sampling strategy, enjoys an asymptotic bound on its error-covariance matrix (stability) and has a reasonable computational complexity. To that extent, a mathematical description of event sampling is presented. This forms the basis for setting up the proposed event based state-estimator (EBSE) according to a hybrid update that prevents a diverging error-covariance. More precisely, when an event occurs the estimated state is updated using the measurement, while at synchronous time instants the update is based on the inherent knowledge that the sensor value lies within a bounded set used to define the event. This bounded set and hybrid update are key for proving asymptotic bounds on the error-covariance of the EBSE, which is the main contribution of this article. To the best of the authors' knowledge, such an analysis is missing in the current literature on event based estimation. Further, the proposed EBSE is based on the Gaussian sum filter in [10] , to meet the requirements of a low computational complexity.
II. PRELIMINARIES
, +, , and + define the set of real numbers, nonnegative real numbers, integer number, and nonnegative integer numbers, respectively. Further, C := \ C, for some C . The null-matrix and identity-matrix of corresponding dimensions are denoted as 0 and I , respectively. For a time-varying signal x(t) 2 n , with t k 2 + to denote the kth sample instant, let us define x k := x(t k ) and x 0:k := (x(t0); x(t1); 1 1 1 ; x(t k )). A transition-matrix At 0t 2 m2n is defined to relate a vector u(t 1 ) 2 m to a vector x(t 2 ) 2 n , i.e., x(t2) = At 0t u(t1). The qth element of a vector x 2 n is denoted with [x] q , while [A] qr denotes the element of a matrix A 2 m2n in the qth row and rth column. The transpose and inverse (when it exists) of a matrix A 2 n2n are denoted as A > , A 01 , respectively. The qth, minimum and maximum eigenvalue of a square matrix A are denoted as q (A), min (A), and max (A), respectively, whereas its maximum singular value is denoted as max(A). The 2-norm of a vector x 2 n is denoted as kxk 2 . Given that A 2 n2n and B 2 n2n are positive definite, denoted with A 0 and B 0, then, A B denotes
