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SOMMAIRE
Dans ce mémoire, nous introduisons les modèles autorégressifs moyennes mo
biles périodiques (PARMA) comme une alternative aux modèles ARi1IA, du
point de vue de la modélisation des séries hycfrologicues. En effet, les modèles au
torégressifs périodiques (PAR) sont plus appropriés pour la génération de séries
saisonnières puisqu’ils permettent de représenter une structure d’aut.ocorrélation
qui varie selon les saisons. Dans ce mémoire, nous décrivons les principales carac
téristiques des séries d’apports saisonniers ainsi que les principales propriétés des
modèles PAR. Par la suite, nous construisons des modèles périodiques capables
de reproduire les principales caractéristiqties statistiques des apports saisonniers
dont la structure d’auto corrélation mensuelle, la corrélation interannuelle ainsi
que la corrélation spatiale. Afin de générer des séries d’apports, deux méthodes
sont utilisées pour générer les erreurs. La première de type paramétrique est basée
sur la loi lognormale et la deuxième de type non paramétrique est basée sur le
réédhantillonnage des résidus.
Mots clés Modélisation des apports, processus périodiques, modèles PAR,
test d’ajustement, autocorrélation périodique, loi lognormale, rééchantillonnage.
V$UMMARY
We introduce the periodic autoregressive moving average moclels (PARMA)
as an alternative to the ARMA models, from the point of view of the modeling
of hycirological time series. Indeed, the periodic autoregressive models (PAR) are
more suitable for the generation of seasonal series since tliey make it possible to
represent an autocorrelation structure that varies according to seasons. In this
master thesis, we describe the principal characteristics of the seasonal water flow
series as well as tire main properties of t.he PAR models. Thereaft.er. we build
perioclic models able to reproduce the prmcipal statistical characteristics of sea
sonal water flows namelv the monthly autocorrelation structure as well as the
interannual and spatial correlations. In order to genera.te series of wa.ter flows,
two methocis are used to generate tire errors. The first one which is of the para
metric type. is basecl on the lognormal distribution whilst tire second one which
is basecï on the resampling of the resicluals is purely nonparametric.
Keywords : Water ftow modeling, periodic process, PAR moclels. goodness
of-fit test, perioclic autocorrelation, lognormal distribution. resampling.
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oINTRODUCTION
Cor’TEXTE GÉNÉRAL
Depuis plusieurs années, les modèles périodiques suscitent un vif intérêt dans
la littérature des séries chronologiques. Présentés comme une alternative aux mo
dèles ARIMA saisonniers, les modèles ARMA è coefficients périoclictues (PARMA)
sont importants particulièrement, en hydrologie. Plusieurs classes de modèles ont.
été développées pour les séries périodiques, voir par exemple Vecchia (1985) qui a
développé et appliqué l’estimation par maximum de vraisemblance conditionnelle
aux modèles ARMA périodiques. Hipel et McLeod (1994) ont discuté de Ficlen
tification empirique des modèles AR périodiques. Basawa et. Lund (2001) ont
étudié les propriétés asymptotiques des estimateurs pour les modèles autorégres
sifs moyennes mobiles périodiques (PARIVfA), causals et inversibles. L ‘ouvrage
récent de Franses et Paap (2005) discute l’application des modèles périodiques en
économétrie.
Dans ce mémoire. nous nous intéressons principalement à la modélisation des
séries hydrologiques à pas de temps mensuel et hebdomadaire. Notre étude s’ins
crit dans le cadre du projet innovation intitulé ‘Amélioration au processus global
de planification de la production du parc Hydro-Québec” piloté par Louis La
fond, chargé de projet à l’IREQ (Institut de recherche dHyclro-Québec). Elle est
également basée sur le rapport technique de Luc Perreault. (Perreault. et Latra
verse, 2001) concernant la modélisation des apports naturels. Notre étude consiste
à construire des modèles périodiques complets. Des modèles de séries chronolo
giques capables de reproduire en moyenne les caractéristiques statistiques des
9apports mensuels et hebdomadaires ainsi que la dépendance spatiale et tempo
relle.
Nous allons décrire dans cette étude les aspects praticlues et théoriques ainsi
que la mise en oeuvre opérationnelle des modèles statistiques employés pour géné
rer des séries d’apports mensuels et hebdomadaires pour le logiciel cfoptimisation
de la production SDDP (Stochastic Dual Dynamic Programming). Il s’agit de mo
dèles d’apports de type périodiques autorégressifs (PAR).
PRoBLÉMATIQuE ET OBJECTIFS DE L’ÉTUDE
Hdro-Quéhec gère un immense parc hydroélectrique duquel elle tire la ma
jeure partie de sa production d’électricité (96). La gestion efficace de ces infra
structures vise surtout à optimiser la production d’électricité tout en respectant
certaines contraintes telles que
— satisfaire la demande d’électricité,
—
garantir un débit minimal des rivières,
— éviter les inondations sur les différents sites.
Pour ce faire, l’IREQ a développé le logiciel d’optimisation stochastique SDDP
pour répartir la production aux différents sites. Cet outil permet de déternuner
les plans de production qui minimiseront, les coûts, tout en tenant compte notam
ment de l’aléa des apports naturels et des contraintes d’exploitation.
La prévision d’apports en eau dans les réservoirs est la problématiciue princi
pale de cette étude puisque les apports eu eau dans les différents sites constituent
un phénomène aléatoire qui change de saison en saison. ce qui le rend plus difficile
à modéliser. Ainsi, sachant que les apports en eau clans les réservoirs varient se
lon les saisons, nous pensons que la connaissance des caractéristiques statistiques
et. stochastiques de ces apports peut contribuer à prévoir l’apport en eau dans
chaque réservoir et permettre ainsi une amélioration de la planification à moyen
et. à long termes de la production d’électricité.
3Pour réaliser cette étude, nous nous sommes fixé comme objectifs
— De construire des modèles d’apports capables dune part de reproduire les
caractéristiques statistiques des apports historiques tels que la moyenne,
l’écart type et les autocorrélatïons et d’autre part de préserver la dépendance
temporelle et la corrélation spatiale existante entre les différents réservoirs.
— De fournir les paramètres nécessaires à la mise en oeuvre de modèles sta
tistiques de simulation dans SDDP (fichiers de paramètres, algorithmes de
simulation, documentation techniciue, etc.) et ceci pour l’ensemble des ré
servoirs du parc d’Hydro-Québec.
Il est à noter aussi qu’il est primordial que les modèles choisis soient compatibles
avec les techniques de programmation dynamique implantées dans SDDP, cest
à-dire que les modèles statistiques qui relient les apports d’une période à Fautre
soient linéaires. Par ailleurs pour la réalisation de ce travail, nous allons utiliser
lors de la mise en oeuvre des modèles des séries d’apports fournies par l’unité
PQDH (Prévisions et Qualité des Données Hydroélectriques). Il s’agit de mesures
d’apport en eau enregistrées entre 1950 et 2002 à des pas de temps mensuels et
hebdomadaires pour 17 réservoirs. Elles serviront à la construction de modèles
périocÏicyues permettant de générer des séries cfapports synthétiques dont les ca
ractéristiques statistiques seront similaires à celles des apports historiques.
PLAN DU MÉMOIRE
Ce mémoire décrit les différentes étapes de la modélisation des apports. Il est.
divisé en trois chapitres. Dans le premier chapitre, nous présentons les principales
caractéristiques des séries d’apports utilisées. Cette présentation est utile puis
qu’elle nous permet d’analyser le comportement des séries d’apports et d’orienter
le choix de modèle.
Au deuxième chapitre, nous introduisons d’abord la notion de processus sto
chastique et spécialement la classe des processus ARMA. Par la suite. nous met
tons l’accent sur l’étude des modèles autorégressifs moyenne mobile périodiques
4(PARMA). Cette présentation nous amène à définir un certain nombre de no
tions essentielles à l’analyse des séries chronologiques. Ensuite, nous discutons
des modèles PAR et de l’avantage d’inclure une variable exogène aux modèles
périodiques que nous notons PARX. Afin de décrire la corrélation spatiale, nous
avons considéré la classe de modèles PAR multivariés dont les coefficients sont
des matrices diagonales. La corrélation entre les composantes d’un tel modèle
multivarié est entièrement décrite par la matrice de covariance du bruit. Il est
question aussi de l’estintation de la matrice de covariance. La méthode d’estima
tion est clifféreme de l’approche traditionnelle puisqu’au lieu d’utiliser les données
observées pour estimer la matrice de covariance, nous allons utiliser les résidus
calculés. Cette modification de l’approche nous permet d’éviter de transformer
les données et d’employer une relation non linéaire. Nous allons proposer à la fin
de ce chapitre, deux méthodes pour l’estimation des corrélations spatiales. Une
méthode paramétrique en utilisant la transformation lognormale et une méthode
non paramétrique en utilisant les techniques simples du bootstrap.
Un aspect important de l’hydrologie statistique est la génération de séries
(hydrogrammes) se rapprochant le plus possible des séries historiques. Avec les
modèles PAR, il faut d’abord générer des réalisations de bruits blancs. Pour tenir
compte du fait que les apports d’eau sont en général plus près d’une distribution
lognormale que d’une distribution normale, il est coutume en hydrologie de géné
rer des bruits blancs gaussiens et d’appliquer la transformation exponentielle afin
d’obtenir des bruits lognormaux. Une approche qui semble nouvelle en hydrologie
consiste à rééchantillonner les résidus des modèles PAR estimés. Il s’agit d’une
approche purement non paramétrique et en plus, elle est très simple à implanter.
Finalement., au dernier chapitre iious présentons les résultats de simulations
afin d’évaluer la performance des deux méthodes appliquées aux modèles PAR
et PARX. Nous faisons une comparaison détaillée des résultats obtenus avec la
transformation exponentielle et la méthode hootstrap, toutes deux appliquées aux
résidus de modèles PAR(1) et PARX(1). Nous terminerons ce mémoire avec la
conclusion de nos travaux.
o
Chapitre Ï
PRINCIPALES CARACTÉRISTIQUES DES
SÉRIES D’APPORTS
HISTORIQUES
Dans ce chapitre, nous présentons une analyse descriptive des séries d’apports
historiques. Nous allons analyser les moyennes, les écarts types et les corrélations
existantes entre les apports (hebdomadaires et mensuels) d’une part et entre
les apports de différents réservoirs ciHydro-Québec (corrélation spatiale) d’autre
part.
1.1. LES DONNÉES
Les séries d’apports hebdomadaires et mensuels sont disponibles pour la pé
riocie 1950 à 2002. Ces séries représentent les apports naturels observés par bilan
hydrique des réservoirs. Le débit d’eau est mesuré en m3/seconde. Notons qu’à
l’issue de l’exercice de validation et de correction effectué par PQDH, nons consi
dérons pour l’estimation des modèles que l’historique débute en 1961 et se termine
en 2002. Nous avons donc des observations sur 42 années.
— Sites considérés dans l’étude
La figure 1.1 montre l’emplacement des principaux réservoirs d’Hvdro-Quéhec.
La connaissance de la situation géographique de ces réservoirs nous permettra de
mettre ainsi en évidence les dépendances spatiales existantes entre les différents
réservoirs.
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$Statistiques descriptives
Nous présentons dans le tableau 1.1 les 17 réservoirs considérés clans notre
étude ainsi que les caractéristiques statistiques annuelles de chacun d’eux. Notons
que ce sont ces réservoirs que nous allons considérer dans ce travail. Dans la
suite de notre étude, nous allons présenter seulement les résultats de 3 réservoirs
(Churchill falis, Caniapiscau et Gouin) où Caniapiscau (1) et Churchill fails (6)
sont situés au nord et géographiquement voisins et Gouin (11) est situé plus au
sud. En effet, ces réservoirs par leurs situations géographiques et les différentes
quantités d’apports qu’ils reçoivent périodiquement, semblent être représentatifs
des 14 autres réservoirs.
TABLEAu 1.1. Résultats des statistiques annuelles pour les 17 ré
servoirs de référence.
Code Sites lVloyenne en m3/s cart type
1 Caniapiscau 768,03 131,93
2 Laforge 163,73 27,11
3 LaGrancle4 556,24 91,64
4 EOL Total 850,32 118,54
5 Bersimis 318,10 40,30
6 Churchill Fails 1422,40 223,41
Z Manic 5 646,89 96,40
8 Lac Ste-Anne 191,63 25,12
9 Outardes 4 364,46 46,62
10 Ste-Marguerite 108,93 19,34
11 Gouin 175,26 29,15
12 Manouane 45,67 9.23
13 Rapide Blanc 167,82 32,32
14 Mattawin 73,88 13,74
15 TR-BE-LT2 173,88 28,26
16 GM-SH-Lagab 106,92 29,92
17 LG2-SAK 977,58 172,58
La figure 1.2 nous donne pour les réservoirs Caniapiscau, Churchill fails et
Gouin un aperçu du comportement des apports mensuels durant ces 42 années.
La périodicité de chacune des 3 séries ressort clairement.
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0 1.2. PRIoDIcIT
Dans notre travail, nous nous sommes intéressés aux séries périodiques dont
le pas de temps de base est inférieur à l’année. Ainsi, l’apport en eau au réservoir
i (i 1,. . . , I) à la date t sera noté = où t = T5 + ifl,
r = 0, . . . ,n — 1, représente l’année, avec n = 42 et ra 1, .... s représente la
saison. avec s = 12, dans le ca.s de données mensuelles et s .52 dans le cas de
données hebdomadaires et I 17 pour l’ensemble des réservoirs. L’ensemble X
des observations d’apports au réservoir (i), est représenté par la matrice suivante
x x . . . . . .
=
...
X7,rn . . .
XL2 ... Xnirn ...
où les lignes représentent les années et les colonnes correspondent aux saisons. Les
figures ci-dessous représentent le comportement des apports hebdomadaires tout
au long d’une année pour les réservoirs Caniapiscau, Churchill falis et Goulu.
En hydrologie, ce type de représentation est appelé hydrogramme. On définit ce
dernier comme une expression ou une représentation graphique de la variation
des débits cFeau au cours d’une année.
L’analyse graphique des hydrogrammes sur 52 semaines pour le réservoir
Caniapiscau présentée clans la figure 1.3, montre une certaine périodicité variable
entre les apports pour les 4 années 1972, 1982, 1986 et 1987. Chaque hydro
gramme admet aussi des débits maximums, plus précisément deux pointes. La
première est située entre la 15e et la 25e semaine correspondant à la période mai-
juillet. La seconde de moindre importance, est située entre la 35e et la 40e semaine
correspondant à la période octobre-novembre. L’augmentation subite du volume
des apports dans la première période est due à la crue printanière où la foute
des neiges conjuguée aux précipitations liquides ont engendré une augmentation
importante des débits clean dans les réservoirs. L’augmentation perçue clans la se
conde période correspond è la crue automnale causée par la forte pluie d’automne.
0E
1500
Q)
FIGuRE 1.3. Hydrogrammes du réservoir Caniapiscau pour les an-
uées 1972, 1982. 1986 et 1987.
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FIGURE 1.4. Hycirogrammes du réservoir Churchill fails pour les
années 1972, 1982. 1986 et 1987.
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FIGuRE 1.5. Hydrogrammes du réservoir Gouin pour les années
1972, 1982, 1986 et 1987.
Par son débit d’eau clans les réservoirs, la crue automnale n’est pas vraiment im
portante en comparaison à celle du printemps et la figure 1.3 le montre bien. Un
phénomène similaire est aussi observé dans les figures 1.4 et 1.5 pour les réservoirs
Churchill Fails et Gouin.
Nous avons constaté que l’augmentation subite des débits durant des périodes
précises de l’année n’est pas fixe clans le temps. Certaines années, les crues prin
tanières sont précoces comme celles survenues à la 15e et la 17e semaine alors
que d’autres sont tardives comme celles survenues à la 23e et la 25e semaine.
C’est pourquoi nous pouvons supposer que globalement les crues printanières
surviennent dans un intervalle compris entre la 15e et 25e semaine et les crues
automnales entre la 40e et 50e semaine.
Dans le cadre de cette étude, nous allons surtout essayer de reproduire ces
différentes tendances lors des simulations. Il est intéressant aussi d’analyser la
moyenne et l’écart type des 3 réservoirs à chacïue saison, définis par
o
0
C.,
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Semaine
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o
= X., (1.2.1)
n—1
X7fl
= H — )2Ï (1.2.2)
s.
Pour les tendances statistiques (moyenne et écart type), les figures 1.6, 1.7 1.8
pour les réservoirs Caniapiscau, Churchill-Falls et Couin confirment l’existence
d’une périodicité annuelle dont nous devons tenir compte lors de la génération
des apports. En effet, nous constatons que durant la période hivernale, les dé
bits semblent homogènes mais au moment de la crue printanière les observations
deviennent hétérogènes à cause de la périodicité variable déjà observée dans les
figures 1.3. 1.4 et 1.5. Notons que le même phénomène a été observé pour les 14
autres réservoirs.
,Doç
Temps en semaine
(h)
FIGuRE 1.6. Les moyennes et écarts types hebdomadaires pour le
réservoir Caniapiscau.
Moyenne pOur Caniaoiocau
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Pcart—type pour Caniapiscau
Moyenne pour Gouin
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FIGuRE 1.7. Les moveiries et écarts types hebdomadaires pour le
réservoir Churchill Falis.
(a)
Temps en semaIne
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FIGuRE 1.8. Les moyennes et écarts types hebdomadaires pour le
réservoir Gouin.
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Pour ne pas allonger le texte, nous allons présenter dans la section 1.3 que les
résultats mensuels
1.3. DÉPENDANcE À COURT TERIvIE
Pour mesurer la dépendance à court terme entre les apports, nous allons cal
culer pour chaqile série les autocorrélations périodiques, c’est à-dire pour chaque
saison. Pour une réalisation donnée, on estime l’autocorrélation périodique de
délai h pour la saison V? par
rn(h) (1.3.1)
7m (0)’m_h(O)
où yT2(h) représente l’autocovariance périodique estimée de délai h pour la saison
rn définie par
= Z (Xrs+m — m)(Xrstmh. — Xrn) (1.3.2)
où ru = 1 s et h = 0. 1, . . . .ns — 1. Dans la définition de nous posons
Xrsm_h
—
O lorsque Xrs+m_h, = Xt_h, n’est pas dlisponible, c’est-à-dire si
t — h < 0. Les figures 1.9, 1.10 et 1.11 montrent les autocorrélations périodiques
au délai h, h = 1, 2, 3 pour les 12 mois. Les droites horizontales représentent plus
et moins 2 écarts types sous l’hypothèse de bruit blanc et cet écart type est
L’analyse des figures 1.9, 1.10 et 1.11 montre au début une autocorrélation
périodique mensuelle d’ordre 1 très forte pour les 3 réservoirs mais à partir du 4e
mois, on observe une nette tendance à la baisse de l’autocorrélation. Cela est due
surtout à la crue printanière qui survient entre le 4e et le 6e mois, dépenclamment
des réservoirs. En effet. pour le réservoir Caniapiscau la crue printanière débute
à partir du 5e mois, alors que pour le réservoir Churchill fails, il y a des moments
où la crue débute à partir du 4e mois et. d’autres où elle ne débute qu’à partir
du 6e mois. Pour le réservoir Gouin, la crue printanière débute un peu plus tôt.
C’est-à-dire à partir du & mois, ce qui est normal vu que ce réservoir est situé plus
au sud par rapport à Caniapiscau et Churchill faïls. Ainsi, afin de simuler des
hydrogrammes de crue réalistes, les modèles que nous allons construire doivent
donc impérativement préserver les caractéristiques des auto corrélations.
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FIGURE 1.9. Autocorrélatioiis périodicyues meilSilelleS polir le ré
servoir Caniapiscau.
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FIGURE 1.10. Autocorrélations périodiques mensuelles pour le ré
servoir Churchill Falis.
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FIGuRE 1. 11. Autocorrélations périodiques mensuelles pour le ré
servoir Gouin.
Ainsi, en plus de la périodicité déjà constatée, nous observons l’existence d’une
corrélation assez forte entre les apports naturels d’un mois à un autre. Cette cor
rélation est observée aussi clans le cas des séries d’apports historiques hehcloma
claires.
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0 1.4. DÉPENDANcE À LONG TERME
Il est important lors de la modélisation de reproduire la corrélation interan
nuelle. En effet. cette corrélation a une influence sur les caractéristiques statis
tiques ainsi que sur le volume des apports qu’on ne peut ignorer. Tenir compte de
la corrélation interannuelle est indispensable pour la gestion à plus long terme. Les
modèles utilisés clans le logiciel SDDP doivent reproduire cette persistance. Ainsi,
en plus de la présence de corrélation entre les apports à court terme (mensuels et
hebdomadaires), il y a l’autocorrélation interannilelle d’une année à l’autre qui
est présente pour certains réservoirs. Cette corrélation est. calculée à partir du
volume annuel des apports, c’est-à-dire, R(i) = corr(, i’°) où le volume
= (1.4.1)
7fl1
avec l’année ? = 0,, . . ,n. — 1 et le réservoir i 1.... , I.
Les figures 1.12. 1.13 et 1.14 montrent les autocorrélations des apports an
nuels pour les délais. h = 1, . . . , 10 années. Les droites représentent plus et moins
2 écarts types ou l’écart type de la corrélation estimée (h) est
± 2((1)2 + (2)2 ±.. . ± (h - 1)2)),
l’écart type sous l’hypothèse que le vrai modèle est MA(h), h = 1, 2, . . . (Hi-
pci et. McLeod, 1994, p.72-73). Au délai 1, l’écart type est 4 l’écart type sous
l’hypothèse de bruit blanc. Les limites de signification au niveau 5o sont approxi
mativement + 0,30. Ainsi, dans la figure 1.13 pour le réservoir Churchill falls,
nous observons une corrélation int.erannuelle significative (0,42). Dans la figure
1.12, pour le réservoir Caniapiscau (0,26). la corrélation n’est pas significative
alors que pour Gouin (—0,10), on n’observe aucune corrélation significative, c’est
un bruit blanc. Le tableau 1.2 donne les corrélations annuelles de délai 1 des 14
autres réservoirs.
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TABLEAu 1.2. Autocorrélations de délai
17 réservoirs.
Code Réservoirs j Corrélation
1 Caniapiscau 0,26
2 Laforge 0,34
3 LaGrande 4 0,38
4 EOL-Total 0.24
5 Bersimis 0,23
6 Churchill Fails 0,42
7 Manic 5 0,27
8 Lac Ste-Anne 0.15
9 Outardes 4 0,29
10 Ste-Marguerite 0,52
11 Gouin -0,10
12 Manouane -0,06
13 Rapide Blanc -0,09
14 Mattawin 0.08
15 TR-BE-LT2 0,17
16 GM-SH-Lagab 0.10
17 LG2-SAR 0,33
1.5. COHÉRENcE SPATIALE
L’apport naturel est soumis aux phénomènes climatiques qui se manifestent
à une échelle régionale. On peut alors penser qu’il existe une certaine corrélation
régionale ou spatiale entre les caractéristiques statistiques des apports périodiques
de chaque série. Cette corrélation spatiale, qui est calculée à partir des volumes
annuels décrits par (1.4.1), est définie par
li.]
,
j, j = 1,2,. . ., 17 (1.5.1)
7ji
où
î’— y
=
‘Z( - (i))(v(i) - (i)). (1.5.2)
Si on applique l’équation (1.5.2) aux volumes annuels, nous observons dans le
tableau 1.3 que les réservoirs qui sont situés clans la même région que Caniapis
cau sont fortement corrélés avec ce dernier. C’est le cas avec Laforge (0,87), La
Grande 4 (0,89) et Churchill falls (0.83). Par contre, pour des réservoirs situés
C 1 des apports annuels aux
24
G plus au sud (voir la figure 1.1) la corrélation est très faible, comme cest le cas
avec Mattawin (—0, 01) et GM-SH-Lagah (0,01). On observe aussi que les réser
voirs Gouin et Rapide Blanc sont assez fortement corrélés (0,73). Dans la figure
1.15. on voit bien ciue Caniapiscau et Churchill Fails sont fortement corrélés alors
que Caniapiscau et Gouin et Churchill Faïls et Gouin le sont moins. Ceci est nor
mal puisque les réservoirs voisins subissent les mêmes phénomènes climatiques,
ce cfui se répercute généralement dans les corrélations régionales. Par conséquent,
lors de la validation, les modèles choisis doivent être capables de reproduire cette
corrélation spatiale lorsqu’elle existe.
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1.6. NON-NORMALITÉ
La majorité des modèles stochastiques de simulation repose sur l’hypothèse
que les données sont distribuées selon une loi normale, alors qu’en réalité ce n’est
pas toujours le cas, (voir, par exemple, la figure 1.16 pour le réservoir Caniapis
cau). Les séries sont normales au début, jusqu’à la 11e semaine mais à partir de la
13e semaine, nous observons un changement significatif dans la distribution des
données où les apports observés iie sont plus normaux. Ceci est dû au fait que
durant les périodes allant de la 13e à la 17e semaine (dépendant des années), il y
a la crue printanière. Cette crue qui comnience pour certaines années plus tôt ou
plus tard, augmente le débit d’eau dans les réservoirs.
‘w
8
—0.2
0 2 4 6 8 10 12
FIGURE 1.15. Graphe comparatif des corrélations historiques entre
les 3 réservoirs de référeiice pour les 12 mois.
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FIGuRE 1.16. Représentatiou graphique quantiles des apports
quantiles de la loi normale au réservoir Caniapiscau pour les lie,
13e if et 22 semaines.
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Conceniant. la figure 1.17 pour le réservoir Churchill Falls, nous observons que
les apports ne sont pius normaux à partir de la 17e semaine. Ceci est dû, comme
pour le réservoir Caniapiscati, à la crue printanière mais à partir de la 28e semaine
les graphiques quantiles-quantiles se rapprochent d’une droite. Pour la figllre 1.18
pour le réservoir Gouin, nous remarquons que les apports ne sont plus normaux
à partir de la 14e semaine. C’est-à-dire que la crue printanière survient avant Ca
niapiscau et Churchill falls. Ceci est normal, puisque le réservoir Gouin est situé
plils au sud. i\’Iais à partir de la 19e semaine les graphiques quantiles-quantiles se
rapprochent d’une droite.
Notis avons présenté les graphiques quantiles-quantiles des données hebdoma
daires car les changements attribuables à la crue printanière sont plus facilement
perceptibles qu’avec les données mensuelles.
Une approche classique pour se rapprocher de la normalité est d’effectuer des
transformations des données. En général, cette procédure facilite la modélisation
et permet de considérer une gamine plus large de modèles. Dans notre cas, nous
ne pouvons pas transformer directement les données à cause de la contrainte de
f-j.
/ +
+
‘1ff-f
r
-f
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O linéarité du logiciel SDDP. Pour les simulations, la transformation sera plutôt
appliquée aux résidus.
1.7. CoNcLusioN
L’analyse de ces différentes séries pour les réservoirs Caniapiscau, Churchill
FaUs et Gouin. choisis comme référence parmi les 17 réservoirs., a montré d’une
part que les apports historiques mensuels et hebdomadaires sont périodiques, non
normaux. très autocorrélés et d’autre part qu’il existe une dépendance spatiale
entre les apports en eau. Ainsi, les modèles qui vont être choisis dans le chapitre
suivant doivent teiir compte de ces caractéristiques, en plus de la contrainte de
linéarité des modèles d’apports imposée par le logiciel d’optimisation SDDP.
Chapitre 2
MODÈLES DE SÉRIES CHRONOLOGIQUE$
EN HYDROLOGIE
2.1. INTRODUCTION
Avant d’introduire les modèles les plus adéquats pour ce type de séries, il est
important de présenter certaines notions de base sur les processus stochastiques.
Cela va nous permettre de faire la distinction entre les modèles stationnaires appli
cables aux apports annuels et les modèles périodiques permettant la modélisation
des apports périodiques et guider notre choix de modèle.
2.2. GNRALITÉs
2.2.1. Stationnarité
La stationnarité est une propriété fondamentale clans l’analyse des séries chro
nologiques.
Définition 2.2.1. (Stationnarité au sens large) Le processus {X t Z}
tel que E[XtÏ2 < oc est dt stationnaire au sens large $SL) si
iJ E{X]
—
x est indépendante de t, Vt E Z,
ii,) Cov(Xt, X) = () est indépendante de t, Vt, h. e Z.
La stationnarité au sens large ne fait appel qu’aux deux premiers moments des
variables X et revient à supposer que les deux premiers moments sont iiwariants
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Q par rapport aux translations des indices de temps. On l’appeÏÏe aussi stationna
rité du second ordre. Si un processus possède des moments d’ordre in > 1 et. que
ceux-ci sont invariants par translations des indices de temps, alors on dit que le
processus est. stationnaire à l’ordre in. Des exemples de processus stationnaires
sont fournis par les bruits blancs.
Définition 2.2.2. (Bruit blanc faible) Le processus {X} est un bruit blanc
faible (O,u2)
i) E[Xfj = = O. vt,
ii) Var(X) = ‘(O) = u., Vt,
iii,) y(h) = Cov(X. Xt_h.) = O, Vt, V/i O.
Définition 2.2.3. (Bruit blanc fort,) Le processus {X} est un bruit blanc
fort de moyenne zéro si Ïes X sont des variables aléatoires indépendantes et
identiquement distribuées (id) selon la fonction de répartition F(x) = P(X
Vx R,Vt e Z
Si la variance existe, un bruit blanc fort est aussi un bruit blanc faible mais
l’inverse n’est pas vrai en général.
2.2.2. Processus ARMA
Une classe particulièrement populaire de processus stationnaires est la classe
des processus ARMA(p, q) stationnaires non saisonniers tels que popularisés par
la publication du livre de Box and Jenkins en 1970 (dernière édition Box et al.,
1994). lis sont. caractérisés par un nombre fini de paramètres, ce qui constitue une
propriété fort importante lors de la modélisation d’une série finie.
Définition 2.2.4. Un processus {X t e Z}, tel que EiX] < œ et E[X] = O,
est un processus autoregressif-moyenne mobile d ‘ordre (p, q), noté ARMA (p, q)..
s il est stationnaire et s ‘il satisfait la représentation suivante
—
— ...
— dpXt_p = Et — &iEt_i — . . . 6qE_q, VI E Z, (2.2.1)
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O où {Et} est un bruit blanc fort (O, u) et tes paramètres , i = 1,. . . ,p, sont ap
pelés les paramètres autorégressifs et les 9, j = 1. . . . , q, tes paramètres moyenne
mobile.
L’équation (2.2.1) peut s’écrire également sous la forme
(2.2.2)
où B est l’opérateur retard vérifiant BmX = pour m 1 avec B° = 1,
(B) 1 — 1B — ... — pBP, 9(3) 1 — 9B ... — 9q3 sont respectivement
les opérateurs autorégressif et moyenne mobile. Si q = O. {X} est un processus
purement autorégressif, noté AR(p). Si p O, {X} est un processus moyenne
mobile, noté MA(q).
Notons qu’un processus ARIVL4(p. q) est stationnaire si et seulement si les
racines du polynôme (z) = 1 — z — ... — sont de module strictement su
périeur à 1. Un processus définie par (2.2.2) qui est stationnaire est aussi causal,
c’est-à-dire qu’il admet une représentation de la forme
Y Zt;..e. =
où (B) = (B)’9(3)
=
jW et. {CL} est un bruit blanc faible.
Un processus ARMA est inversible, c’est-à-dire que X peut s’écrire comme une
combinaison linéaire des valeurs passées:
=n(B)X =e et 7r(B)= l—nB.
Un processus ARMA satisfaisant (2.2.1) est inversible si et seulement si les racines
de 9(z) sont toutes de module stricteineiit supérieur à 1 et n(3) = 9(B)1(B).
Enfin, si E[X] LV O. il suffit de remplacer dans (2.2.2) X par X —
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O Nous pouvons résumer la modélisation dune série chronologique selon la rn&
thocle de Box et Jenkins en trois étapes principales (Roy, 1980)
— Identification, étape clui consiste à déterminer, à partir de l’analyse des
comportements des autocorrélations et des auto corrélations partielles échan
tillonnales, les ordres p et q du modèle ARMA.
— Estimation, ciue ce soit par la méthode de vraisemblance maximale ou par la
méthode des moments, des paramètres autorégressifs et moyennes mobiles.
de la moyenne et de la variance du processus. Concernant la méthode des
moments, puisque c’est celle qu’on utilise clans cette étude, le principe est
simple : Il suffit d’exprimer les paramètres en fonction des autocovariances.
Par exemple, pour un AR(p) on a (Brockwell et Davis, 2002, section 3.2)
‘(h)—17(k—l)—... —ï(h—p)=0, h>0.
Les p premières équations nous donnent
7(0) (1)
... 7(p -1) 7(1)
7(0)
... 7(p-2) 7(2)
7(23 = 1) 7(p — 2) ... 7(0) 7(p)
que nous écrivons de façon abrégée
= (1) (2.2.3)
où P représente la matrice des coefficients du système déquations linéaires,
=
(é...
. .)‘ est le vecteur des paramètres AR et. (l) = (‘(1),
Si o 7(0) 0, P est inversible et. nous avons
= F’7(1). (2.2.4)
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Q L’estimateur par la méthode des moments de est obtenu en remplaçant
dans (2.2.4), les autocovariances théoriques par les autocovariances échan
tillollilales
rnrn ‘(‘). (2.2.5)
Lestimateur (2.2.5) sexprime aussi eu fonction des autocorrélations échan
tillonnales
di777, = ‘t5(1) (2.2.6)
où
(O) (1) ... (p-l)
(1) (O) ... -2)
(p-l) (p-2) ... (O)
et (1) ((1). (1))’.
— Vaiidaton du modèle estimé par une analyse des résidus. Lorsque le modèle
estimé est satisfaisant, les résidus correspondant à ce modèle se comportent
essentiellement comme un bruit blanc. Les deux outils suivants sont parti
culièrement importants. Notons ,ô€(k) l’autocorrélation résiduelle de délai h
et soit le vecteur
PaH = (j3(Ï)
des H premières autocorrélations résiduelles.
Sous l’hypothèse
H0 le modèle estimé est le vrai modèle.
si {e} est un bruit blanc fort et si les coefficients du vrai modèle sont
négligeables pour j > H
— (p± q), alors
est ANH (o (IH — D)) (2.2.7)
où ‘H représente la matrice identité de dimension H et D est une matrice
idempotente de rang H — 1, 1 étant le nombre de paramètres AR et M4
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estimés. Le symbole ‘AN veut dire “asymptotiquement normal” lorsque n tends
vers l’infini. De (2.2.7), il s’ensuit que les (h) sont asympt.oticluernent iid N(O, )
pour les grandes valeurs de h, d’où les limites de signification + au niveau 5.
De (2.2.7), il découle aussi que la statistique portemanteau de Box-Pierce
Q(H) n
h =1
est approximativement et au niveau , H0 est rejetée si
Q3p(H) >
où y désigne le quantile d’ordre p de la loi y.
Dans des études subséquentes à l’article de Box et Pierce. il a été remar
cfué que ce test conduit souvent au non rejet de l’hypothèse nulle alors ciue les
autocorélations résiduelles à certains délais sont: importantes. Des études menées
par certains auteurs notamment Davis. Triggs et Newbold (1977) et Prothero et
Wallis (1976), font ressortir que la distribution asymptotique de QBpCm) peut
dévier considérablement de celle d’une C’est pourquoi dans le but d’amé
liorer l’approximation de la statistique Q3p(m) par une khi-detix, Ljung et Box
(197$) ont proposé une modification de cette statistique qui est basée sur la
variance exacte des autocorrélations d’un bruit blanc gaussien. Leur statistique
notée QLB(H) est définie par
OLB(H) n(n +2) (n — 17)1(h)2.
Ces auteurs ont montré par des simulations que le test modifié fournit une ap
proximation sensiblement améliorée qui pourrait être adéquate dans la plupart
des cas pratiques. C’est ce test d’adéquation que nous utilisons dans notre étude.
Notons que le processus de modélisation à l’aide des modèles AR11IA que
nous venons de décrire peut être adapté à des classes plus générales de processus
dont les processus ARIMA et SARIMA.
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0 2.2.3. Processus ARIMA
En hydrologie, il semble raisonnable de supposer que plusieurs types de séries
annuelles (sur plusieurs dizaines d’années) sont stationnaires et nous pouvons
utiliser des modèles ARMA pour les décrire. Mais certains types de séries 1w-
cirologiques (même annuelles, Hipel et McLeod, 1994) sont non stationnaires et
les modèles ARIu1A (Autoregressive Integrated Moving Average) sont davantage
appropriés pour les décrire.
Définition 2.2.5. Un processus ARHL4(p,d.q) est un processus de la forme
{X t e N} qui admet une représentation de la forme
= 9+ 9(3)e (2.2.8)
où V 1 — B est Uopérateur différence régulière, les polynômes (z) et ê(z) ont
leurs racines à I etérieur du cercle unité, Oo est une constante et {et} est un bruit
blanc fort (O, j).
Un processus ARIMA satisfait l’équation (2.2.8) qu’on petit aussi écrire
= 9(B)et
où (z) (z)(1 — z)d est le polynôme a.utorégressif généralisé de degré p + d.
Le polynôme (z) admet la racine 1 de multiplicité d et donc, {X} est non
stationnaire si d 1. Notons que les modèles ARIMA sont utiles pour décrire
des séries avec des tendances polynomiales. Cependant, la fonction moyenne d’un
processus ARIMA n’est pas déterminée de façon unique par les équations (2.2.2)
à (2.2.8) et peut être O, une constante ou un polynôme de degré inférieur ou égal
à d.
2.2.4. Processus SARIMA
Les modèles SARIMA constituent une généralisation des modèles ARMA et
ARIJVL4 permettant de décrire des séries saisonnières.
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G Défiitftion 2.2.6. On dit que le processus {X} est un processus SARIMA (Sea
sonal AutoRegressive Integrated Moving Average) d’ordre (p, U, q) * (P, D, Q)5 si
ce dernier o. une saisonnalité de période s et qu’on peut écrire
(3)(38)VdVDX
= & + &(R)e(B8) (2.2.9)
ou
d(3) 1 — —... (3) = 1 — — 2323... — pPs
9(3) 1 93 ... 9qBQ, (B) 1 — — e232... — eB
9o est une constante et {et} est un bruit blanc fort. De plus, on suppose que les
polynômes (z), 9(z), (z) et e(z) ont leurs racines à l’extérieur du cercle muté.
Les opérateurs c(35) et ê(35) sont appelés respectivement opérateur autore
gressif saisonnier et opérateur moyenne mobile saisonnier alors que d(B) et 9(3)
sont les opérateurs non saisonniers. Notons qu’un processus SI-tRIMA {X} n’est
pas stationnaire, mais {‘VX} est stationnaire. Dans un processus SARIMA
défini par (2.2.9), le modèle pour chaciue saison de la période est le même et est
décrit par l’équation,
= e +
voir par exemple Box et Jenkins (1970, chap.9). Abraham et LecÏolter (1983.
chap.6).
Nous avons vu au chapitre précédent que le comportement des séries d’ap
ports mensuels varie considérablement durant l’année, en particulier à cause de
la crue priitanière. Pour cette raison. on ne peut s’attendre à ce que les iïiodèles
SARIMA puissent décrire de telles séries de façon satisfaisante. Pour cette rai
son, plusieurs chercheurs se sont intéressés à la. classe des processus périodiques.
Cette classe de modèles est plus générale que la classe des modèles SARIMA
dans la mesure où les modèles décrivant les données de chaque saison peuvent
varier d’une saison à. l’autre. Les principales propriétés des processus périodiques
sont présentées dans la. section qui suit.
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2.3. PROCESSUS PÉRIODIQUES
Considérons le processus du second ordre { X : t E Z } et posons
- E[X] =
- Coe(X,X’) = g(t,t’), t,t’ Z.
Définition 2.3.1. Le processus du second ordre {X} est périodique de période s
si les fonctions i(t) et y(t, t’) sont périodiques de pérîode s, c’est à-dire
(t + s) = t(t), (2.3.1)
g(t + s,t’ + s) = g(t. t’), t, t’ Z. (2.3.2)
Il est facile de vérifier par induction que les propriétés (2.3.1) et (2.3.2) sont
équivalentes à
itt ± ks)
g(t+ks,t’+ks)=g(t,t’), keZ.
Dans la définition (2.3.1), le sens “périodique’ est le même que clans Shao et
Lund (2004). Posons t = rs + ra, r E Z et in E {1, }. Avec des données
mensuelles, s = 12, r correspond à Fannée de la date t (par rapport à la date de
la première observation) et in représente le mois. Par exemple, avec des données
commençant en janvier, t = 43 s’écrit t 3s + Z et correspond au mois de juillet
de la 4e année. Afin d’alléger la notation, posons
E[Xrs+m] E[X,,, = ji(in) (2.3.3)
et
Cov(Xt, Xt_h) = Cov(Xrsm, Xrsrn_i,) = 9(777. in — h) ‘m(h) (2.3.4)
où in E {Ï. } et h E Z. Les notations g(m. in — h) et -y,(h) sont équivalentes
car la valeur de g(in, in — h) est complètement déterminée par les valeurs de ni et.
de h. Ainsi, la fonction de moyenne d’un processus périodique est complètement.
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déterminée par les s moyennes saisonnières . q. La fonction de covariance
est spécifiée par les s fonctions de covariailces saisollnières {7m(h) t h E Z}.
rn = 1, ..., s. Bien sûr, un processtis périodique {X} n’est pas stationnaire ni en
moyenne ni en covariance. Notons cependant que d’après (2.3.4), Cou(X. Xt_h)
dépend du mois de la date t mais ne dépend pas de l’année. Si s = 1, (2.3.3) et
(2.3.4) correspondent à
-
=
- Cov(X, Xi_1,) ‘)‘1(h), t, h û Z,
et nous retrouvons les conditions de stationnarité au sens large.
Un processus périodique tel que défini ici est aussi appelé “périodiquement
corrélé (Gla.dvshev. 1961 t Hurci. 1989). “périodiquement stationnaire” (Monin,
1963) et “cyclostatioimaire” (Garduer et Franks. 1975).
Dans la suite, nous noterons
Pm (h) = Corr (Xrq+n, Xrs+m —ii)
= %rn(h) (2.3.5)
(O)
l’aut.ocorrélation de délai h à la saison ni.
Considérons le processus multivarié dans lequel les composantes représentent
les 12 observations mensuelles d’une année
XT (Xrs1 Xrs+8)’, ‘ û Z.
Nous avons
E{Xrj (bi bs)’ =
et.
CV(Xr, Xr_h) = H((i
—
j) hs)],=i
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puisque
Coe(X. X(T8_h)3±3) Cou(Xrs Xrsj—ts)
g(i,j—hs)
= g(ii- [(i-j)+ks])
Nous constatons que Cov(Xr, Xrh) dépend de k mais ne dépend pas de r et
donc le processus multivarié {X} est stationnaire au sens large (au sens usuel
du terme) et cette dernière propriété sera fort utile dans Fétude des processus
périodiques.
La notion de bruit blanc périodique va intervenir clans la suite.
Définition 2.3.2. Le processus t e Z} est un bruit blanc périodique de
pénode s si tes variables aléatoires q sont non corrétées en t avec E[q] O et
Var(eq±7) = > O or toutes tes saisons in C {1 ,....s}.
Un bruit blanc périodicue est un cas particulier de processus périodiciue tel
que décrit dans la définition (2.3.1). Aussi, avec s = 1, nous retrouvons la notion
usuelle de bruit blanc faible.
Un processus périodlique purement non déterministe admet une représentation
MA(oc) (représentation de Wold ) de la forme suivante
œ
Xrs±m = k,mErsm_k (2.3.6)
k=O
rn
< oc, in = 1, s et {q} est un bruit blanc périodique . . . u).
De (2.3.6), il découle que
= COV(Xrs+rn, Xrs±rn_h)
=
k±h.m1J)k.rnhJrn_kh (2.3.7)
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Avec la notation utilisée en (2.3.6) et (2.3.7)) il est implicite que les paramètres
doivent être interprétés de manière périodique, c’est-à-dire que J’k,in±s = ‘iIYC,m et
= m’ e {l, . . . s}. Aussi, nous posons = O si k < O. Une classe
de processus périodiques qui ne fait intervenir qu’un nombre fini de paramètres
est la classe des processus ARMA périodiques.
2.4. PRocEssus ARMA PÉRIODIQUES
Dun point de vu intuitif, un processus autorégressif-movenne mobile pério—
clique (PARMA) est un processus périodique clans lequel chaque saison est re
présentée par un processus ARIVIA stationnaire. Comme la fonction moyenne est
périodique, nous pouvons écrire ji /1rn ru e {l, . . . s} et k E Z.
Définition 2.4.1. Le processus périodique {X. t e Z} de période s et cia vecteur
moyenne =(t’ t)’ est un processus ARMA périodique dordre (pi. qï: ... :ps, q8),
noté PARMA(pi. q1;... p5, q5), s’il est solution de l’équation aux dfférences
(Xrs+m
—
m) — i,m(Xrsmi — tdm_i) — — prn,rnrs+mprn t?p,,) =
—
&;.mdrs±m_i — . . . — 9g,fl,7rs±71qm (2.4.1)
pour t = vs ± ru e Z, ru = L. . . ,s, et {e} est un bruit blanc périodique
(J,. .
.
Les coefficients rn’ = ,Prn et 61.m.’ • = 1, q,, sont les paramètres
autorégressifs et moyennes mobiles respectivement de la m-iérne saison, ru =
1. . . . , s. En utilisant, l’opérateur retard B qui agit comme à l’habitude sur t =
rs ± rit et donc sur m l’équation (2.4.1) s’écrit de façon abrégée
rn(B)(Xrs+m
—
7fl) = 9ni(B)ers (2.4.2)
où
Pm.(B) 1 — i,rn3 — •. —
9m(3) = 1 — — . . . —
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sont les opérateurs autorégressifs et moyennes mobiles respectivement correspon
dant à la m-1ème saison, ru = 1,. . . , s.
Posons
max{[(p
— j)/s] + 1} (2.4.3)
1<3<5
et
= max {[(qj —j)/s] + 1} (2.4.4)
1]s
où [x] désigne le plus grand entier inférieur oti égal à x. Si Pi = . . . = p5 = p et si
p < s, alorsp* = 1; sis <p < 2s, p = 2 et de façon générale, si (k—1)s <p ks
où k > 1 est un entier, alors p k. Le comportement de q* est similaire si
q1 = ... = q5 = q. Dans la suite, (A) désignera l’élément (f, j) de la matrice A.
Le résultat suivant est présenté dans Vecchia (1985) voir aussi Glaclyshev (1961).
Théorème 2.4.1. Les équations pour ru = 1 s, sont éqruvalentes à
la représentation ARJ1/f A multivariée (VARMA) suivante
—
)
—
k(Xr_k
— )
=
(2.4.5)
où X = tXTS+l, . . . , Xr5+5) E = (rs+i c5_5Y, (tti tu)’, p et q*
sont définis par (2.4.3) et (2.4.4). Les coefficients matriciels , f = O p. et
01,j = O, q*, sont donnés par
1 si i=j, 1 si i=j.
(°)= o si (e)= o
5jjj Sillon, sinon,
(2.4.6)
et
(k)i,j k = 1,.
.. .p. (2.1.7)
= &u+_j, t = 1,.. . . (2.4.8)
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Démonstration
Pour sin;plifier l’écriture, supposons à nouveau que p; = •.. = Ps = p, q1 =
= q = q et que p = ps, q = q*5 Les s équations (2.4.1) correspondant à
rn = 1 s s’écrivent
— (X5+1_
— ‘) + . . . + p,i (X5±i_ — bLi—p)
Xrs2
—
12(XTs+2_1 — [Ii) + ... ± p,2(Xrs+2—p — b12—p)
— btrn &,rn(Xrs+mi — + . . + dp.rn(Xrs+m_p
— km—p)
— i,(X+5_i
—
_) + . . . + p.S(XTS±S_p —
0i,ir5ii ± . . + &qlC7.S1_q
6rs2 91.2ers±2_1 + . . . + 9q.26rs2_q
6rsm 6Lrnrs±rn—1 + . ± &q,2nr5rnrnq
rss &1,s6rs+s_1 ± . . . + &q,sErs+_q
La preuve du résultat (2.4.5) repose stir l’écriture de chaque ligne de ce sys
tème comme une somme de (p* + 1) blocs de s-éléments (partie AR) et (q* + 1)
blocs de s-éléments (partie MA). Ces cieux décompositions étant similaires, nous
présentons en détail uniquement la décomposition de la partie AR.
La première ligne de ce système est donnée par
(XT8+1
— i) — p,i(Xrs+i_p
— pi—p) — . . — i.i(Xrs+i_i — bis)
= dTS+1 — 9p,ldrs+1_p — .. . — &i,YCrs+1_i (2.4.9)
De cette ligne, la décomposition de la partie AR en (p* + 1) blocs de s-éléments
nous donne
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O (Xrsi — — sp*,1(Xrs+1_p*s bIips) — ... — i,i(Xrs+i_i — [‘s)
= (XTS+1 — [11) — sp*,1 (XTs±1_ps — — . . — (s—1)p*1,1(Xrs_(p—1)s —
— s.i (X(T_l)s± — — 1,1 (X51_1 — (2.4.10)
011 peut écrire l’équation (2.4.10) sous la forme
X(rl)s±1 — [ti
X,5±1 — b’i
X(rl)s+2 —
Xrs±2112
(1 0 ... o)
—( s,1, ..., )i,i)
X(r1)ss_1 —
xTS±8
—
X(r1)qs
—
X(r_2)s+1 —
X(r2)s+2
( 2s,1, . . si,i )
X(r2)s+s —
— [Li
— ( sp*,i, . . , (s—i)p±i,i
X(rpjs+s —
De la même façon la partie AR pour la rn-ième ligne s’écrit
(Xrs+m — f-tm) — psrn(Xrsm_p*s — . . . — 1,m(Xr$+m_1 — JLrn_i)
= (Krs7n — [Lrn) — p*s,m(_Krs±m_p*s — [Lm—ps) — . — rn,rn(-rs+m—rn — /trnrn)
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O Qrn—1.7ntrs+m—(m—1) rn—(m—1) ) (Xrs+m_itin_i)
Xrsl —
Xr,n_i
—
= ( m—i,rn., .., i.m , 1,0,... 0 )
rs+rn — /Lm
Àrs+mt.i
—
XTS+s —
—
ps,m(Àtr_pjs±m
—
Lrn)
—
irn
— ( strn—1,m, , m.m ) ( Xr_y — bi( 2s+m—1,m, , St7fl1,7fl ) ( x_ — )
-(r—pjs1
X(r_p*)s_2
— ( 0, 0 o, ps+rn—in.m,, . , p*s±m_s.rn ) K
—
- (r—pjs±rn bi7n
X(.rpjs+s
— bis
Par hypothèse, rn = O si j > p*s. Ainsi au niveau de la m-ièrne ligne. m
1, la. partie a.utorégressive peut se décomposer comme suit
= ( m—1.ns, . . . , , 1, 0, . . . , O ) ( Xr — bi )
O (&n_i,rn.t m)(xr_rp)
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—( #ka+m—i,m ., •ice+m_a,m) (Xr_k_M)
— ( #n+m—i,m, •.., &93.tn—m,m, •.., #ts+m_atm) (xr_r —
Par analogie, la partie moyenne mobile de la m-te ligne admet la décom
position suivante:
( 4m—i,mt •••, 0i,m ,i,o,...,o) 4
— ( 9+m—i,m o») 5r_i
— ( °rs+m—i.m, ..., 8rs+m—m.m . 8r+m—a.m ) 4—r
En rassemblant les deux représentations AR et MA, les équations (2.4.2) s’écrivent
pt r
-
p) + E tk(Xr..4 - 4) = — Ee,.,.
ki
Les coefficients matriciels #o, G, .. . ,4, 8i 8r sont donnés par (2.4.6),
(2.4.7) et (2.4.8) respectivement. Ce qui complète la démonstration.
De la présentation vectorielle (2.4.5), nous pouvons décrire les conditions
sous lesquelles un processus PARMA admet une représentation causale et hiver
sible.
En multipliant (2.4.5) à gauche par tQ, on a
pt r
- E j%Xr..k = t’e04 - E %1ek4k
k—1 k—O
4f
O et en remplaçant par k et ‘ec€r P Tir, nOUS obtenons
xr = = Tj.
—
où {} est un bruit blanc multivarié. Posons ek= alors Ïéqua
tion (2.4.5) est équivalente à
—
=
—
(2.4.11)
ou encore
= è(B)ij. (2.4.12)
Théorème 2.4.2. La représentation est causale si
dci (z) O Vz è C tel que 1
et est nversble si
dci e(z) O z E C tel que Iz 1
Démonstration
Sans perte de généralité, nous pouvons poser = O. Selon le théorème 11.3.1 de
Brockwell et Davis (1991), le processus {X} est statiomaire causal si
clet (z) O, Vz è C tel que z <1. Mais
(z) = ‘(z) et det ‘ = (dci‘ 1
par (2.4.6). Donc, nous avons
dci (z) O. dci (z) O
et la condition pour la causalité est établie.
De façon similaire, par le théorème 11.3.2 de Brockwell et Davis (1991),
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Q le processus {XJ est inversible si det (z) 0. Vz E C tel quez <1. Mais
0(z) = d’0(z)80 et det (z) det 0(z).
La condition pour l’inversibilité s’ensuit et la démonstration est complétée.
Ainsi nous pouvons déduire de (2.4.5), les conditions devant s’appliquer aux
coefficients du PARMA défini par (2.4.1) afin qu’il admette une représentation
causale de la forme (2.3.6) et qu’il soit inversible.
Shao et Lunci (2004) donne la relation entre les coefficients de (2.36) et
les paramètres AR et MA de (2.4.1). Dans la suite, nous supposons que Pm =
= q, m 1,. . . ,s. $hao et Lund (2004) montrent aussi que les autocova
riances (h) Cov(X±rn, XT5±,_h) d’un PARMA défini par (24.1) satisfont
une relation de récurrence similaire à celle dans le cas ARMA non périodique, à
savoir
7?fl(h) k,m7mk(k — h), (2.1.13)
pour k > max{p. q}.
2.4.1. Condition pour la causalité d’un PAR(1)
Nous nous intéressons maintenant aux conditions pour la causalité d’un mo
dèle PAR(1) pour s quelconque
Xrs+m 1,mXrs+rn_1 drs±m, rn = 1, 2 s. (2.4.14)
Les équations (2.4.14) peuvent s’écrire sous la forme matricielle suivante
1 0 0 ... O O Xrs±i
d1,2 1 0 ... O O Xrs+2
O 1,3 1 ... O O Xrs3
o o o
...
i
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0
O O O . . . O X(rs1)s+1 6rs±1
O O O ... O O
-(rs—1)s+2
0 0 0 0 0 X(rs_l)s+3
+
Crs+3
, (2.4.15)
n n n n n yj u u .
. u u
çXr iXr-_i + 6r
Il s’en suit que
1 0 0 0 —1,1z
1.2 1 0 0 0
o +1,3 1 0 0
O O O 1
et en développant le déterminant selon la première ligne, nous obtenons
det (z) = 1+ (—1)’(—1,1z)(-1,2)(—1.3) ..
. (i,5)
1
— Q1,1121,3 . 1 — az
où a
= II Les valeurs des coefficients pour lesquelles il existe une
in 1
solution causale sont
< 1 1,11,21,3• . <1. (2.4.16)
Nous déduisons de (2.4.16) qu’une représentation causale existe même si certains
coefficients sont supérieurs à 1 en valeur absolue.
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2.5. PROCESSUS AUTOREGRESSIFS PÉRIODIQUES
2.5.1. Motivation
Le modèle autorégressif AR(1) n’est pas adéquat pour décrire des séries d’ap
ports mensuels ou hebdomadaires car il ne tient pas compte de la variation sai
sonnière de la moyenne, de l’écart type, et de la fonction d’autocorréÏation. C’est
pour cela que le modèle autorégressif périodique PAR(p) (par rapport aux autres
modèles définis dans la section 2.2) est mieux adapté pour représenter ces séries
d’apports. En vertu de sa paramétrisation, il permet de représenter la structure
d’autocorrélation qui varie selon les saisons (Rasmussen et aï., 199$). Ce type
de modèle est très utilisé en hydrologie. Il est devenu populaire à la suite des
travaux de Thomas et Fiering (1962) sur les modèles saisonniers et de I\/Iatalas
(196f) qui a étendu le modèle de Thomas et fiering au cas rnnltivarié. Les princi
pales caractéristiques des modèles PAR sont présentées plus en détails dans cette
section.
2.5.2. Équations de YuIe-Walker pour un PAR’p)
En suivant l’approche utilisée pour un modèle AR non saisonnier, on peut
retrouver les équations théoriques de Yule-Walker pour un modèle PAR. Ainsi,
pour k 1 p de l’équation (2.4.13). on obtient les équations périodiques de
Yule-Walker pour la saison un
= i.m7mi(0) ± 2rn7i_2(1) +... ± pm7rn_p(P — 1)
7m(2) = i,,n7rn_i(1) + 2,rnrn-2(O) ± . .. + p,mrn_p(P — 2)
m(P) = i.rn7m-i(P — 1) + 2.rnrn-2(P — 2) + ... +
Ces équations périodiques peuvent s’écrire sous la forme
7(P) = 7flFp,7fl (2.5.1)
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Où
( 1,m 2.m p,m )‘ 7rn(P) = ( ‘yin(l) ‘ynt 7rn(P) )‘‘
et
77fl_1(0) 7m_2(1) ... ‘yrn_p(p — 1)
‘ym_2(O) ... ‘y_( — 2)
Tp.m —
‘ym.- 1 (P — 1) ‘Ym 2 (J) — 2) 7m-p (O)
Pour k = O la variance ‘y,(O), nr = 1,..., s, satisfait la relation
7rn(0) &rn’ym_i(l) + 2,m7m_2(2) ±. . + ,‘_(p) + u
où m = ear(ers±,71).
2.5.3. Estimation par la méthode des moments
Nous présentons dans ce qui suit la formule générale, permettant «estimer les
paramètres d’un modèle PAR quelconcue.
Cas générat PAR(p)
De l’éqtiation (2.5.1) nous avons
(2.5.2)
Des conditions pour l’inversihilité de P sont fournies par la proposition 5.1.1
de Brockwell et Davis (1991). L’estimateur par la méthode des moments
est obtenu en remplaçant clans (2.5.2) ‘y,(k) par m(k), h = O, L p — 1. La
variance du bruit est obtenue de (2.4.13) en posant k O
—
Modèle PAR(1)
Le modèle PAR(1) centré. aussi appelé le modèle périodique de Thomas et
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Q Fiering (1962), est décrit par l’équation suivante
)(. — )(TS—Tfl
— ‘t’l.in rs±m.—1 I
Puisque ce modèle ne contient que 2 paramètres où rn est fixée. nous considérons
l’équation (2.4.13) pour k = 0, 1
7m t 0) = .m 7m. (1) +
et
7m(l) = im7m-i(0)
Nous trouvons
7m(1)
7m-1 (O)
et
= 7rn(0)
—
017777m (1)
—
—
7(1)
— 777 J /777
7m - (0)
7m(0)[1
-
p(1)].
Modèle PAR(2)
Le modèle PAR(2) centré est décrit par l’équation suivante
Xrs+rn i.n7Àrsrn—i + 2,m’rs+m—2 + dTS+777.
En résolvant ces deux équations
f ï,m7m_i(O) + 2,m7m-2( ) = (2..3)
i,mm_i(1) + 2,m77fl_2(0) = 7777(2).
nous trouvons
7m(Ï)7m_2(O) — 7777 (2)_ (in)
1,m —
___
___
___
___
___
___
___
___
_
7777-1(0)7777-2(0) — 7rn_1(1brn2t1)
et
77nt2)7m1(O) — 7m(1)7m_i(1)
2.rn
7777-1(0)7777-2(0) — 7m1(1)7m_2(1)
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Q Aprés avoir estimé les paramètres #1,m et , la variance du bruit est obtenue
à partir de l’équation suivante:
7m(O) = #i,m7m(1) + #2,m7,n(2) + Om.
2.5.4. Validation d’un modèle PÂR
Pagano (1978) a démonté que les estimateurs des paramètres du modèle PAR
pour les différentes saisons sont asymptotiquement indépendants dans le cas gaus
sien. La validation d’un modèle périodique peut donc être établie en œaminsuit les
propriétés des résidus pour chaque saison. Es devraient être approximativement
indépendants, normalement distribués et homoscédastiques.
2.6. MoDÈLES PAR AVEC UNE VARIABLE EXPLICATWE
Les résultats obtenus avec un bon modèle devraient normalement répondre
au principal objectif qu’on s’est fixé au début de cette étude: construire des
modèles capablent de reproduire lesprincipales caractéristiques statistiques des
séries historiques. Or, il s’avère que les modèles PAR ne reproduisent pas de
façon satisfaisante l’autoconélation interannuelle. Pour cette raison, nous avons
décidé d’inclure dans le modèle PAR une variable explicative qui est Fapport
annuel de l’année précédente. il s’agit alors d’un modèle de fonction de transfert
dans le contexte des modèles périodiques, que nous noterons PARX. U prend la
forme suivante
Xrs+rn
=
> •ic.mXre,.m_k + Bm14 + Er,+m (2.6.1)
Vr est l’apport total de Pannée précédente, r =O....,n—1.
L’équation (2.6.1) peut être interprétée comme une équation de régression
linéaire multiple dans laquelle les variables explicatives sont les apports des p
mois précédents . ,Xr3.i.m....p et V7 l’apport total de l’année r — 1. Les
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estimations des moindres carrés de rn et -8m peuvent être obtenus à l’aide d’un
logiciel de régression linéaire multiple en minimisant
n—1 7 2
g(, 3m) = Z(Ers+m)2 — k,mrs+mk —
r=O rn=1 r1 m=1 k1
(2.6.2)
Nous ne 0tlV0flS cependant calculer lesp premières erreurs c, ...
,
c. Nous avons
choisi de les poser égales à leurs moyennes, c’est-à-dire O. Il s’agit alors de moindres
carrés conditionnels. Cette approche est équivalente à utiliser les p premiers ap
ports X1.. . . , X comme valeurs initiales afin de calculer les erreurs 6p+1
De plus, afin d’obtenir des erreurs homoscédastiques, l’estimation se fera plu-
tôt à partir des données standardisées
— Xrs±m
— x,mZrs±m —
,m
Où /m E[Xrs+m] et Um = VCT(Xrs+rn). Dans la pratique. et X 7T Sont
estimées par /X777 et définies respectivement par (1.2.1) et (1.2.2).
2.7. MoDÈLE PAR MULTISITE ET CORRÉLATION SPATIALE
Dans la section 2.3, nous avons présenté des modèles PAR permettant de
représenter une seule séquence d’apports naturels, mais l’objectif de cette étude
est de modéliser les séries d’apports de plusieurs sites différents. Nous voulons
avoir un modèle PAR multisite qui traduit aussi la cohérence spatiale des apports
entre les différeits sites.
2.7.1. Modèle PAR(p) multisite
- Modèle générat
Nous pouvons généraliser le modèle unidimensionnel au cas multidimension
nel. Pour cela, on considère le vecteur standardisé des apports aux I sites Zrsrn.
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(ZL.. Z7)’ de dimension 1x1. Ainsi, le modèle PAR(p) multidimension
nel s’exprime de la façon suivante
=
k,mZrs±rn_k ±
€r5±rn (2.7.1)
où les k,?n sont les coefficients autoyégressifs matriciels. La matrice k777 est de
dimension I x I
(‘) fT)’) (i,I)
‘k.m k,rn k,m
c(2J) &2) (2,I)
k.m
= k,m km km (2.7.2)
(m,’) (m,2) (I)k,7n km km
et E,m
= (4.m. . •.. est le vecteur des erreurs de dimension I x 1.
Dans un modèle PAR multidimensionneL la corrélation entre cIeux sites pro
vient d’une part des éléments non diagoliaux différents de zéro des matrices trn
et daut.re part des éléments non diagonaux non nuls de la matrice de variance
covariance 71 iar(ETS--,N). Dans un modèle PAR(p), il y a potentiellement
p x 12 paramètres autorégressifs différents de zéro. Une façon dobtenir nu modèle
plus parcimonieux est de supposer que les coefficients kin sont des matrices dia
gonales. Dans ce cas, la corrélation entre les sites est complètement déterminée
par la matrice Zm•
- Modèle PAR(1) contemporain
Nous supposons maintenant que le coefficient matriciel de (2.7.1) est
diagonal
o
... o
(2) o
1.m =
in
. (2.7.3)
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O Avec ce modèle, non seulement le nombre de paramètres est réduit de beaucoup
mais le problème d’estimation du modèle multidimensionnel par les moindres car
rés ordinaires revient à effectuer Ï estimations unidimensionnelles. Ce modèle ré
cÏuit, étudié en particulier par Salas et al. (1980), est appelé modèle PAR contem
porain ou OPAR. Dans un contexte comme celui-ci, la méthode des moindres
carrés généralisés fournit en général des estimateurs plus efficaces mais ils n’ont
pas été considérés dans ce travail. Les moindres carrés généralisés permettraient
possiblernent de mieux reproduire la corrélation spatiale.
- Estimation des paramètres du modèle CFAR
De manière analogue au cas unidimensionnel, les moyennes et les écarts types
pour chaque saison rn. et chaque site i sont estimés par (1.2.1) et (1.2.2), respec
tivement.
Pour le site i, la moyenne est
n—’
-(i) 1 (9 /btm —
r=O
et. l’écart type est
-
Z(s+rn
- (i))2]
. (2.7.5)
Pour les paramètres autorégressifs de la matrice k,n, ils sont obtenus en
appliquant indépendamment la méthode des moments site par site. A l’issue de
cet exercice, nous disposons donc pour chaque saison ra de l’estimation
12 ° O
O
•••
o
o
m=1 s.
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2.7.2. Estimation de la matrice de covariance spatiale
Le vecteur des erres pour l’ensemble des sites Eq+77 Crrn)’
peut être estimé par le vecteur des résidus du modèle
—
(1) (I)
Ers_m
— tT5-7fl’ drs+m)
= Z+rn
—
kn?Zrs+mk (2.7.6)
où 4rn’ r = 0,. . . , n — 1, est le résidu du site i pour la saison rn de l’année r + 1.
Pour l’estimation de Zm’ nous avons retenu l’approche utilisée par Perreault
et Latraverse (2001) qui consiste, pour chaque saison rn, à appliquer la transfor
mation logarithmique à chaque composante clii vecteur. Le vecteur des résidus
est noté Rr,j, (log 4m’• . . ,log Cette transformation s’appuie sur le
fait ciue les données d’apport ne suivent pas en général une loi normale comme
on l’a vu au chapitre 1 et plusieurs auteurs ont préféré la loi lognormale à la loi
normale pour la distribution des erreurs. La matrice Zm est. alors estimée par
Z = Z(Rrsm — n)tRr_m an)’ (2.7.7)
L Z Rrs+m.
Sous des conditions générales, nous savons que est un estimateur convergent
de
m’
même si les observations ne suivent pas des lois normales ou lognormales.
Dans le modèle CPAR, la corrélation spatiale (entre les sites) est entièrement
décrite par les corrélations croisées dans Z.m
1.8. GÉNÉRATIoN DE RÉALISATIONS DU MODÈLE CPARX
Aucune transformation n’est appliquée aux données historiques. Ceci est dû.
comme nous l’avons déjà mentionné, à la contrainte de linéarité imposée par
SDDP lors de l’optimisation. Nous pensons qu’il est. judicieux d’effectuer des
transformations sur les résidus au lieu des apports. Cette modification de l’ap
proche traditionnelle (transformer les observations) permet d’éviter l’emploi d’une
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relation non linéaire tout en préservant approximativement la distribution mar
ginale des apports (Perreault et Latraverse. 2001).
Dans cette étude, nous allons utiliser deux approches pour générer des vec
teurs d’erreurs. L’approche paramétrique, basée sur la loi lognormale à trois para
mètres et une approche non paramétrique en utilisant une technique de bootstrap.
L’approche paramétrique utilisée dans Perreault et Latraverse (2001) repose sur
l’hypothèse que le vecteur Rrsm suit une loi multinonnale N1(O, 3. Des vec
teurs d’erreurs indépendants et identiquement distribués sont alors générés de la
loi multinormale 1V1(O. m)’
La deuxième approche consiste à rééchantillonner de façon aléatoire et avec re
mise les vecteurs d’erreurs parmi les n vecteurs de résidus r 0, 1, . . . ,n—1.
Cette approche est tout à fait non paramétrique dans le sens qu’elle ne repose
sur aucune hypothèse distributionnelle sur les erreurs. Elle est conceptuellement
plus simple et aussi pins facile à implanter.
2.8.1. Transformation des erreurs
On emploie souvent la transformation logarithmiciue parce quelle prend en
compte la non—linéarité de la relation entre les apports mais aussi préserve lors
de la simulation la distribution de probabilité qui peut étre non normale. Dans la
présente étude, nous allons considérer la loi lognormale à 3 paramètres pour 6r8+m
dont la fonction de densité de probabilité est donnée par l’équation suivante
1 1 log(x
— mm) — 2J (z m, c. ) = exp ——
_______________
(z
— mm)/3mj2rr 2
On dispose donc de n réalisations à partir desquelles il est possible d’estimer les
paramètres 0rn, /3m et mIT, de la loi lognormale pour la saison in. Les méthodes des
moments et du maximum de vraisemblance sont les plus eniployées pour estimer
ces paramètres. Dans le cas de la méthode des moments utilisée clans notre étude,
on peut montrer (Steclinger, 1980) que ces estimateurs sont donnés par
nrrn dmio( ),
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o Où
= [1+ (c8 ± + c)] ± [1+ (c5 - ± ci)] —
rn est la moyenne arithmétique des résidus r = O,. . . , n — 1, pour la saison
ru, 8m l’écart-type et C8 désigne le coefficient d’asymétrie.
Aussi, on peut estimer Pespérance ELN et la variance VLN de cette distribution
lognormale à partir des expressions suivantes
=
log(,.3
—
fi2rn), VLN = [1ogtTS+fl
—
rn)
—
Ê.v] 2
(2.8.1)
Ce sont ces deux quantités ciue nous allons utiliser lors de la génération des
apports. L’algorithme utilisé est décrit à la figure 3.2 dans Perreault et Latraverse
(2001).
2.8.2: Rééchantillonnage des vecteurs de résidus
L’article dEfron (1979) a été un évènement majeur en statistique. C’est ce
dernier qui a introduit les méthodes de rééchantiflonnage appelées aussi boots
trap. La méthode de rééchantillonnage utilisée dans cette étude est. simple. Elle
suit une approche totalement différente de celle présentée auparavant. C’est une
méthode d’estimation non paramétrique basée sur des techniques de rééchan
tillonnage des observations, c’est-à-dire qu’on effectue des tirages aléatoires avec
remise parmi les vecteurs de résidus afin de constituer un nouvel échantillon de
vecteurs de résidus pour les I sites. En rééchantillonnant des vecteurs de résidus,
nous espérons préserver la dépendance spatiale entre les apports.
Cette méthode est mise en oeuvre afin de vérifier si elle permet de mieux
reproduire la corrélation spatiale et la corrélation interannuelle des apport.s simu
lés. Efron et Tibshirani (1993) présentent une description générale des méthodes
bootstrap.
Afin d’illustrer la iiiise en oeuvre de la méthode. considérons un modèle
PAR(1) pour chacun des I sites en utilisant, les apports standardisés. Pour le
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Q site i à la saison ut, les résidus sont donnés par
— fi) 7 fi)
TS+fll TS+7fl — i,m sL7fli
r = 0. 1, . . . , n — 1. L’estimation du modèle PAR(1) à chacun des I sites permet
(i) /de former les vecteurs de residus = (Ers±m, Crsrn) , T 0, 1, — 1.
S’il y a de la corrélation spatiale entre les apports aux différents sites, on peut.
espérer que ces corrélations ressortent à travers les composantes des vecteurs de
résidus Au lieu de générer des vecteurs d’erreurs de la loi Nï(O, m)’ nous
choisisons au hasard et avec remise n vecteurs parmi rs±in, T = 0. 1 — 1,
que nous notons
E, n—1)s±m
(i)*Ainsi, pour le site i, en utilisant les erreurs r = 0, 1 u—1, nons obtenons
une réalisation bootstrap à l’aide de l’équation
=
± (2.8.2)
r = 0, 1 n — 1. Conime valeurs initiales, nous avons utilisés les apports stan
darclisés de l’année 1960. Comme dans la méthode basée sur la loi lognormale.
Fapproche bootstra.p permet de générer autant de réalisations qu’on le souhaite.
Il reste toutefois à établir théoriquement la validité d’une telle approche. Ceci
déborde du cadre de ce mémoire.
Chapitre 3
APPLICATION DES MODÈLES FAR ET
FARX AUX APPORTS
Dans ce chapitre, nous allons mettre en oeuvre les modèles PAR et PARX
présentés dans le chapitre précédent pour reproduire les caractéristiques statis
tiques des apports observés. Nous présentons seulement les résultats issus d’un
PAR(1) et PARX(1) puiscfue ce sont les modèles qui ont donné les meilleurs
résultats lors des simulations, par rapport aux modèles PAR(2) et PAR(3).
Notons aussi que notre programme de simulation fonctionne ciuel que soit l’ordre
p.
En séries chronologiques, la validation peut se faire par l’analyse des rési
dus, en utilisant dans ce cas là une multitude de tests ainsi que des procédures
graphiques. Ell hydrologie, l’approche est différente. Elle consiste à simuler un
certain nombre de scénarios et à vérifier si ceux-ci reproduisent en moyenne le
comportement de l’échantillon observé. Le modèle retenu sera celui qui reproduit
le mieux les caractéristiques statistiques, la dépendance interannuelle et la corré
lation spatiale des apports observés. Ce sont ces deux approches que nous allons
utiliser clans cette étude.
Dans la section 2.8, nous avons présenté deux approches pour le traitement
des résidus. une approche paramétrique basée sur la loi lognormale des résidus et
une autre approche purement non paramétrique qui consiste à rééchantillonner
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les résidus.
Dans la suite de notre étude, nous utiliserons l’expression “méthode transfor
mée”, pour désigner la série d’apports simulés, obtenue après la transformation
basée sur la loi lognormale des résidus et l’expression “méthode de réécha.ntillon
nage” pour désigner la série d’apports simulés, obtenue après rééchantillonnage
des résidus. Nous allons comparer ces deux méthodes, et voir celle qui reproduit
le mieux les corrélations spatiales. Notons que le but de notre étude n’est pas
de faire des études de prévision comme c’est généralement le cas en séries chro
nologiques, mais l’objectif consiste ici à choisir des modèles qui permettent de
reproduire au mieux les caractéristiques statistiques des observations historiques.
Lors de la mise en oeuvre des modèles périodiques, nous allons utiliser des
données mensuelles. La seule raison est que pour les données hebdomadaires,
nous avons des résultats sur 52 semaines donc en considérant les 17 réservoirs, le
modèle périodique contient 17 x 52 x p paramètres. Ainsi, pour ne pas alourdir le
texte nous avons choisi les séries mensuelles. Notons cependant que le programme
en Matlab est standard, il fonctionne aussi bien avec des données mensuelles que
des données hebdomadaires.
L’estimation des paramètres et la génération des apports ont été réalisées
à l’aide du progiciel Matlab version 7. Pour les représentations graphiques, nous
avons utilisé le visualisateur d’Hydro_Québec, ce logiciel est très convivial et per
met de visualiser les résultats des simulations sous forme de tableaux et de repré
sentat.ions graphiques.
Toutes les routines Matlab utilisées dans notre mémoire sont fournies en annexe
ou sur une disquette.
3.1. PLAN DES SIMULATIONS
Dans cette section, nous présentons les algorithmes qui ont été mis en oeuvre
pour estin;er les paramètres ainsi que le plan de génération des apports.
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3.1.1. Algorithme d’estimation pour le modèle PAR
- Pour un réservoir i avec i = 1, ..., 17, le programme se compose des étapes
suivantes
(1) Lire les paramètres nécessaires à la simulation n = 42, le nombre d’an
nées, s = 12, le nombre de saisons, p = 1, le nombre de termes autoré
gressifs et I = 17, le nombre de réservoirs.
(2) Traiter la série d’apports mensuels observés en la mettant sous forme de
vecteurs structurés.
(3) Calculer pour ru = 1, . . . , s, les moyennes et les écarts types
définis par (2.7.4) et (2.7.5).
(4) Standardiser les données afin d’éliminer les variations saisonnières dans
les distributions marginales. Ainsi pour le réservoir i. i = 1 I. Zrn
représente l’apport standardisé de l’année r, r = 0. 1 n — 1 et de la
saison 777., 77’i = 1,
—
rs+m — tXTfl,
rs+m
— (i)
u.rn
(5) Estimer les ps paramètres autorégressifs par la méthode des moments
définie par (2.5.2).
(6) Calculer les ns résidus r 0, 1 n — 1. ru = 1 , s, définis par
(2.7.6)
(7) Transformer les résidus
a. 1 - Transformation basée sur la loi lognormale.
a.2 - Calculer la matrice de covariance des résidus rn définie par (2.7.7).
b - Construire des échantillons bootstrap en effectuant des tirages aléa
toiles avec remise sur les vecteurs des résidus définis par (2.8.2).
3.1.2. Algorithme d’estimation pour le modèle PARX
Le programme se compose des mêmes étapes que celui du modèle PAR. En
plus de cela on doit
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Q (1) Calculer l’apport total l/ de l’année précédente, défini par
P;=X(r_l)s±m, i’O, ...,r —1. 7fl1 s.
(2) Estimer les ps paramètres autorégressifs par la méthode des moindres
carrés et les s paramètres 3rn. définis par (2.6.2).
3.1.3. Algorithme de génération d’apports pour le modèle PAR et
PARX
Dépenclamment du modèle choisi, on effectue les étapes suivantes lors de la
génération des apports
(1) Période de chauffe : 1 année
ta) Générer 1 scénario de résidus pour la saison courante ru, pour les I
réservoirs.
(b) Calculer les apports simulés corresponclaiits.
(2) Pour chaque scénario k, k = 2. N, et N 100
(a) Générer n vecteurs multinorinaux indépendants de résidus.
(h) Utiliser l’une des deux méthodes de transformation des résidus pour
la prise en compte de la dépendance spatiale.
(i) Dans le cas de la transformation lognormale
- Introduire la corrélation spatiale Zrn définie par (2.7.7) dans la
fonction génératrice.
- Transformation des résidus normaux en résidus lognormaux à
3 paramètres. Les termes d’erreurs d’une saison ru peuvent
être approchés par les résidus du modèle c’està-dire
(j) (z) (
= exp(ELT + ‘‘) + m.
OÙ Êr et (l)1/2 sont définies par (2.8.1).
(ii) Dans le cas du rééchantillonnage des résidus
- Introduire les vecteurs obtenus par rééchamiilonnage définie par
(2.8.2) dans la fonction génératrice.
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(3) Calculer l’apport standardisé en fonction du ou des apports standardisés
aux périodes précédent es, c’est- à-dire
p
—
(i) z (i)Ts±Tfl,
—
_,
r±m—k I
k=1
(4) Déstandardiser les apports générés, c’est-à-dire
—
(i) (j)
Ts+m — X,7fl + Xffl rs+7n
(5) Nouveau vecteur dapports du réservoir i potir la saison ra.
(6) Générer le scénario suivant, etc.
3.2. MISE EN OEUVRE DU MODÈLE PAR(1)
Pour alléger le texte et bien cibler à quel niveau se feront. nos comparaisons,
nous présentons seulement les résultats des simulations pour les réservoirs Cania
piscau Churchill Falls et Gouin. Les données utilisées lors de la mise en oeuvre
du modèle PAR sont celles fournies par l’unité PQDH (Prévisions et Qualité des
Données Hydroélectriques). Les caractéristiques de ces données observées ont déjà
été présentées dans la section 1.1 du chapitre L
3.2.1. Modèle estimé PAR(1) et test d’adéquation de Ljung et Box
Les principaux résultats de l’application du test de Ljung et Box sur les résidtis
sont. présentés dans les tableaux 3.1 et 3.2. On remarque que le modèle est adéciuat
pour les réservoirs Caniapiscau et Gouin, puisque le test d’adéquation de Ljung
et Box pour un modèle PAR(1) donne des valeurs-p toutes supérieurs à 5% pour
les délais h 1. 3, 5, 10. Cependant, pour Churchill Falis, aux délais 5 et 10 pour
les mois de février. mars et juillet, le test de Ljung et Box (QLB(m)) donne des
niveaux de signification expérimentaux inférieurs à 5%; ce qui veut dire que le
modèle choisi n’est pas adéquat. Par contre pour les délais 1 et 3 pour toutes les
périodes, le test d’adéquation de Ljung et Box montre que le modèle PAR(1) est
adéquat pour ce type de séries.
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3.2.2. Analyse des hydrogrammes simulés
Les figures 3.1 à 3.3 donnent une représentation graphique des hydrogrammes
mensuels historiques et simulés des 3 réservoirs. Ces hydrogra.rnmes ont été constr
tilts à partir des apports mensuels (en ut3 /.seconde) des réservoirs au cours ries
12 mois. Les données historiques ont été observées sur 42 années (1961-2002). Le
premier mois de l’année est janvier et le dernier est décembre. On dispose donc de
42 hycirogrammes historiques. Par contre, les hydrogrammes simulés ont été obte
nus à partir de 100 réalisations de 42 années. Ce qui donne 4200 hydrogrammes.
Deux types d’hydrogrammes simulés sont présentés dans cette étude. ceux
calculés à partir des résidus transformés et ceux calculés à partir du rééchantillon
nage des résidtis. Notons que le visualisatellr n’affiche pas les hydrogrammes au
complet. Pour chaciue période in = 1, , il prend le minimum et le maximum
de l’apport pour chaque période et il affiche lJrydrogramme au complet, donc
pour chaque saison. nous avons 2 hydrograinmes. Ce qui donne 24 hydrogrammes
pour les 12 saisons. Notons que les hydrogrammes extrénies intéressent beaucoup
les hvdrologues puisque. par exemple, cela leur permet d’estimer de façon conser
vatrice les dimensions ries évacuateurs de crue lors de la construction de nouveaux
barrages hydro-électriques.
L’analyse des hydrogrammes comparatifs mensuels des figures 3.1 à 3.3 pour
les réservoirs Caniapiscau, Churchill falls et Gouin montre une certaine variation
entre les hydrogrammes simulés et les hydrogrammes observés. Aussi, malgré que
les pointes de crue dliffèrent d’une année à une autre, elles sont très bien re
produites pour les 3 réservoirs où on voit bien que la crue printanière survient
généralement entre le 5e et 7e mois comme c’est le cas pour les hycirogrammes
historiques.
Si on compare les deux méthodes, on observe bien que les hvdrogrammes obte
nus à partir de la méthode de rééchantillonnage reproduisent assez bien les formes
des hydrogrammes observés comparativement, à la méthode transformée et ceci
pour les 3 réservoirs. La période couvrant les 9e, 10C et 11e mois qui fait référence
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O à. l’automne, est caractérisée par une augmentation des débits due au fortes pré
cipitations. Cette période représente la crue automnale. Nous remarquons durant
cette période une grande variabilité dans le cas de la méthode transformée alors
que clans la méthode par rééchantillonnage, la variation est moins importante.
Ainsi, en se basant sur ces résultats, on peut dire que les hydrogrammes
obtenus à partir de la méthode de rééchantillonnage sont plus près des hyciro
grammes historiques. Il semble donc ciue l’approche par rééchantillonnage permet
de reproduire des hydrogrammes plus réalistes pour décrire les apports en eau
aux différents réservoirs.
Nous remarquons dans les figures 3.1, 3.2 et 3.3 que les deux méthodes de gé
nération d’hydrogrammes conduisent. à l’occasion à des valeurs négatives. Cette
carence des hydrogrammes simulés est vraisemblablement dùe aux estimations
négatives de certains coefficients autorégressifs. En effet, nous remarquons clans
les tableaux 3.1 et 3.2 la présence de trois coefficients négatifs celui de juin pour
Caniapiscau, celui de juillet pour Churchill FalÏs et celui de mai pour’ le réservoir
Gouin. Une façon d’éviter les coefficients négatifs est de faire de l’estimation sous
contraintes, une approche fort complexe d’un point de vue numérique.
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3.2.3. Discussion des résultats de simulation dans le cas d’un modèle
PAR(1)
- Moyennes
Le tableau 3.3 donne un sommaire de la comparaison des deux méthodes étu
diées pour le modèle PAR(1). Pour la méthode de rééciantillonnage, il ressort
des résultats clii tableau 3.3 que l’apport moyen annuel observé est bien repro
cluit. En effet, l’apport moyen obtenu par simulation pour le réservoir Caniapiscau
(767. 52) est proche de l’apport moyen observé (768, 03), de même que pour Chur
chill Fails (1419, 26) et Gouin (175, 70) pour un apport moyen observé respectif
de 1422,4 et 175,26.
Malgré une légère surestimation de la moyenne annuelle pour les réservoirs
Caniapiscau (771, 57), Churchill fails (1430. 02) et Goulu (174, 67). la. méthode
transformée performe aussi bien que la méthode pal’ rééchantillonnage. Ainsi
d’après le tableau 3.3. nous pouvons dire que les deux méthodes reproduisent.
assez bien la moyenne annuelle des apports.
Les diagrammes en boîte des figures 3.4 à 3.6. ont été construits à par
tir de 100 scénarios, où pour chaque scénario k, pour une saison ni, l’apport
moyen défini par l’équation (1.2.1) est calculé à partir des 42 années. Ainsi, pour
chaque scénario k, nous calculons la moyenne sur les 42 années et nous obtenons
, k 1, 2,.. . , 100, et le diagramme en boîte est obtenu à partir de ces 100
moyennes.
L’étoile (*) qui apparaît à chaque saison dans les figures 3.4 à 3.6 constitue
l’apport moyen observé. D’après les figures 3.4 à 3.6, on remarque que la moyenne
observée est proche de la médiane des 100 moyennes simulées pour chaque pé
riode, ce qui indique que l’on reproduit bien les moyennes à chaque saison puisque
l’étoile qui constitue l’historique est à l’intérieur de l’intervalle interquartile et ceci
pour les 3 réservoirs.
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- Ecarts types
Les diagrammes en boîte des figures 3.7 à 3.9. ont aussi été construits à partir
de 100 scénarios, où pour chaque scénario k, l’écart type défini par l’équation
(1.2.2) est calculé à partir des 42 années. Nous calculons l’écart type simulé pour
chaque saison rn, c’est-à-dire ...... , ), et le diagramme en boîte est
obtenu à partir de ces 100 écarts types, ra = 1. 2 , 12.
Les étoiles (*) dans les figures 3.7 à 3.9 représentent les écarts types observés.
Pour chaque saison ra, clans le cas de la méthode par rééchantillonnage, on re
marque que cet écart type est proche de la médiane des 100 écarts types simulés,
ce qui illustre qu’on reproduit assez bien les écarts types à chaque saison puisque
l’étoile est à l’intérieur de l’intervalle iirterquartile pour les 3 réservoirs considérés.
On observe aussi d’après les figures 3.7 à 3.9 que la méthode par rééchantillonnage
reproduit mieux les écarts types à chaque saison. De plus, la métlmocÏe transfor
mée conduit à davantage de valeurs à l’écart surtout durant les crues printanières.
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-
Autocorrélations mensuelles
Les résultats des autocorrélations périodiques mensuelles pour les 3 réservoirs
sont présentés clans les figures 3.10 à 3.12. Les diagrammes en boîte des figures
3.10 à 3.12, ont été construits à partir de 100 scénarios, où pour chaque scénario
k, 1’autocorrélation de délai 1 définie par l’équation (1.3.1) est calculée à partir
des 42 années. Nous calculons l’autocorrélation mensuelle simulée de délai 1 pour
chaque saison m c’est-à-dire p2. . et le diagramme en boîte est ob
tenu à partir de ces 100 valeurs, in = 1, . . . , 12. Les étoiles (*) dans les figures
3.10 à 3.12 représentent les autocorrélations mensuelles observées. Des calculs si
milaires ont aussi été faits pour les délais 2 et 3.
L’analyse de ces figures montre des autocorrélations très élevées pour la ma
jorité des périodes sauf pour certains mois où on remarque une diminution des
aut.ocorrélations. Cette diminution prononcée des autocorrélations correspond à
la crue printanière.
Les graphiques 3.10 à 3.12 montrent également que la structure des corréla
tions est bien préservée puisque nous observons des autocorrélations élevées pour
les 3 premiers mois. Après cette période, on observe une décroissance graduelle
des autocorrélations, engendrée par une augmentation rapide du débit d’eau dans
les réservoirs due surtout à la fonte des neiges. On observe aussi lors de la crue au
tomnale le même phénomène à partir du 10e mois, mais de façon moins prononcée.
Pour les diagrammes en boîte des figures 3.10 à 3.12, on remarque que l’auto-
corrélation observée est proche de la médiane des 100 autocorrélations simulées et
ceci pour chaque saison m, ce qui indique qu’on reproduit bien l’autocorrélation
pour chaque période m. En effet, on observe bien l’étoile à l’intérieur de l’inter
valle interquartile et ceci pour les 3 réservoirs.
Oit reproduit aussi assez bien les autocorrélations de délai 2 pour les 3 ré
servoirs. Cependant ce n’est plus le cas au délai 3.
83
Fiiialernent, on peut dire à partir des figures 3.10 à 3.12 que la structure des
antocorrélations saisonnières pour le modèle PAR(1) est bien préservée puisque
les autocorrélations obtenues par simulation pour les deux méthodes sont simi
laires à celles que nous avons obtenues avec les données historiques.
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0 3.2.4. Discussion des résultats des corrélations interannueiles tu
lées avec un PÂR(1)
Dans le tableau 3.4, nous présentons les résultats comparatifs des corréla.
tions interannuelles observées et simulées de délai 1.11 s’agit des autocorrélations
p4(1) = corr(V,.0, “5Z) où i4’ représente Fapport total d’eau durant l’année
r au site i, r = OE...,n—1, i = 1,...,L Sous l’hypothèse de bruit blanc fort,
l’écart type est avec n =42 et les limites de signification au niveau 5% sont
approximativement ±0,30. Les étoiles dans le tableau 3.4 identifient les valeurs
significatives.
Nous remarquons que les corrélations interannueiles simulées au réservoir Ca
niapiscau ne sont pas élevées. En effet, les corrélations estimées à partir des nié
thodes transformées (—0,01) et par rééchantifionnage (0,02) sont très faibles par
rapport à la corrélation observée (0.26). Nous observons aussi pour le réservoir
Churchill Fafls une corrélation significative dans le cas de données historiques
(0,42) alors qu’elle est très faible pour la méthode transformée (0,03) et la mé
thode de rééchantifionnage (0,00) où on n’observe aucune corrélation significative.
Le même constat est fait pour les autres réservoirs tels que Laforge, LaGrande4
ou Ste-Marguerite.
À partir des résultats du tableau 3.4, on peut dire que l’autoconélation inter-
annuelles de délai 1 observée dans l’historique n’est pas du tout reproduite par
aucune des deux méthodes et pour l’ensemble des réservoirs. Ceci peut s’expli
quer par le fait que dans le modèle PAR(l), il n’existe aucun terme qui inclue la
dépendance interannuelle.
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3.2.5. Discussion des corrélations spatiales simulées avec un PAR(1)
Les principaux résultats des autocorrélations spatiales sont présentés dans les
tableaux 3.5 et 3.7. Les corrélations entre les réservoirs Caniapiscau (1), Chur
chill Fails (6) et Goulu (11) sont en gras. Notons que ces autocorrélations ont. été
calculées à partir de données standardisées. Elles ont été estimées à partir de la
matrice de covariance usuelle Zm définie par l’équation (2.7.7).
Les résultats du tableau 3.5 montrent dans le cas de la méthode transfor
inée que les corrélations spatiales estimées sont faibles par rapport aux corré
lations obtenues à partir de données observées. En efiht, la corrélation spatiale
entre Caniapiscau (1) et Churchill fails (6) est 0, 44 alors que dans le tableau
1.3, la corrélation spatiale historique est 0, 83. Le même constat a été fait pour
Caniapiscau (1) et Gouin (11) avec une corrélation négative de —0, 02 alors qu’en
historique, la corrélation observée est 0. 35. Pour la corrélation entre Churchill
Falis (6) et Goulu (11), elle est de 0. 01 alors que la corrélation historique est
0, 32. À partir de ces résultats, on voit que le modèle PAR(l) ne reproduit pas
de façon satisfaisante la corrélation spatiale.
Dans le tableau 3.7 relatif aux corrélations spatiales obtenues à partir de la
méthode de rééchantilÏonnage, nous observons une nette amélioration des corréla
tions estimées entre certains sites mais nous sommes encore loin des corrélations
observées du tableau 1.3. Plus précisement, la corrélation entre Cania.piscau (1)
et Churchill falls (6) est 0, 64 alors que dans le tableau 1.3, elle est 0, 83. Pour
Caniapiscau (1) et Gouin (11), elle est 0, 01 alors qu’en historique elle est 0, 35.
De même pour Churchill faÏls (6) et Gouin (11), elle est 0, 05 alors que clans le
tableau 1.3, on a une corrélation de 0, 32.
La comparaison des tableaux 3.5 et 3.7 fait ressortir une amélioration intéres
sante des corrélations spatiales simulées avec la méthode par rééchantillonnage
mais potir plusieurs sites, nous sommes encore loin des corrélations historiques.
Dans les tableaux 3.6 et 3.8, nous présentons les écarts types des corrélations
90
C spatiales pour les différents réservoirs obtenus par simulation. Pour chaque cor
rélation, l’écart type présenté correspond à l’écart type expérimental des N cor
rélations obtenus des N scénarios simulés.
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Q 3.2.6. Conclusion
finalement, à partir de ces résultats, on conclut que si le modèle PAR(1)
reproduit assez bien certaines caractéristiques statistiques, il n’en demeure pas
moins qu’il n’est pas capable de modéliser de façon satisfaisante ce type de sé
ries d’apports. En effet, ce modèle ne reproduit pas la dépendance interannuelle
entre les apports hydrologiques iii les corrélations spatiales entre les sites. C’est
pourquoi l’ajout d’une nouvelle variable exogène au modèle PAR nous parait
indispensable.
3.3. MIsE EN OEUVRE DU MODÈLE PAR(1) AVEC VARIABLE EX
PLI C ATIVE
Pour remédier aux insuffisances du modèle PARti), on a introduit le modèle
périodique PARX(l) avec une nouvelle variable explicative, qui est l’apport to
tal de l’année précédente. Nous espérons ainsi mieux reproduire les corrélations
spatiales et les corrélations interannuelles.
3.3.1. Modèle estimé PARX(1) et test d’adéquation de Ljung et
Box
Les principaux résultats sur l’estimation et la validation du modèle PARX(i)
sont présentés dans les tableaux 3.9 et 3.10. Les valeurs-p du test de Ljung-Box
nous permettent de constater qu’au niveau de signification 5% pour les délais 1,
3, .5 et 10 le modèle estimé est adéquat pour les réservoirs Caniapiscau et Gouin.
Cependant, pour Churchill fails, le modèle est rejeté avec h = 1 au mois de
février et septembre, h = 5 et h 10 au mois de mars, puisque les valeurs-p sont
inférieures à .5%.
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C’ 3.3.2. Analyse des hydrogrammes simulés
Une analyse visuelle des figures 3.13 à 3.15 ne permet pas de déceler des
changements significatifs par rapport aux hydrogrammes générés avec le modèle
PAR(l). À nouveau, le rééchantillonnage donne des résultats plus près des hy
cirogrammes historiques que la transformation logarithmique.
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Q 3.3.3. Discussion des résultats de simulation dans le cas d’un modèle
FARX(1)
-Moyennes et écarts types
Dans le tableau 3.7, nous retrouvons les résultats comparatifs des statistiques
anmielles observées et simulées d’un modèle PARX(1) pour les 17 réservoirs. Au
niveau de Festimation de la moyenne, on voit bien que la méthode par rééchan
tillonnage donne de bons résultats puisque la moyenne annuelle observée pour
Caniapiscau est de 768, 03 alors que celle de la moyenne annuelle estimée est de
770, 44. De même que pour l’écart type annuel estimé (138, 78). qui est proche du
vrai écart type (131, 93). Le même constat est fait pour Churchill Faïls avec une
moyenne annuelle estimée de 1425, 18 qui se rapproche de la moyenne annuelle
historique qui est de 1122, 44 et. avec un écart type estimé de 219. 02 alors que
le vrai écart type est de 223, 41. Pour Gouin la moyenne estimée (176, 1$) est
presque similaire à la moyenne observée (175, 26) alors que l’écart type estimé
(34. 61) est plus grand que le vrai écart type (29, 15). Pour la méthode transfor
mée, on observe une surestimation de la moyenne notamment pour le réservoir
Churchill Fails (1436.42) alors que pour le réservoir Gouin (176. 31), l’autocorré
lation est similaire à la valeur obtenue pour la méthode par rééchantillonnage.
Les diagrammes en boîte des figures 3.16 à 3.21, ont été obtenus de la même
façon que pour le modèle PAR(1). En analysant les figures 3.16 à 3.18, nous
remarquons que l’étoile qui apparaît à chaque période m, ru 1, . . . , 12, qui
constitue l’apport moyen observé est proche de la médiane des 100 moyennes si
mulées pour chaque période ru et ceci pour les deux méthodes. En effet. l’étoile
est à l’intérieur de l’intervalle interquartile, ce qui prouve qu’on reproduit assez
bien les moyennes observées pour les réservoirs Caniapiscau, Churchill Fails et
Gouin.
Pour les figures 3.19 à 3.21. nous remarquons que l’écart type observé est
bien reproduit aussi bien pour la. méthode de rééchantillonnage que la méthode
transformée. Cependant pour cette dernière, on observe beaucoup de valeurs à
103
Q l’écart surtout pour les réservoirs Caniapiscau et Churchill Falls. On remarque
aussi dans la figure 3.21 pour le réservoir Gouin, qu’il y a moins de valeurs à
l’écart par rapport à ce qui a été observé clans la figure 3.9 du modèle PAR(l)
surtout clans le cas de la méthode transformée. On se basant sur ces résultats, on
peut dire que le modèle PÀRX reproduit aussi bien la moyenne et l’écart type
ciue le modèle PAR et ceci pour les deux méthodes.
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-Autocorrdtations mensuelles
Les résultats des autocorrélations périodiques mensuelles pour les 3 réservoirs
dans le cas d’un modèle PARX(1) sont présentés dans les figures 3.22 à 3.24.
Les diagrammes en boîte de ces figures, ont été construits à partir de 100 scéna
rios. où pour chaque scénario k, l’autocorrélation de délai 1 définie par l’équation
1.3.1 du chapitre 1 est calculée avec les 42 années. Nous calculoils l’autocorréla
flou mensuelle simulée de délai 1 pour chaciue saison m = 1 s. c’est-à-dire
p, p, . . .
,
p et c’est à partir des 100 autocorrélations que nous construisons les
diagrammes en boîte pour chaque période ru. L’étoile (*) qui apparaît à chaque
saison dans les figures 3.22 à 3.24 représente l’autocorrélation mensuelle observée.
Les autocorrélations mensuelles estimées ont été obtenues cett:e fois-ci par la
méthode des moindres carrés. En examinant les figures 3.22 à 3.24, qui contiennent
les diagrammes en boîte des paramètres estimés pour chaque période, nous remar
ciuons clans le cas de la méthode par rééchantillonnage, que les autocorrélations
mensuelles de délai 1 pour le modèle PARX(1) sont très semblables à celles
du modèle PARti). En effet. on observe bien pour les 3 réservoirs que l’étoile
qui constitue la vrai valeur est à l’intérieur de l’intervalle interquartile pour les
différentes périodes ru. Ce qui signifie qu’on reproduit. assez bien l’autocorré
lation mensuelle observée. Même la tendance qui veut ciue les autocorrélations
décroissent lors de la crue printanière, surtout à partir du 5e ou 6
e mois, est
respectée. En analysant les figures 3.22 à 3.24, nous remarquons aussi pour la
méthode transformée que l’étoile est à l’extérieur de l’intervalle interquartile sur
tout pour la période 3 et 5.
Concernant les autocorrélations de délais 2 et 3, il est difficile de dire si une
méthode fait mieux que l’autre.
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Q 3.3.4. Discussion des résultats des corrélations interannuelles simu
lées avec un PARX(1)
L’un des objectifs de l’introduction d’une variable explicative clans le modèle
PARX(1) est de remédier aux insuffisances du modèle PAR(1). En effet, avec ce
type de modèle nous étions incapable de reproduire la corrélation interannuelle,
parce qu’il n y avait aucun terme qui mettait en évidence la dépendance interail
nuelle existante entre les apports. L’ajout d’une nouvelle variable exogène clans
le modèle permet de prendre en compt.e la persistance interannuelle des apports
de certains réservoirs. Le tableau 3.12 donne les résultats comparatifs des corré
lations interannuelles pour les différents réservoirs obtenus par simulation. Sous
l’hypothèse de bruit blanc fort, l’écart type est avec n = 42 et. les limites de
signification au niveau 5 sont. approximativement + 0.30. Les étoiles clans le
tableau 3.12 identifie les valeurs significatives.
À partir de ce tableau, nous observons généralement ciue les corrélations in
terannuelles soitt assez bien reprodtutes pour les deux méthodes, surtout pour le
réservoir Churchill Fails. Si on compare avec les vraies valeurs, on rernarciue que
la corrélation estimée pour le réservoir Caniapiscau est de 0. 21 dans le cas de la
méthode de rééchantillonnage et de 0, 23 clans le cas de la méthode transformée
alors que la vraie valeur est de 0, 26. i\’Iêrne si cette valeur n’est pas significa
tive, nous remarquons ciue les corrélations obtenues pour les deux méthodes sont
proches de la corrélation interannuelle observée. Pour Churchill Falls avec une
corrélation de 0. 37 dans le cas de la méthode de rééchantillounage et de 0, 39
dans le cas de la méthode transformée, nous sommes assez près de la corrélation
interannuelle observée (0. 42) qui est significative. Concernant le réservoir Gouin,
on remarque que les résultats sont. proches de la valeur observée qui est non signi
ficative. En effet, nous observons une corrélation interannuelle négative estimée à
—0, 15 dans le cas de la méthode transformée et —0, 17 dans le cas de la méthode
de rééchant.illonnage alors que la vrai valeur est —0, 11.
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C’ 3.3.5. Discussion des corrélations spatiales simulées avec un PARX(1)
Les principaux résultats des autocorrélations spatiales sont présentés dans les
tableaux 3.13 et 3.15. Nous remarquons d’après ces tableaux, que la méthode
de rééchantilÏonnage préserve mieux les corrélations spatiales existantes entre les
différents réservoirs. En effet, si nous comparons les résultats des deux tableaux à
ceux du tableau 1.3. nous remarquons que la corrélation entre Caniapiscau (1) et
Churchill Fails (6) est de 0. 45 dans le cas de la méthode transformée et de 0, 64
clans le cas de la méthode de rééchantillonnage alors que la corrélation spatiale
observée est de 0. $3. Pour Caniapiscau (1) et Gouin (11), la corrélation est nulle
avec la transformation et —0, 04 avec le rééchantillonnage alors qu’elle est de 0, 35
pour la corrélation observée. Concernant Churchill Falis (6) et Gouin (11), on re
marque aussi que la corrélation est 0, 02 pour la transformation et 0, 04 pour le
rééchantillonnage alors que la. corrélation observée est 0, 32.
Dans les tableaux 3.14 et 3.16, nous présentons les écarts types des corréla
tions spatiales pour les différents réservoirs obtenus par simulation.
Ainsi, à partir de ces résultats, nous pouvons dire que le modèle PARX ne fait
pas mieux que le modèle PAR mais par contre la méthode dle rééchantiÏlonnage
donne de meilleurs résultats que la transformation basée sur la loi lognormale.
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CONCLUSION
Dans ce mémoire, nous nous sommes mtéressés à l’analyse statistique et à la.
modélisation stochastique des séries chroitologicues. Le but de notre étude était
de construire des modèles stochastiques performants capables de modéliser les
apports en eau à pa.s de temps inférieur à l’année pour les principaux réservoirs
d’Hvdro-Quéhec.
Dans un premier temps, nous avons exposé les caractéristiclues statisticiues
des apports naturels. Nous avons observé à partir des hydrogramnies et des diffé
rentes figures que ces apports naturels présentaient une périodicité, des corréla
tions saisonnières importantes et rme corrélation interannuelle et spatiale. Nous
avons remarqué une augmentation importante du niveau des apport..s d’eau dans
les différents réservoirs due surtout à la crue printanière. Cette modification des
apports se tracitut généralement par une diminution des autocorrélations pério
cliques. De plus, à partir des hvdrogrammes observés, nous avons constaté que les
pointes de crue sont variables «une année à une autre. Cette caractéristique fait
ressortir toute la difficulté entourant la modélisation de ce type de données.
Nous avons ensuite concentré nos efforts sur les modèles de séries chrono
logiques susceptibles de modéliser ces données. Nous avons conclu que ce type
de données ne pouvaient être modélisées par des modèles ARMA classiques, du
fait que ces derniers ne tiennent pas compte de la variation saisonnière présente
dans les séries d’apports hebdomadaires et mensuelles. C’est ce qui nous a amené
è utiliser les modèles PARMA. Ce type de modèles a été conçu spécifiquement
pour prendre en compte la variation saisonnière de la fonction d’autocorrélation.
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Par la suite, nous avons présenté les aspects théoriques des modèles PAR uni-
variés et nous avons fait le lien avec les modèles ARMA multrivariés. Nous avons
discuté de l’estimation et de la validation de tels modèles. Pour tenir compte du
fait que les apports en eau sont en général pins près d’une distribution lognormale
ciue d’une distribution normale, il est d’usage en hydrologie de générer des bruits
blancs gaussiens et cFappliquer la transformation exponentielle afin d’obtenir des
bruits lognormaux. Une approche qui semble nouvelle en hydrologie consiste à
rééchantillonner les résidus des modèles PAR estimés. Il s’agit d’une approche
non paramétrique et en plus, elle est très simple à implémenter.
À l’aide de simulations, nous avons étudié de près le modèle PAR(1). Il se
dégage que la méthode de rééchantillonnage donne de meilleurs résultats que la.
transformation reliée à la distribution lognormale car elle permet de mieux repro
duire les hydrogrammes, les corrélations saisonnières et les corrélations spatiales.
Cependant avec les modèles PAR(1), nous avons obtenu des résultats décevants
en ce qui a trait à l’interdépendance annuelle, surtout que cette dépendance est
bien présente clans plusieurs séries, notamment pour les réservoirs de la Côte-
Nord (Churchill Falls (6), LaGrande 4 (3), ou Ste-Marguerite (10)). Nous avons
estimé que l’une des causes vient du fait que dans les modèles PAR, il n’existe
aucun terme pour mettre en évidence ce type de corrélation. C’est pourquoi, nous
avons proposé un modèle plus complet en incorporant dans le modèle PAR une
nouvelle variable explicative, qui n’est rien d’autre que l’apport de l’année pré
cédente. Les résultats obtenus à partir des simulations avec les modèles PARX
surpassent ceux obtenus avec le modèle PAR.(1). En effet, en plus de reproduire
les caractéristiques statistiques de hase, la corrélation interannuelle est mainte
riant reproduite de façon satisfaisante.
Le champ d’application des modèles périodiques peut être élargi aux don
nées journalières. En effet, même si les modèles pluie — débit les plus couramment
utilisés ont été développés avec des données hebdomadaire ou mensuelles, il y a
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actuellement un besoin de poursuivre des recherches afin d’obtenir des modèles
parcimonieux, c’est-à-dire qui comportent peu de paramètres. Aussi, de nouvelles
perspectives sont ouvertes pour la modélisation des apports surtout en utilisant
l’estimation bayésienne. Cette partie fait l’objet de travaux en cours par Angers,
iVierleau et PerreauÏt (2004).
oANNEXE: CODE MATLAB
Vu la taille des fichiers, rions présentons seulement les programmes d’estirnation
et de simulation d’rm modèle PAR(1) lorsque les résidus sont transformés. Les
autres programmes sont disponible sur la disquette ci-jointe.
3.4. PPoGRA’IIEs DES SIMULATIONS AVEC UN MODÈLE PAR(1)
POUR LA MÉTHODE TRANSFORMÉE
3.4.1. Programme principal de modélisation des apports
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
*Définition des 17 sites selon leurs codes *
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
NornSITES
— charÇOB0003l ‘,‘0300032’, ‘0B00033’,’0B00068’,
‘0300457’, ‘0300030’, ‘0B00024’, ‘0B00026’,’0B00021’,
‘0300335’. ‘0B00013’,’0B00014’,’0B00015’,’03000Ï7’,’0B00454’,
0B00455’,’0B00456’);
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
*Lecture et traitement de la série *
FichierESPHebdo fichier de données’;
annee = 42;
NbPeriode = 52;
[NbreStation a]= size(NornSITES);
nhresemaines = 52
nhremois = 12
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= Norn$ITES;
*Appel de la fonction ‘Gestionhebdo’ pour la mise en forme *
*cles séries mensuelles *
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
EspHebdo GestionHebclo (FichierESPHebdo,NomSite,nbresemaines,annee)
nscenarios 100;
nyears = 42
p 1;
for k = 1 :NbreStation
x = EspHebdo(k).histose
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
*Appel de la fonction Agregat *
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
g=agregat(x);
Visualisateur(k).Q g;
Visualisateur (k). an-min =min (EspHebdo (k). annee)
Visua1isateur(k).ai-max max(EspHebdo(k) .annee);
Visuallsateur(k).id = NomSite(k, :);
Visualisateur (k). nom Esplleb do (k). nom;
Visualisateur(k).aire = NaN;
Visualisateur (k) .titrerr’ PAR( 1 )mensuel’
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
*Appel de la fonction Standard *
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
[z,Moy(k, :),$td(k, :),Stat(k, :)] = Standard(g);
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
*Appel de la fonction moment. *
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
PHI(k, :) Moment(z,p);
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
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O t Apppel de la fonction résidus t
t t t t t t t t t * t t t t t t t t * t t t t t t t * t t t t t t t t t t t tt
R = Rasidual(z,(Pffl(k, :, :)),O);
t * t t t * t t t t t t t t t t t t t t t t t t t t t * t t t t t t t t t t tt
t Apppel de la fonction transforme t
t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t tt
for j = 1 :nbremois
[y( :,i), yStand( :,i), alpha, beta, m(k,i), my(kJ), sy(k,i)] = Transforme(R( :,i));
end
Resid’&ansStand(k, :,:) = yStand;
end
t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t **
t Apppel de la fonction Covar t
t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t tt
for i = 1 :nbremois
IAt( :. i, :),Covt( :, i, :)]=Covar(ResidTransStand( :, :,fl’);
end
t t t t t t t t t t t t t t t t t t t t t t t t t t t t t * t t * t t t t t tt
t Apppel de la fonction Generatrice t
t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t *t
[Q]=Generatrice(At,sy,my,m,Pffl,Moy,Std,nyears,nscenarios,NbreStation,nbremois,p);
t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t tt
*Visua]isateur des données générées t
t t t t t t t t t t t t t t t t t t t t t t t t t t t t * t t t t t t t t t tt
for i=1 :NbreStation
for j=1 : nscensxios
a = squeeze(QØ, i,:));
QQ( :j, :) = reshape(a,nbremois,nyears)’;
end
Visualisateur(i).MQ = QQ;
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Q for ii1
for jj=1 nyears
H(jj, i, ii)=sum(QQ(jj, ii, :));
end
end
end
cÏose(h)
3.4.2. Les fonctions
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
*Fonction ‘Gestionhehdo’ permettant
*la mise en forme des séries hebdomadaires
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
function [SerieFlebdo] GestionHebclo(data, NomSite, nsemaines, annee):
[usite a] = size(NomSite)
y = textreacl(data,’s’,’cÏelimiter’ :‘)
1 = length(y)
x = reshape(y, nsemaines--3. 1/(nsemaines--3))’
Bassin x( :, 1)
Cle = x( 2);
Annee str2double(x( 3))
ESP-hebclo str2double(x( 4 :end));
h waitbar(O,’Mise en forme des séries ESP hebdo de PDA’)
for i=1 :nsite
waitbar(i/nsite.h)
mcl = strinatch(NomSite(i :) Cle)
Dat:ahebdo = ESP-hebdo(Incl, :);
Heannee Annee(Ind)
SerieHebdo(i) ici = Nom$ïte(i, :)
SerieHebcio(i).nom Bassin(annee*(i_1)+1)
SerieRebdo(i).annee = Heannee;
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Q SerieHebdo(i).histose = Datahebdo;
SerieHebdo(i).aire
= O;
end
close(h)
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
*Fonction ‘Agregat’ permettant d’agréger les données
* hebdomadaires en données mensuefles*
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
function [xag = Agregat(x)
for i=1 :42
for j=1 :11
xag(ij)=sum(x(i,1+4*(j_1) :4*j))/4;
end
xag(i,12)=sum(x(i,45 :52));
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
*Fonction ‘Standard’permettant de standardiser les données
*et de calculer les moyennes et les écarts types périodiques.
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
function [xStand,mx,u,Stat] =Standard(x)
[n p] = size(x);
mx = mean(x);
sx=std(x);
xStand = (x - ones(n,1)*mx)./(ones(n,1)*sx);
Stat
=
[mx ;sx];
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
*Fonction ‘Moment’ permettant d’estimer les paramètres autorégressifs
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
function [phi] = Moment(x,p)
[ny np]=size(x);
ifp>O
130
na = pacfdat(x,p);
phi
=
for tr=1 :rlp
clear a;
for k=1 p
for i=1 : p
ix = abs(i-k);
ix rnax(t-i. tk);
if jx<=0
ix ix ± iap * (1±fix(jx/np));
end
if ix>0
a(k, i) m(ix, ix);
else
a(k, i) 1;
enci
eiid
y(k, 1) = m(k. t);
end
phi = [phi inv(a)*y]
enci end;
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
*Fonction ‘Resiclual’ permettant de calculer les résidus
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
function e ResiduaÏ(x, phit, t.ht)
[nv np] = size(x)
p = size(phit, 2);
q = size(tht. 1);
if p==O, phit=zeros(1, np);
end
if q==0, tht=zeros(1, np)
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f end
if pr==1
phi=squeeze(phit)’;
else
phirrrscjueeze(phit)
end
x = reshape(x’, 1, nynp)
ndata = length(x)
e=zeros(1, ndata)
for i=p-t-1 :q
trrern(i, np); if t==O,t=np;
end
e(i) = x(i) - sum( phi(1 :p. t)’.*x(i1 -1 i-p) ):
enci
for i=max(p, q)L1 :nclata
t=rem(i, np); if t==O.t=np;
end
e(i) x(i) - sum( phi(1 :p. t,).*x(i1 -1 :i-p))
± sum( tht(1 q, t).*e(i1 :-1 i-q) );
enci;
e reshape(e,np,ny)’
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
*Fonction ‘Transforme’ permettant de transformer les
résidus (transformation lognormale des résidus)
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
function [y, yStand. alpha, beta, in. mv, sy] Transforme(x)
n = leirgth(x)
mx mean(x)
sx = srd(x)
Cs = (ir/((n
— 1) * (n
— 2)))
— m)3)/(s3)
omegal = 1 ± .5. * Cs2;
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omega2 = sqrt(Cs2 + .25. *
theta = (ornegal +ornega2) + (ornegal-omega2) -1;
alpha = log(sx/(theta*(theta_1)));
beta sqrt(log(theta));
m = rn — sx./sqrt(theta — 1);
if min(x) <ni
m=min(x)-1;
enci
y = log(x-m);
my = mean(y)
sy std(y);
yStand (y-my)/sy;
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
*fonction ‘Covar’ permettant de calcnler la matrice de covariance
function [B, Sigmat]rrzrCovar(x)
R=x;
Sigmat=cov(R);
[evec eval] =eig(Sigmat);
B=evec*sqrt(eval);
****************************************
*Fonction ‘Generatrice’. Programme permettant la génération des apports
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **
function [Q] = Generatrice (At ,se,me,m, Phi.MuPeriocle ,$igPeriocÏe,...
nyears,nscenarios,NbreStation,NbPeriode,p)
for i=1 :NbPeriode
vt = sciueeze(At( :, L :))*rancln(Nbrestatioll,1);
Et(:,i) =exp(<.*se(:,i) +me( :,i) ) <m( :,i);
end
x=zeros(NbreStatioll, 2*NbPeriode);
for j=1 NhreStation
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() for i=(p—-l)
x(j,i) == squeeze(Phi(j, :, i))*x(j, i—1 :—1 :i—p)’ —r Et(j, i)
enci
encÏ
for krr1 t nscenarios
ks
for kv=1 : nyears
for ir=1 t NbPeriode
vt squeeze(At( t, i, :))*randn(NbreStation,1)
Et( t, NbPeriocÏe+i) exp( vt.*se( t, j) + me( t, i) ) ± rn( :4);
enci
for j1 : NbreStation
for iz=NbPeriode-î-1 :2*Nbperiode
x(ji) = squeeze(Phi(j. :.i_NbPeriode))*x(j.i—1 :1 :i—p)’ —i- Et(j,i)
enci
Q (ks,j .NbPeriode* (ky-l) +1 :ky*NbPeriode) = x(j ,NbPeriocle— 1 :2*NbPeriode)..
.*$igPeriode(j, t) + MuPeriode(j, t);
end
x(1 :NbreStation, 1 :NbPeriode)=x(1 :NbreStation. NbPeriode--1 :2*NbPeriode);
enci
end
Qsimul(j).sini=Q( :, t, t)
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