





















佐野雅彦，高橋義造，情報処理学会論文誌， Yol. 33， No.3， pp. 369-377 (1992). 
題目「並列配線問題における並列引き剥し再配線処理の品質改善効果J， 
佐野雅彦，高橋義造，情報処理学会論文誌， Yol. 36， No. 2， (1995) (印刷中)
~IJ論文
題目「分散メモリ型と共有メモリ型マルチプロセッサによる並列配線処理のd性能比較J， 
佐野雅彦，高橋義造，並列処理シンポジウムJSPP'91論文集， pp. 197-204 (1991). 
題目「プロセッサ競合方式による並列配線処理~引き剥し処理による品質改善"-'J ， 
佐野雅彦，高橋義造，並列処理シンポジウムJSPP'93論文集， pp. 331-338 (1993). 
題目「プロセッサ競合方式による並列自動配線~品質改善の試み"-'J ， 
佐野雅彦，高橋義造， DAシンポジウム論文集， pp. 181-184 (1993) 
題目「並列化を考慮した多端子配線問題の部分引き剥し再配線処理J， 








圭己込問 文 内 ，谷.，で・ 要 ヒ目二d
任二言
















































号|氏 名|佐野 雅彦報告番号|乙工第 42 
工修
主査 高橋義造






















































































2 .4 . 2 . 1 SIMD型並列計算機
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2.2.2 経路探索法
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o PE -Communication channel 
図2-2 6 Coral-68Kの構成





















































































































































































































































































































































































からスレーブにコピーされる参照時コピー方式 (copyon reference) とネットデー





































































o PE -Communication channel 
図3-1 0 Coral-68Kの構成
(4)処理結果の評価
データベースの更新 ( ， )プロセッサ開通信
Coral-68Kでは2進木の節にPEが存在し，プロセッサ開通信は最も単純な通信方式























MPUにMC68000 (10~任Iz) を採用し， 63台のプロセッサエレメント(以下PE)を図
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*=== スレーブにおける通信アルゴリズム
SendReceiveSlave( sbuf， rbuf) { 
Disablelnteffilpt(LEFf_DIR : RIGHT_DIR); 
InteffilptTo U pperProcessorO; 
SendToUpperProcessort(sbuf); 
Receiv eFrom U pper Processor(rbuf); 







RelayTransmittion(dir， tmpbuf) { 
Disablelnteffilpt(dir) ; 
InteffilptToUpperProcessorO; .. (2) 
ReceiveFromLowerProcessor(dir， tmpbuf) ; ・ (3) 
SendToUpperProcessort(tmpbuf); ・ (4) 
ReceiveFrom UpperProcessor( tmpbuf); ・ (6) 





ReceiveSendMaster(dir， sbuf， rbuf) { 
Disablelnteffilpt( dir); 
ReceiveFromLowerProcessor(dir， rbuf) ; ・ (4) 
Do_other_process(dir， rbuf) ; ・一 (5) 



















MainLoopOfMaster( dir) { 
Disablelnteffilpt( dir) ; 
ReceiveFromLowerProcessor(dir， rbuf) ; 
switch(rbuf.Instruction) { 
case REQUEST_NEW_DATA: 
sbuf.Instruction = DO_NEW _ROUTING ; 
sbuf.NetData = Get_newdata_from_databaseO ; 
break; 
case REQUEST_EVALUATION: 
if( EvaluateReceivedResult(rbuf) == CONFLICTED ) { 
sbuf.Instruction = DO_RETRY _ROUTING ; 
sbuf.NetData = rbuf.NetData ; 
} else { 
if( All_Netdata_is_done != YES ) { 
sbuf.Instruction = DO_NEW _ROUTING; 
sbuf.NetData = Get_newdata_from_databaseO ; 
} else { 














sbuf.Instruction = REQUEST _NEW _DA T A ; 
rbuf = E恥1PTY;





























4ト AverageDistance 10 
ベトAverage Distance 20 































































( 1 )プロセッサ競合モデルの有効性一__._Utilization L I .JI Utilization 
- Tー speed-up凶 io I ぽ一--a-ー Speedup ratio 
0オ~・ I I I L.O O-r・ 1 ・ l ・r""0 
o 20 40 60 #slaves 0 20 40 60 #slaves 





6 100 6 100 
ある程度の全体コピー方式を用いてプロセッサ開通信の頻度を抑えることにより，




































? 。 』 ? ?
o 1000 2000 3000 #nets 0 1000 2000 3000 #nets 
Number of Nets : 3，000 ，Average distance : 10 Number of Nets : 3，000 ，Average distance : 20 




一一寸?ーー routing rate 
_ー__._ーー rerouting rate 
50 jII" I I ・ 1 ・，・ o 50~ ・ 1
o 20 40 60 #slaves O 20 40 60 #slaves 













































































































































































































































0凶yone processor can be in Master mode. 





































































operation = REQUEST _DA T A ; 
whi1e(status != COMPUTING_DONE) { 
GetRightOtMaster(pid) ; 
Do_mastaer_mode(key， pid， status， databuf， rbuf) ; 
ReleaseRightOfMaster(pid， key) ; 
Do_slave_mode(key， pid， status， databuf， rbuf); 
Do_master_mode(key， pid， status， databuf， rbuf) { 
switch( sta知s) { 
case REQUEST_DATA: 
databuf = Get_newdata_from_databaseO; 
break; 
case REQUEST_EVALUATION: 
if( EvaluateWiredResult( rbuf) == CONFLICTED ) { 
status = DO_RETRY _ROUTING ; 
} else { 
databuf = Get_samedata_from_databaseO; 
break; 
if( All_Netdata_Is_done != YES ) { 
status = DO_NEW _ROUTING; 
databuf = Get_newdata_from_databaseO; 
} else { 
status = COMPUTING DONE: 
UpDataDatabase( rbuf) ; 
break ; 
Do_slave_ffiode( key， pid， status， databuf， rbuf) { 
if( status != COMPUTING_DONE ) { 
lnitia1izeLocalDataO ; 
SearchPathO ; 
WriteResultToBuffer( rbuf) ; 





















































a ・1 eJ 一一ー -ー Utilization _..ー-Utilization l . I 
一十一 S附 dup附 or _ 1 一← Speedup ratio 
01 ・ 1 ・ 1 ・ 4 ・t-50 01 ・ 2 ・ E ・ I ・ r50 
o 2 4 6 8 #Slave 0 2 4 6 8 #Slave 

























































801 二， 1 ， " I ・t-0.0 801 - 子・ 1 ・ I .t-0.0 
4 6 8#Slave O 2. 4 6 8 #Slave 







c ・dコ。、司‘3 0: 
一ー 『ー・- Rerouting rate 
4 で4一で R恥O1tU川i
o 1000 2000 3000 #net 
Number of Net岱s:3，0∞O0， Average distan仁e:20， 
Number of slaves : 7 


















































501 ・干・‘J ・弓，_0.000 
o 1000 2000 3000 #net 
Number of Nets : 3，000 ，Average distance : 10， 





















































































一一ー，ーー Shared (TOP-1) 
一---(トー Distributd (CoraI68K) 一--D一一 Distributed (Cora1681く)
80 
0 
。。 2 3 4 5 6 7 
#Slave 




計算機名 PEの性能 通信速度 経路当た
P(通EB信/当se性たcj能台り)の
PのE通性信能性当能たり(MIPS) 
(Bjsec) りのPE数 ( BjsecjMIPS ) 
Coral-68K 0.8 2M 2恥f 2.5M 






















81 一. 一一 Shared (TOP-l) 




0 6 7 
#Slave 




























































，----- Routing rate Computing time 
170 sec 
Coral-68K 83.5 % (62s1aves) 
Sun 3/260 
95.5 % 3，042 sec CADNETIX 
表3-3 実際のプリント基板のネットデータを用いた比較
Net 
.___ Cora168K Sun 3/260 
Our orOQTam CADNETIX 
2460 real net Comutpmug tirnag te HInt 1，300 sec 25，200 sec 
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一一惨 Step i 






















s = ~ ~s _ + 0.5とした.

















選択確率Ps(i)= P(i) / Psを求め，これに比例した確率で選択する方法である.実際
には，区間 [0，Ps)の一様乱数rを発生させ， 2:P(i-l)壬r<2:p(i)を満たすiを







Z Pr(2) r L Pr(3) 
1， I ????
並列処理の種類 ネット聞の 配線順序方式 矛盾解消方法並列性の抽出
本方式 複数経路 詳細目線時 異順方式 継続，経路改善
タイムワープ方式 複数経路，経路探索 詳細菌E線時 同1目方式 口-)レパック，再計算
RP 経路探索 異順方式 継続，経路改善
PROTON 複数経路，経路探索 詳細配線前 同1頂方式
注)表中の複数経路，経路探索はそれぞれ複数経路の並列処理，経路探索の並列処理を意味する.
No.O NO.6 























































項目 データ 1 データ 2
ネット数 9 0 121 
端子数 180 242 
理想総配線長 3 1 2 3 3 290 
理想、平均長 34.7 2 7.2 
分散 323 264 
最長経路長 9 8 9 2 






































#Iterations x 103 Computation time x 1cr
。∞




1 4 8 16 32 #Slav回
Ripup iteration Computation time 
o Data 1 -Random selectlon ロData1 -Random selection ・Data2 ・.Welghted selection ・Data2 -_. Weighted selection 
(a)引き剥し回数及び総処理時間とスレーブ数の関係
Speedup of total computation Speedup per net 
1 4 8 16 32 #SJaves 
Speedup of total computatlon Speedup per net 



















#Total vias 図4-1 0 Coral-68Kによる実験結果
98 
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9 0本に対して 9%程度に相当する.データ2ではネッ ト数 121本に対して，速

































































































































Steiner Tree (R S T)問題として知られているが，経路探索を必要とする配線問題
では最適解を求めることは難しく， 一般的には近似解が用いられる[7][49，50].

















































































































































































































の重なる部分の長さとすると， s = ~ ~s ~ + 0.5とした.










































































データ名 端子数 ネット数 平均端子数
Data-l 170 51 3.33 
Data-2 128 38 3.37 
Data-3 191 41 4.66 
Data-4 160 41 3.90 
Data-5 179 29 6.17 
5.5.3 実験・評価









データ名 平均端子数 平均探索回数平均探索時間平均探索面積 平均探索回数平均探索時間平均探索面積
Data-l 3.33 2.37 1.48 31240.52 1.67 1.85 47373.72 
Data-2 3.37 2.54 1.18 30740.64 1.71 1.90 44938.55 
Data-3 4.66 3.74 1.08 22308.30 1.78 1.90 45694.74 























98.49% 95.57% 96.70% I 0.94 
99.26% 97.32% 94.00% I 0.97 
100.62% 102.25% 97.09% I 1.03 
100.82% 100.79% 96.97% I 1.02 







































































































































































プロセッサA コ - E プロセッサB






1 : 図 (b)探索処理の分割によ
側関ι圃圃圃ぬよ1.:.: り，右側は別のプロセッ
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