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Liu and Gerlach (2011), and Xia et al. (2012) . Chen et al. (2011) developed an efficient way to select a subset from a general family of TARMA models, but they did not give any discussion about the threshold nonlinear test. Meanwhile, fundamental theory about TARMA models, such as identifying the threshold and delay values, estimating the parameters, and testing the threshold nonlinearity, needs to be developed further.
The aim of this paper is to propose a Bayesian test for the threshold nonlinearity of TARMA models. Firstly, Bayesian estimation of the threshold value and other parameters of TARMA models is investigated. Chen and Lee (1995) and Sáfadi and Morettin (2000) adopted the MCMC technique and used the arranged autoregression approach to estimate the threshold and delay values as well as the coefficients simultaneously. Basing on their work, we combine Gibbs sampler and Metropolis-Hastings algorithm to give a Bayesian analysis of two-regime TARMA models.
We do not need to employ the arranged autoregression. Secondly, to avoid analytical difficulty and complicated computation, Xia et al. (2010) applied the RJMCMC method (Green, 1995) for testing TMA models, but they only constructed kernels by not including the variance parameter. We know that the variance parameter, especially different variance in each regime, is a very important characteristic for the TARMA models to be identified. Thus, we add the variance parameter into the kernels by using the reversible-jump MCMC method for testing TARMA models. It is demonstrated that the reversible-jump method is easy to implement and fits well within our framework of Bayesian procedure. Finally, since the order of each regime is also important to TARMA models, we will try to combine the reversible-jump MCMC method and AIC or BIC to determine whether the threshold nonlinearity is significant. Throughout the paper, we denote the transpose of a matrix A by A ′ .
2 Threshold ARMA and Its Bayesian Inference
TARMA Model
A time series {Y t , t = 1, 2, ...} is said to follow a TARMA(2; p 1 , q 1 , p 2 , q 2 , d) model with two regimes if it satisfies the following equation
k ξ (2) t−k + ξ 
Bayesian Inference
Suppose we have a sample
Given the first h − 1 observations and ξ where I is the indicator function, and
h+1 , ..., ξ
1 , ..., φ
1 , ..., θ
and we can rewrite (2.2.1) as
where
t , t ≥ h} recursively as follows where
To carry out the Bayesian inference about the parameters
) model, we need to obtain the marginal distribution by the joint posterior distribution
, which is difficult to be finished and can be replaced by using conditional posterior distributions in a MCMC process. Therefore, we need to choose priors to derive the conditional posterior distribution for the unknown parameters. Using Bayesian techniques, we derive the conditional posterior distributions of
based on the above priors as follows.
(1) The conditional posterior probability function of Φ i is
(3) The conditional posterior probability function of r is
• I(a < r < b). (4) The conditional posterior probability function of d is a multinomial distribution with proba-
where d = 1, 2, ..., d 0 .
Sampling Scheme
From the previous section, we see that the conditional densities for σ . The algorithm for drawing Φ i is described below.
Step 1: At iteration j, generate a point Φ i from the random walk kernel
is the ( j − 1)th iterate for Φ i .
Step 2:
i with probability
We usually select Σ * Φ i to be a diagonal matrix, whose elements are tuned by monitoring the acceptance rate between 0.25 and 0.75. Denote the target density in (2.2.5) by f 2 (•). The algorithm for drawing r is described as follows.
• At iteration j, generate a point r from the random walk kernel
where r [ j−1] is the ( j − 1)th iterate of r.
• Accept r as r [ j] with probability
In summary, we use the following iterative sampling scheme to construct the desired posterior sample:
(1) Draw Φ i using the random walk Metropolis-Hastings algorithm from the conditional poste-
(2) Draw σ 
Selecting Model by RJMCMC
The main goal of our study is to test for the threshold nonlinearity of TARMA models. The testing problem will be transferred to a Bayesian model-selection problem. To do this, we need to calculate We consider the jump from M 1 with parameter Φ (1) to M 2 with parameter Φ (2) . Here Φ
consists of a set of ARMA parameters, and
and r in TARMA model. Generally speaking, Φ (1) and Φ (2) have different dimensions. To jump from M 1 to M 2 , we construct two variables U (1) and U (2) to form a bijection between (Φ (1) , U (1) ) and (Φ (2) , U (2) ), that is, an one-to-one bijective transformation which links (Φ (2) , U (2) ) with (Φ (1) , U (1) ). This transformation ensures the necessary condition that the dimensions of (Φ (1) , U (1) ) and (Φ (2) , U (2) ) are the same, i.e.,
). Then, we accept the jump with probability min{1, p}, where
and P(M i ) is the prior probability, i = 1, 2. Denote the probability of the jump from M i to M j by
The last part in (3.1) is the Jacobian of the transformation. We can implement the jump from M 2 to M 1 in the reversed way by simulating U (2) from a kernel Q 2 (U (2) |Φ (2) ) and determining
|Φ (1) ) to calculate the acceptance probability min{1, p −1 }. 
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, which implies a Jacobian
to allow a jump in each MCMC iteration, and P(M 1 ) = P(M 2 ) = 0.5 to reflect prior model ignorance. In this case, we can simplify the acceptance probability of reversible jump in
with the kernels Q 1 and Q 2 being independent of Φ (1) and Φ (2) , respectively.
It is important to choose appropriate kernels Q 1 and Q 2 to apply the RJMCMC successfully.
To do this, firstly, the Gibbs sampler combining with random walk M-H algorithm in the subsec-
′ to be the product of the above four Gaussian kernels, i.e., Q 1 (U (1) 
. For the simulation of u (2) , which is the parameters Φ (1) = (Φ ′ ,σ 2 ) ′ in ARMA model, we use the same method as described in the previous section to construct N(µΦ, ΣΦ) and N(µσ2, Σσ2)I(σ 2 > 0) from the first M iterates ofΦ andσ 2 . We then choose Q 2 (u (2) ) ∼ N(µΦ, ΣΦ) N(µσ2, Σσ2)I(σ 2 > 0) as the kernel for
′ . In summary, the jumping scheme is as follows.
• From ARMA(M 1 ) to TARMA (M 2 ):
and accept the jump with probability min{1, p}.
(2) If accepted, update Φ (2) . Otherwise, update Φ (1) .
• From TARMA(M 2 ) to ARMA (M 1 ):
, and accept the jump with probability min{1, p −1 }.
(2) If accepted, update Φ (1) . Otherwise, update Φ (2) . 
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Modeling TARMA Models
Based on the results of RJMCMC method, we propose a procedure for building a TARMA model, as long as its threshold nonlinearity is significant. We hope that the potential of TARMA models can be exploited by this procedure in simulation and application, which consists of several steps and is described as follows.
Step 1. Select the appropriate AR order p and MA order q for ARMA models by AIC or BIC.
Step 2. For given p and q, use the sampling scheme as described in Subsection 2.3 to construct the Gaussian kernels (N(µΦ, ΣΦ), N(µσ2, Σσ2)I(σ 2 > 0)) for ARMA model.
Step 3. For given p and q, use the sampling scheme as described in Subsection 2.3 to construct the Gaussian kernels (N(µ 
where L is the likelihood value for the model in (2.1.1), n is the "effective number of observations" and k is the number of independent parameters of the models.
Simulation Experiments and a Real Data Example
In this section, we first present simulation results to show the effectiveness of our MCMC sampling scheme, model selection method and the procedure for modeling TARMA models, and then apply our method to a real data set. 
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Simulation Experiments
We set M = 8000 in all experiments, and apply the sampler scheme to draw all parameters and to form the means and the normal kernels by discarding the first 5000 iterations. We then perform 8000 iterations for posterior inference and model selection. The hyper-parameters are (0.1, . .., 0.1) p+q , i = 1, 2, and furthermore we choose α = 2.5, β = 1.6, d 0 = 3, a = p 10 , b = p 90 , where p and q is the most AR and MA order of TARMA model respectively, p k denotes the kth percentile of the data.
The RJMCMC scheme in testing the significance of threshold nonlinearity will be studied firstly. The null is the ARMA(1, 1) model with constant term φ 0 = 0, and the alternative is the TARMA(2; 1, 1, 1, 1, 1) model with constant terms φ To make some discussion about the power of the proposed Bayesian test and the effectiveness of our MCMC sampling scheme, we continue to study the above models with the same prior setting as the generated examples before based on 500 samples each with size 300. The rate of correct selections of TARMA models (rate) and Bayesian estimates of the above six models are shown in Table 2 . From Table 2 , our results in this simulation study are fine. Based on 500 samples each with size 300, the estimates of the coefficients are approximately unbiased, and the power of correct selections of TARMA models increases when the alternative departs from the linear ARMA model.
For the check of convergence of our algorithm, we will use the visual inspection of CUMSUM statistics (Yu and Mykland, 1994) defined by where µ θ and σ θ are the empirical mean and standard deviation of the 500 draws. Figure 1 shows that our algorithm is almost convergent for the model 2 in some sense. Meanwhile, the histogram of all parameters are nearly symmetric form the Figure 2 .
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To illustrate the usefulness of our procedure for building a TARMA model a bit further, we conduct an preliminary investigation about the following two TARMA models. Here, we also generate 400 points of y with y 0 = 0 and discard the first 100 observations as data set for each realization, and then carry out MCMC iterations for them.
• Model 7: T ARMA(2; 1, 1, 1, 1, 1)
(5.1)
For the data simulated from model 7, we choose (p, q) = (2, 2) for ARMA model by AIC or BIC, and then we investigate the four cases of RJMCMC scheme testing by decreasing the order (p, q) and obtain the corresponding results recorded in Table 3 For model 8, this is an special example, we hope our MCMC algorithm to be useful to it by identifying as TARMA(2; 2, 1, 3, 1, 2) model with φ 
1 and φ
3 has slightly bias, the other estimates are close to the true parameters, especially the φ The visual inspection of CUMSUM statistics are also used to check the convergence of our algorithm to r of model 7 and 8, depicted in Figure 5 , which indicates that our MCMC algorithm has been almost convergent in some sense.
The above simulation analysis shows that our MCMC sampling methods can perform well in providing posterior samplers for statistical inference for TARMA models. Therefore, it should be useful in practice.
Remark 4.
The maximum of AR and MA order is prescribed to 3 in all above simulations. In addition, the order p and q can be also chosen starting from the low order.
Some Real Data Examples
To make a supplement for our MCMC sampling method, we consider a data set in an application: the exchange rate of Japanese Yen v.s. USA dollar. Similar to Chen and Lee (1995) and Xia et al. We take the order (p, q) = (1, 1) for ARMA model by AIC and BIC, i.e., employ ARMA (1, 1) and TARMA(2; 1, 1, 1, 1, d) models to fit the data {y 2 , y 3 , ..., y 360 }. The estimate of the posterior probability identifying the TARMA model is 0.7813, which suggests that the threshold nonlinearity is significant. According to our procedure for modeling TARMA model, we should refine the order (p, q) by AIC or BIC and MCMC sampler. Table 5 lists the values of AIC and BIC, which illustrate that (p, q) = (1, 1) is best choice for TARMA model. For illustrative purposes, we obtain estimated model (4.1) with the standard errors in the square brackets. From model (4.1), we can see that the estimates of threshold and delay parameters are r = 3.7197 and d = 3 respectively. Figure 4 displays the trace plot for all MCMC iterations of r and the histogram of r for TARMA model.
We see that the trace plot of r is stationary gradually, and after 5000 MCMC iterations it is almost stationary. The histogram of r also shows that its distribution is symmetric in some sense. 
Conclusion
In this paper, we develop a Bayesian testing scheme for threshold nonlinearity of two-regime TARMA models. Firstly, combining Gibbs sampler and Metropolis-Hastings algorithm, we propose a Bayesian method to analysis the TARMA models. And then, with these Bayesian estiamtes,
we use a RJMCMC algorithm to select model between a ARMA model and a TARMA model by constructing the Normal kernels. The main idea is to compute the posterior probabilities of competitive models, hence, our procedure can avoid some analytical difficulty and complicated computation, therefore, it is simple to implement and requires no subjective specification of threshold and delay values. This is the main advantage of our Bayesian approach. Finally, based on RJMCMC scheme and AIC or BIC, we give the procedure for modeling TARMA models. Simulation results 
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and a real data example show that our approach can perform good. However, this work is only limited to two-regime case without considering the heteroscedastic model. In the further research, the heteroscedasticity can be added as an extension of our work. Table 2 . The rate of correct selections of TARMA models and Bayesian estimates based on 500 samples model rate φ 
