We evaluate the statistical significance of the DAMA/LIBRA claims for annual modulation using three independent model comparison techniques, viz frequentist, information theory, and Bayesian analysis. We fit the data from the DAMA/LIBRA experiment to both cosine and a constant model, and carry out model comparison by choosing the constant model as the null hypothesis. For the frequentist test, we invoke Wilk's theorem and calculate the significance using ∆χ 2 between the two models. For information theoretical tests , we calculate the difference in Akaike Information Criterion (AIC) and Bayesian Information criterion (BIC) between the two models. Finally, we compare the two models in a Bayesian context by calculating the Bayes factor. This is the first proof of principles application of AIC, BIC as well as Bayes factor to the DAMA data and can be easily extended to the results from other direct detection experiments looking for annual modulation.
I. INTRODUCTION
The dark matter problem [1, 2] is one of the most important vexing problems in astrophysics eluding a solution, ever since its existence was first pointed out 80-90 years ago by Oort and Zwicky [3] . The current concordance model of cosmology indicates that about 27% of universe contains cold dark matter [4] . It has been known since the 1970s that any elementary particle, which is a thermal relic from the Big-Bang and with electroweak scale interactions with ordinary matter satisfies all the properties needed for a cold dark matter candidate, such as the correct relic abundance, non-relativistic velocities at the time of decoupling, etc [5] . Therefore, such weakly interacting massive particles (hereafter, WIMPs) are the most favored dark matter candidates.
A whole slew of experiments and detection methods have been employed to experimentally detect WIMPs and measure its properties [6] . These include direct production of WIMPs at collider experiments, indirect signatures of WIMP annihilation products in cosmic rays, neutrinos, or photons, and direct detection of dark matter in underground cryogenic experiments. At the time of writing, there is no incontrovertible evidence for any smoking-gun signatures of WIMP annihilation or direct production of WIMPs (see Refs. [7] [8] [9] [10] and references therein for most recent updates.)
Among the plethora of direct dark matter detection experiments, only one experiment (viz. the DAMA experiment in Gran Sasso) has argued for the detection of dark matter. The observational signature found by the DAMA collaboration indicative of dark matter, is the detection of annual modulation in their residual count rates, * E-mail:aditi16@iiserb.ac.in † E-mail: adantulu@ucsd.edu ‡ E-mail: shntn05@gmail.com which is based on the superposition of the motion of our Sun moving in our galaxy with respect to the Local Standard of Rest and the Earth's revolution around the Sun. It was pointed out in the 1980s [11, 12] , that because of these motions, any dark matter experiment should detect a peak flux of WIMP-induced interactions around June 2 (when Earth's orbital velocity is in the same direction as that of the Sun with respect to the Galaxy) and a minimum around December 2 (when Earth's orbital velocity is in the opposite direction to that of the Sun). For more than 20 years, DAMA experiment has found such an annual modulation in their residual count rates, which has exactly the above signatures. The first phase of DAMA started in 1995. At the time of the first data release, the evidence was 3σ [13] . The statistical significance of this annual modulation has steadily increased with accumulated data taking, during the different phases of the DAMA experiment [14] [15] [16] [17] [18] . At the end of the first phase of the DAMA experiment (called DAMA/NaI), the statistical significance had increased to 6.3σ [14] . In the latest data release from phase 2 of the upgraded DAMA/LIBRA experiment (where the energy threshold has been lowered), the net statistical significance in the 2-6 keV energy bin, after combining data from all the phases of the experiment is 12.9σ and greater than 8σ in other energy intervals [18] . One problem with the dark matter interpretation of the above claim is that this signal has not been confirmed by any other direct detection experiment, and the entire allowed region enclosing the WIMP mass and cross-section (inferred from the DAMA annual modulation), has been ruled out by a number of other direct dark matter detection experiments [19] [20] [21] [22] . See for example Ref. [23] [24] [25] for a recent review of all direct dark matter searches. Although a number of particle physics, nuclear physics, and astrophysics explanations have been concocted to reconcile the incompatibility of DAMA results with other experiments (eg. [26] and references therein), none of them can satisfactorily explain all the DAMA observa-tions. However, until recently none of the other direct detection dark matter experiments had used the same target as DAMA (NaI) or were sensitive to the same annual modulation signature found in DAMA; but this has been recently rectified. In 2019, two experiments ANAIS-112 and COSINE-100, which both use NaI(Tl) as the detector target released their first results. The ANAIS-112 experiment located in the Canfranc Underground Laboratory in Spain released results from modulation analysis of 1.5 years of data from 157.55 kg years exposure [27] . The COSINE-100 experiment [28] located in the Yangyang underground laboratory in South Korea released their first results using 1.7 years of data with a total exposure of 97.7 kg years. This will also be tested by other experiments, such as DM-Ice17 [29] , KIMS [30] , and SABRE [31] .
The DAMA collaboration has calculated the statistical significance of the annual modulation claim using the frequentist test, by comparing the difference in χ 2 between the null hypothesis and the sinusoidal model [18] . Although a few other groups have done an independent statistical analysis of DAMA data [32] [33] [34] [35] , a model comparison analysis of the DAMA annual modulation claims using Bayesian or information theory methods has not been done. It is important to test the robustness of the claim using independent model comparison techniques. Such model comparison techniques are now routinely used in Cosmology to weigh the evidence for ΛCDM model versus alternatives [36] [37] [38] [39] [40] . This is the main goal of this work. The techniques used in this work can be easily applied to evaluate the significance of annual modulation claims of other experiments, some of which have already produced preliminary results.
The outline of this paper is as follows. In Sect. II, we provide an abridged summary of model comparison techniques. The summary of DAMA results in their latest data release paper can be found in Sect. III. Our analysis and results are described in Sect. IV. We conclude in Sect. V.
II. INTRODUCTION TO MODEL COMPARISON TECHNIQUES
In recent years a large number of both Bayesian, frequentist, and information theory based model comparison techniques (originally developed by the statistics community) have been applied to a variety of problems in astrophysics and cosmology involving hypothesis testing or comparing which of two models is favored and quantifying its statistical significance. For our purpose, we shall employ all the available techniques at our disposal to address the significance of the DAMA annual modulation claim. We briefly recap these techniques below. More details on each of these tests can be found in various reviews [36, 37, 40, 41] , and proof of principles applications of some of these techniques to problems in astrophysics and cosmology can be found in Refs. [38, [42] [43] [44] [45] [46] [47] .
• Frequentist Test: This method for model comparison is sometimes also known as the Likelihood ratio test [40] . The first step in this, involves parameter estimation for a given hypothesis, usually by minimizing the χ 2 functional between the data and model. Then, based on the best-fit χ 2 between a given model and data and from the degrees of freedom, one calculates the goodness of fit for each model, given by the χ 2 probability distribution function [48] . This allows one to penalize models with complexity.
The best-fit model between the two is the one with the larger value of χ 2 goodness of fit. If the two models are nested, then from Wilk's theorem [49] , the difference in χ 2 between the two models satisfies a χ 2 distribution with degrees of freedom equal to the difference in the number of free parameters for the two hypotheses [40, 41] . Therefore, the χ 2 c.d.f. can be used to quantify the p-value of a given hypothesis. From the p-value, one usually calculates a Z-score or number of sigmas, which is the number of standard deviations that a Gaussian variable would fluctuate in one direction to give the corresponding p-value [46, 50] . This test has been used for a variety of applications in astrophysics and cosmology [42, 44, 46, 51] . We note that the DAMA collaboration also uses this test in their data release papers to assess the significance of their annual modulation claim.
• Akaike Information Criterion:
The Akaike Information Criterion (AIC) is used to penalize for any free parameters to avoid overfitting. AIC is an approximate minimization of Kullback-Leibler information entropy, which estimates the distance between two probability distributions [37] and is given by:
where N is the total number of data points, p is the number of free parameters, and L is the likelihood. A preferred model in this test is the one with the smaller value of AIC between the two hypothesis. There is no formal method to evaluate the p-value from difference in AIC between the two models [56] and usually qualitative strength of evidence rules are used [38] to estimate the relative significance of the favored model.
• Bayesian Information Criterion: The Bayesian Inference Criterion (BIC) is also used for penalizing the use of extra parameters and is an approximation to the Bayes factor. It is given by [36] :
where all the parameters have the same interpretation as in Eq. 1. Similar to AIC, the model with the smaller value of BIC is the preferred model. The significance is estimated qualitatively in the same way as for AIC.
Besides AIC and BIC, other information criterion based tests such as Takeuchi information criterion and Deviance information criterion [37] have also been proposed. But their computation as well as interpretation is not straightforward, and hence we do not implement them in this work.
• Bayesian Model Selection: Apart from the information theory-based techniques such as AIC and BIC, Bayesian model comparison techniques [39] have also been extensively used for model comparison in astrophysics and cosmology [39, 42, 43, 52] . The key quantity, which needs to be computed to compare two models (M 1 and M 2 ) is the Bayesian odds ratio, given by:
where P (M 2 |D) is the posterior probability for M 2 given data D, and similarly for P (M 1 |D). The posterior probability for a general model M is given by
where P (M ) is the prior probability for the model M , P (D) is the probability for the data D and P (D|M ) is the marginal likelihood or Bayesian evidence for model M and it quantifies the probability that the data D would be observed if the model M were the correct model. P (D|M ) is given by:
where θ is a vector of parameters, which parametrizes the model M . If the prior probabilities of the two models are equal, the odds ratio can be written as:
The quantity B 21 in Eq. 6 is known as Bayes factor. We shall compute this quantity in order to obtain a Bayesian estimate of the statistical significance.
Unlike the frequentist model-comparison technique, there is no quantitative way to rank between two models. However, similar to AIC and BIC, a qualitative criterion based on Jeffreys scale is used to interpret the odds ratio or Bayes factor [39, 48] . A value of > 10 represents strong evidence in favor of M 2 , and a value of > 100 represents decisive evidence [39, 48] .
III. SUMMARY OF DAMA/LIBRA PHASE2 RESULTS
Here, we provide a succinct summary of the key results in the latest data release paper from DAMA/LIBRA [18] , which we later try to reproduce. For more details, the reader can consult Ref. [18] .
The total data presented in Ref.
[18] for 1-3 keV and 1-6 keV corresponds to six annual cycles of the DAMA/LIBRA phase II, with a total exposure of 1.13 ton year. The data in the 2-6 keV energy bin corresponds to the DAMA/LIBRA phase II data combined with data from DAMA/NaI and DAMA/LIBRA phase I (collected over 14 annual cycles), with a total exposure of 2.46 ton year. In previous DAMA papers [14] [15] [16] [17] containing a combination of data from phase I of DAMA/LIBRA experiment as well as DAMA/NaI, single hit rates were also presented in the 2-4 keV, 2-5 keV, and 2-6 keV energy intervals.
The DAMA Collaboration looks for an annual modulation signature indicative of a dark matter signal, which must satisfy some basic characteristic such as a period of one year, a phase peaked roughly around June 2nd, occurring only in single-hit events, and the modulation amplitude having at most 7% of the DC amplitude [18] . The single-hit residual rates in DAMA/LIBRA phase 2 have been fit to the following cosine function
where ω = 2π T corresponding to period T . Their bestfit values are given by T ∼ 1 year, t 0 ∼ 152.5 days (at around June 2), and A ∼ 0.01 cpd/kg/keV. The reduced χ 2 for all the fits are close to 1 and can be found in Table  1 of Ref. [18] . The statistical significance of this annual modulation corresponds to a Z-score of 8.0σ, 9.6σ, and 8.7σ in 1-3 keV, 1-6 keV, and 2-6 keV energy intervals respectively. When the 2-6 keV data is combined with data from DAMA/NaI and phase 1 of DAMA/LIBRA, the significance gets enhanced to 12.9σ. In the 2012 data release from DAMA/LIBRA, the significance of annual modulation in 2-4 and 2-5 keV intervals was 7.6σ.
IV. ANALYSIS AND RESULTS
For our analysis, the data and the associated errors in the plots (from Ref. [18] ) in each energy interval has been digitized [57] . The published data consists of single-hit residual rates in three different energy intervals. Each data point consists of experimental errors (presumably both statistical and systematic) in the residual rates, as well as the associated time widths as errors in the independent variable. The abscissa values range from 6200 to 8300 days for 1-3 and 1-6 keV energy intervals and from 3000 to 8300 days for 2-6 keV interval(cf. Figs. 2 and 3 in Ref. [18] )
In order to independently evaluate the significance of the apparent annual modulation present in the signal, we use both a constant function, given by
and the cosine model in Eqn. 7 as two different models, and compare the best fits for both of them. Initially, we estimate the best-fit parameters for both these hypotheses. This is the first step for model comparison. The constant function is then considered as the null hypothesis and model comparison is carried out accordingly.
A. Parameter Estimation
The first step in model comparison involves estimating the best-fit parameters of a given model. For this purpose, we construct a χ 2 function between the data and a given model. We also include the errors in the time bin. Although, no details of the χ 2 functional used for minimization is provided in Ref. [18] or in earlier papers, most likely their χ 2 does not include the errors in the abscissa. To incorporate the error in the independent time variable, we follow the method of Ref. [53] and the total error (σ t ) is given by:
where σ H is the error in residual rate (obtained by digitization of the relevant plots in Ref. [18] ), σ x is the error in time variable and ∂H ∂x is obtained from Eq. 7. We assume that the error bars provided by DAMA/LIBRA collaboration are robust and all systematic terms have been included, and we don't need to fit for unknown systematic error terms (for eg. Ref [51] in the context of periodicity in measurements of Newton's constant). We also assume that the amplitude A in Eqn. 7 does not vary with time. Time-dependence of A is explored in Ref. [33] . The χ 2 functional is then given by:
where H(x) is defined in Eq. 7 and y i denote the residual single-hit DAMA rates in each time bin i. For finding the minimum value of χ 2 , we have kept free all the three parameters of the cosine function.
For each of the given sets of data in the 2-4, 2-5, 2-6, 1-6, 2-6 keV range, the data is fit to both the hypotheses by minimizing the χ 2 in Eq. 10 to obtain the best-fit parameters. The parameters obtained for all the energy ranges are displayed in Table I for the cosine and also the constant models. The values of parameters obtained for the cosine model, H 1 (x) more or less agree with those found in Ref. [18] as those obtained by the DAMA collaboration. Fig. 1 presents the best fit constant value as obtained for H 0 (x) for each energy range, along with the best fit cosine waves obtained, in comparison to the cosine wave with the best fit parameters presented by the DAMA collaboration [17] .
From the figures, we see that the cosine model appears to fit the data very well for all the five sets of data. To quantify this goodness of fit, we calculate the value of χ 2 /DOF, and additionally the value of χ 2 probability as defined in Section II, hereafter denoted as GOF for goodness of fit. It is expected that for reasonably good fits, the value of χ 2 /DOF will be close to 1. The values of χ 2 /DOF and GOF are indicated in Table II . We see that the values of χ 2 /DOF are much closer to 1 for the cosine model than for the constant model. Additionally, the GOF values for the cosine model are of the order of 10 −2 , whereas for the constant model the values are in the order of 10 −6 . Thus, we can reasonably conclude that the cosine model provides a better fit to the data. Further, the time period of the observed fit is very close to 1 year, and the phase offset, t 0 is comparable to the required 152.5 days. Thus, the frequentist test strongly supports annual modulation.
B. Frequentist Model Comparison
As noted in Sect. II, it is possible to take advantage of the fact that the constant model is nested within the cosine model (when A = 0), and apply Wilk's theorem to evaluate the statistical significance of the cosine model in comparison to the null hypothesis. Thus, the difference in χ 2 between the constant and the cosine models follows a χ 2 distribution with DOF = 2 [40, 41] . From the distributions obtained, we calculate the p-value of the cosine model for each set of data separately, from the cumulative distribution of the χ 2 functional. The p-values obtained are depicted alongside the difference in χ 2 values in Table III. The p-value can be interpreted as the probability that we would see data that favours the cosine model by chance, given that the null hypothesis is true. Thus, the low values of the p-value indicate that the cosine model should be favored over the constant model. For each of the energy ranges, the corresponding significance (or Z− score) is calculated [46, 50] . Its value is given alongside the p-value. These can be found in Table III . We note that the significance values are comparable (within ±1σ) to the values indicated in the DAMA/LIBRA findings, presented in Refs. [17, 18] .
C. Information Criteria
Subsequently, we proceed to calculate the difference in AIC and BIC values between the null hypothesis and the cosine model, where the values are calculated using Eqns. 1 and 2. In general, the model with the smaller AIC and BIC values is preferred. The ∆AIC and ∆BIC values can be found in Table III , where the cosine model has the smaller value. From the difference in AIC and BIC values, we evaluate the significance using the qualitative
The DAMA data points (red) in each energy range, namely 2-4 keV, 2-5 keV, 1-3 keV, 1-6 keV, and 2-6 keV, are overlaid with both the corresponding calculated fits of H1(x) (Eq. 7) to the data, as well as the fits the DAMA/LIBRA collaboration calculated, as depicted in the first set of values in Table 1 of Ref. [18] . The sinusoidal fit calculated by this work is depicted in purple while that calculated by the DAMA/LIBRA collaboration is shown in cyan. The calculated fit for H0(x) is also shown. TABLE II: Summary of best-fit χ 2 per degrees of freedom, GOF (obtained using the χ 2 p.d.f for the cosine and constant model) for the different energy intervals. The corresponding values for these by the DAMA/LIBRA collaboration can be found in Ref. [18] for the 2018 data and in Tables 2 and 3 for the 2012 data in Ref. [17] .
"strength of evidence rules" provided in Ref. [38] . As all the values of ∆AIC and ∆BIC are in the range of 50-100, they provide very strong evidence against the null hypothesis, according to the aforementioned scale.
D. Bayesian Analysis
Finally, we proceed to calculate the Bayesian odds ratio B 21 for the M 2 model in comparison to the M 1 hypothesis. For this purpose, we consider the null hypothesis to be M 1 and the cosine model to be M 2 . Each set of points in a given energy range is separately considered as data D, and B 21 is calculated for each energy range, namely 2-4 keV, 2-5 keV, 1-3 keV, 1-6 keV, and 2-6 keV.
We initially need to calculate the Bayesian evidence for each of the two models. The first step in the calculation of Bayesian evidence is the likelihood of the data, given the model and a set of parameters, and for this purpose we use a Gaussian likelihood
where σ t is the total error defined in Eq. 9, y i denote the DAMA data and H(x) represents the model, which in this case is either the constant or sinusoidal model.
The Bayesian priors chosen are the constant k and the amplitude A uniform over [0,A max ] (where A max is the maximum absolute value of the residual rate in the particular data set in consideration, with the mean of the A max values from the five data sets being 0.0270 cpd/kg/keV), ω uniform over [0,2π/365.25] and the phase ωt 0 uniform over [0,2π] . To calculate the Bayesian evidence for both the hypotheses, we used the Nestle package in Python [58], which uses the nested sampling algorithm [54, 55] .
The Bayes factor is given by the ratio of Bayesian evidence for the cosine and constant model hypothesis. The Bayes factors for different combinations of datasets and energy intervals are summarized in Table III . We interpret the Bayes factor using the Jeffrey's Scale [39] . As the values of Bayes factor are well above 100 for all data sets, we conclude that they provide decisive evidence against the null hypothesis.
V. CONCLUSIONS
The DAMA experiment, which looks for direct detection of dark matter, has found evidence for annual modulation for more than 20 years, with all the right characteristics to be caused by galactic dark matter scattering. In their latest data release paper from phase 2 of their upgraded experiment (called DAMA/LIBRA) [18] , the statistical significance ranges from 8σ and 12.9σ, depending on the energy intervals and durations [18] .
This statistical significance has been evaluated using a frequentist technique, which involves comparing the difference in χ 2 between the null hypothesis and sinusoidal model. From this difference, a p-value can calculated using Wilk's theorem, which is then converted to a Z-score or significance, in terms of number of sigmas.
In this work, we independently assess the DAMA claim for annual modulation using the same frequentist model comparison technique, by including the errors in the independent time-variable. Furthermore, we use model comparison tests from information theory and Bayesian analysis, which are routinely used in Cosmology. For the information theory tests, we used the Akaike Information Criterion and Bayesian Information Criterion to evaluate the significance. From the difference, the significance was evaluated using qualitative strength of evidence rules. For Bayesian model comparison, we calculated the marginal likelihood or Bayesian evidence for both the hypotheses. For this purpose, we assumed uniform priors on all the models. We then calculated the Bayes factor from the ratio of the marginal likelihood and used Jeffrey's scale to evaluate the significance.
A tabular summary of all our model comparison tests can be found in Table III . The Bayesian and information theoretical comparison tests also point to very strong evidence for annual modulation and agree with the frequentist tests. This is the first proof of principles application of information theoretic and Bayesian model comparison techniques to evaluate the annual modulation claim in DAMA. The same technique can be easily applied to other direct detection experiments looking for annual modulation such as COSINE-100, ANAIS-112, DMIce17, SABRE, KIMS, etc.
All our analysis codes and data to reproduce these results are available online at https://github.com/ TABLE III: Summary of model comparison results for the sinusoidal variation to the DAMA data compared to the constant fit as the null hypothesis, using all three model comparison techniques. The first two columns depict the ∆χ 2 value between the constant fit 8 and the cosine model 7 and the p-value obtained using Wilk's theorem. The third column indicates the Z-score. The corresponding Z-scores found by the DAMA collaboration can be found in Table 2 of Ref. [18] for the 2018 data and in Table 4 of Ref. [17] . The next two columns indicate the difference in AIC and BIC between the two models. Finally, the last column shows the Bayes factor between the two models. As we can see, the sinusoidal model is decisively favored over the constant model using all the three techniques.
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