ABSTRACT Multistatic passive radar exploits illuminators of opportunity such as radio or television stations for tracking airborne targets. This paper focuses on broadcast signals in a single frequency network modulated according to the digital audio/video broadcasting (DAB/DVB) standards. The main challenge is that one has to solve the measurement-to-illuminator association ambiguity in addition to the conventional measurement-to-target association ambiguity, which increases data association complexity greatly. In this paper, to solve the additional measurement-to-illuminator data association ambiguity, a novel deterministic annealing probabilistic multi-hypothesis tracker based on the extended Kalman filter is proposed. The proposed algorithm works directly in the original three-dimensional Cartesian space, and can efficiently handle a large number of association hypotheses among the targets, measurements, and illuminators in a natural way, also it is computationally attractive. As the angular measurement is not available or often of extremely poor quality, this paper assumes measurements of bistatic range and range rate and does not process bearing information. The simulation results show that the proposed algorithm works reasonably well in dense clutter environment for multistatic passive radar system. INDEX TERMS Multistatic passive radar, extended Kalman filter, data association, deterministic annealing, probabilistic multi-hypothesis tracker.
I. INTRODUCTION
Target tracking problem is extensively applied on military and civil industries, and has gained more and more attention all over the world. The aim of multistatic passive radar multitarget tracking is to detect and track airborne targets based on reflections from illuminators of opportunity, i.e. illuminators that are not under direct control of the receiver, such as radio or television stations. This is similar with a bistatic radar system, in which transmitters and receivers are not co-located. Compared with the active radar system, no transmitter is needed for the multistatic passive radar system. This work focuses on broadcast signals in a single frequency network (SFN) modulated according to the Digital The associate editor coordinating the review of this manuscript and approving it for publication was Praveen Gunturi.
Audio/Video Broadcasting (DAB/DVB) [1] standards, which are modulated using orthogonal frequency division multiplex (OFDM). This type of signals includes the integrated services digital broadcasting (ISDB) standard [2] and the digital terrestrial multimedia broadcast (DTMB) standard [3] .
Advantages of multistatic passive radar are, among others, no permission for frequency allocations due to the use of illuminators of opportunity, the possibility to hide the receiver, and the low cost in terms of energy, since there is no transmitter and the receiver do not have to service the transmitter [4] - [6] . However, using non-cooperative illuminators for air surveillance raises new challenges for the multitarget tracking algorithm in dense clutter environment. First, angular measurement is not available or often of extremely poor quality, so that only bistatic range (time difference of arrival) and range rate (Doppler shift) measurements are used [7] , [8] .
Second, an additional type of data association uncertainty arises due to the using of single frequency network, i.e. not only is it unknown which measurement belongs to which target, it is also unknown which measurement arise from which illuminator [7] . Due to this measurement-to-target and measurement-to-illuminator association uncertainty, a large number of data association hypotheses have to be considered, even for a few targets [7] .
Some preliminary works on multitarget tracking for multistatic passive radar system in dense clutter environment were proposed by [7] - [11] . In [7] , Choi et al. presented the auxiliary particle filter (APF) and the bootstrap particle filter (BPF) under the probabilistic multi-hypothesis tracker (PMHT) measurement model for a DAB/DVB network in clutter. In [8] , Duan et al. compared likelihood ratio (LR) testing and integer programming (IP) tracking strategies for DAB/DVB-T multistatic passive radar. Orientated on the sequential track extraction approach, the LR method uses a fixed threshold testing to distinguish ghost and targets. Instead, the IP method searches for the best multitarget interpretation of the available measurements in clutter. In [9] , Duan and Koch presented a three stages multihypothesis tracker (MHT) method. The first stage tracks the targets in bistatic range and range rate space using the MHT approach. The second stage generates possible two-dimensional estimate and de-ghosting, and the third stage maintains fused tracks in 3-D Cartesian space. A similar three-step procedure was presented by Hanusa et al. [10] ; however, a posterior distribution illuminator fusion step and a joint probabilistic data association (JPDA)-based tracker were performed in the second and third stage, respectively. A Gaussian mixture probability hypothesis density (GMPHD) approach has recently been presented in the FKIE passive radar data set by Pikora and Ehlers [11] .
Since the PMHT in [12] and [13] is based on the expectation maximization (EM) algorithm, it has disadvantage of convergence to the local maximum of the targets' posterior probability, which may degrade the tracking performance. To encourage this posterior probability convergence to the global maximum, based on the principle of the deterministic annealing (DA) approach, this paper proposes the EKF based DA-PMHT algorithm for multitarget tracking in dense clutter environment suitable for passive radar system. To solve the additional measurement-to-illuminator data association ambiguity, the proposed algorithm defined an association between measurements and illuminators. The key of the new algorithm is that it allows multiple measurements associated to the same target or illuminator, which is differs from the traditional data association approach such as the JPDA, which allows at most one measurement assigned to one target. Furthermore, the DA-PMHT algorithm works directly in the 3-D Cartesian space, which reduces the amount of tuning, also it is computationally attractive. An algorithm initiating a trajectory is not within the scope of this paper. How to initialize the targets state has been discussed in [14] - [19] .
The remainder of this paper is as follows. Section ''Problem description'' describes the system model and measurement model for multistatic passive radar multitarget tracking. The DA-PMHT for unknown illuminator association is provided in section ''DA-PMHT with unknown illuminator association''. Section ''Simulation'' discusses the simulation results. Finally, summary of the paper is presented in the last section.
II. PROBLEM DESCRIPTION
Assume there are S illuminators, M targets and R receivers in the 3-D surveillance region, and the illuminators and receivers may be moving.
A. SYSTEM MODEL Assume the targets' state satisfy the constant velocity (CV) model and the constant acceleration (CA) model in the 3-D Cartesian space [20] . For the CV model, the m th target's loca-
T , where t = 1, 2, · · · , T is time index. For the CA model, the m th target's accelera-
T . The target motion is given by:
in which F = I 3 ⊗F is system state transition matrix , ⊗ is Kronecker product and I 3 is 3-D identity matrix. v m (t) is zero-mean white Gaussian process noise whose covariance matrix is Q m = σ 2 p I 3 ⊗Q, where σ 2 p is system noise intensity.
B. MEASUREMENT MODEL
As shown in Fig. 1 where w r (t) is independent, zero-mean Gaussian measurement noise with covariance matrix R r (t),
where σ 2 r and σ 2 r denote the measurement error variances of the bistatic range and range rate, respectively.
The bistatic range and range rate measurement are given by [21] - [23] 
where f is the illuminator working frequency, and c is the speed of light.
As the standard Kalman filter cannot deal with the nonlinear range rate measurements, this paper restricts the filter to the EKF [24] . The gradient of the nonlinear measurement function h x m , p ill s for CV model in (2) for the EKF can be written as
where the derivatives of the bistatic range and range rate measurements observed by illuminator s are:
where
The derivatives of the bistatic range and range rate measurements for y m and z m are similar to x m .
For the CA model, the gradient of the nonlinear measurement function h x m , p ill s in (2) for the EKF can be written as
Others derivatives of the bistatic range and range rate measurements for CA model are same with the CV model.
III. DA-PMHT WITH UNKNOWN ILLUMINATOR ASSOCIATION
This section derives the EKF based DA-PMHT algorithm for multistatic passive radar multitarget tracking problem with unknown measurement-to-target and measurement-toilluminator association.
A. NOTATION

Consider the following:
R the number of receivers S the number of illuminators M the number of targets at time t N t the number of measurements at time t T the number of time samples X t = {x m (t)} all the targets' state at time t Z t = {z r (t)} available measurements at time t X = {X t } all the targets' state up to time T Z = {Z t } available measurements up to time T
The original PMHT defines k r (t) = m if measurement r assigned to target m [25] . Similarly, we define l r (t) = s if measurement r assigned to illuminator s for the new DA-PMHT. As in [12] and [21] , define the prior probabilities for measurement-to-target and measurement-to-illuminator associations as:
where p (·) represents the probability density function (PDF).
In order to derive the prior probabilities for measurementto-target associations in (9a) and measurement-to-illuminator associations in (9b), we assume that all sensors have the same field of view.
We calculate the prior probabilities for measurement-totarget associations p (k r (t) = m) and prior probabilities for measurement-to-illuminator associations p (l r (t) = s) conditioned on the clutter density λ, the volume of the surveillance region V , and the target detection probability P d . Assume the clutters are uniformly distributed in the surveillance region. The number of clutters follows the Poisson distribution ξ (n) = (λV ) n n! e −λV . Assume that all the targets have the same detection probability P d . If there is one target be tracked we have (the detailed derivation is presented in [25] ):
Since the prior probabilities for measurement-toilluminator associations p (l r (t) = s) is calculated on the same assumption with measurement-to-target associations
The collections of all the measurement-to-target associations and measurement-to-illuminator associations at time t
respectively. The collections of measurement-to-target associations and measurement-to-illuminator associations in the entire tracking time are
B. DA-PMHT ALGORITHM
The DA-PMHT approach is based on the deterministic annealing expectation maximization (DA-EM) algorithm [25] - [27] . In order to get the states of all the targets in dense clutter environment for passive radar system, the DA-PMHT approach maximizes p (X|Z) using the DA-EM method. That means to estimate the maximum a posteriori (MAP) of XX
where E means expectation. The MAP of X in (12) is difficult to evaluate in many cases. The expectation maximization method avoids to calculate this expectation. And it includes two steps: expectation step (E-step) and maximization step (M-step). The E-step is to calculate the expectation function Q X (n+1)
; X (n) , and the M-step maximizes the Q X (n+1)
; X (n) with respect to the variable X, where
in which n is the number of the expectation maximization iteration step. By the definition of conditional expectation, we have
Substituting (14) into (13) we get
The log p (Z) in (15) is a constant, so it can be dropped from (15) . The original PMHT algorithm may converge to the local maximum of targets' posterior probability, which may reduce the tracking performance [12] . In order to reduce dependence on the targets' initial estimate and encourage targets' posterior probability convergence to the global maximum, the DA-PMHT algorithm defines the conditional expectation p K, L|X (n) , Z as follows:
The parameter β in (16) corresponding to the inverse of ''temperature'' in the annealing algorithm, and β must satisfy 0 < β ≤ 1. The term β increases slowly from a low value such as 0 to 1 until convergence is satisfactory. When β = 0, p K, L|X (n) , Z in (16) yields a uniform distribution. When β < 1, the probability density function of p K, L|X (n) , Z in (16) is flatter, which means that the algorithm has less dependence on X (n) . When slowly increasing the parameter β, the effect of p K, L|X (n) , Z is increased. Meanwhile, the target states estimate of X (n) improves. Substituting (16) into (15) , omitting the constant terms log p (Z) and introducing the ''temperature'' term β, the expectation function can be written as:
When β = 1, Q DA X (n+1) ;X (n) in (17) reduces to the original expectation given by (13) and the DA-PMHT algorithm agrees with the PMHT algorithm in [12] , [13] , and [21] . In other words, the solution of maximizing the Q DA X (n+1) ;X (n) is a candidate for the global MAP estimate when β = 1.
This iterative process of slowly increasing β improves the estimate of X (n) . The method of increasing the term β can be carried out as follows [26] , [27] :
For each DA-EM iteration from n = 1 forwards, set β = n/n max , where n max is the maximum number of the DA-EM iterations.
Define the posterior association probability of measurement r being related to target m and illuminator s at time t as:
When measurement r from illuminator s is not clutter, the posterior association probabilities for true targets are in (19) , as shown at the top of this page. Then the expectation function can be written as:
In order to maximize expectation function Q DA X
; X (n) , this work calculates its gradient:
Equation (22) has same gradient witĥ
where the synthetic measurementz m,s (t) and covariancẽ
Here the ''synthetic'' measurementz m,s (t) and covariancẽ R m,s (t) are probabilistically weighted combination of all the available measurements from illuminator s at time t, and it is used to update the states of target m. The implementation of the EKF based DA-PMHT is described in Fig. 2 .
C. DA-PMHT IMPLEMENTATION ISSUES: TARGETS STATE UPDATE FOR MULTISTATIC SCENARIO
For the EKF based DA-PMHT implementation, there are two approaches to update targets' state in a multistatic passive radar scenario: sequential updating and parallel updating [16] .
1) SEQUENTIAL UPDATING
The sequential updating method updates target state and covariance by each sensor separately.
First, initialize the target state vectorx (t|t − 1) and covariance matrix P (t|t − 1).
Next, update target state vector and covariance matrix for each of the S sensors sequentially:
for s = 1 : S update targets state and covariance matrix end Then, propagate target state estimate and covariance matrix.
Because the target state and covariance matrix are updated sequentially, this approach can be easily extended to lots of sensors, at the same time decreases the number of possible associations. If one of the sensors did not detect the targets, the updating step can be performed only for existing sensors. 
2) PARALLEL UPDATING
The parallel updating method stacks all the available measurements and update them in one step.
The measurementz m (t) and measurement error covariance matrixR m (t) for all sensors are stacked as follows:
The update is thus the update of a single sensor system.
In the parallel updating, measurements from all sensors are expected, also it is not easy to extend the number of sensors. In addition, the parallel approach needs operate large measurements vectors and matrices, which is more computationally expensive. This paper uses sequential updating for the EKF based DA-PMHT. Assume the clutters are uniformly distributed in the bistatic range and range rate space, and the number of clutters follows Poisson distribution. In order to improve the tracking performance of the DA-PMHT algorithm, here we use the growing and sliding batch method used by Willett et al. [23] . The batch length is bL = 8. The number of iterations of the DA-EM method is n max = 10. For each iteration from n = 1 forwards, set β = n/n max .
A. SIMULATION OF CV MODEL
For the CV model, there are four targets as shown in Fig. 3 . The targets' initial positions and velocities are presented in Table 1 . The entire tracking time is 80 scans.
Since an algorithm initiating a trajectory is not within the scope of this paper, the simulated initial position p and velocity v are generated from the position p 0 and velocity v 0 of ground truth with an estimate error such that p = p 0 + e 1 and v = v 0 + e 2 , where e 1 = 60m, e 2 = 2.5m/s. The clutter density is λV = 50, detection probability is P d = 0.9.
As seen in Fig. 3 , the EKF based DA-PMHT algorithm can track all the four targets efficiently. Fig. 4 considers the true measurements with noise and the EKF based DA-PMHT synthetic measurements with dense clutter condition (λV = 50) for all targets with five illuminators. The measurement noise for range and range rate are σ r = 50m and σṙ = 5Hz, respectively. As seen in Fig. 4-(b) , the clutter is dense, and the synthetic measurements of the five sensors for the EKF based DA-PMHT are broadly consistent with the true measurements with noise in Fig. 4-(a) , respectively. [12] in the sense of root mean square error (RMSE) of position and velocity versus time scans with high measurements noise level (σ r = 50m, σṙ = 5Hz). The clutter density is λV = 50, the detection probability is P d = 0.9. As seen in Fig. 5 , the EKF based DA-PMHT shows good tracking performance, while the RMSE of position for the EKF based PMHT is increased for target 1 and target 3. It seems that there is divergence trend for target 1 and target 3 for the EKF based PMHT. In addition, the RMSE of velocity for the EKF based DA-PMHT is small than the EKF based PMHT. This is because that the EKF based PMHT has disadvantage of convergence to the local maximum of the targets' posterior probability. The proposed EKF based DA-PMHT can encourage this posterior probability convergence to the global maximum, which improves the target tracking performance.
The simulation time of one time run for EKF based DA-PMHT and EKF based PMHT with no clutter and dense clutter is shown in Table 2 . The simulation is given on a computer with Intel (R) Core (TM) i7-6700 CPU, 3.40GHz, 8GB RAM, windows 7 and Matlab R2016a. The entire tracking time is 80 scans. As seen in Table 2 , the EKF based PMHT algorithm is little faster than the EKF based DA-PMHT. And the no clutter case is much faster than the dense clutter case for the two algorithms. 
B. SIMULATION OF CA MODEL
For the CA model, there are four targets as shown in Fig. 6 . The condition of illuminators and receiver are same with the CV model. The targets' true initial positions, velocities, and accelerations are presented in Table 3 . The entire tracking time is 50 scans.
The simulated initial position p, velocity v, and acceleration a are generated from the position p 0 , velocity v 0 and acceleration a 0 of ground truth with an estimate error such that p = p 0 + e 1 , v = v 0 + e 2 , and a = a 0 + e 3 , where e 1 = 60m, e 2 = 2.5m/s, and e 3 = 1.1m/s 2 . As shown in Fig. 6 , the EKF based DA-PMHT estimated trajectories match with the true target trajectories to a large extent. In Fig. 7 , we consider the measurements for four targets with five illuminators for true measurements with noise and EKF based DA-PMHT synthetic measurements with dense clutter (λV = 50). The measurement noise for range and range rate are σ r = 50m and σṙ = 5Hz, respectively. As seen in Fig. 7-(b) , the clutter is dense, the synthetic measurements of the five sensors for the EKF based DA-PMHT are broadly consistent with the true measurements with noise in Fig. 7-(a) , respectively. VOLUME 7, 2019 FIGURE 7. Measurements for the four targets with five illuminators, given σ r = 50m, σṙ = 5Hz, λV = 50, P d = 0.9. (a) true measurements with noise, (b) EKF based DA-PMHT synthetic measurements with clutter. Fig. 8 compares the RMSE of position of the four targets for the EKF based DA-PMHT and PMHT in [12] with low measurements noise level (σ r = 15m, σṙ = 3Hz). The clutter density is λV = 50 and the detection probability is P d = 0.9. For the low measurements noise level condition, as seen in Fig. 8 , the RMSE of position for the EKF based DA-PMHT are small than the EKF based PMHT approach for all the targets, which means that the EKF based DA-PMHT algorithm shows better tracking performance. Fig. 9 compares the RMSE of position of the four targets for the EKF based DA-PMHT and the EKF based PMHT in [12] with high measurements noise level (σ r = 50m, σṙ = 5Hz). As seen in Fig. 9 , the tracking accuracy of the EKF based DA-PMHT is also better than the EKF based PMHT. From Fig. 8 and Fig. 9 , we can see that both the EKF based DA-PMHT and the EKF based PMHT exhibit a monotonic increase in RMSE of position as the measurement noise level increase. It would appear that the EKF based DA-PMHT approach can work adequately in challenging situations, and the EKF based PMHT approach works worse when the measurement noise is large. This is because that the EKF based PMHT only be a local maximum and not the global maximum of the targets' posterior probability, which is desired for tracking. The EKF based DA-PMHT can reduce dependence on the targets' initial estimate and encourage convergence to the global MAP estimate.
The simulation time of one time run for EKF based DA-PMHT and EKF based PMHT with no clutter and dense clutter for CA model are shown in Table 4 . The simulation configuration is same with the CV model. The entire tracking time is 50 scans. As shown in Table 4 , the EKF based PMHT algorithm requires less computation time than EKF based DA-PMHT algorithm. Both the two algorithms need less time in no clutter case than dense clutter case.
V. CONCLUSION
Multistatic passive radar has many advantages: a potential saving of cost and the possibility to hide the receiver. To solve the additional measurement-to-illuminator association ambiguity, and combing the deterministic annealing approach, this work evaluated the EKF based DA-PMHT algorithm in dense clutter environment suitable for multistatic passive radar multitarget tracking problem. The authors employed bistatic range and range rate measurements, without angular information. The simulation results show that the EKF based DA-PMHT works reasonably well in both low measurements noise level environment and the high measurements noise level environment. And the EKF based DA-PMHT shows better tracking performance than the EKF based PMHT in [12] for both the CV model and CA model. For the high measurements noise environment case, the EKF based PMHT seems not that good. The run-time of complexity for the EKF based DA-PMHT is little higher than the EKF based PMHT.
