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ABSTRACT : 
General discussiori of extraction of metric information from scanner (par- 
t i cu la r ly  multispectral) data is presented. Consideration i s  given to: 
data frao both a i r c r a f t  and spacecraft: s i n g l y  scanned areas and areas 
w i t h  m u l t i p l e  coverage: various mathematical models used up  t o  the pre- 
s e n t  time; and published nunerical resu l t s .  Future t r ends  a r e  a lso d i s -  
cussed. 
1. INTRODUCTION : 
The emphasis i n  t h i s  paper is on the r e s u l t s  fran passive sensor (par t icular ly  
multispectral scanner) data,  because another invited paper is given i n  t h i s  
Congress on active sensor data. It follows the excellent account by Konecny 
(12) on the geanetric res t i tu t ion  of remote sensing data where mathematical 
models, procedures, and nunerical r e s u l t s  obtained by 1976 were given. For 
ease i n  presentation, one section br ie f ly  describes a l l  models u s e d .  'hen,  a 
separate section i s  devoted to  the applications w i t h  s a t e l l i t e  and a i r c r a f t  
data. Another section discusses mu1 t i s e r i e s  data. 
2. BASIC MATHEMATICAL MODELS 
I n  the metric reduction of d i g i t a l  image scacner data ,  a mathematical model is 
used to represent the platform/sensor imaging character is t ics .  A l l  the pub- 
lished models can be classif ied into essent ia l ly  t w  groups. i n  the f irst  
group, a parametric model based on the well known col l inear i ty  condition i s  
used. On t h e  other hand, t h e  second group includes a l l  models which are  i n -  
terpolative i n  nature. Each of these groups, w i t h  its iudividual modeling 
process, is  discussed i n  separate section. 
2.1 Parametric Models 
The basis for  these models is the col l inear i ty  condition tha t  the center point 
of an  image element o r  p i x e l ,  the point representing the instantaneous projec- 
t ion center,  and the center p i n t  of the corresponding terrain resolution ele- 
ment, a l l  l i e  on a s t ra ight  l ine .  I n  addition t o  the pixel locations (corres- 
ponding to image coordinates) and the object point coordinates, t h e  coll inear- 
i t y  equations usually contain s i x  elements of exterior orientation. Theoroti- 
cal ly ,  because the platform is continuously movirg, there a re  six elements for  
each pixel (assunring a scanner). However, because of the relat ively short  
time period of scanning one l i n e  of imagery, i t  is common t o  ccnsider only one 
s e t  of  s i x  elements for  each l i n e  (which makes i t  equivalent t o  l inear  array 
scans).  And even w i t h  t h i s  assumption, i t  is easi ly  seen tha t  there would be 
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an excessive ?mber of exterior orientation elements for  any s ignif icant  nun- 
ber of image l ines .  Since these elements a r e  almost always unknown a more 
practical  approach 13 used. 
For each element, some function is  used t o  mathematically model i t s  behavior 
t r e n d .  T h u s ,  fo r  one element, the function selected represents i t s  .-ariation 
w i t h  time, or equivalently w i t h  the "line" number i n  the d i g i t a l  image. ( T h e  
l i n e  nmber i s  used i n  a manner similar t o  t h e  use of x image coordinate i n  a 
f r m e  photograph.) 
The S i x  elements of exter ior  orientation a re  Xc, yc, zc which are posit,iona:, 
and w , + ,  K which' are  rotat ional ,  While these elements a re  stochastically un- 
cdrrelated i n  the frane photography case, there are  very high correlations i n  
Scanner imagery between the I n  
order to  deal w i t h  t h e  correlation between w and Yc,  most Scanners a re  r o l l  
s tabi l ized,  t h u s  constraining w t o  zero. Another possible solution for  a i r -  
c r a f t  scanner imagery is t h e  use of sidelapping data s e t s ,  i n  order t o  makew 
recoverable. The a b i l i t y  t o  recover both + and X, is  di rec t ly  dependent on 
t h e  terrain r e l i e f  re la t ive  t o  the height of the scanner above the terrain.  
The greater the r e l i e f  differences,  t h e  lower the correlation. Another possi- 
b i l i t y  is t o  record the values of U,t$* Xc,  o r  Yc i n  f l i g h t ,  then apply  these 
values d u r i n g  the geometric processing. However, the most canmon procedure i s  
to constrain both u and + t o  zero during the adjustment and make no attempt t o  
recover the i r  values. 
and yc parameters and + and Yc parameters. 
2.1.1 O r b i t  Modeling for Images From Spacecraft 
Perhaps the most d i r e c t  method for functionally expressing the exterior orien- 
ta t ion elements for  spacecraft images is t o  model the v e h i c l e  motion by ideal 
o r b i t  parmeters.  Bahr (1 ,2 )  recommended the use of the s i x  parameters of the 
orbi t :  semimajor a x i s ,  a ;  eccentr ic i ty ,  e ;  inclination of o r b i t a l  plane, i; 
r i g h t  ascension of ascending node G; mean anomaly, MT; a,d the argument of 
p e r i g e e o ~ .  , A ,  r 
as  well as nominal heading pn can be calculated as  functions of time. tround 
points a r e  then related to the image points us ing  the co l l inear i ty  equations. 
I n  these, w h i l e  the rotational elements ( u , t # ) , K )  of exter ior  orientation ap- 
pear, the positional elements are  now replaced by functions o f  t h e  o rb i ta l  
parameters. S m d 1  ang le  approximations a r e  used for  U , + K  t h u s  avoiding the i r  
t r i g  onome t r l c  functions. 
If these parmeters are  known, then the s a t e l l i t e  position 
A further improvement over the orb i ta l  modeling is effected by Rifman et .  a l .  
(5,221, where a l inear  sequential estimator, or a Kalman f i l t e r ,  is developed. 
It is used t o  estimate 2 13-component s t a t e  vector from ground control points. 
lbelve of these canponents are  the coeff ic ients  of cubic  polynomials i n  time 
for  the sensor a t t i tude ,  and one component is for  a t t i tude  bias.  'This sequen- 
t i a l  estimation scheme of fers  several advantages: ( a )  fewer numbers of ground 
control points are  required t o  achieve a given performance level ;  ( b )  search 
areas for  ground control p o i n t s  become smaller i n  size w i t h  each s t a t e  vector 
update, permitting more rapid location of each successive point: ( c )  sequen- 
t i a l  editing of control points is possible without having to process a l l  con- 
t r o l  points f i r s t ,  t h u s  control points can be redefined o r  deleted as part  of 
the editing process. 
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2.1.2 Vehicle/Sensor Modeling by Polynomials 
Each of the s i x  exterior orientatloi. elements can be represented by a polynom- 
i a l  of a sui table  jrder (3,9). The selected polynomial would apply t o  a ceg- 
ment of imagery w i t h  the corresponding set of coefficients.  Another s e t  of 
coeff ic ients  w u l d  be calculated for  the second image segment, and so on. 'he 
degree of the polynomial depends, among other things, upon the length of t h e  
segments. One possibi l i ty  i s  t o  take long segments with higher order polynom- 
i a l s :  another is shorter segments w i t h  l inear  polynomialz. me la t ter  case 
seems to  work better, a t  l e a s t  for  a i r c r a f t  MSS data (9). 
The b e s t  application of the polynomial modeling is t o  replace t h e  h i g h l y  non- 
l inear  col l inear i ty  equations by t h e i r  d i f f e r e n t i a l ,  and t h u s  l inear ,  form. 
Then the change i n  each element carried , (e.g. , dYc, d+, e t c  .) is written as  a 
polynomial i n  the image x-coordinate (which is  essent ia l ly  equivalent t o  
time). After substi tution of these polynomials into the pair of d i f fe ren t ia l  
formulas and reduction t o  equations a re  obtained, one for X and the other for 
Y coordinates of the object point, When several image sections a r e  used a t  
t h e  same time, constraint  equations a r e  written a t  the section j o i n t s  t o  guar- 
antee uniqueness of the object coordinates. 
2.1.3 Sensor Modeling Using Harmonics 
An a l ternat ive t o  us ing  polynomials i s  t o  use Fourier series expansion f o r  
each of the exterior arientation elements. 'he sine and cosine functions ore 
usually i n  terms of r a t i o s  of the image coordinates and an equivalent of a 
constant time interval which is  appropriately chosen for the frequency of the 
given data. The l inear izat ion of the harmonic equations requires a somewhat 
d i f fe ren t  procedure than t h a t  usc for  the case of polynomials (12).  
2.1.4 Autoregressive Model For Sensor 
All the models discussed so far  make use of a deterministic model by w r i t i n g  
specific functions t o  represent the behavior of the exte-io! orientation ele- 
ments. Another a l ternat ive is t o  regard such behavior as  stochastic rather 
than deterministic and employ an autoregressive model for the purpose. Of  the 
many possible autoregressive processes, the Gauss-Markov , both f i r s t  and se- 
cond order, have been suggested ( 7 )  and applied t o  a i r c r a f t  MSS data (8,9,10, 
11,14,15). 
A Causs-Markov process is based on the Markovian assumption t h a t  the value of 
the process a t  any time depends only on the previous one or t w o  values, dspen-  
d ing  on whether a first- or second-order procers i s  assumed. Equations re la t -  
ing the t h e  orientation parameters of each l i n e  t o  those of the one or t w o  
preceeding l i n e s  a re  used to  rude1 the sensor behavior. Control point infor- 
ination is included by the use of the d i f f e r e n t i a l  co l l inear i ty  eqbaticns. 
2.2 Interpolative Models 
I n  the procedwes employing these models no attempt i s  made to  model t h e  sen- 
sor/platform behavior, a s  I n  the case of using the co l l inesr t ty  conditions i n  
the parametric approach. Instead , some function or  relationship i s  selected 
between t h e  X,Y coordinates i n  the object space and x,y (or  row, colunn) i n  
the image space, and assumed to represent the mapping from one space t o  the 
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other .  There a r e  two groups o f  methods: one i n  which a general  transforma- 
t i o n  is used f o r  t h e  entire image record ( o r  segment t h e r e o f ) ,  and t h e  o ther  
? -  which a different function is used f o r  each poin t  to  be in te rpola ted .  Each 
o f  these  w i l l  be discussed separately.  
2.2.1 In te rp3la t ion  Methods Using Cen2ral Transformation: 
The group of  procedures here employ a pa i r  of funct ions (one f o r  X ,  and one 
f o r  Y )  which holds fo r  a l l  po in ts  i n  the  image. This l e a n s  t h a t  the numerical 
values  o f  the  coe f f i c i en t s  i n  t h e  equations a r e  t h e  same fo r  each o f  t h e  
po in ts  o f  interest  in t h e  image. By image we  mean one segment o r  record.  
Thus, i f  we are.working v i t h  only one image segment, there w i l l  be only one 
set of transformation coe f f i c i en t s .  However, i f  there  a r e  more image segments 
( i n  o ther  words, i f  the  image record is segmented i n t o  several  s e c t i o n s ) ,  each 
sec t ion  w i l l  have a set of  coc ' f ic ients  w i t h  d i f f e ren t  nunerical  values.  It 
is  usually advisable  t o  enfGrce cons t r a in t s  a t  the borders  between successive 
segments . 
Ihe transformations used include the  following: ( 1 ; Four-parameter transforma- 
t i on  which is a130 ca l led  two-dimensional l i nea r  conformal, Helmert, o r  simi- 
l a r i t y  transformation; i t  represents  a uniform sca l e  change, a ro t a t ion  be- 
tween Xy and xy axes,  and t w o  s h i f t s .  ( 2 )  Six-parameter o r  a f f i n e  transforma- 
t i o n ,  which includes two s c 2 e  changes, one rotat.lon, skewness o r  nonperpendi- 
c u l a r i t y  of t h e  axe;, and t w o  s S i f t s .  (3 )  Eight-parameter pro jec t ive  trans- 
format.inr, ri1ic.h represents  a rotcotion and t w o  s h i f t s  i n  each of  t h e  t w o  
planes (XY  and x y ) ,  and a tilt betweea t h e  planes which is combined w i t h  s c a l e  
t o  produce a continuously changing s c a l e  along l ines of  maximum tilt .  (4) 
General polynomials o f  varying degrees;  these  a r e  u s u a l . 1 ~  of higher thar. t h e  
f i r s t  order  (which would be t h e  foiir- or six-parameter transformation.j  t he  
choice of degree de,pends on the  len&t'- o f  t h e  image segnent. 
2-2.2.1 Weighted Mean 
For t h i s  technique, a weight function is selected which i s  inverse ly  propor- 
t i ona l  t o  a function of  t he  d is tance  between the point t o  be interpolated and 
other  reference points .  T h u ~ ,  t he  c loser  is a reference point  t h e  more is i ts  
contr ibut ion t o  the interpolated value,  and v i ce  versa .  A t  any point  of i n -  
terest ,  the  required vector  (usua l ly  calculated in two components) is obtained 
a s  the weighted mean of a l l  vec tors  a t  reference points  surrounding t h e  point .  
The choice of the  weight e f f ec t ive ly  determines the limit of  the  region w i t h i n  
which reference p o i n t s  a r e  used to  est imate  a t  the  c e n t r a l  point  o f  t h e  re- 
gion. 
2.2.2.2 ).!oving -9verages 
T h i s  is a generdl izat ion of t h e  weighted mean procedure which allows g rea t e r  
f l e x i b i l i t y  i n  point in te rpola t ion .  'he  x- and pcomponents of the interpo- 
la ted vector a t  a point a r e  written as funct ions c;f t h e  coordinates  o f  r e fe r -  
ence points  surrounding t h e  point.  Six-parameter a f f i n e  equat ions,  o r  se- 
cond-order polynomials may be used fo r  t h e  purpose. Usually a s u f f i c i e n t  num- 
ber of reference points  is used to  y i e l d  an over determinat ion,  and the coef- 
f i c i e n t s  of the functions a r e  estimated by weighted l e a s t  squares.  As before,  
t h e  weights a r e  evaluated f r m  a function with t h e  d i s t ance  between t h e  points  
in question and reference pc in t s  az the  argument. Once these  c o e f f i c i e n t s  a r e  
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calculated, they are  s u b s t i t u t e d  back in tc?  the function to  compute the desired 
vaiue. It i o  important t c  qote t h a t  a new set of coeff ic ients  m u s t  be calcu- 
lated for each p o i n t  t o  be interpolated. 'his usually makes the procedure 
canputationally time consuning. Finally, it can be seen than when the select- 
ed functions are  truncated down t o  only the zero order terms the procedure 
reduces t o  t h e  weighted mean. 
2.2.2.3 Meshwise Linear 
I n  t h i s  method, the reference points a re  connected into adjacent cr contiguous 
meshes such a s  t r iangles  or quadrilaterals.  Ihe reference p o i n t s  forming the 
mesh that  incldd'es the p o i n t  to  be interpolated a re  used for t h e  purpose. Us- 
ual ly  a six-parameter aftitie transformation is used. The method is cmputa- 
t ional ly  e f f i c i e n t  w i t h i n  each mesh, but  the formation of the reshes may be 
time consuming. Also unless a severe condition is pldoed on the reference 
points, t h e  solutton for pcints on the boundary of the image nay n D t  be accur- 
a te  due t o  extrapolation. 
2.2.2.4 Linear Least Squares Predic-ion 
This method t r e a t s  the vectors a t  the reference points as  a randon f ie ld .  'I?? 
covariance function associated w i t h  t h i s  f i e ld  js e i ther  asscmed a pr ior i ,  or 
i t s  shape is assuned and the nunerical psraneters calculaLed fran the data 
(13) .  As applied, both stat.ionarity and isotropy of the f i e l d  are  assumed. 
Ttis may be true for qome data (e.g., S a t e l l i t e  MSS! b v t  not fcr oiker (e.&., 
a i r c r a f t  MSS) . Froa the covariance function, the autocovariance matrix for 
data a t  the reference p a i n t s  is evaluated. Also t h e  crosscovariarce matrix 
(or vector) oetween the point t o  be intcrpolated and the refereme poifits is 
also needed. these, and the data vector at. the reference points are vs?d co 
calculate the value a t  the point of point data d i rec t ly  or f i l t e r i n g  the <'eta 
for  known er ror  proportion. m e  amount of f i l t e r i n g  can a lso  t l r .  selectcd. 
3. APPLiCATIONS TO SPACECRAFT DATA 
The most widely used spacecraft data Is t h a t  obtained from the LANDSdT : j t : les 
of satel1i ';es (see Ta' l e  1). Because of t h i s ,  the majortty cf work on L2ome- 
t r i C  properties of s a t e l l i t e  data has been expended on LAN!JSAT. Interest  f n  
the Skylab conical scanner data has declined since the terminatioir of the Sky- 
lab project. 
Work on L A N E A T  {magery has been mos?.ly concerned w i t h  s ingle  scene proces- 
sing, w i t h  some a t t m p t s  a t  s t r i p  and block t r iangula t im.  
Bahr (1 ,2 )  used LANDSAT and NIMBUS imagery t o  c0mpa.e accuracies achieved by 
using a conformal transformation , second-order p)lynomials, the col l lnear i ty  
condition, and l inear  l e a s t  squares prediction. 
Borgcson (4) reported on accuracy t e s t s  of b u l k  corrected images from the EROS 
dat? center,  using 3 ,  4, 5, and 6 parameter transformations t o  check residual 
deformation l e f t  a f t e r  b u l k  processing of the imagery. 
Rifman e t .  a l .  (5,?2) sLudies the use of a Kalman-filter-type estimator for 
regis t ra t ion of images fran LANDSAT 1 and 2, as well as  for  regis t ra t ion of 
images from tile same sensor. 
D e r o u c h i e  (6) used a s t r i p  of  11 image s e g m e n t s  t o  s t u d y  c o n t r o l  d e n s i t i e s  
n e c e s s a r y  for v a r i o u s  a c c u r a c y  l e v e l s .  H i s  c o n c l u s i o n  was t h a t  the  optimm 
s p a c i n g  of c o n t r o l  was e v e r y  100 mirror sweeps, or 600 image l i n e a ,  
Li t t le  use has b e e n  made of o v e r l a p p i n g  satell i te imagery .  Welch and Lo (23’ 
report o n  the  u s e  of a I-micrcmeter  p a r a l l a x  bar combined w i t h  a Bausch and 
Lomb Zoom 70 S t e r e o s c o p e  t o  o b t a i n  e l e v a t i o n  d i f f e r e n c e s .  Up t o  n i n e  c o n t r o l  
p o i n t s  were r e a d  i n  each mdel ,  t h e n  a p o l y n o m i a l  was used  t o  correct for s y s -  
tematic errors. b e  t o  t h e  small scale and low b a s e / h e i g h t  ra t io  cf t h e  imag- 
e r y ,  a c c u r z c i e s  of o n l y  2CO to  300 meters were o b t a i n e d .  
n e  S k y l a b  S-192 s c a n n e r ,  w i t h  its c c n i c a l  s c a n  p a t t e r n ,  p r e s e n t e d  special 
$eometric 2roblems. h r p h r e y .  e t .  a l .  (18) p u b l i s h e d  a p a p e r  e x p l a i n i n g  t h e  
g e m e t r y  of t h e  s c a n n e r  and g i v i n g  a method for geometric c o r r e c t i o n  of + 
data .  The s u g g e s t i o n  was t o  u s e  t h e  o r b i t a l  p a r a m e t e r s  of t h e  sa te l l i t e  -n 
c o l l i n e a r i t y  e q u a t i o n s  t o  d e t e r m i n e  a f i f t h - d e g r e e  p o l y n o m i a l  t o  t r a n s f o r m  t h e  
image space i n t o  object s p a c e .  T h i s  p o l y n o m i a l  is used  t o  t r a n s f o r m  a d e n s e  
g r i d  of isage p o i n t s ,  t h e n  the  r m a i n i n g  p o i n t s  are  d e t e r m i n e d  k y  l i n e a r  in -  
t e r p o l a t i o n  d u e  t o  economic c o n s i d e r a t i o n s .  No predicticss o r  c h e c k s  Yere 
made of a c c u r a c y  a c h i e v e d .  
.rhlhotra (16,li’) conducted  a c c u r a c y  tests o n  t h e  S k y l a b  s c a n n e r  imagery .  The 
first phase of h i s  work i n v o l v e d  u s i n g  a parametric model and o b t a i n e d  a c c u r -  
acies o f  4 p i x e l s ,  or a b s u t  300 meters. Another  phase i n v o l v e d  t e s t i n g  t h e  
a c c u r a c y  of g e n e r a t e d  f i l m  images  u s i n g  an  a f f i n e  t r a n s f o r m a t i o n  t o  test  for 
r e s i d u a l  d i s t o r t i o n s .  A c c u r e c i e s  r a n g e d  fran 105 t o  250 meters. 
4. MPLICATIONS TO AIRCRAFT DATA 
L i t t i e  work i s  p r e s e n t l y  b e i n g  d o n e  o n  a i rcraf t  da ta ,  d u e  t o  the  widesp-ead 
us2 of LkIE.QT imagery  (see T a b l e  2). 
A t  Purdue U n i v e r s i t y ,  t h e  r e s e a r c h  h a s  f o l l o w e d  che  e a r l y  work of  Baker  and 
Hikha i l  (3). E t h r i d g e  atid Mikhai l  ( 9 , 1 0 , 1 1 )  i n v e s t i g a t e d  t h e  a c c u r a c y  of  v a r -  
i o u s  si r.2 le-str i p r e c t i f i c a t i o n  methods  , i n c l u d  i n g  t h e  co l  l i n e a i - i  t y  , p i e c e w i  se 
p o l y n o m i a l s ,  weighted  mean, moving a v e r a g e ,  meshwise l i n e a r  i n t e r p o l a t i o 3 ,  and 
Gauss-Markov. After t e s t i n g  a l l  methods o n  f o u r  d a t a  sets, A n a l y s i s  of Vari- 
a n c e  (Anova) and Neuman-Keuls s t a t i s t i c a l  t e s t i n g  p r o c e d u r e s  were used t o  con- 
c l u d e  t h a t  there  was no s t a t i s t i c a l l y  s i g a i f i c a n t  d i f f e r e n c e  be tween t h e  re- 
s u l t s  of t h e  b e s t  f i v e  methods,  w i t h  o n l y  t h e  meshwise l i n e a r  i n t e r p o l a t i o n  
b e i n g  s i g n i f i c a n t l y  worze.  When t h e  methods  were r a n k e d  i n  terms of  t h e i r  
r e s t i t u t i o n  r e s u l t s ,  t h e  Gauss-Markov was b e s t ,  c o l l i n e a r i t y  and p i e c e w i s e  
polynomia l  were s e c o n d ,  t h e  weighted  mean was f o u r t h ,  and moving a v e r a g e s  
f i f t h .  D i v i s i o c  of t h e  s t r i p s  into s e c t i o n s  when u s i n g  t h ?  parametric methods 
was shown t o  h a v e  a s i g n i f i c a n t  effect. C o n s i d e r a t i o n  of other f ac to r s  i n -  
v o l v e d ,  s u c h  ‘-s c o m p d t a t i o n a l  e c o n m y  and c o n t r o l  r e o u i r e m e n t s ,  l e d  to t h e  
c o n c l u s i o n  t h a t  t h e  p i e c e w i s e  p o l y n o m i a l  was t h e  optimum method.  
E t n r i d g e  a l so  i n v e s t i g a t e d  t h e  u s e  of  s i d e l a p p i n g  f l i g h t  l i n e s  i n  a b l o c k  ad- 
j u s t m e n t  p r o c e d i r e .  S i n c e  EO real da ta  was a d a i l a b l e ,  randomly  p e r t u r b e d  and 
u n p e r t u r b e d  s i m u l a t e d  d a t a  was u s c l .  %o a l g o r i t h m s  were used i n  t h e  tests,  
o n e  a r i g o r o u s  s i m u l t a n e o u s  s o l u t i o n  while t h e  other i n v o l v e d  us:ng t h e  con- 
t rol  p o i n t s  t o  s o l v e  for t h e  o r i e n t a t i o n  parameters, t h e n  o b t a i n i n g  pass p o i n t  
c o o r d i n a t e s  by i n t e r s e c t i o n s .  me r e s e c t i o n - i n t e r s e c t i o n  method gave  results 
n e a r l y  e q u i v a l e n t  to those of t k e  rigorous s l m u l t a n o u s  method. 
k G l o n e ,  W k h a i l ,  and Baker (14,lS) reported on f u r t h e r  tests w i t h  s i n g l e -  
s t r i p  methods, comparing ,ne piectwise polynomial .  weighted mean, and Gauss- 
Narkov methods. 'he p iecewise  polynomial  fficthod us ing  m u l t i p l e  s e c t i o n s  and 
second-order  p o l y n a i a l s  was shown t o  be t h e  o p t i c u n  method. F u r t h e r  comperi- 
son tes ts  run  on t h e  first- and second-order Gauss-Harkov methods showed i n  
g e n e r a l  no s i g n i f i c a n t  d i f f e r e n c e  b e t u e e n  the  tuo, b u t  the second-order  tended  
to be s l i g h t l y  worse. 
Ebner and Hosslek ( 8 )  s t u d i e s  t h e  u s e  of  second-order  Gauss-Harkov processes, 
u s i n g  s imula t ed  d a t a .  It was concluded  t h a t  r edundan t  c o n t r o l  w i t h i n  an  image 
l i n e  d i d  n o t  Improve r e c t i f i c a t i o n  a c c u r a c y ,  t h a t  t h e  c o n t r o l  w i t h i n  a n  image 
l i n e  d i d  n o t  improve r e c t i f i c a t i o n  a c c u r a c y ,  and t h a t  t h e  c o n t r o l  d i s t r i b u t i o n  
c o u l d  be randun as long as t h e  b r i d g i n g  d i s t a n c e s  were n o t  too g r e a t .  It was 
also concluded t h a t  t he  c o r r e l a t i o n  time parameter of t h e  modeling process 
cou ld  be chosen  as i n f i n i t y  w i t h  no effect on the results. 
5. ADJUSTIENT OF WLTISEAIES DATA 
Nasu and Anderson (20-21) reported on t h e  development  of a m u l t i s e r i e s  e d j u s t -  
m e n t  procedure .  This i nvo lved  t h e  a d j u s t m e n t  of photography of v a r i o u s  scales 
a long  wf t k  a i r c r a f t  and s p a c e c r a f t  s c a n n e r  da ta  i n  s e q u e n t i a i  and s imul t aneous  
p rocedures ,  usi?,g t i e  p o i n t s  selected on Images. D i g i t a l  t i e  p o i n t  s e l e c t i o n  
between t h e  v a r i o u s  da ta  sets  i s  also possible. T e s t s  w i t h  s imula t ed  d a t a  
showed a 16- to 20-percent  improvement o v e r  t h e  d i rect  ad jus tmen t  of e a c h  i m -  
age s e p a r a t e l y .  T e s t s  w i t h  real data were less c o n c l u s i v e  b u t  d i d  show some 
improvement. 
T e s t s  e r e  also conducted on t h e  b lock  ad jus tmen t  o f  s i d e l a p p i n g  data .  It was 
shown t h a t  p l a n i m e t e r i c  accu racy  is i n c r e a s e d  by hav ing  mu1 t i p l e  r i y  i n t e r s e c -  
t i o n  and t h a t  e l e v a t i o n s  c a n  be o b t a i n e d ,  a l t h o u g h  n o t  of  s u f f i c i e n t  accu racy  
i n  t h i s  c a s e  t o  use  for p i x e l  e l e v a t i o n  ass ignment  for geomet r i c  p rocess ing .  
For three a t r ips ,  d i v i d e d  i n t o  three sections each ,  t h e  WSE i n  x was 15.4 
meters (2.0 p i x e l s ) ,  i n  Y 13.3 meters (1.74 p i x e l s ) ,  and i n  Z 34.0 meters 
(4.46 p i x e l s ) .  D i v i s i o n  of t h e  s t r i p s  i n t o  s e c t i o n s  a g a i n  i n c r e a s e d  t h e  ac- 
cu racy .  C a l c u l a t i o n  of c o v a r i a n c e  i n f o n n a t i o n  for t h e  pa rame te r s  allowed t h e  
a s ses smen t  of c o r r e l a t i o n s  between t h e  o r i e n t a t i o n  parameter?. The w o r i e n -  
t a t i o n  a n g l e  was r e c o v e r a b l e  u s i n g  m u l t i p l e  strips, while t h e  4 was n o t  re- 
coverable, due to  l a c k  of relief of the t e r r a i n .  Ihe i n c l u s i o n  of o i n c r e a s e d  
t h e  accu racy  of  the ad jus tmen t .  
Nasu (19 ,201  s t u d i e d  t h e  p o s i t i o n i n g  of the rma l  IR s c a n n e r  d a t a  us in8  a para- 
metric o r i e n t a t i o n  model. He reported r e s i d u a l  error3 a t  t h e  ground cmtrol  
p o i n t s  of ? t o  4 p i x e l s  i n  a test on a v o l c a n i c  area w i t h  large relief d i f fe r -  
ences .  
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Rest i tu t ion  Results f i - a  SDacecraft Data 
Inves t iga tor  Data -
Bahr LANDSAT 
1976 bulk image 
NIMBUS-3 
N I H B U S - 4  
Yalhotra, Skylab 
1976 
Borgeson LANDSAT 
1979 Corrected 
Sys tern 
LANDSAT 
Image 
Number of RHSE,Y 
He t hod Control p t s .  P i x e l s  
4-par 
2 o rde r  poly 
L.S. f i l t -  
e r ing  a f t e r  
&par. 
L.S. f i l t -  
e r ing  af ter  
poly. 
co l  . 
approx .method 
co l  . 
approx .method 
co l  . 
approx.method 
co l  
apprcx.method 
co l .  
co l  . 
c o l  . 
3 Par 
4 par 
5 par 
6 par 
3 par 
4 par 
5 par 
6 par 
234 
7 
9 
13 
40 
2 34 
40 
40 
67 
67 
8r 
8 4  
81 
81 
40 
40 - 
c - 
151 
151 
151 
151 
53 
53 
5; 
53 
2.71 
1.15 
0.68 
0.60 
0.61 
0.54 
0.56 
0.53 
0.68 
0.89 
0.83 
0.92 
0.79 
0.74 
0.81 
1.08 
4.0 
4.0 
3.7 
RHSE, XY 
Meters 
159 
130 
82 
51 
165 
143 
84 
49 
RHSE * Y 
P i x e l s  
4.52 
1.11 
1.15 
1.02 
0.85, 
0.83 
0.87 
0.78 
0.80 
0.73 
0.83 
0.97 
0.86 
0.87 
0.89 
1.25 
4.3 
3 . i  
3.8 
4 82 
Table 2 
Restitution Results for Single Coverage Aircraft Data 
Data 
Investigator Description 
Ethr idge. H =  1500m 
1971 IFOV= .006 rad 
1550 l i n e s  
H= 1500m 
IFOV=.006 rad 
1400 lines 
H=000rn 
IFOV= .006 rad 
1970 lines 
H=QOOm 
IFOV= ,006 rad 
2700 lines 
Hcglone , H=305Orn 
Hi khail I IFOV=i,025 rad 
Baker 1450 l ines 
980 
Method 
col. 1 sec .  
2 sec.  
3 sec .  
p.poly 1 sec. 
2 cec. 
3 sec. 
w .  mean 
m. avg. 
mesh.  linear 
G. Markov, 1st 
C o l .  1 sec. 
2 "  
3 "  
2 n  
3 "  
p-poly 1 sec.  
w .mean 
N .  avg. 
mesh. lineal 
G. Markow, 1st 
Col 1 sec. 
2 "  
3 "  
2 "  
3 
w .mean 
m.avg. 
mesh. linear 
G. Markov, 1st 
Col. 1 sec .  
2 "  
3 "  
2 "  
3 n  
p.poly 1 see .  
p.poly 1 sec.  
w .mean 
rn .avg . 
mesh. 1 lnear 
C. Markov 1st 
RHSE X 
pixels 
1.57 
1.51 
1.42 
1.58 
1.51 
1.42 
1.56 
1.32 
1.35 
l.l@ 
2.70 
2.?0 -. 3 68 
2.57 
2.11 
7.2 
2.7. 
2.5C 
2.05 
7.33 
3.69 
2.89 
?. 33 
3.66 
2.89 
2.62 
4.35 
2. 43 
4.10 
4.23 
4.16 
4.09 
4.18 
3.83 
3.75 
5.33 
4.23 
3.66 
2.57 
3.05 
p.poly 1 sec 1 order 2.76 
1 I@ 2 2.72 
2 *@ 1 " 2.82 
c 2 2.23 
3 " 1 " 2-22 
- 2.06 7 t1 2 
RMSE Y 
pixels 
2.03 
1.68 
1.36 
2.01 
1.60 
1.37 
1.23 
2.04 
2.26 
1.44 
2.19 
1 .82 
1.37 
2.38 
2.18 
1.36 
1.52 
1 .% 
2.42 
2.33 
9.66 
5.17 
3.08 
8.71 
4.74 
3.15 
4.44 
3.91 
4.82 
2.80 
4.2'1 
3.76 
4.01 
4.32 
3.16 
3.10 
2.9; 
3.58 
7.65 
3.77 
4.76 
1.91 
2.119 
1.74 
1.98 
1.89 
RNSE XY 
p i x e l s  
1 .Ro 
1.59 
1.39 
1 .?3 
1.60 
1.40 
1.41 
I .?2 
1.86 
1.32 
2.45 
2.1Q 
2.04 
2.51 
2.37 
2.03 
2.55 
2.38 
2.46 
2.20 
8.58 
4.49 
2.90 
8.W 
4-24 
3.02 
3-81 
3 . 3 3  
4.59 
2.62 
3.90 
3.34 
3.63 
4.21 
3.71 
3.49 
3.36 
1.54 
6.18 
3.72 
4.14 
2.35 
2.66 
2.00 
2.1c 
1.98 
Table 2 (Continued) 
Data 
Investigator Description 
H=3050m 
IFOV= .0025 rad 
i450 lines 
H=3050m 
IFOV= .0025 rad 
1450 lines 
H= 1500m 
IFOV= .go6 rad 
H= 15COm 
IFOV= .006 rad 
H=900m 
IFOV= .O06 rad 
H=900m 
IFOV= .006 rad 
H=900m 
IFOV= .066 rad 
H=900m 
IFOV= .006 rad 
RnSE X 
Method pixels 
w.rnean 3-34 
G. Narkov 1 order 1.75 
2 "  3.80 
p.poly 1 sec 1 order 2.14 
1 " 2 " 2.14 
2 " 1 " 2.11 
2 " 2 " 1.57 
j 1 1.86 
3 2 @ 1.69 
u. mean 3.28 
2 "  1.18 
p.poly 1 sec 1 order 2.13 
G.Markov 1 order 1.13 
l " 2 "  
2 " l  
2 " 2  
3 " l  " 
3 " 2  " 
w.mean 
G.Markov 1 order 
G.Harkov 1 order 
C.Markov 1 order 
G.Markov 1 order 
G.Markov 1 order 
G.Markov 1 order 
C.Markov 7 order 
2 "  
2 "  
2 "  
2 "  
2 "  
2 "  
. 2  " 
i .31 
1.43 
1.28 
1.42 
1.08 
2.80 
1.03 
1.67 
1.27 
1.33 
3.86 
0.90 
1.64 
1.99 
2.15 
3.16 
3-30 
6.64 
14.46 
3.25 
RNSE Y 
pixels 
1 .go 
s.47 
11.20 
3.85 
3 -79 
3.78 
3.39 
3.63 
3 .50 
3.85 
5.63 
7.13 
5.33 
5.38 
5.41 
5.26 
5.21 
7.43 
4.17 
10.48 
10.11 
1.49 
2.34 
2.53 
2.10 
2.72 
1.80 
5.95 
2.26 
2.28 
3.77 
4.76 
1.32 
RHSE XY 
pixels 
2.72 
4.06 
8.36 
3.11 
3.08 
3.06 
2.64 
2.88 
2.75 
3.58 
4.75 
5.11 
4 .OF; 
3.92 
3.96 
3.81 
3.82 
5.31 
3.55 
7.45 
7.25 
1.30 
1.42 
2.83 
3.26 
1.62 
2.25 
1.90 
4.47 
2.75 
2.84 
5.40 
10.76 
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