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Summary and conclusions
Statistical Process Control (SPC) aims at quality improvement through
reduction of variation. The best known tool of SPC is the control chart.
Over the years, the control chart has proved to be a successful practical
technique for monitoring process measurements. However, its usefulness in
practice is limited to those situations where it can be assumed that succes-
sive measurements are independently distributed, whereas most data sets
encountered in practice exhibit some form of serial correlation. In Chap-
ter 1, several ‘real-life’ examples are discussed in which the independence
assumption is violated. The examples show that in some cases, a control
chart signals too frequently when the process is actually in control. In other
cases, a control chart does not signal when it should. In either case, it is
obvious that such a control chart is not the proper tool to monitor serially
correlated process data.
The question that is considered in this thesis is what control chart
methods should be used to monitor serially correlated data, and how the
signals on such charts should be interpreted.
In Chapter 2, the basic principles of SPC are discussed. An attempt is
made to dene the term ‘quality’. Furthermore, it is argued that there is
a close relationship between quality and the reduction of variation. A dis-
tinction between two types of variation is made: variation due to common
causes and variation due to special causes. It is explained that the purpose
of a control chart is to detect special causes of variation, so that they can
be removed, thereby improving the quality of the process. However, this
technique is developed for observations that are independently distributed.
At the end of the chapter, ARIMA time series models are briefly discussed.
These models can be employed to capture a wide range of serial correlation
structures in the data. In this thesis, we mainly concentrated on a special
case: the AR(1) model.
In Chapter 3, Shewhart-type control charts for the mean of individ-
ual AR(1) observations are discussed. Shewhart-type control charts for
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individual observations utilize only the last measurement to monitor the
process for special causes of variation. It is explained how the Shewhart
chart works, and how its signals are interpreted in case of independent
data. Next, it is investigated how well a classical Shewhart chart (that was
designed to monitor the mean of independent data) performs when it is
unknowingly applied to AR(1) data. It turns out that, in case of negative
autocorrelation, the classical Shewhart chart is less sensitive to shifts in the
mean than intended, whereas the chart produces too many false signals in
case of positive autocorrelation. This is partly caused by the fact that the
most commonly used estimators for the variance are biased if the data are
serially correlated.
Next it is investigated how Shewhart-type control charts for the mean
perform in the ideal situation where the model and all of its parameters
are known. In the literature on SPC we encountered two Shewhart-type
control charts that take serial correlation into account. The rst chart is
the modied Shewhart chart. The points that are plotted on the control
chart are simply the correlated observations. However, the control limits
are adjusted to allow for serial correlation in the data. Secondly, the resid-
uals chart is suggested in the literature on SPC. In this control chart, the
residuals of tting a time series model to the data are monitored for the
presence of a special cause of variation.
For each of these two charts Average Run Length (ARL) considerations
are presented. Based on a comparison of the ARL curves, it is recom-
mended to use a residuals chart in case of negative autocorrelation, and to
use the modied Shewhart chart in case of positive autocorrelation. It is
explained why the residuals chart has a very bad ARL performance for pos-
itive autocorrelation. This is an important drawback of the residuals chart,
since positive autocorrelation is more commonly encountered in practice
than negative autocorrelation. The ARL performance of the modied She-
whart chart is better, but we are a little uncomfortable with the fact that
the information on the time series structure is not used at all.
To overcome both of these drawbacks, a third Shewhart-type control
chart is suggested: the modied residuals chart. This chart turns out to
have the best ARL performance for the case of positive autocorrelation. For
the case of negative autocorrelation, the ARL performance of the modied
residuals chart is almost as good as the ARL performance of the residuals
chart. Besides a good overall ARL behavior, the modied residuals chart
explicitly takes the correlation structure into account. On these grounds,
it is recommended to use the modied residuals chart to monitor the mean
of serially correlated data.
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In Chapter 4, Exponentially Weighted Moving Average (EWMA) charts
for the mean of individual AR(1) measurements are discussed. The setup
of this chapter is similar to that of Chapter 3. Firstly, it is explained how
the EWMA chart for independent observations works and how signals of
this control chart are to be interpreted. Secondly, the eect of unknow-
ingly applying an EWMA chart that was designed to monitor independent
observations to AR(1) data is investigated. The eect on the ARL behav-
ior is comparable to the eect that was observed in Chapter 3, but much
stronger. In the remainder of this chapter, three EWMA-type control charts
are discussed and compared on the basis of the corresponding ARL curves.
Successively, the modied EWMA chart, the EWMA chart of residuals,
and the EWMA chart of modied residuals are discussed. Not surprisingly,
the overall ARL performance of EWMA-type control charts turns out to be
much better compared to the ARL performance of Shewhart-type control
charts. The dierences between the three EWMA control charts exhibit
the same pattern as that observed in Chapter 3. The EWMA of modied
residuals turned out to be the best choice.
In Chapter 5, CUmulative SUM (CUSUM) charts for the mean of indi-
vidual AR(1) measurements are discussed. This chapter is set up similarly
to the previous two chapters. After an introduction to the CUSUM for
the case of independent observations, it is established that the CUSUM
chart is also very sensitive to serial correlation. If AR(1) dependence is
unknowingly ignored, this leads to misplacement of the control limits and,
consequently, to misinterpretation of the signals of the CUSUM chart. Sub-
sequently, three CUSUM-type control charts are discussed that take serial
correlation into account. Successively, the modied CUSUM, the CUSUM
of residuals, and the CUSUM of modied residuals are brought to the at-
tention of the reader. At the end of the chapter, the ARL performance
of these three charts is evaluated for dierent types of autocorrelation.
The overall performance of the charts turns out to be similar to that of
the EWMA-type control charts of Chapter 4. However, the dierences
between the ARL behavior of the three CUSUM-type control charts are
smaller. Notably, the CUSUM chart of residuals performs better than the
EWMA chart of residuals for strong positive autocorrelation. For the case
of negative autocorrelation, the modied CUSUM turns out to be very inef-
cient in signalling smaller shifts than the chart was designed for to detect.
If a CUSUM-type control chart is to be used for monitoring the mean of
serially correlated data, it is recommended to use either the CUSUM of
residuals or the CUSUM of modied residuals.
In Chapter 6, the use of the charts of the previous three chapters is
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illustrated by means of two examples. The rst example is taken from the
classical work of Shewhart (1931). The data of this example are shown to
exhibit AR(1) dependence. Shewhart, who ignored the serial correlation in
the data, arrived at other conclusions than we do. In the second example,
a simulated sequence of AR(1) observations is monitored for a shift in
the mean. In this example, the ability of the modied residuals chart to
detect shifts in the mean earlier than the modied Shewhart chart and the
Shewhart chart of residuals is demonstrated. In addition, the use of an
EWMA-type control chart is illustrated.
In Chapter 7, control charts for the spread of AR(1) data are discussed.
There has been an ongoing debate in the literature on SPC over the question
of whether or not to complement a control chart for the mean of individual
independent observations with a moving range control chart for the spread.
We support the view that the moving range chart adds little power to
a control chart for the mean of individual observations. However, if one
decides to add a moving range chart, we recommend to use only an upper
limit on the MR chart. Furthermore, in case of serially correlated individual
measurements, we argue that a control chart for the spread should be based
on residuals, and not on the correlated measurements. Next, control charts
for subgrouped serially correlated data are discussed. Successive means of
subgroups of AR(1) data are shown to exhibit ARMA(1,1) correlation.
Successively, four control charts for the spread of subgrouped AR(1)
data are discussed, viz. the MR-chart, the S2-chart, the R-chart, and
the R-chart of residuals. The chapter ends with an ARL comparison of
these four charts. It turns out that, of the four charts considered, the
R-chart based on residuals provides the best results. Therefore, it is our
recommendation that a control chart for the spread of subgrouped serially
correlated data should be based on residuals.
Chapter 8 discusses a case-study in which the author got involved. At
Philips Semiconductors Stadskanaal, diodes are produced that are to be
soldered on printed circuit boards. Customer complaints regarding the sol-
derability of the diodes were the reason that a so-called Process Action
Team (PAT) was started. The objective of this PAT was to improve solder-
ability of the diodes by improving the quality of the tin/lead layer that is
applied to the connection points of the diodes. In this chapter, the experi-
ences the author has gained when he had the opportunity to assist this PAT,
are written down. Dierent aspects of the quality improvement project are
discussed, ranging from Linear Programming to monitoring serially corre-
lated data. The PAT eventually succeeded in improving the quality of the
tin/lead layer, and the number of customer complaints decreased to zero.
