Abstract. Atlas selection and combination are two critical factors affecting the performance of atlas-based segmentation methods. In the existing works, those tasks are completed in the original image space. However, the intrinsic similarity between the images may not be accurately reflected by the Euclidean distance in this high-dimensional space. Thus, the selected atlases may be away from the input image and the generated template by combining those atlases for segmentation can be misleading. In this paper, we propose to select and combine atlases by projecting the images onto a low-dimensional manifold. With this approach, atlases can be selected according to their intrinsic similarity to the patient image. A novel method is also proposed to compute the weights for more efficiently combining the selected atlases to achieve better segmentation performance. The experimental results demonstrated that our proposed method is robust and accurate, especially when the number of training samples becomes large.
Introduction
Radiation therapy is often used in the treatment of cancers. It is important to acquire the accurate location of the target organ during the therapy. In clinical routine, this localization task is often performed by manually segmenting a series of images of a patient. However, manual segmentation is a tedious and time consuming procedure. In recent year, atlas-based methods, for their full automation and high accuracy, have become widely used approaches for medical image segmentation [1] .
Generally, an atlas consists of a raw image and a corresponding label image. The basic idea of atlas based segmentation is that if a raw image of atlas is highly similar to the target image, the corresponding label image can be used to segment the target image through mapping. However, in practice, it is difficult to find a highly similar atlas. In the existing works, each atlas is first matched to the target image, resulting in a deformed image close to the target image. Then the "most similar" individual atlas is selected and used for segmentation [1] . It is also straightforward to extend the scheme to multiple atlases, where more than one atlases can be selected and combined for segmentation [2] .
It has been shown that using multiple atlases can yield more accurate results than using a single atlas [3] . Aljabar et al. [4] investigated different atlas selection strategies and showed that selection strategy is one of the significant factors affecting the performance. Roche et al. [5] studied three intensity-based image similarity measurements (mean square distance, correlation coefficient, mutual information) and showed that mutual information is the "best" option assuming a statistical relationship. As for multiple atlases combination, the Weighted Voting algorithm was the most widely used method in the previous works [2, 3] , where computing the optimal weights of the corresponding atlases is the key in the such an algorithm.
Existing works mainly addressed the problems of atlas selection and weighted combination in the high-dimensional image space [1, 2, 3] . However, it was shown that the Euclidean distance in high-dimensional space may not accurately reflect the intrinsic similarity between the images [6] . In addition, it showed that the geodesic distance in the high-dimensional manifold space is a better measurement for computing the similarity between images.
However, in practice, it is difficult to compute the geodesic distance directly in the high-dimensional space. An approach to solve this problem is to project the high-dimensional data onto a low-dimensional manifold space and preserving the local geometry in the same time using nonlinear dimensionality reduction techniques [6, 7, 8] . In such a low-dimensional space, the Euclidean distance can approximately reflect the intrinsic similarity between the images. Based on this fact, in this paper, we propose a new method to select atlases by relying on the intrinsic similarity between the images. In addition, we develop a novel method to compute the weights for combining the selected images into a single template to achieve better segmentation performance. The basic idea is to reconstruct the input patient image using the selected images in the low-dimensional manifold space.
The rest of this paper is organized as follows. In Section 2, we describe the workflow of our method and present the proposed atlas selection and combination methods. Our data and experimental results are provided in Section 3. Some conclusions about our work are drawn in Section 4.
Method
In this section, we briefly show the workflow of our proposed method as shown in Fig. 1 . The upper row of the figure shows the process about the raw images of atlas, and the lower row shows the process about the label images of atlas. In our work, the raw image of atlas is denoted by A and the corresponding label image is denoted by L. The image to be segmented namely the patient image is denoted by P . The whole method includes three main steps: atlas registration, atlas selection, and atlas combination. high-dimensional space low-dimensional space manifold learning
Fig. 2.
An example illustrating the motivation of using the manifold learning for atlas selection in our method. In the Euclidean space the distance P A1>P A2, while in manifold space P A1<<P A2.
Atlas Registration
The first stage is registration that each raw image of atlas A i (i = 1, 2, ..., N ) is matched to the patient image P . The registration includes a 2D rigid registration and a non-rigid B-spline deformable registration. It yields a set of transformation parameters during the registration. Using the transformation parameters, each raw image A i and its corresponding label image L i are transformed toÂ i and L i , respectively, which are close to the patient image.
Manifold Learning for Atlas Selection
In terms of the theory of manifold learning, the raw images of atlas and the patient image can form a manifold in high-dimensional space, namely image space [6, 7, 8] . Take the "Swiss roll" structure as an example to illustrate the motivation of using manifold learning for atlas selection, as shown in Fig. 2 . The points in the left 3D "Swiss roll" represent the images in the high-dimensional manifold. And the points (P, A 1 , A 2 ) in the manifold respectively represents a patient image and two atlases. It can be seen that in the Euclidean space the distance P A 1 >P A 2 , while in manifold space P A 1 <<P A 2 . By manifold learning techniques, the high-dimensional data can be projected onto a low-dimensional space preserving the neighborhood information as shown in the right of graph. It can be seen that the distances of point P to the other points can be apparently reflected in the low-dimensional space. That is to say, the intrinsic similarity of images is better reflected in low-dimensional space than in high-dimensional space. There were many classical manifold learning algorithms, such as the linearly projection of Principal Component Analysis (PCA) and the nonlinear ISOMAP [6] and LLE [7] algorithms. In this work, we applied the Locality Preserving Projections (LPP) [8] algorithm in manifold learning. For it share the advantages of both linear and nonlinear algorithms, namely linearly projecting high-dimensional data onto a low-dimensional space and preserving local neighborhood information as well.
In our work, we set all images to the same size of m pixels. And each raw image of atlas is represented by a high-dimensional vector h i the size of which is m. Then the high m-dimensional vectors h i are projected to low n-dimensional vectors l i (n << m). The projection yields a transformation matrix W. Then the patient image P projects onto the same low-dimensional space. The projection is defined as follows:
where the vectors p h and p l represent the patient image in high-and lowdimensional space, respectively. In the low-dimensional space, K nearest vectors l k (k = 1, 2, . . . , K) of p l are selected by the Euclidean distance. Correspondingly, K most similar raw images of atlasÂ k to the patient image P are selected. Corresponding toÂ k , the K label imagesL k are selected fromL i . And these selected label images will be used for combination in the next stage.
Atlas Combination
In atlas combination stage, we employ the robust Weighted Voting algorithm [2, 3] . The algorithm is defined as follows:
where L is the result of combination image, and w=(w 1 , w 2 , ..., w K ) is a vector representing the weights of the selected label imagesL k . Apparently the weights are the key in such the algorithm. It assumes that the vectors l k are distributed in a linear low-dimensional space [7] . Combining the selected label images into a single template can be considered as using the vectors l k to reconstruct the vector p l . Thus, computing the optimal weights of combination can be solved by minimizing the linear reconstruction error [9] . The error ε is defined as follows:
with the weights constraint w k = 1. Apparently, it is a constrained least squares problem. We use the Lagrange multiplier algorithm and introducing a Gram matrix G to solve this problem.
where 1 is a vector of ones with the same size of p l , L is a matrix that consists of l k . Then the problem can be solved by the following solution:
Applying the weights w to the Weighted Voting algorithm (2), it yields a single combination image L. Since the edge of L may not be smooth, several basic morphological methods are used to address the problem. Finally, it yields the template L dst which is used for the final patient image segmentation.
Experiments

Data and Measurement
In our experiments, the proposed method was tested on 40 MR prostate images, which were taken from 40 different patients. Each image has 512×512 pixels. The binary label images, which were manually segmented by an expert, were considered as the ground truth. The Dice Similarity Coefficient (DSC) was used to evaluate the segmentation performance of our proposed method quantitatively. The evaluation criterion of DSC is defined as follows:
where A is the ground truth image, B is the result of an automatically segmented image, and |·| denotes the area of the target region. The DSC value varies between 0 and 1 and a higher value indicates a better segmentation.
Results
Note that the atlas selection and the weights computation were all performed in a low-dimensional space in our method. In order to decrease the computation time, we extracted the region of interest around the image center with the size of 256×256 pixels. That was to say, all atlas images formed a 65536-dimensional manifold space. All data were projected onto a low-dimensional space using manifold learning. We evaluated the segmentation performance over dimensionality varying from 1 to 39, where 39 is the upper bound set by the number of training images. We found that the value of 38 yielded the best performance in our experiments, which was then adopted. Before the projection, all images were preprocessed by histogram equalization to reduce the influence of light. For the relatively limited data, a leave-one-out approach was employed to validate the performance of our method. At each time, one of the 40 images was used as the patient image and the rest were applied as atlases.
In our experiments, the selected number of atlas was the only variable parameter. Therefore, we gave the results based on the selected number of atlas changing from 1 to 39. In Fig. 3 , it was a box-and-whisker diagram showing the distributions of our results. At each column, it depicts five-number summaries: the smallest observation, lower quartile, median, upper quartile, and largest observation. It can be seen that the median DSC varying between 0.88 and 0.92, and the values were larger than 0.90 in most cases.
We compared the performance of our method and the state-of-the-art method proposed by Klein et al. [2] . The main difference between the two methods is that the atlas selection and the weights computation in our method are all performed in a low-dimensional space. For a fair comparison, two methods were carried out based on the same registration. When the atlas selected number ranged from 1 to 39, the average DSC values of 40 experiments were shown in Fig. 4 . It can be seen that the DSC values of our method were higher than Klein's in most cases. Especially, the problem of over-fitting apparently occurred in Klein's method when the number of the samples exceeded a limitation. It has been shown that our method is superior to Klein's method in the case of relative large sample (p <0.01) and is not inferior in the case of small sample.
When we set the selected number of atlas to 35, several visual segmentation results were obtained and shown in Fig. 5 . The qualitative results of Klein's are in top row and our method's are in bottom row. The red contours represent the ground truth, and the yellow contours are automatically delineated by the two methods.
Conclusion
In this paper, we proposed a novel atlas-based method for automatic medical image segmentation. We proposed to select atlases according to the intrinsic similarity to the patient image in the low-dimensional space. A novel method was also proposed to compute the weights for more efficiently combining the selected atlases to achieve better segmentation performance. By comparing with the state-of-the-art method [2] , the experimental results show our method is robust and promising. In future work, we will test our algorithm on other datasets and further extend our method to 3D medical images segmentation.
