Introduction
Proposals to handle differentiated and guaranteed services in Internet have not provided the benefits that users and operators are expecting. Its complexity, with a large number of interconnected networks, is difficult to handle in an efficient way. This is due to the resource heterogeneity in terms of technologies and the inconsistent implementation of quality of services (QoS) in different networks. Despite several research activities in the area of QoS, Internet is still basically a best-effort network, which it is likely to stay, also in the far future. Streaming-based servers utilizing UDP for the underlying transport need to use some form of congestion control [1] to ensure the stability of Internet as well as the fairness to other flows, like those using TCP. The TCP-Friendly Rate Control (TFRC) is such a congestion control scheme appropriate for UDP. In this paper we target the question of how to optimize network and user-perceived performance in a best-effort network. In particular, we focus on the impact of end-to-end performance of the queue management scheme utilized in a wireless network. The first of the basic assumptions in this study is that the wireless last hop constitutes the bottleneck of the end-to-end (E2E) path. TFRC is intended for applications such as streaming media, where a relatively smooth sending rate is of importance. TFRC measures loss rate by estimating the loss event ratio [2] , and uses this measured rate to determine the sending rate in packets per RTT. When a bottleneck is shared with large-packet TCP flows, this has consequences for the rate achievable by TFRC. In particular a low bandwidth small-packet TFRC flow, sharing a bottleneck with high-bandwidth large-packet TCP flows, may be forced to slow down, even though the nominal rate of the TFRC application in bytes per second is less than the total rate of the TCP flows. This is fair only if the network limitation is defined by the number of packets per second, instead of bytes per second. In the TFRC protocol the small-packets are intended for flows that need to send frequent small quantities of information. It intends to support applications better, which should not have their sending rates in bytes per second decreased because of the use of small packets. This is restricted to applications, which do not send packets more often than every 10 ms. The TFRC Small-Packet (TFRC-SP) variant is motivated partly by the approach in Ref.
[3], with 6 www.intechopen.com
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the argument that it is reasonable for voice over IP (VoIP) flows to assume that the network limitation is in bytes rather in packets per second, that the sending rate is the same in bytes per second as for a TCP flow with 1500 byte packets, and that the packet drop rate is the same. An application using TFRC-SP can have a fixed packet size or may vary its packet size in response to congestion. Wireless channels suffer from bursty error losses reducing TFRC throughput, because TFRC incorrectly interprets packet loss as a sign of congestion. The maximum increase of TFRC rate, given fixed RTT, is estimated to be 0.14 packets per RTT and 0.22 packets per RTT with history discounting [4] . It takes four to eight RTTs for TFRC to halve its sending rate in the presence of persistent congestion. Active Queue Management (AQM) intends to achieve high link utilization without introducing an excessive delay into the E2E path. For good link utilization it is necessary for queues to adapt to varying traffic load. The AQM has been subject to extensive research in the Internet community lately, and a number of methods to control the queue size have been proposed. An increase in RTT not only degrades the control performance of an AQM algorithm, but also leads to instability in the network.
The work described in this chapter examines throughput, aggressiveness, and smoothness of TFRC with varying bandwidth. A dynamic model of TFRC enables applications to address the basic feedback nature of AQM. To demonstrate the generality of the proposed method an analytic model is described and verified by extensive simulation of different AQM.
Adaptive AQM (AAQM) Algorithm
AAQM is a light weight algorithm aimed at maximizing the flow of packets through the router, by continuously computing the quotient between the number of arriving and departing packets. The algorithm applies probabilistic marking of incoming packets to keep the quotient between arriving and departing packets just below 1 to minimize the queue length and maximize the throughput. Minimizing the queue length means minimizing the delay and packet loss.
Formal description
This part contains a more formal description regarding how the AAQM algorithm works . The goal of the AAQM algorithm is to keep the packet arrival rate as close to the packet departure rate as possible in order to maximize the flow of packets through the queue. The packet arrival rate is determined by the end systems sending packets and can for this reason be controlled by probabilistic marking of arriving packets. The packet departure rate is determined by the packet size and bandwidth of the outgoing link. The packet arrival rate is denoted by A and the packet departure rate is denoted by B, both of which are measured over T seconds. The utilization U of the flow of packets through the queue is defined by equation (1) . If in the equation above , U>1 the queue grows, which can result in a queue overflow and packet loss. Similarly, if, in the equation above , U<1 the queue shrinks, which could result in a link underutilization and wasted bandwidth. Therefore to maximize the flow, U should be as close to 1 as possible. The required benefit is that when U=1 a packet arrives for each departing packet causing the link to be fully utilized, and if U is just below 1 the queue will simultaneously shrink minimizing both loss and delay. Now, if the total running time of the algorithm is divided into N non-overlapping time slots of size T seconds then the utilization of each time slot n is given by equation (2) .
Now the packet marking probability P will be adjusted depending on the value of U during each time slot n . If U>1 then P can be increased to reduce the arrival rate and thus decrease U. Likewise, if U<1 then P can be decreased to increase the arrival rate and thus increase U. Equation (3) shows how the packet marking probability is adjusted.
The function f is given by equation (4) and, depending on U, increases or decreases the packet marking probability P.
T, P1 and P2 are constants that need to be determined beforehand.
Parameter Tuning
Of the variables described above only P1, P2 and T are user adjustable. Two sets of recommended values for these parameters are presented in Table 1 . The first row of parameters in Table 1 gives the algorithm a little better utilization at the cost of higher loss and delay. In the second row of parameters gives the algorithm a little lower utilization but improved loss and delay characteristics. The recommended parameters have been found by performing several simulations using NS [13] of the network using different parameter settings. Table 1 . Recommended AAQM Parameter.
When tuning the algorithm for use in a network some basic aspects must be kept in mind. A larger T will give a larger time interval over which the quotient U is computed. This will P 1 P 2 T 0.700 0.900 0.010 0.700 1.000 0.010
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in turn lead to a better prediction of the flow through the queue but on the downside it will also lead to a slower reaction to changes in the flow. Slow reactions to changes in the flow can lead to high delay and packet loss. When choosing P 1 and P 2 it should be kept in mind that P 1 < P 2 leads to low utilization, delay and packet loss. Similarly P 1 > P 2 gives high utilization, delay and packet loss.
Simulation setup
We use the methods presented in [9] for the study of the average queue time to have a welltuned AQM The symbol l is used for long-lived TCP traffic (FTP) and u for unresponsive flows when describing how these flows impact on the queue length q, loss probability p, and arrival rates of both l and u. In this work we focus on randomly created short and long-lived flows as well as their impact on AQM. For applications needing to maintain a slowly changing sending rate, the equation-based congestion control is the most appropriate. This kind of application is the source of short-lived flows. It is assumed that they never escape the slow start phase of TCP, so their window sizes are increasing exponentially rather than linearly as during TCP's congestion-control phase. As a model of a short-lived flow we used the sending rate of TFRC [4] which is a rate based congestion control mechanism ensuring fairness when it co-exists with TCP flows [4] . Its throughput equation is a version of the throughput equation for conformant TCP Reno [4] : where X is the transmission rate in byte/sec, as a function of the packet size B in bytes, RTT is the round-trip time in seconds, p the steady-state loss event rate, t RTO is the TCP retransmission timeout value in seconds, and b the number of packets acknowledged by a single TCP acknowledgement. TFRC uses this equation to adjust the sender rate to achieve the goal of TCP friendliness. The sender can calculate the retransmit timeout value t RTO using the usual TCP algorithm:
where RTT var is the variance of RTT, and SRTT is the round trip time estimate. Different TCP congestion control mechanisms use different clock granularities to calculate retransmit timeout values, so it is not sure that TFRC accurately can model a typical TCP flow. Unlike TCP, TFRC does not use this value to determine whether to retransmit or not. Hence the consequences of this inaccuracy are less serious. In practice the simple empirical heuristic of RTT t RTO 4 = works reasonably well to provide fairness with TCP [4] . For the dynamics of the model for TFRC behavior, we use the simplified and modified model presented in [10] . This model ignores the TCP timeout mechanism and is described by the nonlinear differential equation:
where X is the average packet rate (packets/s). The RTT is calculated as R t
where q is the average queue length (packets), C is the link capacity (packets/s), and T p is the propagation delay. The parameter p is the probability of a packet mark, the 1 R(t) term models additive increase of the packet rate, while the X(t) 2 term models multiplicative decrease of the packet rates in response to a packet marking p. Eq. (8) models the bottleneck queue length using the accumulated differences between packet arrival rates N(t)X(t) R(t) and the link capacity C, where ) (t N is the load factor (number of traffic sessions).
For linearization of Eqs. (7) and (8) and the estimation of some of the parameters Ref. [10] defines plant dynamics of the AQM feedback control as:
In Eq. (5) C 2 2N is the high-frequency plant gain, which is an important parameter in the design of AQM control schemes, since it affects the stability, transient response, and steadystate performance. The variation of the queue length depends on the input rate, output rate, and the AQM controller.
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The design of adaptive AQM algorithm should be based on the mean RTT [11] since realistic network conditions have heterogeneous flows with different RTTs. The link capacity C is measured by keeping track of departed packets, and an estimate of the TFRC load N/R is inferred from measurements of the dropping probability p. The TFRC throughput N RC = p 2 provides a mean for estimating N / R . For the parameterization of AQM dynamics the generalized fluid description of AQM dynamics relating instantaneous queue length q and loss probability p from [12] is used which is described as follow:
Where χ am denotes AQM state and f and g describe the AQM dynamic behavior. In RED [5] , χ am is the average queue length (RED bases its decision whether to mark a packet or not on the average queue length). In REM [6] χ am is the marking probability and the link price and in BLUE [7] χ am is the packet loss and link utilization history used to manage congestion.
In AAQM [8] χ am is the quote between the numbers of arrived and departed packets within a timer event. This kind of event occurs at fixed, evenly spaced, time intervals, see [8] . The quote is used as the utilization factor of the queue. For tuning of the AAQM the control parameters of the AAQM (P 1 , P 2 , T) are linked to the network parameters N, R and C. In the absence of knowledge of these parameters we can develop an on-line estimation of the link capacity C and the TFRC load N. The link capacity ˆ C is estimated using the model in [12] extended with computation of the packet arrival rate. The degree of TFRC traffic utilization of the link changes depending on the competing traffic, and to smooth the TFRC capacity ˆ C a low-pass filter (LPF) and the fluid mechanism is used:
where c θ denotes the estimated capacity and K c the filter time constant. To estimate the TFRC load we use the TFRC fluid model presented by Eqs. (7) and (8) and derive the following steady-state TFRC relationship:
Where X 0 is the equilibrium congestion packet rate and P 0 is the equilibrium drop probability. From formulas (12) and (13) we can obtain p 0 2 = N RC . In the same way as we estimated the link capacity, we can smooth the estimate of the N/RC by using the LPF:
www.intechopen.com For self-tuning AQM uses the parameters estimated in Eqs. (11) and (14) described as:
Where θ f and θ g show the explicit dependency of AQM dynamics using the estimate
When the 802.11 MAC layer approaches saturation, contention delays induced by deferred count-down timers, an increased contention window and retransmissions affecting the performance of TFRC and TCP [16] . TFRC is unaware of the MAC layer congestion, rendering in that the TFRC sender may overestimate the maximum sending rate. This congests the MAC layer, and the wireless network consequently reaches a sub-optimal stable state with respect to the throughput and round-trip time [17] [18] . Because of the lack of interaction between TFRC and the 802.11 MAC layer, a Rate Estimator (RE) is added to TFRC [17] . The RE approximates the saturation capacity of the MAC layer, and by limiting the sending rate, MAC layer congestion can be avoided. 
Simulations
The simulation results presented obtained using the NS-2 simulation tool [13] . Figure 2 depicts the topology used. The solid lines symbolize wired links and the dashed lines wireless links. Nodes numbered 1-10 are fixed; those numbered 12 -21 are mobile, and the node numbered 11 is the 802.11b base station (infrastructure mode). The link between the nodes number 0 and 11 represents the virtual bottleneck link running the AQM algorithms. An access point has two interfaces an 802.11 wireless interface to transmit/receive frames on the air and a wired interface. The disparity in channel capacity of these two interfaces makes www.intechopen.com
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the access point a significant potential bottleneck link. The virtual bottleneck represents an access point. Data are originating at the nodes numbered 1 -10 and received by the nodes numbered 12 -21. Each link carries both a TFRC and a TCP flow using a Pareto traffic generator (to generate aggregate traffic that exhibits a long-range dependency). The traffic generators start randomly after one second of the simulation to avoid a deterministic behavior and lasts for 100 seconds. Each simulation was run 30 times with different seeds for the random number generator. TCP-SACK [14] is used with Selective Acknowledgments (SACK), allowing a receiver to acknowledge out-of-order segments selectively. The TFRC flows are modeled as short-lived small packets web flows, and the TCP flows as a mix of short-lived flows and long-lived FTP flows. The sources of the short-lived web flows are modeled according to Ref. [15] .
In table 2 the different parameters settings used are listed. The TFRC and TCP timer granularity used, i.e. the tick value, is set to 500 ms, and the TCP minimum retransmission timeout to 1 s. The throughput at the bottleneck link, the queue size (in packets), and the drop probability are used for performance evaluation throughout the simulations. Table 2 . List of parameter settings used in different scenarios and packetsize 14 bytes.
The parameter settings used in the AQM algorithms are shown in Tab. III. For Blue the values were obtained from Ref. [7] , for RED from Ref. [5] , for REM from Ref. [6] , and for AAQM from Ref. [8] . 
Perfomance evaluation
To achieve satisfactory control performance, the design goals of AQM algorithms are responsiveness and stability. Bursty sources are used for the performance evaluation with varying queue sizes managed by the AQM algorithms. The bursts generated require an AQM algorithm to efficiently and quickly adapt to the current situation to maintain a high overall throughput and to avoid dropping more packets than necessary. As a result the drop rate and throughput are compared for the different algorithms. Figures 3 and 4 depict the results for the drop rate and overall throughput respectively. Four queue sizes are used 5, 10, 50 and 100 packets. The curves are plotted using a 95% confidence interval Figures 3 shows that Drop-Tail (DT) exhibits a high drop rate. This is due to the fact that all packets are dropped when the queue is full so it affects all flows. All sources will then decrease its sending rate at approximately the same time. This also means that all sources will increase the sending rate about the same time rendering in full queues once more and this will create oscillation. and beyond a high drop rate low throughput is also exhibited. The instantaneous queue length of RED is controlled in range of min th and max th . In order to be effective a RED queue must be configured with a sufficient amount of buffer space to accommodate an applied load greater than the link capacity from the instant in time when the applied load decreases at the bottleneck link in response to congestion notification. RED must ensure that congestion notification is given at a rate which sufficiently suppresses the transmitting sources without underutilizing the link. When a large number of TCP flows are active the aggregate traffic generated is extremely bursty. Bursty traffic often defeats the active queue management techniques used by RED since queue length grow and shrink rapidly before RED can react. Exactly that happens in figures 3(c), 3(d), 4(c) and 4(d).
On the other hand the queues controlled by REM and BLUE are often empty. When the link capacity is low AAQM requlates the queue length, where REM and BLUE oscillate between an empty buffer and its limit of queue size. As a result REM and BLUE show poor performance under a wide range of traffic environments. Drop-Tail and REM must be configured with a sufficient amount of buffer space in order to accommodate an applied load greater than the link capacity from the instant that congestion is detected, using the queue length trigger, to the instant when the applied load decreases in response to congestion notification. In general, the bias against bursty traffic and the tendency towards global synchronization can be eliminated by maintaining a stable packet loss over time. The steady-state control performance of each AQM algorithm was evaluated and the packet loss rate studied at three different traffic loads. As shown in figure 3 and figure 4 the flow dynamics are severely oscillating and it takes a long time to stabilize to a steady-state. The AAQM controller is able to compensate the oscillatory of the flow dynamics and given satisfactory control performance such as a fast and stable control dynamics. AAQM show the most robust steady-state control performance, independent of traffic loads, in terms of relatively small mean value of the packet loss rate as well as its variance.
In the experiments we allowed the AQM schemes to converge to steady state when there were 400 web sessions, then we increased the web session number to 800 and 1600 to study www.intechopen.com
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the performance of the AQM schemes when the number of short flows increases. From figures 4(a) and 4(b) it can seen that AAQM has 1% better throughput than RED when the number of sessions is 1600, and much higher throughput than BLUE, REM and DropTail In figure 4 (c) AAQM has 3% better throughput than RED, and from figure 4(d), can seen that AAQM has 36% better throughput than RED. The results from Figures 3 and 4 show that AAQM has the best responsiveness to congestion as well as the most robust steady-state control.
Related work
The work presented in [9] studies the effects of unresponsive flows on AQM. It shows that the queue averaging time is a result of a trade-off between AQM responsiveness and the robustness of the uncontrolled flows. The average queue time results in a smooth or stable congestion feedback, which introduces jitter in the queuing delay due to variation in the unresponsive flows. Three types of flow types were considered: short-lived TCP, Markov on-off UDP, and traffic with long-range dependencies (e.g ftp). Our work instead focuses on short-lived flows and uses a more realistic model for VoIP traffic by using TFRC-SP. Also [9] does not study the impact of unresponsive flows on the AQM algorithms, while we do. Our focus are in responsiveness of UDP flows with co-existent TCP flows. The work presented in [19] surveys two adaptive and proactive AQM algorithms using a classical proportional-integral-derivative feedback control to achieve stability and responsiveness. The TCP flows are modeled as long-lived FTP flows. In our work the flows are modeled as the mix of long-live flows and short-live flows to fulfill the design goal of an adaptive AQM to interact with a realistic flow composition. In reference [22] the authors argues in favor of rate-based AQM for high-speed links. Also in that work a proportional-integral controller for the AQM scheme is used. The design goal was to match the aggregate rate of TCP flows to the available capacity while minimizing the queue size. We study the integration of TFRC-SP and UDP in co-existence of with TCP in heterogeneous networks. The work presented in [23] uses a token-bucket model as a virtual queue (VQ) with a link capacity less than the actual link capacity. If a packet arrives, it is placed in a queue in the VQ if there is space available. Otherwise the packet is dropped. Accordingly the algorithm is able to react at an earlier stage, even before the queue grows, making it very sensitive to the traffic load and round trip time. However, the utility functions are much different from ours due to the AQM control parameters. AAQM uses control law and link utilization in order to manage congestion. The action of the control law in AAQM is to mark incoming packets in order to maintain the quotient between arriving and departing packet as close to one as possible. The study in reference [24] focused just on the RED and the parameter setting of RED was based on heuristics. It also studied RED against disturbances on the wireless access network. Only one type of flow types was considered: short-lived TCP. We study UDP in co-existence of with TCP and their impact on DT, RED, REM, BLUE and AAQM. The work presented in [25] by using of proxy AQM between access point for WLAN and wired network. The proxy reduces the overhead of the access point by implementing the AQM functionality at the gateway. In the work they extended the RED/ARED scheme to a www.intechopen.com 
Conclusions and future work
The present work studies AQM algorithms for competing small-packet TFRC flows and TCP flows in heterogeneous networks. We investigate the effects caused by unresponsive flows using TFRC on the AQM performance that is measured using responsiveness and stability. Through simulations it is shown that with suitable design of the AQM scheme the end-to-end performance can be maintained for TFRC flows consisting of small packets. It is shown that the control performance of Drop-tail, RED, and BLUE are very sensitive to the traffic load and round trip time. With REM the links suffer in utilization as the buffer size increases. In particular AAQM shows a stable queue length with low and smooth packet loss rates independent of the traffic load. Future works will particularly investigate the integration of the Guaranteed TFRC (GTFRC) [20] with the DCCP protocol [21] and co-existence of DCCP with the Stream Control Transmission Protocol (SCTP). The impact of these protocols on the AQM performance and QoS will be studied in heterogeneous networks. An additionally study will be focused on optimization of the buffer space requirements. 
