Introduction.
The present paper is concerned with linear differential expressions of the form (1.1) L(y) = J2pu(x)y^(x), n ^ 1,
,.
with coefficients p»(x) belonging to 8, the class of complex-valued (Lebesgue) integrable functions of the real variable x on the compact interval ab:a^x^b. The symbol St, (k = 0, 1, • • • ), will be used for the class of functions/(x) that are continuous and have continuous derivatives of the first k orders on ab, and the subclass of functions/(x) of S*-i with /<i_I)(x) absolutely continuous on ab will be designated by SI*, (k = l, 2, • • • ); in particular, Sli is the class of functions absolutely continuous on ab. The symbol 9L;2 will signify the set of functions f(x) £21* for which f(k)(x) belongs to 22, the class of square-integrable functions on ab. For k ^ 1 the subclasses of functions f(x) of 6*, a* and 2L.;2 such that/<«>(a)=0=/<a)(&). (a = 0, 1, • • • , k-1), will be denoted by (S£, 21?, and §I£;2, respectively. In order to avoid supplementary comments at various places in the paper, it will be understood that the symbols 2I0 and 2I£ designate the class £, the symbols 2L-,2 and 2I£;2 denote the class 82, and that ©£ designates the class (So of functions continuous on ab. As is customary, functions/i(x),/2(x) that are equal a.e. (almost everywhere) are considered as equal, and we write fi=f2; correspondingly, for subsets 3XCS-(a = l, 2), we write S)i = 3)2if for each w(x)£J)ol (a = l,2), there is a aWGSf, (P^ct), such that u = w. If La(y) = £,%0pli,a(x)yW, (a = l, 2), then Li(y)=L2(y) signifies pu,i = pn,2, (ju = 0, 1, • • ■ , n). Finally, if u = u(x), v=v(x) and uv belong to 2 the symbol (u, v) is used for f\uvdx; in particular, (u, v) exists if u, vE%2-As puE2, Gx = 0, 1, • • • , m), if yE&n then L(y)E%-The operator T0 is defined to have domain \%n and value T0y=L(y)
for yE&n-H D* denotes the totality of functions z(x)E% with z(x)pu(x)E%, (p -0, 1, • ■ ■ , n), and for which there exists a corresponding fz=fz(x)E% such that (L(y), z) = (y,fi) for all yE&Z, then the operator F* with domain 3)* and value T*z=fz is termed the adjoint of T0. In particular, if £"£&", (p = 0, ■ ■ ■ , n), and pn(x) 9^0 on ab, then classical results provide the conclusion that 3)*=2tn, and for 2£2I" the value of T*z is given by the Lagrange adjoint ^Z"_0 ( -l)"(p~nz)w. A very important instance is the Hilbert space case that occurs when pa E 22, (p = 0, 1, • • ■ , w), and analogous to the above defined T0 one considers the operator with values L(y) on the domain of functions y£2ln;2 such that L(y)E22. For the considerations of the present paper, however, restriction of attention to this case would be undesirable from the point of view of desired generality.
The central purpose of the present paper is to obtain precise information on the nature of T0 and its adjoint 2"*. The main tool used is a moderate extension of the fundamental lemma of the calculus of variations and certain related results, which are derived in §2. Some of the most interesting results on the character of T0 and T* obtained in §3 deal with differentiability conditions that must hold for coefficients of (1.1) in case the domain 3)* of T* is sufficiently large. That such type of condition on £)* can not imply that Pn(x)E&n, (p-= 0, 1, • • • , w), or even that p"(x)££", is exemplified by the case of (1.1) with L(y) = A" (y; p), where we define
with the understanding that p(x)£3lr in the definition of A2r and A2r-i. Indeed, if for (1.1) we have L(y)=/\n(y; p), (w^l), then the fact thatSLC®*.
and T*z = An(z; ( -l)np) for z£2l", is an immediate consequence of the classical relation
for arbitrary u, v of 2I", where Kn(u, v; p) is the bilinear concomitant 2~2"j=i u(i~l'Kij-,n(x; p)vu~l). The most important result of §3 is that of Theo- Hamburger, then L(y) = 23"-i A,(;y; irf), where irjE^-kj-i and ir,= ( -!)'■>?,,
3 also provides a proof of the result of Theorem 1 of Hamburger [5 ] that is considerably simpler in detail than the proof of Hamburger.
§6 presents results on extensions of the operator T0; tor the Sturm-Liouville case Theorem 6.2 is an improvement on results of Miller [9] and Hamburger [5] , as it shows that a hypothesis of incompatibility made by these authors is unnecessary for the result.
2. Auxiliary results. For brevity, if f(x) £? set S"(x;f) =f(x) and Sk+i(x;f) -fx, Sk(t; f)dt, (a^x^b; k = 0, 1, ■ ■ ■ ), where x" is some fixed point on a<x<6.
Moreover, for k = 0, 1, ■ ■ ■ the symbol tyk will denote the set of polynomials P4(x) of degree at most k; the symbol ^5_i will designate the class of functions consisting of the single function P_i(x)=0.
Basic for proofs of the subsequent sections is the following result, which is a moderate extension of the so-called fundamental lemma of the calculus of variations. Moreover, if Hk holds for some k*th then for arbitrary ;y£2Ift the integral I(y) exists and is equal to zero.
If y£St, (kgth), then we have nb h (2.2) I(y) = j r(x)y^dx, where r(x) -£ (-l)^S,(x; f*_,);
2) is identical with (2.1) if h = 0, and is a ready consequence of integration by parts in case h>0. If there is a Ph-i(x)E%^h-i such that r(x) = Ph-i(x) it follows that condition Hk holds for k^h; in fact this result is a direct application of (1.3) with n = h, p(x) = l, u(x)=Ph-i(x), and v(x)=y(x), since i\h(Ph-i(x); 1)=0.
On the other hand, as Hk implies Hk+i, if Hk holds for a value k^h then (2.3) 0 = I(y) = (-1)*-"-1 f Sk-K+i(x; r)y«+»dx, for y £ Ci.
•I a where r(x) is as in (2.2). Consequently, (see, for example, Huke [7, Chapter IV]), the customary form of the fundamental lemma implies that there is a polynomial Pk(x)Etyk such that Sk-k+x(x; r) =Pk(x) on ab, and differentiation yields r(x) = Ph-i(x)Etyh-i, with Pn-i(x) the (k -h + l)st derivative of Pk(x). The condition that the integral I(y) of (2.1) be zero for yE&P will be denoted by H?. [y, z\ is of the form (2.1), and in view of the above Corollary 2 it follows that for fixed z£S* the condition \y, z] =0 for arbitrary y£S® is equivalent to the condition that {y, z) =0 for arbitrary y£St.
Consequently (F, M; k)° implies (L, M; k) and the theorem is proved.
It is to be commented that with the aid of Theorem 2.1 and the above Corollary 2 one may show that each of the conditions of Theorem 2.2 is also equivalent to the condition that the expression (2.6) be zero for arbitrary y£SP,
z£S®; a precise characterization of L(y) and M(z) is given in Corollary 2 to Theorem 3.2. From Theorem 3.1 it follows that in general the value of T*z is not given by a differential expression of the form (1.1), but by a "quasi-differential expression" in the sense of Bocher [2] . The reader is referred to Halperin [4] for a discussion of general quasi-differential operators in a Hilbert space setting and under regularity assumptions corresponding to hypothesis (H) of §4
below.
In particular, if p"G3U (p = 0, 1, ■ • • , w), then zj>"£21" for arbitrary zG2l", the domain 3)* of T* contains 2L, and T*z= £"=o (-l)"(zft,)(*> for z£2I". 0 on ab, then 2f" = 3)* and T*z= £"-o (-l)"(zWw for z£2ln.
Throughout the following discussion the symbol kj will be used to denote j/2 or (j+l)/2 according as j is even or odd; also, we shall employ g\(x) for the particular polynomials g0(x)=l, gx(x)=xr/X!, (X = l, 2, • • • ). will be employed here: for n = 2r and n = 2r -l each element Ki, -,nis a linear combination°f P, P', " ' ' > P(T~1) with real coefficients, and thus l?,j;"£2Ii for p£2L and Ki,-,nE%i;2 whenever pE%r;2; KiJ-,n = (-l)n-1K,i-,", (i,j = l, ■ ■ ■ ,n);Ki,-,n = 0 if i+j>n + l; Ki,,n = ( -l)i~1p(x) if i+j = n+l. From these properties of the bilinear concomitant in (1.4) , and the result of Theorem 3.2, the following conclusion is immediate with Eu-i z(-i~1)Ki,(x)y'-i~1) = E"-i &-(%, J', tO. and 7r"(x) as in (3.1). where x0 is a fixed value on ab; such a function is termed a solution of (4.1).
In case (H) holds and gx(x) =xVX!G35*, (X = 0, 1, • • • , kn-l), then the function 7r"(x) of Theorem 3.2 is such that either 7r"^e0 or 7r"^ -e0 throughout ab. As the adjoint expression L*(z) = 2~2%o q^(x)z(u) given by (3.2) has qn = (-l)ntn, there is also a unique solution of the corresponding system
Since the condition that ir" does not vanish on ab implies that the matrix ||2^,y(x)|| of (3.9) is nonsingular, it follows from (3.9) by classical methods that the system which are orthonormal in the sense that (za, Zp) = 8ap, (a, P = l, ■ ■ • , n). Now if z"G35*, and w"(x) is a particular solution of L*(w") = T?z0, then w(x) =w"(x)+ 2~2l=i (Zo -w0, za)za(x) is the solution of L*(w) = T?z0 such that (z0 -w, z) =0 for arbitrary solutions z(x) of L*(z) =0. [July In view of (3.9) and the definition of T*z0 it follows that (L(y), z") = (y, T*z") = (y, L* (w)) = (L (y), w), and consequently (L(y), zo -w)=0, for arbitrary yE&n-By Theorem 2.1 it then follows that (z0 -w)p~n is equivalent to an absolutely continuous function, and (L(y), zo-w)=0 ior arbitrary ;y£2I£. Finally, since (z0 -w, z)=0 for arbitrary solutions of L*(z)=0, the above statement on the solvability of (4.2) implies that there is a yE^-n such that L(y) =z0-w, and hence (z0 -w, zo -w)=0 and z0 = w£2I".
The following theorem presents an extension of a result of Hamburger [5] for the Sturm-Liouville case; this latter case will be considered specifically in the next section. are nonsingular on ab and from (3.9) it follows that there is a constant «X« matrix D such that Z*(x)K(x) Y(x) =D. In the preceding matrix identity, as well as in subsequent occurrences, the exponent * on the symbol for a matrix denotes the conjugate' transpose matrix. Since hypothesis (H) implies that K(x) is nonsingular the matrix D is nonsingular, and A=Z)_1 is such that F(x)AZ*(x) is the reciprocal of K(x). The relations l£7(x)=0 for i+j>n + l, and Ki,(x) = ( -l)i~1irn(x) for i+j = n + l, imply for i+j<n + l, and Hij(x) = ( -l)'~1/pn(x) for i+j = n + l. In particular, H(x) is nonsingular a.e. on ab and thus a matrix A satisfying (4.4) is nonsingular. Now for yGS" the function r(x) =L(y)E%, and in view of (4.4) it follows by the method of variation of parameters that y(x) =yj(x)hj(x), where &,-(x)G2Ii and h[(x) = At-yzy(x)r(x); for simplicity of notation, in the expressions for y(x) and h[(x), and also in subsequent expressions of this paragraph, we employ the tensor analysis convention so that repetition of subscripts i and j in a given expression denotes summation over the range 1, • ■ • , w. Indeed, if 17,-and hi(x) are determined by y(i_1)(a) =yf~v>(a)vj,
hj(x) =r(x), and hence u(x) =yy(x)^-(x)G3I", The criterion of the following theorem is that of Hamburger [5] , with the modification of terminology mentioned at the beginning of this section. This result corresponds to the Main Theorem of Miller [9] established for systems in which />,,£(£", (p. = 0,l, ■ • • , n), and Theorem 5 of Hamburger [5] for systems in which £,,£?2, (m = 0, 1, • ■ • , »). In the proofs of both Miller and Hamburger, however, in addition to hypothesis (H) the assumption is made that the system L(y) =0, s(y) =0 is incompatible; the above proof shows that this assumption of incompatibility is unnecessary.
