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The resonant boundary Q-curvature problem
and boundary-weighted barycenters
Mohameden AHMEDOU, Sadok KALLEL, Cheikh Birahim NDIAYE
In fond memory of Abbas Bahri
Abstract
Given a compact four-dimensional Riemannian manifold (M, g) with boundary, we study the problem
of existence of Riemannian metrics on M conformal to g with prescribed Q-curvature in the interior M˚
of M , and zero T -curvature and mean curvature on the boundary ∂M of M . This geometric problem
is equivalent to solving a fourth-order elliptic boundary value problem (BVP) involving the Paneitz
operator with boundary conditions of Chang-Qing and Neumann operators. The corresponding BVP
has a variational formulation but the corresponding variational problem, in the case under study, is not
compact. To overcome such a difficulty we perform a systematic study, a` la Bahri, of the so called
critical points at infinity , compute their Morse indices, determine their contribution to the difference
of topology between the sublevel sets of associated Euler-Lagrange functional and hence extend the full
Morse Theory to this noncompact variational problem. To establish Morse inequalities we were led to
investigate from the topological viewpoint the space of boundary-weighted barycenters of the underlying
manifold, which arise in the description of the topology of very negative sublevel sets of the related
functional. As an application of our approach we derive various existence results and provide a Poincare´-
Hopf type criterium for the prescribed Q-curvature problem on compact four dimensional Riemannian
manifolds with boundary.
Key Words: Blow-up analysis, Critical points at infinity, Q-curvature, T -curvature, Morse theory,
Spectral sequences, Boundary-weighted barycenters, Algebraic topological methods.
AMS subject classification: 53C21, 35C60, 58J60, 55R80.
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1 Introduction and statement of the main results
On a four dimensional Riemannian manifold (M, g), Paneitz[60] discovered in 1983, a conformally co-
variant fourth order differential operator denoted by P 4g and called the Paneitz operator. Brenson and
Oersted[13] associated to this operator a natural concept of curvature called Q-curvature and denoted
by Qg. Both the Paneitz operator and the Q-curvature are defined in terms of the Ricci tensor Ricg and
the scalar curvature Rg of the Riemannian manifold (M, g) as follows:
P 4g = ∆
2
g + divg
(
(
2
3
Rgg − 2Ricg)∇g
)
, Qg = − 1
12
(∆gRg −R2g + 3|Ricg|2),
where ∇g is the covariant derivative with respect to g.
Likewise Chang-Qing[23] have discovered an operator P 3g which is associated to the boundary of a com-
pact four-dimensional Riemannian manifold (M, g) with boundary and a third-order curvature Tg naturally
associated to P 3g . They are defined as follows
P 3g =
1
2
∂∆g
∂ng
+∆gˆ
∂
∂ng
− 2Hg∆gˆ + Lg(∇gˆ,∇gˆ) +∇gˆHg.∇gˆ + (Fg − Rg
3
)
∂
∂ng
.
Tg = − 1
12
∂Rg
∂ng
+
1
2
RgHg− < Gg, Lg > +3H3g −
1
3
trg(L
3
g)−∆gˆHg,
where gˆ is the metric induced by g on ∂M , ∂
∂ng
is the inward Neumann operator on ∂M with re-
spect to g, Lg = (Lg,ab) = − 12 ∂gab∂ng is the second fundamental form of ∂M with respect to g, Hg =
1
3 trg(Lg) =
1
3 gˆ
abLg,ab (gˆ
ab are the entries of the inverse gˆ−1 of the metric gˆ) is the mean curvature
of ∂M , Rkg,ijl is the Riemann curvature tensor of (M, g) Rg,ijkl = gmiR
m
g,jkl (gij are the entries of
the metric g), Fg = R
a
g,nan (with n denoting the index corresponding to the normal direction in lo-
cal coordinates) and < Gg, Lg >= gˆ
acgˆbdRg,anbnLg,cd. Moreover, the notation Lg(∇gˆ,∇gˆ), means
Lg(∇gˆ,∇gˆ)(u) = ∇agˆ(Lg,ab∇bgˆu). We point out that in all those notations above i, j, k, l = 1, · · · 4 and
a, b, c, d = 1, · · · , 3, and Einstein summation convention is used for repeated indices.
As the Laplace-Beltrami operator and the Neumann operator are conformally covariant, we have that P 4g
is conformally covariant of bidegree (0, 4) and P 3g of bidegree (0, 3). Furthermore, as they govern the
transformation laws of the Gauss curvature and the geodesic curvature on compact surfaces with bound-
ary, the couple (P 4g , P
3
g ) does the same for (Qg, Tg) on a compact four-dimensional Riemannian manifold
with boundary (M, g). In fact, under a conformal change of metric gu = e
2ug, we have
(1)
{
P 4gu = e
−4uP 4g , in M˚,
P 3gu = e
−3uP 3g , on ∂M.
and
{
P 4g u+ 2Qg = 2Qgue
4u in M˚,
P 3g u+ Tg = Tgue
3u on ∂M.
2
Besides the above analogy, we have also an extension of the Gauss-Bonnet identity, known as the Gauss-
Bonnet-Chern formula
(2)
∫
M
(Qg +
|Wg|2
8
)dVg +
∮
∂M
(Tg + Zg)dSg = 4π
2χ(M),
whereWg denote the Weyl tensor of (M, g) and Zg is given by the following formula
Zg = RgHg − 3HgRicg,nn + gˆacgˆbdRg,anbnLg,cd − gˆacgˆbdRg,acbcLg,cd + 6H3g − 3Hg|Lg|2 + trg(L3g),
with trg denoting the trace with respect to the metric induced on ∂M by g (namely gˆ) and χ(M) the
Euler characteristic of M . Concerning the quantity Zg, we have that it vanishes when the boundary is
totally geodesic and
∮
∂M
ZgdVg is always conformally invariant, see [23]. Thus, setting
(3) κ(P 4,P 3) := κ(P 4,P 3)[g] :=
∫
M
QgdVg +
∮
∂M
TgdSg,
we have that thanks to (2), and to the fact that |Wg|2dVg is pointwise conformally invariant, κ(P 4,P 3) is
a conformal invariant. We remark that 4π2 is the total integral of the (Q, T )-curvature of the standard
four-dimensional hemisphere.
As was addressed in [1] by the first and third authors, a natural question is the following: given a compact
four-dimensional Riemannian manifold with boundary (M, g) and K : M −→ R+ smooth, under which
conditions on K does M carries a Riemannian metric conformal to g for which the corresponding Q-
curvature is K and the corresponding T -curvature and mean curvature vanishes. Related questions have
been studied for compact Riemannian surfaces with boundary regarding Gauss curvature and geodesic
curvature, see for example [15], [16], [21], [27], and [61], and for compact Riemannian manifolds with
boundary of dimension bigger that 2 regarding scalar curvature and mean curvature, see for example, [2],
[17], [19], [27], [30], [32], [33], [40], [41] and [49] and the references therein. Thanks to (1), this problem
is equivalent to finding a smooth solution to the following BVP:
(4)


P 4g u+ 2Qg = 2Ke
4u in M˚,
P 3g u+ Tg = 0 on ∂M,
∂u
∂ng
−Hgu = 0 on ∂M,
where ∂
∂ng
is the inward normal derivative with respect to g. Since the problem is conformally invariant, it
is not restrictive to assume Hg = 0, since this can be always achieved through a conformal transformation
of the background metric. Thus, from now on, we will assume that we are working with a background
metric g satisfying Hg = 0 and hence BVP (4) becomes the following one with Neumann homogeneous
boundary condition:
(5)


P 4g u+ 2Qg = 2Ke
4u in M˚,
P 3g u+ Tg = 0 on ∂M,
∂u
∂ng
= 0 on ∂M.
Defining H ∂
∂n
as
H ∂
∂n
=
{
u ∈ W 2,2(M) : ∂u
∂ng
= 0 on ∂M
}
,
whereW 2,2(M) denotes the space of functions on M which are square integrable together with their first
and second derivatives, and P 4,3g as follows, for every u, v ∈ H ∂
∂n〈
P 4,3g u, v
〉
L2(M)
=
∫
M
(
∆gu∆gv +
2
3
Rg∇gu · ∇gv
)
dVg − 2
∫
M
Ricg(∇gu,∇gv)dVg
−2
∮
∂M
Lg(∇gˆu,∇gˆv)dSg.
3
It follows from standard elliptic regularity theory that smooth solutions to (5) can be found by looking
at critical points of the geometric functional
II(u) =
〈
P 4,3u, u
〉
L2(M)
+ 4
∫
M
QgudVg + 4
∮
∂M
TgudSg − κ(P 4,P 3) ln
∫
M
e4udVg , u ∈ H ∂
∂n
.
Similarly to the case of closed four-dimensional Riemannian manifolds, the spectral properties of P 4,3g and
the sign of κ(P 4,P 3) are strongly related. In fact, Catino-Ndiaye[20] proved that if ∂M is umbilic in (M, g),
the Yamabe invariant Y (M,∂M, [g]) := inf{∫
M
RgudVgu +
∮
∂M
HudSgu , gu = e
2ug,
∫
M
e4udVg = 1} is
positive and κ(P 4,P 3) +
1
6Y (M,∂M, [g])
2 > 0, then kerP 4,3g ≃ R and P 4,3g is also nonnegative. They
also observed that κ(P 4,P 3) satisfies a rigidity type result, namely that if ∂M is umbilic in (M, g) and
Y (M,∂M, [g]) ≥ 0, then κ(P 4,P 3) ≤ 4π2 with the equality holding if and only if (M, g) is conformally
equivalent to the standard four-dimensional hemisphere S4+. We point out that, the latter rigidity result
has been noticed by Chen[26].
As in the case of closed four-dimensional Riemannian manifolds, here also, the analytic features of II
depend strongly on the values taken by κ(P 4,P 3). Indeed depending on whether κ(P 4,P 3) is a multiple
of 4π2 or not, the way of finding critical points of II changes drastically. To the best of our knowledge
the first existence result for problem (5) has been obtained by Chang and Qing, see [24], under the
assumptions that P 4,3g is nonnegative, kerP
4,3
g ≃ R and κ(P 4,P 3) < 4π2. An alternative proof using
geometric flows method has been given in [54]. As already mentioned, a first sufficient condition to ensure
those hypotheses (in the umbilic case) was given by Catino-Ndiaye[20]. Later, Ndiaye[52] developed a
variant of the min-max scheme of Djadli-Malchiodi[29] to extend the result of Chang-Qing[24]. Precisely,
he showed that problem (5) is solvable provided that kerP 4,3g ≃ R and κ(P 4,P 3) is not a positive integer
multiple of 4π2.
As in the case of closed four-dimensional Riemannian manifolds, here also, the assumptions kerP 4,3g ≃ R
and κ(P 4,P 3) /∈ 4π2N∗ will be referred to as nonresonant case. This terminology is motivated by the fact
that in that situation the set of solutions to some appropriate perturbations of BVP (5) (including it)
is compact, see [52]. Naturally, we call resonant case when kerP 4,3g ≃ R and κ(P 4,P 3) ∈ 4π2N∗. We
divide the resonant case in two subcases. Precisely, we call the situation where κ(P 4,P 3) = 4π
2 the critical
case and when κ(P 4,P 3) ∈ 4π2(N∗ \ {1}) the supercritical one. With these terminologies, we have that
the works of Chang-Qing[24] and Ndiaye[52] answer affirmatively the question raised above in the non
resonant case. Unlike the non resonant case, up to the knowledge of the authors, there are no existence
results in the resonant one...
To give some motivations of the study of the (Q, T )-curvature, we discuss some geometric applications of
it. We have two results proven by Chen[26], and Catino-Ndiaye[20]. The first one follows from the works
of Chen[26] and Catino-Ndiaye[20] and says that if the Yamabe invariant Y (M,∂M, [g]) and κ(P 4,P 3)
are both positive and (M, g) has umbilic boundary, then M carries a conformal metric with positive
Ricci curvature. HenceM has a finite fundamental group. The second one due to Catino-Ndiaye[20] says
that if (M, g) has umbilic boundary, Y (M,∂M, [g]) > 0, and κ(P 4,P 3) >
1
8
∫
M
|Wg|2dVg , then M admits a
Riemannian metric g¯ such that (M, g¯) has constant positive sectional curvature and ∂M is totally geodesic
in (M, g¯). We remark also that the pair Paneitz, Chang-Qing operator, and the (Q, T )-curvature appear
in the study of log-determinant formulas, Gauss-Bonnet type formulas, and the compactification of some
locally conformally flat four-dimensional manifolds, see [22], [25], [23], [24].
In this paper, we are interested in the resonant case, namely when kerP 4,3g ≃ R and κ(P 4,P 3) = 4kπ2 with
k ∈ N∗. Namely we first completely identify the critical points at infinity of II, compute their Morse
indices and determine their topological contribution to the difference of topology between the sublevel
sets. Next, we combine the variational contribution of the critical points at infinity of II with classical
tools of Morse theory and precise knowledge of the topology of the boundary-weighted barycenters B∂∗ (M)
(whose relevance in the problem under study was first discovered by Ndiaye[52]) to prove strong Morse
inequalities and provide various type of existence results.
To state our main existence results, we need to fix some notation and make some definitions. For every
4
(p, q) ∈ (N∗)2, we define FMp : (M˚p)∗ −→ R as follows
(6) FMp (a1, · · · , ap) :=
p∑
i=1

H(ai, ai) +∑
j 6=i
G(ai, aj) +
1
2
ln(K(ai))

 ,
and F∂Mq : (∂M q)∗ −→ R as follows
(7) F∂Mq (a1, · · · , aq) :=
q∑
i=1

H(ai, ai) +∑
j 6=i
G(ai, aj) + ln(K(ai))

 ,
where
(M˚p)∗ :=Mp \ F (M˚p), ((∂M)q)∗ := (∂M)q \ F ((∂M)q)
with F (M˚p) and F ((∂M)q) denoting respectively the fat Diagonal of (M˚)p and (∂M)p, G is the Green’s
function of (P 4g (·) + 4kQg, P 3g (·) + 2kTg) under homogenous Neumann condition with respect to g and
satisfying the normalization
∫
M
Qg(x)G(·, x)dVg(x) +
∮
∂M
Tg(x)G(·, x)dSg(x) = 0, and H is its regular
part, see Section 2 for more information.
On the other hand, for (p, q) ∈ N2 such that 2p + q = k, we define FMp, q : (M˚p)∗ × (∂M q)∗ −→ R as
follows
(8) FMp, q(a1, · · · , ap+q) := FMp (a1, · · · , ap) +
1
2
p∑
i=1
p+q∑
j=p+1
G(ai, aj),
and F∂Mp, q : (M˚p)∗ × (∂M q)∗ −→ R as follows
(9) F∂Mp, q (a1, · · · , ap+q) := F∂Mq (ap+1, · · · , ap+q) + 2
p∑
i=1
p+q∑
j=p+1
G(ai, aj).
Moreover, we set
(10) Fp, q(A) := 2FMp,q(A) +
1
2
F∂Mp,q (A) = 2FMp (Ap) +
1
2
F∂Mq (Aq) + 2
p∑
i=1
p+q∑
j=p+1
G(ai, aj),
with A = (a1, · · · , ap+q), Ap := (a1, · · · , ap), Aq := (ap+1, · · · , ap+q), and define
(11) Crit(Fp, q) := {A ∈ ((M˚)p)∗ × ((∂M)p)∗, A critical point of Fp,q}.
Furthermore, for A := (a1, · · · , ap+q) ∈ (M˚p)∗ × ((∂M)p)∗, we set
(12) FAi (x) := e4(H(ai,x)+
∑p
j=1,j 6=i
G(aj,x)+
1
4
ln(K(x))+ 1
2
∑p+q
j=p+1 G(aj,x)), i = 1, · · · , p,
and
(13) FAi (x) := e4(
1
2
H(ai,x)+
1
2
∑p+q
j=p+1,j 6=i
G(aj,x)+
1
4
ln(K(x))+
∑p
j=1 G(aj ,x)), i = p+ 1, · · · , p+ q.
Moreover, we set
(14) LK(A) :=


∑p
i=1(FAi )
1
4 (ai)Lg((FAi )
1
4 )(ai), if q = 0,
∑p+q
i=p+1(FAi )
1
4 (ai)
∂ lnK
∂ng
(ai), if q 6= 0,
5
and
(15) i∞(A) := 5p+ 4q − 1−Morse(Fp,q, A),
where Morse(Fp,q, A) denotes the Morse index of Fp, q at A, . We set also
Fp,q∞ := {A ∈ Crit(Fp,q) : LK(A) < 0},(16)
and
(17) F∞ :=
⋃
(p,q)∈N2:2p+q=k
Fp,q∞ .
Furthermore, we define
(18) mp,qi := card{A ∈ Fp,q∞ : i∞(A) = i}, i = p+ q − 1, · · · , 5p+ 4q − 1,
and
(19) mki :=
∑
(p,q)∈N2: 2p+q=k,p+q−1≤i≤5p+4q−1
mp,qi , i = 0, · · · , 4k − 1.
For l ∈ N∗, we use the notation B∂l (M) to denote the following set of barycentric type:
B∂l (M) :=
⋃
(p.q)∈N2, 0<2p+q≤l
Bpq (M,∂M),(20)
where
Bpq (M,∂M) :=
{ p+q∑
i=1
αiδai , ai ∈ M˚ i = 1, · · · , p, ai ∈ ∂M i = p+ 1, · · · , p+ q,
αi ≥ 0 i = 1, · · · , p+ q, and
p+q∑
i=1
αi = k
}
.
(21)
Furthermore, we define
(22) ck−1n = dim Hn(B
∂
k−1(M)), n = 1, · · · 4k − 5,
whereHn(B
∂
k−1(M)) denotes the n-th homology group ofB
∂
k−1(M) with Z2 coefficients and dim Hn(B
∂
k−1(M))
is its dimension. For (p, q) ∈ N2 such that 2p+ q = k, we say
(ND)p,q holds if Fp,q is a Morse function and for every A ∈ Crit(Fp,q), LK(A) 6= 0.(23)
Finally. we say
(24) (ND) holds if (ND)p,q holds for every (p, q) ∈ N2 : 2p+ q = k.
Now, we are ready to state our main results, starting from those which follow from our strong Morse type
inequalities. To do so, we start with the critical case, namely when k = 1.
Theorem 1.1 Let (M, g) be a compact four-dimensional Riemannian manifold with boundary such that
KerP 4,3g ≃ R, Hg = 0 and κ(P 4,P 3) = 4π2. Assuming that K is a smooth positive function on M such
that (ND) holds and the following system of non negative integers (ni)
(25)


m10 = 1 + n0,
m1i = ni + ni−1, i = 1, · · · , 3,
0 = n4
ni ≥ 0, i = 0, · · · , 3
has no solutions, then K is the Q-curvature of a Riemannian metric conformal to g with zero T -curvature
and vanishing mean curvature on ∂M .
6
As a corollary of the above theorem, we derive the following Hopf-Poincare´ index type criterion for
existence.
Corollary 1.2 Let (M, g) be a compact four-dimensional Riemannian manifold with boundary such that
KerP 4,3g ≃ R, Hg = 0, and κ(P 4,P 3) = 4π2. Assuming that K is a smooth positive function on M such
that (ND) holds and
(26)
∑
A∈F∞
(−1)i∞(A) 6= 1,
then K is the Q-curvature of a Riemannian metric conformal to g with zero T -curvature and vanishing
mean curvature on ∂M .
As a by product of our analysis, we extend the above Hopf-Poincare´ index criterium to include the case
where the total sum equals 1 but a partial one is not, provided that there is a jump in the Morse indices
of the function F0,1. Namely we have the following criterium:
Theorem 1.3 Let (M, g) be a compact four-dimensional Riemannian manifold with boundary such that
KerP 4,3g ≃ R, Hg = 0, and κP = 4π2. Assuming that K is a smooth positive function on M such that
(ND) holds and there exists a positive integer 1 ≤ l ≤ 3 and Al ∈ F∞ such that∑
A∈F∞, i∞(A)≤l−1
(−1)i∞(A) 6= 1
and
∀A ∈ F∞, i∞(A) 6= l,
then K is the Q-curvature of a Riemannian metric conformal to g with zero T -curvature and vanishing
mean curvature on ∂M .
Next, we state our main result in the supercritical case, namely when k ≥ 2. It read as follows:
Theorem 1.4 Let (M, g) be a compact four-dimensional Riemannian manifold with boundary such that
KerP 4,3g ≃ R, Hg = 0, and κP = 4kπ2 and k ∈ N with k ≥ 2. Assuming that K is a smooth positive
function on M such that (ND) holds and the following system of non negative integers (ni)
(27)


mk0 = n0,
mk1 = n0 + n1,
mki = c
k−1
i−1 + ni + ni−1, i = 2, · · · , 4k − 4,
mki = ni + ni−1, i = 4k − 3, · · · , 4k − 1,
0 = n4k−1,
ni ≥ 0, i = 0, · · · , 4k − 1,
has no solutions, then K is the Q-curvature of a Riemannian metric conformal to g with zero T -curvature
and vanishing mean curvature on ∂M .
Remark 1.5 The dimension of the homology groups of the boundary-weighted barycenters B∂l (M), namely
cln := dimHn(B
∂
l (M))
are computed in Theorem 5.12 of Section 5 of this paper.
As a corollary of Theorem 1.4, we derive the following Hopf-Poincare´ index type criterion for existence.
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Corollary 1.6 Let (M, g) be a compact four-dimensional Riemannian manifold with boundary such that
KerP 4,3g ≃ R, Hg = 0, and κP = 4kπ2 and k ∈ N with k ≥ 2. Assume that K is a smooth positive
function on M such that (ND) holds and
(28)
∑
A∈F∞
(−1)i∞(A) 6= 1− χ(B∂k−1(M)),
where χ(B∂k−1(M)) stands for the Euler Characteristic of the space of boundary-barycenters of order k−1.
Then K is the Q-curvature of a Riemannian metric conformal to g with zero T -curvature and vanishing
mean curvature on ∂M .
Remark 1.7 χ(B∂k−1(M)) the Euler Characteristic of the space of boundary weighted-barycenters of or-
der k − 1 of M is computed in Theorem 5.1 of Section 5 of this paper.
Just as in the one mass case, we generalize the above criterium to the case where there is a jump in the
indices of the functions Fp,q for all (p, q) ∈ N2 such that 2p+ q = k. Namely we prove the following:
Theorem 1.8 Let (M, g) be a compact four-dimensional Riemannian manifold with boundary such that
KerP 4,3g ≃ R, Hg = 0, and κP = 4kπ2 and k ∈ N with k ≥ 2. Assuming that K is a smooth positive
function on M satisfying the non degeneracy condition (ND) and there exists a positive integer 1 ≤ l ≤
4k − 1 and Al ∈ F∞ with i∞(Al) ≤ l − 1 such that∑
A∈F∞, i∞(A)≤l−1
(−1)i∞(A) 6= 1− χ(B∂k−1(M)),
and
∀A ∈ F∞, i∞(A) 6= l,
then K is the Q-curvature of a Riemannian metric conformal to g with zero T -curvature and vanishing
mean curvature on ∂M .
Taking advantage from the precise knowledge of the location of critical points at infinity, we put condition
on the function K to insure that some subcritical approximations of the critical case do not blow up and
hence leading to the following existence result:
Theorem 1.9 Let (M, g) be a compact four-dimensional Riemannian manifold with boundary such that
KerP 4,3g ≃ R, Hg = 0, κ(P 4,P 3) = 4π2 and k¯ = 0. Assuming that K is a smooth positive function
on M such that for every maximum point a of F0,1, we have ∂K∂ng (a) > 0, then K is the Q-curvature
of a Riemannian metric conformal to g with zero T -curvature, vanishing mean curvature on ∂M , and
conformal factor minimizing the Paneitz functional II.
In the special case of the half-sphere, the above statement reads as follows:
Corollary 1.10 Let (S4+, gS4+) be the standard four-dimensional hemisphere, K : S
4
+ −→ R+ a smooth
positive function and Kˆ := K|S3 : S
3 −→ R+ its restriction on S3. Assuming that ∂K∂ng
S4
+
(a) > 0 for every
maximum point a of Kˆ, then K is the Q-curvature of a Riemannian metric conformal to gS4
+
with zero
T -curvature, vanishing mean curvature on S3, and conformal factor minimizing the Paneitz functional
II.
Next, we present a new type of existence results based on the use of spectral information to rule out the
blow up of some supercritical approximations... It read as follows:
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Theorem 1.11 Let (M, g) be a compact four-dimensional Riemannian manifold with boundary such hat
KerP 4,3g ≃ R, Hg = 0, κ(P 4,P 3) = 4kπ2, and k ∈ N with k ≥ 2. Assuming that K is a smooth positive
function on M satisfying the non degeneracy (ND) such that at every local minimum of A of F0,k we have
that LK(A) < 0, then K is the Q-curvature of a Riemannian metric conformal to g with zero T -curvature
and vanishing mean curvature on ∂M .
Remark 1.12 The above theorem has a counterpart in the closed case which improves Corollary 1.4
of [55] by dropping the assumption on critical points of index one. However the proof, which is rather
analytic, differers drastically from the algebraic topological argument of [55].
The remainder of this paper is organized as follows. In section 2 we fix the notation used in the paper, give
asymptotic of the Green’s function of the pair of operators (P 4g (·)+ 4kQg, P 3g (·)+ 2kTg) under homogeneous
Neumann boundary condition and recall the local description of blowing up solutions of some appropriate
perturbations of BVP (5). In section 3 we perform a refined blow up analysis around blow up points and
derive a deformation Lemma which provides an accurate description of the lost of compactness, while
Section 4 is devoted to a Morse type reduction near the end of noncompact orbits of an appropriate
pseudogradient. We take advantage of such a reduction to identify the critical points at Infinity of this
noncompact variational problem and compute their Morse indices. In section 5 we undertake a systematic
study from the topological viewpoint of the boundary-weighted barycenters which describe the topology
of very negative sublevel sets of the functional II, and in section 6 we provide proofs of the main results.
Finally we collect in the appendix various estimates of the bubbles and their interaction as well as refined
expansions of the functional and its gradient in the neighborhood of potential critical points at Infinity.
Acknowledgements
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2 Notation and preliminaries
In this section, we fix our notation and give some useful preliminary results. Throughout N denotes the
set of nonnegative integers, N∗ stands for the set of positive integers, and for n ∈ N∗, Rn the standard
n-dimensional Euclidean space, Rn+ the open positive half-space of R
n, and R¯n+ its closure.
For n ∈ N∗ and r > 0, BRn0 (r) denotes the open ball of Rn of center 0 and radius r, B¯R
n
0 (r) for its closure,
B
R
4
+
0 (r) := B
R
4
0 (r) ∩ R¯4+ , and B¯
R
4
+
0 (r) := B¯
R
4
0 (r) ∩ R¯4+. Sn denotes the unit sphere of Rn+1, and Sn+ the
positive spherical cap, namely Sn+ := S
n ∩ Rn+1+ . For a Riemmanian metric g¯ on M and gˆ its induced
metric on ∂M , the ball Bg¯p(r) (respectively B
gˆ
p(r) ) is with respect to the normal geodesic (respectively
Fermi) coordinates and similarly dg¯(x, y) denotes the geodesic distance if x ∈ M˚ (respectively the
distance inherited from the Fermi coordinates). Moreover injg¯(M) (respectively injgˆ(M) ) stands for the
injectivity radius. dVg¯ denotes the Riemannian measure associated to the metric g¯, and dSg¯ the volume
form on ∂M with respect to the metric induced by g¯ on ∂M .
We will write Diag(M) the diagonal subspace of M2 =M ×M .
In this paper, (M, g) always refers to a given underlying compact four-dimensional Riemannian manifold
with boundary ∂M and interior M˚ , and K :M −→ R a smooth function. Furthermore we assume that:
ker P 4,3g ≃ R, κ(P 4,P 3) = 4kπ2 for some k ∈ N∗, and K > 0 on M.
Now, we recall G the Green’s function of the operator (P 4g (·) + 4kQg, P 3g (·) + 2kTg) with homogeneous
Neumann boundary condition satisfying the normalization∫
M
G(x, y)Qg(y)dVg(y) +
∮
∂M
G(x, y)Tg(y)dSg(y) = 0, ∀x ∈M.
9
For 1 ≤ p ≤ ∞ and k ∈ N, β ∈]0, 1[, Lp(M) and Lp(∂M), W k,p(M), Ck(M), and Ck,β(M) stand
respectively for the standard p-Lebesgue space on M and ∂M , (k, p)-Sobolev space, k-continuously
differentiable space and k-continuously differential space of Ho¨lder exponent β, all with respect to g (if
the definition needs a metric structure) and for precise definitions and properties, see for example [3] or
[34]. Given a function u :M −→ R such that u ∈ L1(M) and u ∈ L1(∂M), we define u(Q,T ) as follows
u(Q,T ) :=
1
4kπ2
(∫
M
uQgdVg +
∮
∂M
uTgdSg
)
.
Given a generic Riemannian metric g˜ onM and a function F (x, y) defined on a open subset ofM2 which
is symmetric and with F (·, ·) ∈ C2 with respect to g˜, we define ∂F (a,a)
∂a
:= ∂F (x,a)
∂x
|x=a = ∂F (a,y)∂y |y=a,
and ∆g˜F (a1, a2) := ∆g˜,xF (x, a2)|x=a1 = ∆g˜,yF (a2, y)|y=a1 . Similarly, for a function F (x, y) defined
on a open subset of (∂M)2 which is symmetric and with F (·, ·) ∈ C1 with respect to g˜, we define
∂F (a,a)
∂a
:= ∂F (x,a)
∂x
|x=a = ∂F (a,y)∂y |y=a.
For l ∈ N∗ and a ∈ M , Oa(1) stands for quantities bounded uniformly in a, Ol(1) stands for quantities
bounded uniformly in l and ol(1) stands for quantities which tends to 0 as l → +∞. For ǫ positive and
small, a ∈ M and λ ∈ R+ large, λ ≥ 1ǫ , Oa,λ,ǫ(1) stands for quantities bounded uniformly in a, λ,
and ǫ. For ǫ positive and small, (p, q) ∈ N × N such that 2p + q = k, λ¯ := (λ1, · · · , λp+q) ∈ (R+)p+q,
λi ≥ 1ǫ for i = 1, · · · , p+ q, and A := (a1, · · · , ap+q) ∈ Mp × (∂M)q (where (R+)p denotes the cartesian
product of p+ q copies of R+, and the convention that M
p × (∂M)0 := Mp and M0 × (∂M)q = (∂M)q
is used), OA,λ¯,ǫ(1) stands for quantities bounded uniformly in A, λ¯, and ǫ. Similarly for ǫ positive and
small, (p, q) ∈ N × N such that 2p + q = k, λ¯ := (λ1, · · · , λp) ∈ (R+)p+q, λi ≥ 1ǫ for i = 1, · · · , p + q,
α¯ := (α1, · · · , αp+q) ∈ Rp+q, αi close to 1 for i = 1, · · · , p + q, and A := (a1, · · · , ap+p) ∈ Mp × (∂M)q
with still the same convention as above (where Rp+q denotes the cartesian product of p+ q copies of R),
Oα¯,A,λ¯,ǫ(1) will mean quantities bounded from above and below independent of α¯, A, λ¯, and ǫ. For x ∈ R,
we will use the notation O(x) to mean |x|O(1) where O(1) will be specified in all the contexts where it
is used. Large positive constants are usually denoted by C and the value of C is allowed to vary from
formula to formula and also within the same line. Similarly small positive constants are also denoted by
c and their value may varies from formula to formula and also within the same line.
Now, for (X,A) a pair of topological spaces and q ∈ N, we denote by Hq(X,A) its q-th relative homology
group with Z2 coefficients. Here Hq(X) = Hq(X, ∅). We use the notation bq(X) and bq(X,A) to denote
the q-th betti number of X and (X,A) respectively. We will write χ(X) and χ(X,A) for the respective
Euler characteristics of X and (X,A).
We call k¯ the number of negative eigenvalues (counted with multiplicity) of P 4,3g . We point out that
k¯ can be zero, but is always finite. If k¯ ≥ 1, then we will denote by E ⊂ H ∂
∂n
the direct sum of the
eigenspaces corresponding to the negative eigenvalues of P 4,3g . The dimension of E is of course k¯. On the
other hand, we have the existence of an L2-orthonormal basis of eigenfunctions v1, · · · , vk¯ of E satisfying
P 4,3g vi = µivi ∀ i = 1 · · · k¯,
µ1 ≤ µ2 ≤ · · · ≤ µk¯ < 0 < µk¯+1 ≤ · · · ,
where µi’s are the eigenvalues of P
4,3
g counted with multiplicity. From the fact that P
4,3
g is self-adjoint
and annihilates constants, we have E ⊂ {u ∈ H ∂
∂n
: u(Q,T ) = 0}. We define also the positive definite
(on {u ∈ H ∂
∂n
: u(Q,T ) = 0}) pseudo-differential operator P 4,3,+g as follows
(29) P 4,3,+g u = P
4,3
g u− 2
k¯∑
i=1
µi
(∫
M
uvidVg
)
vi.
Basically P 4,3,+g is obtained from P
4,3
g by reversing the sign of the negative eigenvalues and we extend
the latter definition to m¯ = 0 for uniformity in the analysis and recall that in that case P 4,3,+g = P
4,3
g .
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Using P 4,3,+g , we set for t > 0
IIt(u) :=< P
4,3,+
g u, u > +2t
m¯∑
r=1
µr(u
r)2 + 4t
∫
M
QgudVg + 4t
∮
∂M
TgudSg − 4π2tk ln
∫
M
Ke4udVg,
u ∈ H ∂
∂n
,
(30)
with
(31) ur :=
∫
M
uvrdVg , r = 1, · · · , k¯, u ∈ H ∂
∂n
.
Now, using (29) and (30), we obtain
IIt(u) :=< P
4,3
g u, u > +2(t− 1)
m¯∑
r=1
µr(u
r)2 + 4t
∫
M
QgudVg + 4
∮
∂M
uTgdSg − 4π2tk ln
∫
M
Ke4udVg,
u ∈ H ∂
∂n
,
(32)
and hence II = II1. Furthermore, using (31), we define
(33) u− =
m¯∑
r=1
urvr.
We will use the notation 〈·, ·〉 to denote the L2 scalar product. On the other hand, it is easy to see that
(34) 〈u, v〉P 4,3 := 〈P 4,3+g u, v〉, u, v ∈ {w ∈ H ∂
∂n
: u(Q,T ) = 0}
defines a inner product on {u ∈ H ∂
∂n
: u(Q,T ) = 0} which induces a norm equivalent to W 2,2-norm (on
{u ∈ H ∂
∂n
: u(Q,T ) = 0}) and denoted by
(35) ||u|| := √< u, u >P 4,3 u ∈ {w ∈ H ∂
∂n
: u(Q,T ) = 0}.
As above, in the general case, namely k¯ ≥ 0, for ǫ small and positive, β¯ := (β1, · · · , βm¯) ∈ Rm¯ with βi
close to 0, i = 1, · · · , k¯) (where Rk¯ is the empty set when k¯ = 0), (p, q) ∈ N × N such that 2p+ q = k,
λ¯ := (λ1, · · · , λp+q) ∈ (R+)p+q, λi ≥ 1ǫ for i = 1, · · · , p + q, α¯ := (α1, · · · , αp+q) ∈ Rp+q, αi close to 1
for i = 1, · · · , p + q, and A := (a1, · · · , ap+q) ∈ (M˚)p × (∂M)q, w ∈ H ∂
∂n
with ||w|| small, Oα¯,A,λ¯,β¯,ǫ(1)
will stand for quantities bounded independent of α¯, A, λ¯, β¯, and ǫ, and Oα¯,A,λ¯,β¯,w,ǫ(1) will stand for
quantities bounded independent of α¯, A, λ¯, β¯, w and ǫ.
In the sequel also, IIc with c ∈ R will stand for IIc := {u ∈ H ∂
∂n
: II(u) ≤ c}. Similarly also, given
c ∈ R, IIct stands for IIct := {u ∈ H ∂
∂n
: IIt(u) ≤ c}. We would like to emphasize that in some places
in the literature, a different notation is used for the sublevel, precisely with the c as subscript. Here we
adopt the notation of P. Rabinowitz.
Given a point b ∈ R4 and λ a positive real number, we define δb,λ to be the standard bubble, namely
(36) δb,λ(y) := ln
(
2λ
1 + λ2|y − b|2
)
, y ∈ R4.
The functions δb,λ verify the following equation
(37) ∆2δb,λ = 6e
4δb,λ in R4.
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Geometrically, equation (37) means that the metric g = e2δb,λdx2 (after pull-back by the stereographic
projection) has constant Q-curvature equal to 3 (with dx2 denoting the standard metric on R4). Fur-
thermore, if b ∈ R3 = ∂R4+, then δb,λ satisfies
(38)


∆2δb,λ = 6e
4δb,λ in R4+,
∂x4∆δb,λ = 0 on R
3,
∂x4δb,λ = 0 on R
3,
with R¯4+ = R
3 × R¯+ and a point x ∈ R¯4+ has the following representation x = (x1, · · · , x4). As above,
equation (38) has also a geometric interpretation. Indeed, it is equivalent to the fact that the metric
g = e2δb,λdx2 (after pull-back by the stereographic projection) has constant Q-curvature equal to 3, zero
T -curvature and vanishing mean curvature (with dx2 denoting the standard metric on R¯4+). Using the
existence of conformal normal coordinates (see [43], [35], and [49]) and recalling that Hg = 0, then for
every m large positive integer, we have that for a ∈ M , there exists a function ua ∈ C∞(M) such that
the metric ga = e
2uag verifies
(39) detga(x) = 1 +Oa,x((dga(x, a))
m) for x ∈ Bgaa (̺a).
with Oa,x(1) meaning bounded by a constant independent of a and x, 0 < ̺a < max(
injga (M)
10 ,
injgˆa (∂M)
10 ).
Moreover, we can take the family of functions ua, ga and ̺a such that
(40) the maps a −→ ua, ga are C1 and ̺a ≥ ̺0 > 0,
for some small positive ̺0 satisfying ̺0 < max(
injg(M)
10 ,
injgˆa (∂M)
10 ),and
||ua||C4(M) = Oa(1),
1
C
2 g ≤ ga ≤ C
2
g, a ∈M,
ua(x) = Oa(d
2
ga
(a, x)) = Oa(d
2
g(a, x)) for x ∈ Bgaa (̺0) ⊃ Ba(
̺0
2C
), a ∈M,
ua(a) = 0, a ∈M Rga(a) = 0, a ∈M and Hga(a) = 0 a ∈ ∂M,
(41)
for some large positive constant C independent of a. For the meaning of Oa(1) in (41), see section 2.
Furthermore, for a ∈ M , using the scalar curvature equation satisfied by e−ua , namely −∆ga(e−ua) +
1
6Rgae
−ua = 16Rg(a)e
−3ua in M , and (39)-(41), it is easy to see that the following holds
(42) ∆ga(e
−ua)(a) = −1
6
Rg(a).
Similarly, for a ∈ ∂M , using the mean curvature equation satisfied by e−ua , namely − ∂
∂nga
(e−ua) +
Hgae
−ua = Hg(a)e
−2ua on ∂M , and (39)-(41), or just (41), it is easy to see that the following holds
(43)
∂
∂n ga
(e−ua)(a) = 0.
For a ∈M , and r > 0, we set
(44) expaa := exp
ga
a and B
a
a(r) := B
ga
a (r).
On the other hand, using the properties of ga (see (39)-(41))), it is easy to check that for every u ∈
C2(Baa(̺)) with 0 < ̺ <
̺0
4 there holds
∇gau(a) = ∇gu(a) = ∇4uˆ(0), ∆gau(a) = ∆4uˆ(0), if dga (a, ∂M) ≥ 4̺,
∇gˆau(a) = ∇gˆu(a) = ∇3uˆ(0),
∂
∂nga
u(a) =
∂
∂ng
u(a) = ∂x4 uˆ(0), if a ∈ ∂M,
(45)
12
where
(46) uˆ(y) = u(expaa(y)), y ∈ B40(̺) if dga(a, ∂M) ≥ 4̺ and y ∈ B
R
4
+
0 (̺) if a ∈ ∂M,
with
gˆa := ga|∂M and gˆ := g|∂M .
Now for 0 < ̺ < ̺04 , we define the cut-off function χ̺ : R+ → R+ satisfying the following properties:
(47)


χ̺(t) = t for t ∈ [0, ̺],
χ̺(t) = 2̺ for t ≥ 2̺,
χ̺(t) ∈ [̺, 2̺] for t ∈ [̺, 2̺].
Using the cut-off function χ̺, we define for a ∈M and λ ∈ R+ the function δˆa,λ as follows
(48) δˆa,λ(x) := ln
(
2λ
1 + λ2χ2̺(dga (x, a))
)
.
Next, using the pull-back standard bubbles, namely (48), for a ∈M , dg(a, ∂M) ≥ 4C̺, and λ ∈ R+, we
define ϕa,λ to be the solution of the following projected boundary value problem
(49)


P 4g ϕa,λ +
4
k
Qg = 16π
2 e
4(δˆa,λ+ua)∫
M
e4(δˆa,λ+ ua)dVg
in M˚,
P 3g ϕa,λ +
2
k
Tg = 0 on ∂M,
∂ϕa,λ
∂ng
= 0 on ∂M,
ϕa,λ(Q,T ) = 0 = 0.
Similarly, for a ∈ ∂M , and λ ∈ R+, we define ϕa,λ to be the solution of the following projected boundary
value problem
(50)


P 4g ϕa,λ +
2
k
Qg = 8π
2 e
4(δˆa,λ+ ua)∫
M
e4(δˆa,λ +ua)dVg
in M˚,
P 3g ϕa,λ +
1
k
Tg = 0 on ∂M,
∂ϕa,λ
∂ng
= 0 on ∂M,
ϕa,λ(Q,T ) = 0 = 0
So differentiating with respect to λ and a (respectively) the relation ϕa,λ(Q,T ) = 0, we get (respectively)
(51)
∂ϕa,λ(x)
∂λ (Q,T )
= 0,
and
(52)
∂ϕa,λ(x)
∂a (Q,T )
= 0.
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Now, we recall that G is the unique solution of the following BVP
(53)


P 4gG(a, ·) +
4
k
Qg = 16π
2 δa(·) in M˚,
P 3gG(a, ·) +
2
k
Tg = 0 on ∂M,
∂G(a, ·)
∂ng
= 0 on ∂M,
G(a, ·)(Q,T ) = 0 = 0.
Using (53), it is easy to see that the following integral representation formula holds
(54)
u(x)− u(Q,T ) =
1
16π2
(∫
M
G(x, y)Pgu(y)dVg(y) + 2
∮
∂M
G(x, y)P 3g u(y)dSg(y)
)
, u ∈ C4(M), x ∈M,
where u(Q,T ) is defined as in Section 2. It is a well know fact that G has a logarithmic singularity. In
fact G decomposes as follows
(55) G(a, x) = S(a, x) +H(a, x),
where
S(x, y) =


ln
(
1
χ2̺(dga (a,x))
)
if Bax(̺) ∩ ∂M = ∅,
ln
(
1
χ2̺(dga (a,x))
)
+ ln
(
1
χ2̺(dga (a,x¯))
)
otherwise,
with x¯ denoting the normal reflection of x through ∂M with respect to ga and
(56) G ∈ C∞(M2 \Diag(M)), and H extend to a C3,β(M2) function, ∀β ∈ (0, 1).
Now, using (6), (7), and (12), (13) combined with the symmetry of H , it is easy to see that for every
(p, q) ∈ N2 such that 2p+ q = k, there holds
(57)
∂Fp,q(a1, · · · , ap+q)
∂ai
=
∇gFAi (ai)
FAi (ai)
, i = 1, · · · , p.
and
(58)
∂Fp,q(a1, · · · , ap+q)
∂ai
=
∇gˆFAi (ai)
2FAi (ai)
, i = p+ 1, · · · , p+ q.
Next, for (p, q) ∈ N2 such that 2p+ q = k and A ∈ (M˚p)∗ × ((∂M)q)∗, we set
(59) lK(A) :=


∑p
i=1
(
∆gaiF
A
i (ai)√
FAi (ai)
− 23Rg(ai)
√
FAi (ai)
)
, if q = 0,
∑p+q
i=p+1
1
4(FAi )
3
4 (ai)
∂FAi
∂ngai
(ai), if q 6= 0,
and use the properties of the metrics gai i = 1, · · · , p, the transformation rule of the conformal Laplacian
under conformal change of metrics and direct calculations, to get
(60) lK(A) = 4LK(A), ∀A ∈ Crit(Fp,q).
For k ≥ 2 and k¯ ≥ 1, we define A∂
k−1,k
to be the colimit of the diagram
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∂Bk1 B
∂
k−1(M)× ∂Bk1 //oo B∂k−1(M)×Bk1
We denote by Bl(∂M) the space of formal barycenters of ∂M of order l;
(61) Bl(∂M) :=
{ l∑
i=1
αiδai , ai ∈ ∂M,αi ≥ 0, i = 1, · · · , j,
l∑
i=1
αi = k
}
.
and set
Ai,k¯ := ∂B
k
1 Bi(∂M)× ∂Bk1 //oo Bi(∂M)×Bk1
Now we state a result describing the local behavior of blowing up sequences of solutions to some pertur-
bations of (BVP) (5). In [52], it is proven that, for blowing up sequence of solutions to the following type
of perturbations of (BVP) (5)
(62)


P 4g ul + 2tlQg = 2tlKe
4ul in M˚,
P 3g ul + tlTg = 0 on ∂M,
∂ul
∂ng
= 0 on ∂M,
where
(63) tl −→ 1 as l −→ +∞,
the following lemma holds
Lemma 2.1 Assuming that (ul) is a sequence of solutions of (62) with tl satisfying (63), then there exists
(p, q) ∈ N2 with p+ q ∈ N∗ such that up to a subsequence, there exists p+ q converging sequences of points
(xi,l)l∈N with limits xi, i = 1, · · · , p+ q, xi ∈ M˚ for i = 1, · · · , p, xi ∈ ∂M for i = p+1, · · · , p+ q, p+ q
sequences (µi,l)l∈N i = 1, · · · , p+ q of positive real numbers converging to 0 such that the following hold:
a)
dg(xi,l, xj,l)
µi,l
−→ +∞ as l→ +∞ i 6= j i, j = 1. · · · , p+ q,
and
tlK(xi)µ
4
i,le
4ul(xi)e−4 ln 2 = 3, i = 1, · · · , p+ q.
(64)
b)
For i = 1 · · · , p,
vi,l(x) = ul(expxi(µi,lx))− ul(xi) + ln 2 −→ V0(x) := ln
(
2
1 + |x|2
)
in C4loc(R
4) as l→ +∞,
and for i = p+ 1, · · · , p+ q,
vi,l(x) = ul(expxi(µi,lx))− ul(xi) + ln 2 −→ V0(x) := ln
(
2
1 + |x|2
)
in C4loc(R¯
4
+) as l → +∞.
(65)
c)
(66) There exists C > 0 such that inf
i=1,...,p+q
dg(xi,l, x)
4e4ul(x) ≤ C ∀x ∈M, ∀l ∈ N.
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d)
tlKe
4uldVg → 8π2
p∑
i=1
δxi + 4π
2
p+q∑
i=p+1
δxi in the sense of measure as l→ +∞,
and
lim
l→+∞
∫
M
tlKe
4uldVg = 4(2p+ q)π
2.
(67)
e)
ul − ul(Q,T ) →
p∑
i=1
G(xi, ·) + 1
2
p+q∑
i=p+1
G(xi, ·) in C4loc(M \ {x1, · · · , xp+q}),
ul(Q,T ) → −∞ as l → +∞.
(68)
3 Blow up analysis and deformation lemma
In this section, we derive a Bahri-Lucia type deformation lemma which is a refined version of the classical
Bahri-Lucia deformation Lemma. Indeed from the works of Bahri[7], [8] and Lucia[45], we have the
following deformation Lemma which will improve using refined blow-up analysis.
Lemma 3.1 Assuming that a, b ∈ R such that a < b and there is no critical values of II in [a, b], then
there are two possibilities
1) Either
IIa is a deformation retract of IIb.
2) Or there exists a sequence tl → 1 as l → +∞ and a sequence of critical point ul of IItl verifying
a ≤ II(ul) ≤ b for all l ∈ N∗.
Actually the proof of above Lemma provides a pseudogradient whose the noncompact ω−limit set (i.e. the
endpoints of noncompact orbits) is in one to one correspondence to the blow up set of some approximation
of type (62). Hence for a better understanding of such noncompact orbits, one has to describe the behavior
of the blowing up solutions near their blow up point. To that aim we prove the following Lemma:
Proposition 3.2 Assuming that (ul)l∈N is a bubbling sequence of solutions to (62) with tl satisfying
(63), then up to a subsequence and keeping the notation in Lemma 2.1, we have that the points xi,l are
uniformly isolated, and the scaling parameters λi,l := µ
−1
i,l are comparable, namely there exists 0 < ηk <
̺0
10
and 0 < ̺k <
̺0
10 two positive and small real numbers, where ̺0 is as in (40), and a large positive constant
Λk such that for l large enough, there holds
dg(xi,l, xj,l) ≥ 4Cηk, ∀ i 6= j = 1, · · · , p+ q, ,
and Λ−1k λj,l ≤ λi,l ≤ Λkλj,l, ∀ i, j = 1, · · · , p+ q.
(69)
Furthermore, the interior concentrations (if any) are uniformly far from ∂M , namely if p > 0, then for
l large enough, there holds
(70) dg(xi,l, ∂M) ≥ 4C̺k, ∀ i = 1, · · · , p.
Moreover, we have that the following estimate around the blow-up points holds (for l large enough)
(71)
ul(x) +
1
4
ln
tlK(xi)
3
= ln
2λi,l
1 + λ2i,l(dgxi (x, xi))
2
+O((dgxi (x, xi))), ∀ x ∈ Bxixi (ηk), i = 1, · · · , p+ q,
where gxi , ̺, and C are as in Section 2, see (39) -(41).
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Now, before proving Proposition 3.2, we would like first to show how it provides the refined Bahri-Lucia
type deformation Lemma that we mentioned above. To do so, we start by defining the neighborhood of
potential critical points at infinity of II and for that we first fix Λ > Λk to be a large positive constant.
Next, for (p, q) ∈ N2 with 2p + q = k, ǫ , ̺ and η small positive real numbers with 0 < ̺ < ̺k, and
0 < η < ηk, we define the (p, q, ǫ, ̺, η)-neighborhood of potential critical points at infinity of II as follows
V (p, q, ǫ, ̺, η) := {u ∈ H ∂
∂n
: a1, · · · , ap ∈ M˚, ap+1, · · · , ap+q ∈ ∂M, λ1, · · · , λp+q > 0,
||u− u(Q,T ) −
p+q∑
i=1
ϕai,λi ||+ ||∇P
4,3
II(u− u(Q,T ))|| = O
(
p+q∑
i=1
1
λi
)
λi ≥ 1
ǫ
, i = 1, · · · , p+ q, 2
Λ
≤ λi
λj
≤ Λ
2
, i, j = 1, · · · , p+ q
dg(ai, aj) ≥ 4Cη for i 6= j, i, j = 1, · · · , p+ q, and dg(ai, ∂M) ≥ 4C̺, ι = p+ 1, · · · , p+ q},
(72)
where C is as in (41), Λk, ηk, and ̺k are given by Proposition 3.2, ∇P 4,3J is the gradient of II with
respect to < ·, · >P 4,3 , and O(1) := OA,λ¯,u,ǫ(1) meaning bounded uniformly in λ¯ := (λ1, · · · , λp+q),
A := (a1, · · · , ap+q), u, ǫ. Next, using the above set, Proposition 3.2 and the method of the proof of
Proposition 3.3 in [1], we have that Lemma 2.1 and Proposition 3.2 imply the following Lemma.
Lemma 3.3 Let ǫ, ̺, η be small positive real numbers with 0 < ̺ < ̺k, 0 < η < ηk, where ̺k and ηk
are given by Proposition 3.2. Assuming that ul is a sequence of blowing up critical point of IItl with
(ul)(Q,T ) = 0, l ∈ N and tl → 1 as l → +∞, then there exists (p, q) ∈ N2 with 2p+ q = k and lǫ,̺,η a
large positive integer such that for every l ≥ lǫ,̺,η, we have ul ∈ V (p, q, ̺, ǫ, η).
On the other hand, as in [1] and by the same arguments, we have that Lemma 3.1 and Lemma 3.3 implies
the following refined version of the classical Bahri-Lucia deformation lemma.
Lemma 3.4 Assuming that ǫ, ̺, and η are small positive real numbers with , 0 < ̺ < ̺k, 0 < η < ηk,
where ̺k and ηk are given by Proposition 3.2, then for a, b ∈ R such that a < b, we have that if there is
no critical values of II in [a, b], then there are two possibilities:
1) Either
IIa is a deformation retract of IIb.
2) Or there exists a sequence tl → 1 as l → +∞ and a sequence of critical point ul of IItl verifying
a ≤ II(ul) ≤ b for all l ∈ N∗, (p, q) ∈ N2 with 2p+ q = k, and lǫ,̺,η a large positive integer such that
ul ∈ V (p, q, ǫ, ̺, η) for all l ≥ lǫ,̺,η.
Next we come back to the proof of Proposition 3.2 and for that we are going to divide the remainder
of this section into three subsections. In the first one, we show that the blow-up points are uniformly
isolated and the interior concentration points (if any) are uniformly far from ∂M . In the second one, we
prove that the Proposition 3.2 holds with the classical form of the sup+inf estimate (71), precisely (for
non experts) with O((dgxi (x, xi))) replaced just by O(1). The last subsection deals with the full version
of sup+inf estimate (71).
3.1 Blow up points are isolated and interior ones are far from the boundary
As already mentioned above, in this subsection, we show that the blow up points are uniformly isolated
and that the interior blow-up points (if any) are uniformly far from ∂M . Precisely, we prove the following
Lemma:
Lemma 3.5 Assuming that (ul)l∈N is a bubbling sequence of solutions to BVP (62) with tl satisfying
(63), then keeping the notations in Lemma 2.1, we have that the points xi,l are uniformly isolated, namely
there exists 0 < ηk <
̺0
10 (where ̺0 is as in (40)) such that for l large enough, there holds
(73) dg(xi,l, xj,l) ≥ 4Cηk, ∀i 6= j = 1, · · · , p+ q.
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Furthermore, there exists 0 < ̺k <
̺0
10 (where ̺0 is as in (40)) such that if p > 0, then for l large enough,
there holds
(74) dg(xi,l, ∂M) ≥ 4C̺k, ∀i = 1, · · · , p.
Proof. We are going to use the method of [56] to prove Lemma and hence we will be sketchy in many
arguments. As in [56], we first fix 1 < ν < 2, and for i = 1, · · · , p+ q, we set
u¯i,l(r) = V olg(∂Bxi(r))
−1
∫
∂Bxi (r)
ul(x)dσg(x), ∀ 0 ≤ r < injg(M),
and
ψi,l(r) = r
4νexp(4u¯i,l(r)), ∀ 0 ≤ r < injg(M).
Furthermore, as in [56], we define ri,l as follows
(75) ri,l := sup{Rνµi,l ≤ r ≤ Ri,l
2
such that ψ
′
i,l(r) < 0 in [Rνµi,l, r[};
where Ri,l := minj 6=i dg(xi,l, xj,l). Thus, by continuity and the definition of ri,l, we have that
(76) ψ
′
i,l(ri,l) = 0.
Now, as in [56], to prove (73), it suffices to show that ri,l is bounded below by a positive constant in
dependent of l. Thus, we assume by contradiction that (up to a subsequence) ri,l → 0 as l → +∞
and look for a contradiction. In order to do that, we use the integral representation formula for (P 4g , P
3
g )
under homogeneous Neumann boundary condition and the integral method of [54], to derive the following
estimate
ψ
′
i,l(ri,l) ≤ (ri,l)4ν−1exp(u¯i,l(ri,l)) (4ν − 8C + ol(1) +Ol(ri,l)) ,
with C > 1. So from 1 < ν < 2, C > 1 and ri,l −→ 0 as l → +∞, we deduce that for l large enough,
there holds
(77) ψ
′
i,l(ri,l) < 0.
Thus, (76) and (77) lead to a contradiction, thereby concluding the proof of (73). Hence, the proof of
the lemma is complete, since clary (73) implies (74).
3.2 Harnack-type inequality around blow-up points
In this subsection, we present the weak form of Proposition 3.2 that we mentioned above, namely we
show that the difference of a bubbling sequence of solutions to BVP (62) with tl satisfying (63) and the
pull back bubble around a blow-up point is a O(1). Indeed, we will prove the following Lemma:
Lemma 3.6 Assuming that (ul)l∈N is a bubbling sequence of solutions to BVP (62) with tl satisfying
(63), then keeping the notations in Lemma 2.1 and Lemma 3.5, we have that for l large enough, there
holds
(78) ul(x) +
1
4
ln
tlK(xi)
3
= ln
2λi,l
1 + λ2i,l(dgxi (x, xi))
2
+O(1), ∀ x ∈ Bxixi (ηk),
up to choosing ηk smaller than in Lemma 3.5.
Remark 3.7 We point out that the comparability of the scaling parameters λi,l’s follows directly from
Lemma 3.6.
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Proof. We are going to use the method of [56], hence we will be sketchy in many arguments. As in
[56], thanks to Lemma 3.5, we will focus only on one blow-up point and called it x. We point out that
x may lie in M with dg(x, ∂M) ≥ 4C̺k or x ∈ ∂M . Thus, we are in the situation where there exists a
sequence xl ∈ M such that xl → x with xl local maximum point for ul and ul(xl)→ +∞. Now, we set
gˆ = e2uxg and choose η1 such that 20η1 < min{injg(M), injgˆ(∂M), ̺0, ̺k, d} with 4d ≤ ri,l where ri,l is
as in the proof of Lemma 3.5. Next, we let wˆ be the unique solution of the following boundary value
problem
(79)


P 4gˆ wˆ = P
4
gˆ ux in M˚,
P 3gˆ wˆ = P
3
gˆ ux on ∂M,
∂wˆ
∂ngˆ
= 0 on ∂M,
wˆ(Q,T ) = ux.
Using standard elliptic regularity theory and (41), we derive
(80) wˆ(y) = O(dg(y, x)) in B
gˆ
x(2η1).
On the other hand, using the conformal covariance properties of the Paneitz operator and of the Chang-
Qing one, see (1), we have that uˆl := ul − wˆ satisfies

P 4gˆ uˆl + 2Qˆl = 2tlKe
4uˆl in M˚,
P 3gˆ uˆl + Tˆl = 0 on ∂M,
∂uˆl
∂ngˆ
= 0 on ∂M.
with
Qˆl = tle
−4wˆQg +
1
2
P 4gˆ wˆ and Tˆl = tle
−3wˆTg + P
3
gˆ wˆ.
Next, as in [56], we are going to establish the classical sup+inf-estimate for uˆl (and even the full version
which will be done in the next Lemma), since thanks (80) all terms coming from wˆ can be absorbed on
the right hand side of (78). Now, we are going to rescale the functions uˆl around the points x.... In order
to do that, we define ϕl : B
R
4
0 (2η1µ
−1
l ) −→ Bgˆx(2η1) if x ∈ M , and ϕl : B
R
4
+
0 (2η1µ
−1
l ) −→ Bgˆx(2η1) if
x ∈ ∂M by the formula ϕl(z) := µlz and µl is the corresponding scaling parameter given by Lemma 2.1.
Furthermore, as in [56], we define the following rescaling of uˆl
vl := uˆl ◦ ϕl + lnµl + 1
4
ln
tlK(x)
3
.
Using the Green’s representation formula for (P 4gˆ , P
3
gˆ ) under homogenous Neumann boundary condition
with respect to gˆ, the method of [54] and standard doubling argument to deal with the situation x ∈ ∂M ,
we get, by
(81) vl(z) + 2 ln |z| = O(1), for z ∈ B¯R
4
0 (
η1
µl
) \BR40 (− lnµl),
in case of interior blow-up, and in case of boundary blow-up, we obtain
(82) vl(z) + 2 ln |z| = O(1), for z ∈ B¯R
4
+
0 (
η1
µl
) \BR
4
+
0 (− lnµl).
Now, we are going to show that the estimate (81) holds also in B¯R
4
0 (− lnµl) (in case of interior blow-up),
and that the estimate (82) holds in B
R
4
+
0 (− lnµl) as well (in case of boundary blow-up). To do so, we use
Lemma 2.1, the same arguments as in [56], and standard doubling argument (when x ∈ ∂M), to get
(83) vl(z) + 2 ln |z| = O(1), for z ∈ B¯R
4
0 (− lnµl), if x ∈M
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and
(84) vl(z) + 2 ln |z| = O(1), for z ∈ B¯R
4
+
0 (− lnµl), if x ∈ ∂M.
Now, combining (81) and (83) when x ∈M , and (82) and (84) when x ∈ ∂M , we obtain
(85) vl(z) + 2 ln |z| = O(1), for z ∈ B¯R40 (
η1
µl
), if x ∈ M˚
(86) vl(z) + 2 ln |z| = O(1), for z ∈ B¯R
4
+
0 (
η1
µl
), if x ∈ ∂M.
Thus scaling back, namely using y = µlz and the definition of vl, we obtain the desired O(1)-estimate.
Hence the proof of the Lemma is complete.
3.3 Refined estimate around blow-up points
As already mentioned above, in this subsection, we show formula (71). Precisely, we prove the following
Lemma:
Lemma 3.8 Assuming that (ul)l∈N is a bubbling sequence of solutions to BVP (62) with tl satisfying
(63), then keeping the notations in Lemma 2.1, Lemma 3.5, and Lemma 3.6, we have that the following
estimate holds (l large enough)
ul(x) +
1
4
ln
tlK(xi)
3
= ln
2λi,l
1 + λ2i,l(dgxi (x, xi))
2
+O(dgxi (x, xi)), ∀ x ∈ Bxixi (ηk).
Proof. We are going to use the method of [56], hence we will be sketchy in many arguments. Now, let
V0 be the unique solution of the following conformally invariant integral equation
V0(z) =
3
4π2
∫
R4
ln
|y|
|z − y|e
4V0(y)dy + ln 2, V0(0) = ln 2,∇V0(0) = 0.
Next, we set wl(z) = vl(z) − V0(z) for z ∈ BR40 (η1µ−1l ) when x ∈ M , and wl(z) = vl(z) − V0(z) for
z ∈ B¯R40 (η1µ−1l ) when x ∈ ∂M , and use Lemma 3.6 to infer that
(87) |wl| ≤ C in BR40 (η1µ−1l ) if x ∈ M˚.
and
(88) |wl| ≤ C, in BR
4
+
0 (η1µ
−1
l ) if x ∈ ∂M.
On the other hand, it is easy to see that to achieve our goal, it is sufficient to show
(89) |wl| ≤ Cµl|z| in BR40 (η1µ−1l ), if x ∈ M˚.
and
(90) |wl| ≤ Cµl|z| in BR
4
+
0 (η1µ
−1
l ), if x ∈ ∂M.
To show (89) and (90), we first set
Λl := max
z∈Ωl
|wl(z)|
µl(1 + |z|)
with
Ωl = B
R
4
0 (η1µ
−1
l ), if x ∈ M˚.,
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and
Ωl = B
R
4
+
0 (η1µ
−1
l ), if x ∈ ∂M.
We remark that to show (89) and (90), it is equivalent to prove that Λl is bounded. Now, let us suppose
that Λl → +∞ as l → +∞, and look for a contradiction. To do so, we will use the method of [54]
combined with a standard doubling argument. For this, we first choose a sequence of points zl ∈ Ωl such
that Λl =
|wl(zl)|
µl(1+|zl|)
. Next, up to a subsequence, we have that either zl → z∗ as l → +∞ (with z∗ ∈ R4)
or |zl| → +∞ as l→ +∞. Now, we make the following definition
w¯l(z) :=
wl(z)
Λlµl(1 + |zl|) ,
and have
(91) |w¯l(z)| ≤
(
1 + |z|
1 + |zl|
)
,
and
(92) |w¯l(zl)| = 1.
Now, we consider the case where the points zl escape to infinity.
Case 1 : |zl| → +∞
In this case, using (87), (88), the Green’s representation formula for (P 4gˆ , P
3
gˆ ) under homogeneous Neu-
mann boundary condition with respect to gˆ, and the method of [56], we obtain
w¯l(zl) =
3
4π2
∫
Ωl
ln
|ξ|
|zl − ξ|
(
O(1)(1 + |ξ|)−7
(1 + |zl|) +
O(1)(1 + |ξ|)−7
Λl(1 + |zl|)
)
dξ + o(1).
Now, using the fact that |zl| → +∞ as l → +∞, one can easily check that
w¯l(zl) =
3
4π2
∫
Ωl
ln
|ξ|
|zl − ξ|
(
O(1)(1 + |ξ|)−7
(1 + |zl|) +
O(1)(1 + |ξ|)−7
Λl(1 + |zl|)
)
dξ + o(1).
Hence, we reach a contradiction to (92).
Now, we are going to show that, when the points zl → z∗ as l→ +∞, we reach a contradiction as well.
Case 2: zl → z∗
In this case, using the assumption zl −→ z∗, the Green’s representation formula for (P 4gˆ , P 3gˆ ) under ho-
mogeneous Neumann boundary condition with respect to gˆ, and the method of [56], we obtain that up
to a subsequence
(93) w¯l → w in C1loc(R4) as l → +∞, if x ∈ M˚,
(94) w¯l → w in C1loc(R¯4+) as l → +∞, ∂x4w = 0 on R3, if x ∈ ∂M,
and
w¯l(z) =
3
π2
∫
Ωl
ln
|ξ|
|z − ξ|
K ◦ ϕl(ξ)
K ◦ ϕl(0)e
4ϑl(ξ)w¯(ξ)dξ +
3
Λlµl(1 + |zl|)π2
∫
Ωl
ln
|ξ|
|z − ξ|O(µl(1 + |ξ|)
−7)dξ
+
O(1) +O(|z|)
Λl(1 + |zl|) ,
(95)
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where e4θl :=
∫ 1
0
e4(svl+(1−s)V0)ds. Thus, appealing to (93), (94), and (95), we infer that w satisfies
(96) w(z) =
3
π2
∫
R4
ln
|ξ|
|z − ξ|e
4V0(ξ)w(ξ)dξ, if x ∈ ∂M,
and
(97) w(z) =
3
π2
∫
R4
ln
|ξ|
|z − ξ|e
4V0(ξ)w(ξ)dξ, ∂x4w = 0 on R
3 if x ∈ ∂M.
Now, using (91), we have that w satisfies the following asymptotic
(98) |w(z)| ≤ C(1 + |z|).
On the other hand, from the definition of vl, it is easy to see that
(99) w(0) = 0, and ∇w(0) = 0.
So, using (96)-(99), Lemma 3.7 in [56], and a standard doubling argument, we obtain
w = 0.
However, from (92), we infer that w satisfies also
(100) |w(z∗)| = 1.
So we reach a contradiction in the second case also. Hence the proof of the Lemma is complete.
Proof of Proposition 3.2
Proposition 3.2 follows directly from Lemma 3.5, Lemma 3.6, Remark 3.7, and Lemma 3.8.
4 A Morse lemma at infinity
In this section, we characterize the critical points at infinity of II and establish a Morse type Lemma
for them. To do so, we will divide this section into two subsections. In the first one, we perform a
finite-dimensional Lyapunov-Schmidt type reduction. In the second one, we combine the latter finite-
dimensional reduction and the construction of a suitable pseudogradient at infinity to achieve our goal.
For all we will parameterize the neighborhood of potential critical points at infinity. Namely following
the ideas of Bahri-Coron [11], and using Lemma 7.1 and Lemma 7.2, we have that for every ̺ and η small
positive real numbers with 0 < ̺ < ̺k, and 0 < η < ηk where ̺k and ηk are given by Proposition 3.2,
there exists ǫk = ǫk(̺, η) > 0 such that for every (p, q) ∈ N2 with 2p+ q = k, there holds
∀ 0 < ǫ ≤ ǫk, ∀u ∈ V (p, q, ǫ, ̺, η), the minimization problem
min
B
p,q
ǫ,̺,η
||u − u(Q,T ) −
p+q∑
i=1
αiϕai,λi −
k¯∑
r=1
βr(vr − (vr)(Q,T ))||
(101)
has a unique solution, up to permutations, where Bp,qǫ,̺,η is defined as follows
Bp,qǫ,̺,η := {(α¯, A, λ¯, β¯) ∈ Rp+q × M˚p × (∂M)q × (0,+∞)p+q × Rk¯ : |αi − 1| ≤ ǫ, λi ≥
1
ǫ
, i = 1, · · · , p+ q,
dg(ai, aj) ≥ 4Cη, i 6= j = 1, · · · , p+ q, dg(ai, ∂M) ≥ 4C̺, |βr| ≤ R, r = 1, · · · , k¯}.
(102)
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Moreover, using the solution of (101), we have that every u ∈ V (p, q, ǫ, ̺, η) can be written as
(103) u− u(Q,T ) =
p+q∑
i=1
αiϕai,λi +
k¯∑
r=1
βr(vr − (vr)(Q,T )) + w,
where w verifies the following orthogonality conditions
w(Q,T ) =< ϕai,λi , w >P 4,3=<
∂ϕai,λi
∂λi
, w >P 4,3=<
∂ϕai,λi
∂ai
, w >P 4,3=< vr, w >= 0, i = 1, · · · , p+ q,
r = 1, · · · , k¯
(104)
and the estimate
(105) ||w|| = O
(
p+q∑
i=1
1
λi
)
,
where here O (1) := Oα¯,A,λ¯,β¯,w,ǫ (1), and for the meaning of Oα¯,A,λ¯,β¯,w,ǫ (1), see Section 2. Furthermore,
the concentration points ai, the masses αi, the concentrating parameters λi and the negativity parameter
βr in (103) verify also
dg(ai, aj) ≥ 4Cη for i 6= j = 1, · · · , p+ q, dg(ai, ∂M) ≥ 4C̺ for i = p+ 1, · · · , p+ q,
1
Λ
≤ λi
λj
≤ Λ for i, j = 1, · · · , p+ q, λi ≥ 1
ǫ
for i = 1, · · · , p+ q,
and
k¯∑
r=1
|βr|+
p+q∑
i=1
|αi − 1|
√
lnλi = O
(
p+q∑
i=1
1
λi
)
,
(106)
with still O (1) as in (105).
4.1 Finite-dimensional reduction near infinity
In this subsection, we perform a finite-dimensional Lyapunov-Schmidt type reduction by exploiting the
stability property of the standard bubbles as in [1]. Indeed, in doing so, we first derive the following
proposition...
Proposition 4.1 Assuming that (p, q) ∈ N2 such that 2p + q = k, 0 < ̺ < ̺k, 0 < η < ηk, and
0 < ǫ ≤ ǫk, where ̺k and ηk are given by Proposition 3.2, and ǫk is given by (101), and u = u(Q,T ) +∑p+q
i=1 αiϕai,λi+
∑k¯
r=1 βr(vr−(vr)(Q,T ))+w ∈ V (p, q, ǫ, ̺η) with w, the concentration points ai, the masses
αi, the concentrating parameters λi (i = 1, · · · , p + q), and the negativity parameters βr (r = 1, · · · , k¯)
verifying (104)-(106), then we have
(107) II(u) = II(
p+q∑
i=1
αiϕai,λi +
k¯∑
r=1
βr(vr − (vr)(Q,T ))− f(w) +Q(w) + o(||w||2),
where
(108) f(w) := 16kπ2
∫
M
Ke4
∑p+q
i=1 αiϕai,λi+4
∑k¯
r=1 βrvrwdVg∫
M
Ke4
∑p+q
i=1 αiϕai,λi+4
∑
k¯
r=1 βrvrdVg
,
and
(109) Q(w) := ||w||2 − 32kπ2
∫
M
Ke4
∑p+q
i=1 αiϕai,λi+4
∑k¯
r=1 βrvrw2dVg∫
M
Ke4
∑p+q
i=1 αiϕai,λi+4
∑
k¯
r=1 βrvrdVg
.
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Moreover, setting
Eai,λi := {w ∈ H ∂
∂n
: < ϕai,λi , w >P 4,3=<
∂ϕai,λi
∂λi
, w >P 4,3=<
∂ϕai,λi
∂ai
, w >P 4,3= 0,
w(Q,T ) =< vk, w >= 0, k = 1, · · · , k¯, and ||w|| = O
(
p+q∑
i=1
1
λi
)
},
(110)
and
(111) A := (a1, · · · , ap+q), λ¯ = (λ1, · · · , λp+q), EA,λ¯ := ∩p+qi=1Eai,λi ,
we have that, the quadratic form Q is positive definite in EA,λ¯. Furthermore, the linear par f verifies
that, for every w ∈ EA,λ¯, there holds
(112)
f(w) = O

||w||

 p∑
i=1
|∇gFAi (ai)|
λi
+
p+q∑
i=p+1
|∇gˆFAi (ai)|
λi
+
p+q∑
i=1
|αi − 1| +
p+q∑
i=p+1
|∂FAi
∂ng
(ai)|
λi
+
k¯∑
r=1
|βr|+
p+q∑
i=1
lnλi
λ2i



 .
where for i = 1, · · · , p+ q, FAi is as in Lemma 7.11, o(1) = oα¯,A,β¯,λ¯,w,ǫ(1), O (1) := Oα¯,A,β¯,λ¯,w,ǫ (1), and
for the meaning of oα¯,A,β¯,λ¯,w,ǫ(1) and Oα¯,A,β¯,λ¯,w,ǫ (1), see Section 2.
Proof. It follows from Lemma 7.12, Lemma 7.1, Lemma 7.9, Lemma 7.10, and the same strategy as
in the proof of Proposition 6.1 in [1].
As in [1], we have that Proposition 4.1 implies the following direct corollaries.
Corollary 4.2 Assuming that (p, q) ∈ N2 such that 2p+ q = k, 0 < ̺ < ̺k, 0 < η < ηk, and 0 < ǫ ≤ ǫk,
where ̺k and ηk are given by Proposition 3.2, and ǫk is given by (101), and u :=
∑p+q
i=1 αiϕai,λi +∑k¯
r=1 βr(vr − (vr)(Q,T )) with the concentration points ai, the masses αi, the concentrating parameters λi
(i = 1, · · · , p + q) and the negativity parameters βr (r = 1, · · · , k¯) satisfying (106), then there exists a
unique w¯(α¯, A, λ¯, β¯) ∈ EA,λ¯ such that
(113) II(u+ w¯(α¯, A, λ¯, β¯)) = min
w∈EA,λ¯,u+w∈V (p,q,ǫ,̺,η)
II(u + w),
where α¯ := (α1, · · · , αp+q), A := (a1, · · · , ap+q), λ¯ := (λ1, · · · , λp+q) and β¯ := (β1, · · · , βk¯).
Furthermore, (α¯, A, λ¯, β¯) −→ w¯(α¯, A, λ¯, β¯) ∈ C1 and satisfies the following estimate
(114)
1
C
||w¯(α¯, A, λ¯, β¯)||2 ≤ |f(w¯(α¯, A, λ¯, β¯))| ≤ C||w¯(α¯, A, λ¯, β¯)||2,
for some large positive constant C independent of α¯, A, λ¯, β¯, and ǫ, hence
(115)
||w¯(α¯, A, λ¯, β¯)|| = O

 p∑
i=1
|∇gFAi (ai)|
λi
+
p+q∑
i=p+1
|∇gˆFAi (ai)|
λi
+
p+q∑
i=p+1
|∂FAi (ai)
∂ng
|
λi
+
p+q∑
i=1
|αi − 1| +
k¯∑
r=1
|βr|+
p+q∑
i=1
lnλi
λ2i

 ,
where O (1) := Oα¯,A,β¯,λ¯,ǫ (1) and for its meaning see Section 2.
Corollary 4.3 Assuming that (p, q) ∈ N2 such that 2p+ q = k, 0 < ̺ < ̺k, 0 < η < ηk, and 0 < ǫ ≤ ǫk,
where ̺k and ηk are given by Proposition 3.2, and ǫk is given by (101), and u0 :=
∑p+q
i=1 α
0
iϕa0i ,λ0i +∑k¯
r=1 β
0
r (vr − (vr)(Q,T )) with the concentration points a0i , the masses α0i , the concentrating parameters
λ0i (i = 1, · · · , p+ q) and the negativity parameters β0r (r = 1, · · · , k¯) satisfying (106), then there exists
an open neighborhood U of (α¯0, A0, λ¯0, β¯0) (with α¯0 := (α01, · · · , α0p+q), A0 := (a01, · · · , a0p+q), λ¯ :=
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(λ01, · · · , λ0p+q) and β¯0 := (β01 , · · · , β0k¯)) such that for every (α¯, A, λ¯, β¯) ∈ U with α¯ := (α1, · · · , αp+q),
A := (a1, · · · , ap+q), λ¯ := (λ1, · · · , λp+q), β¯ := (β1, · · · , βk¯), and the ai, the αi, the λi (i = 1, · · · , p+ q)
and the βr (r = 1, · · · , k¯) satisfying (106), and w satisfying (106) with
∑p+q
i=1 αiϕai,λi +
∑k¯
r=1 βr(vr −
(vr)(Q,T )) + w ∈ V (p, q, ǫ, ̺, η), we have the existence of a change of variable
(116) w −→ V
from a neighborhood of w¯(α¯, A, λ¯, β¯) to a neighborhood of 0 such that
II(
p+q∑
i=1
αiϕai,λi +
k¯∑
r=1
βr(vr − (vr)(Q,T )) + w) =
II(
p+q∑
i=1
αiϕai,λi +
k¯∑
r=1
βr(vr − (vr)(Q,T )) + w¯(α¯, A, λ¯, β¯))
+
1
2
∂2II(
p+q∑
i=1
α0iϕa0i ,λ0i +
k¯∑
r=1
β0r (vr − (vr)(Q,T )) + w¯(α¯0, A0, λ¯0, β¯0))(V, V ),
(117)
Thus, as in [1], in V (p, q, ǫ, ̺, η) we have a splitting of the variables (α¯, A, λ¯, β¯) and V and one can decrease
the functional II in the variable V without touching the variable (α¯, A, λ¯, β¯) by considering just the flow
(118)
dV
dt
= −V.
So, since II is invariant by translations by constants, then the variational study of II in V (p, q, ǫ, ̺, η) is
equivalent to the one of the following finite-dimensional functional
(119) II(α¯, A, λ¯, β¯) := II(
p+q∑
i=1
αiϕai,λi +
k¯∑
r=1
βr(vr − (vr)(Q,T )) + w¯(α¯, A, λ¯, β¯)),
where α¯ = (α1, · · · , αp+q), A = (a1, · · · , ap+q), λ¯ = (λ1, · · · , λp+q) and β¯ = β1, · · · , βk¯ with the concen-
tration points ai, the masses αi, the concentrating parameters λi (i = 1, · · · , p + q) and the negativity
parameters βr (r = 1, · · · , k¯) satisfying (106), and w¯(α¯, A, λ¯, β¯) is as in Corollary 4.2. Hence the goal of
this subsection is achieved.
4.2 Construction of a pseudogradient near infinity
In this subsection, we construct a pseudogradient for the finite-dimensional functional II(α¯, A, λ¯, β¯) given
by (119), and use it to characterize the critical points at infinity of II and establish a Morse type Lemma
for them. Indeed, we have:
Proposition 4.4 Assuming that (p, q) ∈ N2 such that 2p + q = k, 0 < ̺ < ̺k, 0 < η < ηk, and
0 < ǫ ≤ ǫk, where ̺k and ηk are given by Proposition 3.2, and ǫk is given by (7.11), then there exists a
pseudogradient W of II(α¯, A, λ¯, β¯) such that
1) For every u :=
∑p+q
i=1 αiϕai,λi +
∑k¯
r=1 βr(vr − (vr)(Q,T )) ∈ V (p, q, ǫ, ̺, η) with the concentration points
ai, the masses αi, the concentrating parameters λi (i = 1, · · · , p + q) and the negativity parameters βr
(r = 1, · · · , k¯) satisfying (106), we have that if q = 0, then there holds
(120) < −∇II(u),W >≥ c

 p∑
i=1
1
λ2i
+
p∑
i=1
|∇gFAi (ai)|
λi
+
p∑
i=1
|αi − 1|+
p∑
i=1
|τi|+
k¯∑
r=1
|βr|)

 ,
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and if q 6= 0, then there holds
< −∇II(u),W >≥
c

p+q∑
i=1
1
λi
+
p∑
i=1
|∇gFAi (ai)|
λi
+
p+q∑
i=p+1
|∇gˆFAi (ai)|
λi
+
p+q∑
i=1
|αi − 1|+
p+q∑
i=1
|τi|+
k¯∑
r=1
|βr|

 ,(121)
where c is a small positive constant independent of A := (a1, · · · , ap+q), α¯ = (α1, · · · , αp+q), λ¯ =
(λ1, · · · , λp+q), β¯ = (β1, · · · , βk¯) and ǫ.
2) Furthermore, for every u :=
∑p+q
i=1 αiϕai,λi +
∑k¯
r=1 βr(vr − (vr)(Q,T )) + w¯(α¯, A, λ¯, β¯) ∈ V (p, q, ǫ, ̺, η)
with the concentration points ai, the masses αi, the concentrating parameters λi (i = 1, · · · , p + q) and
the negativity parameters βr (r = 1, · · · , k¯) satisfying (106), and w¯(α¯, A, λ¯, β¯) is as in (113), we have
that if q = 0, then there holds
(122)
< −∇II(u),W + ∂w¯(W )
∂(α¯, A, λ¯, β¯)
>≥ c

 p∑
i=1
1
λ2i
+
p∑
i=1
|∇gFAi (ai)|
λi
+
p∑
i=1
|αi − 1|+
p∑
i=1
|τi|+
k¯∑
r=1
|βr|)

 ,
and if q 6= 0, then there holds
< −∇II(u),W + ∂w¯(W )
∂(α¯, A, λ¯, β¯)
>≥
c

p+q∑
i=1
1
λi
+
p∑
i=1
|∇gFAi (ai)|
λi
+
p+q∑
i=p+1
|∇gˆFAi (ai)|
λi
+
p+q∑
i=1
|αi − 1|+
p+q∑
i=1
|τi|+
k¯∑
r=1
|βr|

 ,(123)
where c is a small positive constant independent of A := (a1, · · · , ap+q), α¯ = (α1, · · · , αp+q), λ¯ =
(λ1, · · · , λp+q), β¯ = (β1, · · · , βk¯) and ǫ.
3) Moreover the pseudogradient W is a bounded vector field and the region where the concentration
rates λi’s are not bounded along the flow lines of W are the one where A := (a1, · · · , ap+q) converges
along the flow lines of W to a critical point B of Fp,q satisfying lK(B) < 0.
Proof.
Case: q = 0
In this case, it follows from (57), (59), (60), Lemma 7.11, Lemma 7.12, Corollary 7.13, Proposition 4.4
and the arguments to derive it go along with the ones in the proof of Proposition 8.1 in [1].
Case: q 6= 0
We will provide the proof for the case k ≥ 2. The case k = 1 can be treated similarly.
Let ζ be a cut off function satisfying
0 ≤ ζ ≤ 1, ζ(s) = 0 if |s| ≤ 1/2, ζ(s) = 1 if |s| ≥ 1.
The claimed global pseudogradient will be constructed as a convex combination of local ones. To derive
these local pseudogradients, we make use of the following vector fields:
To move the concentration rates we will use of the vector fields
Wλi := −
1
αi
λi
∂ϕi
∂λi
, Wτi := −
τi
|τi|ζ
( λi
lnλi
|τi|
) 1
αi
λi
∂ϕi
∂λi
.
To move the concentration points we make use of the vector field:
For i = 1, · · · , p
Wai :=
∇FAi (ai)
|∇FAi (ai)|
ζ
( λi
lnλi
|∇gFAi (ai)|
) 1
λi
∂ϕi
∂ai
.
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and for i = p+ 1, · · · , p+ q we define
Wai :=
∇gˆFAi (ai)
|∇FAi (ai)|
ζ
( λi
lnλi
|∇gFAi (ai)|
) [ 1
λi
∂ϕi
∂ai
− 3
8
λi
∂ϕi
∂λi
]
We divide the set V (p, q, ε, , ̺, η) into subsets. To that aim we define for C > 0 large to be chosen later
the set
V1(p, q, ε) :=
{
u ∈ V (p, q, ε, ̺, η), s.t. ∃ i ∈ {1, · · · , p+ q}; |τi| ≥ B
λi
}
and setting F := {i ∈ {1, · · · , p+ q} such thta |τi| ≥ Mλi }, we define in V1(p, q, ε) the vector field
W1 :=
∑
i∈F
Wτi .
Using (7.12) and taking C large, we derive that for some positive constant c1 there holds :
< −∇II(u),W1 >≥ c1
(∑
i∈F
1
λi
)
,
hence the claimed estimate holds in this set since all λi are comparable and according to Lemma (7.8)
we have that
∑
i τi = O(
∑ 1
λi
).
Now for δ a small positive number, we define the following subset
V2(p, q, ε) :=
{
u ∈ V (p, q, ε, ̺, η), s.t. ∀ i ∈ {1, · · · , p+ q}; |τi| ≤ 2C
λi
and ∃ i ∈ {1, · · · , p}
such that |∇gFAi (ai)| ≥ δ or ∃ i ∈ {p+ 1, · · · , p+ q} such that |∇gˆFAi (ai)| ≥ δ.
}(124)
Setting
W2 :=
p+q∑
i=1
Wai ,
we derive using (7.14) that for some positive constant c2 we have that:
< −∇II(u),W2 >≥ c2


p∑
i=1
|∇gFAi (ai)|
λi
+
p+q∑
i=p+1
|∇gˆFAi (ai)|
λi

 ,
hence the claimed estimate holds also in this region.
Now we define the following region
V3(p, q, ε) :=
{
u ∈ V (p, q, ε, ̺, η), s.t. ∀ i ∈ {1, · · · , p+ q}; |τi| ≤ 2C
λi
and ∀ i ∈ {1, · · · , p}
such that |∇gFAi (ai)| < 2δ and ∀ i ∈ {p+ 1, · · · , p+ q} such that |∇gˆFAi (ai)| < 2δ.
}(125)
We observe that in this region the concentration points are in an arbitrarily small δ−neighborhood of
some critical point B of Fp,q and we subdivide it in two subsets
V−3 (p, q, ε) = {u ∈ V3(p, q, ε) such that LK(B) < 0, }
and
V+3 (p, q, ε) = {u ∈ V3(p, q, ε) such that LK(B) > 0, }
In the set V3(p, q, ε) we define the vector field
W3 := −sign(LK(B))
p+q∑
i=1
Wλi .
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Using (7.13) we derive that for some positive constants c3 there holds
< −∇II(u,W3) >≥ c
p+q∑
i=1
1
λi
,
hence the claimed estimate holds also in this region and the global pseudogradient W is a convex com-
bination of Wi, i = 1, 2, 3.
The proof of the second claim (123) follows from (121) using the fact that
||w||2 = o

p+q∑
i=1
1
λi
+
p∑
i=1
|∇gFAi (ai)|
λi
+
p+q∑
i=p+1
|∇gˆFAi (ai)|
λi
+
p+q∑
i=1
|αi − 1|+
p+q∑
i=1
|τi|+
k¯∑
r=1
|βr|


Now we observe that the only region where the λi’s are not bounded along the flow lines of W is the
region V−3 where the concentration points converge to some critical point B of Fp,q such that LK(B) < 0.
Now we define the notion of critical points at infinity for II
Definition 4.5 A critical point at infinity for II, with respect to the pseudogradient W is an accu-
mulation of some non compact orbits of W such that the flow lines enter and remain for ever in some
V (p, q, εk, ̺, η) for εk → 0.
As a corollary of Proposition 4.4, we derive the following characterization of the critical points at infinity
of II.
Corollary 4.6 1) The critical points at infinity of II are uniquely described by a number of interior
masses p ∈ N and boundary masses q ∈ N with 2p + q = k and with respect to which they correspond
to the ”configurations” αi = 1, λi = +∞,τi = 0 i = 1, · · · , p + q, βr = 0, r = 1, · · · , k¯, A is a critical
point of Fp,q such that LK(A) < 0 and V = 0 and we denote them by z∞ with z being the corresponding
critical point of Fp,q .
2) The II-energy of a critical point at infinity z∞ denoted by EII(z∞) is given by
(126) EII(z∞) = −20
3
kπ2 − 4kπ2 ln(kπ
2
6
)− 8π2Fp,q(z1, . . . , zp+q)
where z = (z1, · · · , zp+q).
Furthermore, using Lemma 7.11, Proposition 4.4, (115), Corollary 4.3, and classical Morse lemma, we
derive the following Morse type reduction near a critical point at infinity of II.
Lemma 4.7 (Morse type reduction near infinity )
Assuming that (p, q) ∈ N2 such that 2p + q = k, 0 < ̺ < ̺k, 0 < η < ηk, and 0 < ǫ ≤ ǫk, where ̺k
and ηk are given by Proposition 3.2, and ǫk is given by (101) , and u0 :=
∑p+q
i=1 α
0
iϕa0i ,λ0i +
∑k¯
r=1 β
0
r (vr −
(vr)(Q,T ))+ w¯((α¯
0, A0, λ¯0, β¯0)) ∈ V−3 (p, q, ǫ, ̺, η) (where α¯0 := (α01, · · · , α0p+q), A0 := (a01, · · · , a0p+q), λ¯ :=
(λ01, · · · , λ0p+q) and β¯0 := (a01, · · · , β0k¯)) with the concentration points a0i , the masses α0i , the concentrating
parameters λ0i (i = 1, · · · , p + q) and the negativity parameters β0r (r = 1, · · · , k¯) satisfying (106) and
furthermore A0 ∈ Crit(Fp,q), then there exists an open neighborhood U of (α¯0, A0, λ¯0, β¯0) such that
for every (α¯, A, λ¯, β¯) ∈ U with α¯ := (α1, · · · , αp+q), A := (a1, · · · , ap+q), λ¯ := (λ1, · · · , λp+q), β¯ :=
(β1, · · · , βk¯), and the ai, the αi, the λi (i = 1, · · · , p + q) and the βr (r = 1, · · · , k¯) satisfying (106),
and w satisfying (106) with
∑p+q
i=1 αiϕai,λi +
∑k¯
r=1 βr(vr − (vr)(Q,T )) + w ∈ V−3 (p, q, ǫ, ̺, η), we have the
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existence of a change of variable
αi −→ si, i = 1, · · · , p+ q,
A −→ A˜ = (A˜−, A˜+)
λ1 −→ θ1,
τi −→ θi, i = 2, · · · , p+ q,
βr −→ β˜r
V −→ V˜ ,
(127)
such that
(128) II(
p+q∑
i=1
αiϕai,λi+
k¯∑
r=1
βr(vr−(vr)(Q,T )+w) = −|A˜−|2+ |A˜+|2+
p+q∑
i=1
s2i −
k¯∑
r=1
β˜2r+θ
2
1−
p+q∑
i=2
θ2i + ||V˜ ||2
where A˜ = (A˜−, A˜+) is the Morse variable of the map EII : (M˚p)∗ × ((∂M)q)∗ −→ R which is defined
by the right hand side of (126) and V3(p, q, ǫ) is a neighborhood of “true“ critical points at infinity of II
defined in the proof of Proposition (4.4) . Hence a critical point at infinity x∞ of II has Morse index at
infinity M∞(x
∞) = i∞(x) + k¯.
5 The boundary-weighted barycenters
This section is devoted to the investigation from algebraic topological viewpoint of the boundary-weighted
barycenters sets B∂l (M), which are used in this paper to describe the homotopy type of very negative
sublevels of the Euler-Lagrange functional II associated to our variational problem. In particular we will
compute its Euler characteristic and compute its Betti numbers.
Throughout section M denotes a compact Riemannian manifold of dimension m ≥ 2 with Boundary ∂M
and interior M˚.
5.1 The Euler characteristic of B∂
l
(M)
Throughout this section and for the sake of simplicity, we normalize the sum weights to be 1 instead k
in the rest of the paper. For the sake of clarity we rewrite the definitions of the basic spaces under this
new normalization. That is we define
Bp,q(M,∂M) :=


p∑
i=1
αiai +
q∑
j=1
βjbj, αi, βj ∈ [0, 1], ai ∈ M˚, bj ∈ ∂M, and
p∑
i=1
αi +
q∑
j=1
βj = 1

 .
and observe that the set Bp,q(M,∂M) is a subspace of the space Bp+q(M) of weighted barycenters of
order p+ q and is endowed with the induced topology.
Furthermore we also define for l ∈ N∗ the space of weighted-barycenters of order l as
(129) B∂l (M) :=
⋃
2p+q≤l
Bp,q(M,∂M).
We observe that it is a stratified subspace of the barycenter space Bl(M). Moreover the closure of each
stratum Bp,q(M,∂M) in Bp+q(M) is contained in
⋃
Bp−i,q+i(M,∂M) and we have inclusions B
∂
l−1(M) ⊂
B∂l (M).
In this section will often drop writing M from the notation for simplicity.
Before going into details in the investigation of the space of weighted-barycenters we point that, unlike
the usual barycenter spaces Bl(M), the subspaces B
∂
l (M) are not homotopy invariant. In particular if M
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is contractible, it is not the case in general that B∂l (M) is also contractible. We will illustrate this with a
simple non-trivial example which is the closed disk D2 with connected boundary S1. The space B∂2 (M)
is made out of two points on boundary or a single point in interior. This has the topology of the union
B2(∂M) ∪ B1(M), with B2(∂M) ∩ B1(M) = B1(∂M) = ∂M (see (133) for a schematic description).
When M is a disk, B∂2 (D) is obtained by gluing a disk D = B1(D) to the circle S
1 = B1(∂D) sitting
inside B2(S
1). It is well-known that B2(S
1) ∼= S3 ([42], Corollary 1.4 (b)). Thus B∂2 (D) is obtained
up to homotopy from S3 by collapsing out a circle S1. To know what this quotient S3/S1 is, we need
understand the nature of the inclusion B1(∂M) = S
1 →֒ S3 = B2(∂M) (this is by definition a knot).
We don’t know the precise nature of this knot (we suspect it is the trefoil knot, see [50]) but since all we
need is the homology, we can use Lefshetz duality
H˜∗(S3/S1) ∼= H3−∗(S3 \ S1)
The homology of the complement of (any) knot is independent of the embedding and is given by
H1(S
3 \ S1) ∼= Z , Hi(S3 \ S1) = 0, i > 1
This calculation is obtained by analyzing the Mayer-Vietoris sequence of the union S3 = (S3 \ S1) ∪ T
where T is a tubular neighborhood of S1 homeomorphic to a torus. The upshot is that
(130) H˜∗(S
3/S1) = H˜∗(B
∂
2 (D))
∼=
{
Z, ∗ = 3
Z, ∗ = 2
and is zero in all other degrees. We will later check our main theorem against this calculation.
The objective of this section is to compute the Euler characteristic of the space χ(B∂l ) for l ∈ N∗.
Theorem 5.1 Suppose M is a compact even dimensional manifold with boundary ∂M . Then
χ(B∂2l−1) = χ(Bl−1(M)) and χ(B
∂
2l) = χ(Bl(M)).
In particular
χ(B∂l (M)) = 0 if χ(M) = 0.
We list some useful known facts about the Euler characteristic of familiar constructions:
• The Euler characteristic χ satisfies the inclusion-exclusion principle on closed subsets; i.e. χ(A ∪
B) = χ(A) + χ(B)− χ(A ∩B). This has a generalization. We say Y is the colimit of the diagram
B X //oo A
if the diagram maps to Y and if Z is any space to which this diagram maps to, there must be an
arrow Y −→ Z factoring this diagram as in the figure
X //

A


B //
++
Y
❅
❅❅
❅❅
❅❅
❅
Z
i.e. Y is the “smallest” space to which the diagram can be mapped. If Y is such a colimit, then
(131) χ(Y ) = χ(A) + χ(B)− χ(X)
This equality is true because there is a Mayer-Vietoris sequence associated to this diagram. In
particular if all maps in the diagram are inclusions, then X = A ∩ B, Y = A ∪ B and we recover
the inclusion-exclusion principle for χ.
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• χ(Bl(M)) has been computed in [42] and is given by
(132) χ(Bl(M)) = 1− 1
l!
(1− χ) · · · (l − χ)
where χ := χ(M). In particular, observe that when M is closed odd dimensional, χ(M) = 0 and
hence necessarily χ(Bk(M)) = 0... This fact will be used throughout.
• If X ∗ Y is the join of X and Y , then
χ(X ∗ Y ) = χ(X) + χ(Y )− χ(X)χ(Y )
A cute way to see this is to notice that X ∗ Y is the colimit of the obvious projection maps in the
diagram CX × Y X × Yoo // X × CY where CX is the cone on X (a contractible space).
Now apply (131).
• Let ∨ denote the one point union; i.e. X ∨ Y = X ⊔ Y/x0 ≃ y0. Then ∗ is (up to homotopy)
distributive with respect to ∨; i.e. X ∗ (Y ∨ Z) ≃ (X ∗ Y ) ∨ (X ∗ Z).
We need a definition
Definition 5.2 Define Bpq (M) the subspace of Bp+q(M) given by
Bpq (M) := {
∑
tixi ∈ Bp+q(M) with at most p of the xi’s in the interior of M}
This is a closed subset of Bp+q(M) and since points in the interior are allowed to move into the boundary,
we have inclusions Bp−iq+i ⊂ Bpq . Naturally Bpq is a subspace of B∂l if 2p + q ≤ l. For example B12 ⊂ B∂4
but B22 is not a subspace of B
∂
4 . Note also that
Lemma 5.3 Bpq is the closure of Bp,q in Bp+q(M).
Before giving a proof of Theorem 5.1, we look closely at the first few cases. When k = 1, there isn’t much
to prove
B∂1 (M) = B0,1(M,∂M) = B1(∂M) = ∂M
If M is even dimensional, then ∂M is closed odd dimensional and its Euler characteristic must vanish;
i.e. χ(B∂1 (M)) = 0.
The case l = 2 was stated in (130). We indicated that B∂2 (X) is the colimit of
(133) B1(M) ∂M //oo B2(∂M) ,
so that χ(B∂2 ) = χ(B2(∂M)) + χ(M) − χ(∂M). If M is even dimensional, χ(∂M) is trivial and so is
χ(B2(∂M)) according to (132). Thus χ(B
∂
2 ) = χ(M) in accordance with Theorem 5.1.
Definition 5.4 Let P be a poset which we view as a category with morphisms pointing upward. Here
p < q in P means p → q. We will assume that P is a lower semilattice meaning that for any p, q ∈ P
there is a greatest lower bound. A diagram of spaces over P is a functor from P into the category of
topological spaces. Given a diagram of spaces, we define the colimit of this diagram to be the “smallest”
space to which the diagram can map to (we refer to [62] for the precise definitions). When all maps in
the diagram are inclusions (this is our case), suffices to say that the colimit is constructed by taking the
union of all spaces in the diagram glued over common intersections.
It turns out that B∂l is the colimit of a poset diagram. Let’s consider the first few cases. When l = 2,
this is the poset with two edges given in (133) which takes the form
B02 B
1
0
∂M
==④④④④④④④④
aa❈❈❈❈❈❈❈❈
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For l = 3, B∂3 consists of those barycenters with only one point in interior and one point on the boundary,
or with 3 points on boundary and no points in the interior. This is the union B3(∂M) ∪ B11 over the
intersection B2(∂M), thus it is the colimit of
B03 B
0
2 = B2(∂M) //oo B
1
1
Similarly B∂4 is the colimit of the following diagram
B4(∂M) B
1
2 B
2
0 = B2(M)
B3(∂M)
ee❑❑❑❑❑❑❑❑❑❑
99sssssssssss
B11
99sssssssssss
cc●●●●●●●●●
B2(∂M)
;;✇✇✇✇✇✇✇✇✇
ee▲▲▲▲▲▲▲▲▲▲
This is again interpreted the following way: B∂4 is the union B4(∂M)∪B12∪B2(M) with all three subspaces
overlapping according to the arrows in the diagram; i.e. B4(∂M) ∩B12 = B3(∂M), etc.
In general we have
Proposition 5.5 The space B∂2l(M) is the colimit of the following diagram of spaces
B02l = B2l(∂M) B
1
2l−2 · · · Bl−12 Bl0 = Bl(M)
B02l−1
cc●●●●●●●●●
BB☎☎☎☎☎☎☎
· · · Bl−23
CC✞✞✞✞✞✞✞
Bl−11
==④④④④④④④④
[[✼✼✼✼✼✼✼
...
B0l+1
EE☛☛☛☛☛☛☛
\\✽✽✽✽✽✽✽✽
B1l−1
CC✞✞✞✞✞✞✞✞
YY✹✹✹✹✹✹✹✹
B0l
DD✠✠✠✠✠✠
ZZ✹✹✹✹✹✹
Similarly, the diagram whose colimit is B∂2l−1(M) is obtained by truncating the top row.
The proof is self-evident. Since all vertical maps are inclusions, the colimit of our diagram is obtained
by taking the union of all spaces in the top row whose pairwise intersections are given by the row
underneath....
Remark 5.6 We can similarly define the boundary weighted barycenter spaces B∂l (M, r) consisting of
points in the interior with integer weight r ≥ 1, not just r = 2. This is a modification of (129) where
now rp+ q ≤ l. Here too we can give a complete description of the space as in Proposition 5.5.
Lemma 5.7 χ(B∂2l) =
∑l
i=0 χ(B
i
2l−2i)−
∑l−1
i=0 χ(B
i
2l−1−2i).
Proof. Look at the first top two rows of the colimit diagram in Proposition 5.5. By the inclusion-
exclusion principle χ(B02l ∪B12l−2) = χ(B02l)+χ(B12l−2)−χ(B02l−1). The next space in the top row B22l−4
intersects with this union along the subspace B12l−3 (that’s the point) so that
χ(B02l) ∪B12l−2 ∪B22l−4) = χ(B02l ∪B12l−2) + χ(B22l−4)− χ(B12l−3)
= χ(B02l) + χ(B
1
2l−2) + χ(B
2
2l−4)− χ(B12l−3)− χ(B02l−1)
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The lemma follows by induction.
We therefore need to compute χ(Bpq ) for various p, q. When p = 0 or q = 0, the computation is obvious:
χ(B0q ) = 0 if M is even dimensional while χ(B
p
0 ) = χ(Bp(M)). It remains to determine χ(B
p
q ) for
non-zero q, p. This is done by induction. The inductive hypothesis is ensured by the following Lemma.
Lemma 5.8 For q ≥ 1, Bpq is the colimit of the diagram
Bp(M) ∗Bq(∂M) Bp−11 ∗Bq(∂M) //oo Bp−1q+1
In particular when M is even-dimensional with boundary then χ(Bpq ) = χ(Bp)
Proof. Note that in the diagram above, only the lefthanded map Bp−11 ∗Bq(∂M) −→ Bp(M)∗Bq(∂M)
is an inclusion. An element in Bpq consists again of barycenters with at least q-points in ∂M . Let’s now
look at a typical element in Bpq which we write as
∑
tixi with at most p of the xi’s in the interior of M .
When exactly p such points are in the interior, this is an element of the join Bp(M) ∗ Bq(∂M) since it
can be written as
t
(
p∑
i=1
ti∑
ti
ai
)
+ (1− t)

 q∑
j=1
sj∑
sj
bj

 , t =∑ ti = 1−∑ sj , ai ∈ M˙, bj ∈ ∂M
On Bpq (M) − Bp−1q+1 , the map Bp(M) ∗ Bq(∂M) −→ Bpq (M) is one-to-one. When in
∑
tixi one of
the xi’s goes to the boundary,
∑
tixi approaches an element in B
p−1
q+1 . This means that the subspace
Bp−11 (M) ∗ Bq(∂M) maps to a quotient. Rephrasing this in terms of colimits, we obtain the diagram of
the proposition.
Using the formula for the Euler characteristic of a colimit (131) and the formula for χ(X ∗ Y ), we obtain
readily that
χ(Bpq ) = χ(Bp) + χ(B
p−1
q+1 )− χ(Bp−11 )
(we have applied here repeatedly that χ(Bq(∂M)) = 0 if χ(∂M)) = 0). We can then proceed by induction.
The computation χ(Bpq ) = χ(Bp) for all q ≥ 1 will be immediate if we establish that χ(B1q ) = χ(M) for
all q ≥ 1. But B1q is the colimit of the diagram
Bq+1(∂M) ∂M ∗Bq(∂M) //oo M ∗Bq(∂M)
from which we get that χ(B1p) = χ(M) as desired.
Proof of Theorem 5.1:
This is a direct consequence of Lemmas 5.7 and 5.8.
5.2 The Homology of B∂
k
(M)
Throughout H˜(X) means reduced homology; that is for X connected, H˜∗(X) (any coefficients) is H∗(X)
if ∗ > 0 while H˜0(X) = 0. We also make the convention that H∗(X) = 0 if ∗ < 0. We have the easy
observation
Lemma 5.9 For homological degree ∗ > 0 and field coefficients
H∗(B
∂
l /B
∂
l−1)
∼= H∗−1(B∂l−1)⊕H∗(B∂l )
Proof. The subspace B∂l−1 is contractible in B
∂
l . Indeed choose x0 some chosen basepoint in ∂M (call
it the “conepoint”) and define
(134) Wl =
{
l∑
1
αixi ∈ B∂l \B∂l−1 | xi = x0 for some i
}⋃
B∂l−1
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Then Wl is contractible into itself via the contraction (t,
∑l
1 αixi) 7−→ tx0+
∑
(1− t)αixi. This says that
B∂l−1 is contractible in B
∂
l and the homology long exact sequence for the pair (B
∂
l , B
∂
l−1) breaks down
into short exact sequences and so the claim is immediate with field coefficients.
We start our homology computation of H∗(B
∂
l (M)) by looking back at the diagram in Proposition
5.5. This diagram is organized in rows and we let Ti the colimit of the first i rows, 0 ≤ i ≤ l. We have
T0 = B
0
l , T1 = B
0
l+1 ∪B1l−1, and more generally
Ti =
{∑
tjxj ∈ B∂l+i, where at most l of the xj ’s in interior of M
}
.
Obviously Tk = B
∂
2l and Tl−1 = B
∂
2l−1. It is not true however that Tl−2 is B
∂
2l−2.
As for the case of B∂l−1 inside B
∂
l , the subspace Ti is contractible in Ti+1 so that (with field coefficients)
H∗(T
∂
i /T
∂
i−1)
∼= H∗−1(T ∂i−1)⊕H∗(T ∂i ).
Consider the corresponding rows in i and i− 1
B0l+i B
1
l+i−2 · · · · · · Bil−i
B0l+i−1
]]✿✿✿✿✿✿✿
@@       
B1l+i−3
^^❃❃❃❃❃❃❃
CC✞✞✞✞✞✞✞✞
· · · Bi−1l−i+1
AA☎☎☎☎☎☎☎
[[✼✼✼✼✼✼✼
The consecutive quotients T i := Ti/Ti−1 for 0 ≤ i ≤ l are given according to
(135) T i =
B0l+i
B0l+i−1
∨
∨
0≤j≤i−1
Bjl+i−2j
(Bj−1l+i−2j+1 ∪Bjl+i−2j−1)
∨ B
i
l−i
Bi−1l−i+1
5.2.1 The spaces B
p
q := B
p
q /(B
p
q−1 ∪Bp−1q+1 )
We can think of this quotient as the space of formal barycenters
∑p+q
i=0 tixi with precisely p points in
the interior and q points on the boundary, with the topology that points on the boundary never leave
that boundary and if either ti → 0 or if a point from the interior approaches the boundary, the whole
configuration approaches the basepoint.
To describe B
p
q , the following preliminary lemma is needed. We make use of some notation:
• X ∗ ∅ = X . An element of X ∗ Y is a segment starting at X when t = 0 and ending at Y when
t = 1. We view X (resp. Y ) as a subspace of X ∗ Y corresponding to when t = 0 (resp. t = 1).
• The “half smash” product of two based spaces is one of
X ⋊ Y :=
X × Y
x0 × Y , X ⋉ Y :=
X × Y
X × y0
• The “unreduced suspension” of a space ΣX , is the join X ∗ S0 where S0 = {1,−1}. Equivalently
ΣX = [0, 1] × X/(0, x) ∼ (0, x′), (1, x) ∼ (1, x′). An element of the suspension is written as an
equivalence class [t, x].
Lemma 5.10 Let (X,A) and (Y,B) be two connected CW pairs. Then X ∗ Y/A ∗ Y ≃ X/A ∗ Y and
(X ∗ Y )/(X ∗B ∪ A ∗ Y ) ≃


X/A ∗ Y/B , A 6= ∅, B 6= ∅,
X/A⋉ ΣY , A 6= ∅, B = ∅,
Σ(X × Y ) , A = ∅, B = ∅.
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Proof. HereX∗Y/A∗Y is obtained fromX/A∗Y by collapsing x0∗Y , where x0 is the natural basepoint
of quotient X/A. Since x0 ∗ Y is a cone hence contractible, collapsing out x0 ∗ Y from (X/A) ∗ Y doesn’t
change homotopy type.
On the other hand, let (X, x0) and (Y, y0) be pointed spaces. Consider the subspace X ∗y0∪x0 ∗Y of the
join. This is the union of two cones along the segment x0 ∗ y0. This space is 1-connected (Van-Kampen)
and has trivial homology in positive degrees (Mayer-Vietoris). This means (by Whitehead theorem and
since we are working with CW complexes) that this subspace is contractible. We thus have the equivalence
X ∗ Y ≃ X ∗ Y/X ∗ y0 ∪ x0 ∗ Y . When A,B are non-empty, we therefore have
(X ∗ Y )/(X ∗B ∪ A ∗ Y ) = [(X/A) ∗ (Y/B)] /x0 × (Y/B) ∪ (X/A) ∗ y0 ≃ (X/A) ∗ (Y/B)
Consider next the case A = ∅, B = ∅ (third case). Elements of the join are classes [x, t, y] with identifica-
tions at t = 0 and t = 1. When we pass to the quotient X ∗ Y/X ∪ Y , we obtain the identification space
consisting of [x, t, y] with everything collapsed out to x0 (resp. y0) when t = 0 (resp. when t = 1). This
is by definition the unreduced suspension Σ(X × Y ). This can be seen directly from the depiction of the
join construction in the figure below. The second case is proven similarly but with a little trick. Let’s
X
YY
X
X* Y X*Y YX x   YX x Y
look at the figure again and notice that X ∗ Y/Y is X ×ΣY with a copy of X (in the right of the middle
diagram) collapsed out. This is of the homotopy type of X ⋉ ΣY ; that is
X ∗ Y/Y ≃ X ⋉ ΣY
from which we deduce the series of equivalences X ∗ Y/X ∪ A ∗ Y ≃ (X/A) ∗ Y/(X/A) ≃ (X/A) ⋉ ΣY
and the claim follows.
We turn back to B
p
q . According to Lemma 5.8 (or by inspection) we have the homeomorphism
(136)
Bpq
Bp−1q+1
=
Bp(M) ∗Bq(∂M)
Bp−11 ∗Bq(∂M)
,
and similarly
B
p
q =
Bpq
Bpq−1 ∪Bp−1q+1
=
Bp(M) ∗Bq(∂M)
Bp−11 ∗Bq(∂M) ∪Bp(M) ∗Bq−1(∂M)
,
≃ Bp(M)
Bp−11
∗ Bq(∂M)
Bq−1(∂M)
,
≃ Bp(M)
Bp−11
∗ (Bq(∂M) ∨ΣBq−1(∂M)) ,
where for the last equivalence we have used the standard fact that if A is contractible in X , then
X/A ≃ X ∨ΣA (and Bq−1(∂M) is contractible in Bq(∂M) as already mentioned). By the distributivity
property X ∗ (Y ∨ Z) ≃ (X ∗ Y ) ∨ (X ∗ Z), we can write further
(137) B
p
q ≃
(
Bp(M)
Bp−11
∗Bq(∂M)
)
∨
(
Bp(M)
Bp−11
∗ ΣBq−1(∂M)
)
.
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We must therefore understand the quotient Bp(M)/B
p−1
1 .
Lemma 5.11 There is a homotopy equivalence
Bp(M)
Bp−11
≃ Bp(M/∂M).
Proof. When p = 1, Bp−11 = ∂M and Bp(M)/B
p−1
1 =M/∂M . When p = 2, B2(M) is the symmetric
join Sym∗2(M) :=M ∗M/S2 and B11(M) = (∂M ∗M)∪(M ∗∂M)/S2. The quotient is B2(M)/B11(M) =
Sym∗2(M/∂M)/A where A is the subspace of barycenters tx+(1−t)y with x = ∗ the basepoint; that is A
is up to homotopy the cone on (M/∂M) which is contractible. We’ve just shown that B2(M)/B
1
1(M) ≃
Sym∗2(M/∂M). The general case is similar. Note that M/∂M has a preferred basepoint x0. It is now
clear that
Bp(M)
Bp−11
=
Bp(M/∂M)
Wp
whereWp is as defined in (134) with “conepoint” x0. This subspace is contractible so that up to homotopy
Bp(M/∂M)/Wp ≃ Bp(M) and the claim follows.
We can now put everything previous together to get our main calculation. Let σ be the suspension
operator acting on homology so that if x is a homology class, then deg(σ(x)) = deg(x) + 1. Recall in our
notation that B0(Y ) = ∅ and that ∅ ∗X = X .
Theorem 5.12 Let M be a compact manifold with boundary ∂M . The reduced homology of B∂l (M) with
field coefficients is given by
H˜∗(B∂2l(M)) ∼= H˜∗(B2l(∂M))⊕
⊕
0<i≤l
H˜∗ (Bi(M/∂M) ∗B2l−2i(∂M))
∼= H˜∗(B2l(∂M))⊕ H˜∗(Bl(M/∂M)
⊕ σ
l−1⊕
i=1
H˜∗(Bi(M/∂M))⊗ H˜∗(B2l−2i(∂M))
where σ is the suspension operator. Similarly
H˜∗(B
∂
2l−1(M))
∼= H˜∗(B2l−1(∂M))⊕
⊕
0<i≤l−1
H˜∗ (Bi(M/∂M) ∗B2l−2i−1(∂M))
∼= H∗(B2l−1(∂M))⊕ σ
k−1⊕
i=1
H˜∗(Bi(M/∂M))⊗ H˜∗(B2l−2i−1(∂M))
The formula is valid for l = 1 by setting
⊕0
1 = 0.
Proof. We go back to Ti the colimit of the bottom i rows of the colimit diagram in Proposition 5.5,
for 0 ≤ i ≤ k. Since Ti−1 contractible in Ti, we have
T i := Ti/Ti−1 = Ti ∨ ΣTi−1,
where ΣTi−1 is the suspension of Ti−1. It is known that H˜∗(ΣX) = σH˜∗(X). On the other hand there
is the wedge decomposition (135)
T i =
B0l+i
B0l+i−1
∨
∨
0<j<i
Bjl+i−2j
(Bj−1l+i−2j+1 ∪Bjl+i−2j−1)
∨ B
i
l−i
Bi−1l−i+1
.
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For the same reason as earlier indicated,
B0l+i
B0l+i−1
≃ Bl+i(∂M) ∨ ΣBl+i−1(∂M), while
Bil−i
Bi−1l−i+1
≃ Bi(M)
Bi−11
∗Bl−i(∂M) ≃ Bi(M/∂M) ∗Bl−i(∂M)
according to (136), Lemma 5.10 and Lemma 5.11.... Putting everything together gets us
T i = Ti ∨ ΣTi−1 ≃ Bl+i(∂M) ∨ ΣBl+i−1(∂M) ∨Bi(M/∂M) ∗Bl−i(∂M)∨
0<j<i
(Bj(M/∂M) ∗Bl+i−2j(∂M)) ∨ (Bj(M/∂M) ∗ ΣBl+i−2j−1(∂M))(138)
Using induction starting with B∂1 (M) = ∂M we can infer from the decomposition of T i above that the
integral homology (not just with field coefficients) is given by
H˜∗(Ti) ∼= H˜∗

Bl+i(∂M) ∨ ∨
0<j≤i
(Bj(M/∂M) ∗Bl+i−2j(∂M)

(139)
∼= H˜∗(Bl+i(∂M))⊕
i⊕
j=1
H˜∗ (Bj(M/∂M) ∗Bl+i−2j(∂M))(140)
The argument behind this deduction is to first apply homology to both sides of (138) and to use the
cancelation property for finite abelian groups1We pointed out that for connected based spaces X ∗ Y ≃
ΣX ∧ Y so that (with field coefficients now) H˜∗(X ∗ Y ) ∼= σH˜∗(X)⊗ H˜∗(Y ). The theorem is immediate
replacing Tl by B
∂
2l and Tl−1 by B
∂
2l−1.
Remark 5.13 The case l = 1 in the theorem gives
H˜∗(B∂2 (M)) ∼= H˜∗(B2(∂M))⊕ H˜∗(M/∂M)
When M = D is the disk with boundary S1,
H˜∗(B
∂
2 (D))
∼= H˜∗(B2(S1))⊕ H˜∗(B1(S2)) ∼= H˜∗(S3)⊕ H˜∗(S2) ∼=
{
Z, ∗ = 3
Z, ∗ = 2
and this is precisely the computation in (130).
One first consequence of Theorem 5.12 is that we can compute the connectivity and homological dimension
of our spaces B∂l . A space X is said to be r-connected for some r ≥ 0 if all the homotopy groups of X
vanish up to r. A space is 0-connected if it is connected and it is 1-connected if it is simply connected.
Lemma 5.14 Suppose ∂M is 1-connected, then B∂l (M) is also 1-connected
Proof. Given a diagram as in Proposition 5.5, it is well-known that if all spaces Bpq making up the
diagram are 1-connected, then the colimit is 1-connected (this is a consequence of the Van-Kampen
theorem). When p = 0, B0q = Bq(∂M) and this is at least 2q − 1 connected according to [42] so
in particular 1-connected. We can now use induction on p and the colimit diagram in Lemma 5.8 to
complete the proof. More precisely recall that if X and Y are connected, then X ∗Y is simply connected.
Since by induction Bp−1q+1 is connected, it follows that all constituent subspaces in the colimit diagram in
Lemma 5.8 are 1-connected and hence so is Bpq . The proof is complete.
1For finite complexes, the homology groups are finitely generated abelian groups. For those groups, if A×G ∼= B ×G,
then A ∼= B (cancellation)
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Lemma 5.15 Suppose M is a manifold of dimM = m. Then H∗(B∂l ) = 0 for ∗ ≥ lm. If in addition
both M and ∂M are r-connected with r ≥ 1, then B∂l (M) is l+ r − 2-connected if l is even and min{l+
2r − 2, 2l+ r − 2}-connected if l ≥ 3 is odd.
Proof. The first claim is by inspection knowing that the homological dimension of Bn(X) is at most
nh(X) + n − 1, where h(X) is the homological dimension of X . On the other hand it is shown in [42]
that if M is r-connected with r ≥ 1, then Bn(M) is 2n + r − 2 connected. If both M and ∂M are
r-connected2), then so is M/∂M . This means that H˜i(Bk(∂M)) = H˜i(Bl(M/∂M)) = 0 if i ≤ 2l+ r − 2.
We obtain our connectivity bound by computing the homological connectivity of B∂l (M) from Theorem
5.12 and then invoking Lemma 5.14 (3). Similar calculation when l is odd.
A second main consequence of Theorem 5.12 is that we can recover the Euler characteristic computation
of B∂l (M) when M even dimensional.
Alternative Proof of Theorem 5.1
From (139)
χ(Ti)− 1 = χ(Bl+i(∂M))− 1 +
i∑
j=1
(χ(Bj(M/∂M) ∗Bl+i−2j(∂M))− 1),
= χ(Bl+i(∂M))− 1,
+
i∑
j=1
[χ(Bj(M/∂M)) + χ(Bl+i−2j(∂M))− χ(Bj(M/∂M))χ(Bl+i−2j(∂M))− 1] .
SupposeM is even-dimensional compact with connected boundary. We can use the fact that χ(Bl(∂M)) =
0 since χ(∂M) = 0. From the previous formula
χ(Ti) = −i+
i∑
j=1
χ(Bj(M/∂M))
From which we get
χ(B∂2l) = χ(Tk) = −l +
l∑
j=1
χ(Bj(M/∂M)),(141)
χ(B∂2l−1) = χ(Tl−1) = −l − 1 +
l−1∑
j=1
χ(Bj(M/∂M)).
According to (131) again, χ(M/∂M) = χ(M) − χ(∂M) + 1 = χ(M) + 1. Set χ := χ(M). Combining
with (132) yields
χ(Bj(M/∂M)) = 1− 1
j!
(−χ)(1− χ) · · · (j − 1− χ),
= 1− 1
j!
(1− χ)(1 − χ) · · · (j − χ) + 1
(j − 1)!(1 − χ) · · · (j − 1− χ),
= χ(Bj(M))− χ(Bj−1(M)) + 1.
Adding those up for 0 < j ≤ l and plugging into (141) yields immediately our formula χ(B∂2l) = χ(Bl(M))
and that χ(B∂2l−1) = χ(Bl−1(M)). This is precisely the content of Theorem 5.1.
2There is in general no relationship between the connectivity of M and ∂M .
3Here we recall that if X is simply connected with H˜i(X) = 0 for i ≤ r, then pii(X) = 0 for i ≤ r
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5.3 Barycenter spaces of disconnected spaces
This section which is of independent interest discusses Bl(X) when X = A ⊔B is a disjoint union. This
case is not treated in [42] and it is needed in case our manifold M has disconnected boundary.
Obviously B1(A⊔B) = A⊔B is disconnected. For n ≥ 2, Bn(A⊔B) is however connected. By convention
set B0(Y ) = ∅ as before. An element of the join X ∗ Y is written [x, t, y]. As for Lemma 5.10, there are
inclusions X ⊂ X ∗ Y and Y ⊂ X ∗ Y where X = {[x, 0, y]} and Y = {[x, 1, y]}. We will write these
subspaces as ∅ ∗ Y and X ∗ ∅.
Proposition 5.16 Bn(A ⊔B) is the colimit of the lattice diagram
Bl(A) Bl−1(A) ∗B1(B) · · · Bl(B)
Bl−1(A)
^^❂❂❂❂❂❂❂
99ttttttttt
Bl−2(A) ∗B1(B)
gg❖❖❖❖❖❖❖❖❖❖❖
>>⑤⑤⑤⑤⑤⑤⑤⑤⑤
· · · Bl−1(B)
YY✸✸✸✸✸✸✸
@@       
...
· · ·
B1(A)
BB☎☎☎☎☎☎☎
\\✿✿✿✿✿✿✿
B1(B)
AA☎☎☎☎☎☎☎
]]✿✿✿✿✿✿✿
All arrows are inclusions.
This diagram expresses the fact that points can be either in A or B. Points in A alone or B alone
“interact” with each other, while points in A do not interact with points in B. Proposition 5.16 gives a
homotopy decomposition which we will use to get to the homology of Bn(A ⊔B)(4).
Next and throughout, Bl(X) := Bl(X)/Bl−1(X). Note that because Bl−1(X) is contractible in Bl(X),
Bl(X) ≃ Bl(X) ∨ΣBl−1(X). This is a fact we will use routinely below.
Lemma 5.17 Let X = A ⊔B and l ≥ 3. Then
Bl(A ⊔B) ≃ Bk(A) ∨ Bl−1(A)⋉ ΣB ∨ Bl−2(A) ∗B2(B) ∨
· · · ∨ B2(A) ∗Bl−2(B) ∨ ΣA⋊Bl−1B ∨ Bl(B).
Proof. In the diagram of Proposition 5.16, the colimit of the first l rows is Bl(A⊔B) while the colimit
of the first l− 1 rows is Bl−1(A ⊔B). By collapsing out this latter subspace we obtain the wedge
(142) Bl(A ⊔B) = Bl(A) ∨
∨
i+j=l
1≤i≤l−1
Bi(A) ∗Bj(B)
Bi−1(A) ∗Bj(B) ∪Bi(A) ∗Bj−1(B) ∨Bl(B),
where we convene that B0 = ∅. But
Bi(A) ∗Bj(B)
Bi−1(A) ∗Bj(B) ∪Bi(A) ∗Bj−1(B) ≃ Bi(A) ∗Bj(B) (Lemma 5.10, i, j > 1),
while for j = 1 (similarly if i = 1) we have
Bl−1(A) ∗B
Bl−1(A) ∪Bl−2(A) ∗B ≃ Bl−1 ⋉ ΣB.
Combining with (142) gets us the answer.
All homology below is reduced and is taken with field coefficients.
4In the algebraic topological jargon, a homotopical decomposition of a space X is a diagram of spaces whose “homotopy
colimit” is weakly equivalent to X. When the diagram is indexed over a poset and all maps are “nice inclusions” (i.e.
cofibrations), the homotopy colimit and the colimit are equivalent. This is our case.
39
Lemma 5.18 In the case l = 2, B2(A ⊔B) has the homology of
B2(A) ∨ Σ(A×B) ∨B2(B).
Proof. The corresponding colimit diagram for B2(A ⊔B) has just two rows
B2(A) B1(A) ∗B1(B) B2(B)
B1(A)
^^❃❃❃❃❃❃❃
::✉✉✉✉✉✉✉✉✉
B1(B)
dd■■■■■■■■■
??       
so that as we’ve already seen
B2(A ⊔B) ≃ B2(A) ∨ Σ(A×B) ∨ B2(B)
≃ B2(A) ∨ ΣA ∨ Σ(A×B) ∨ B2(B) ∨ ΣB.
But the left hand side has another description. Since A and B are disjoint in B2(A ⊔ B), take a path
there ta + (1 − t)b, t ∈ I with a ∈ A and b ∈ B. The union I ∪ A ∪ B is connected and contractible in
B2(A ⊔B).... It follows that B2(A ⊔B) ≃ B2(A ⊔B) ∨ Σ(A ∨ B). Comparing with the above, we have
the equivalence
B2(A ⊔B) ∨ ΣA ∨ ΣB ≃ B2(A) ∨Σ(A×B) ∨B2(B) ∨ ΣA ∨ ΣB.
In homotopy theory, cancelation of wedge summands doesn’t hold in general. However passing to homol-
ogy with field coefficients, we will obtain direct summands that we can cancel. This is saying precisely
that H∗(B2(A ⊔B)) ∼= H∗(B2(A) ∨ Σ(A×B) ∨B2(B)) as desired.
We are now in a position to state the main result of this section.
Theorem 5.19 For A,B two disjoint connected spaces and l ≥ 2, Bk(A ⊔ B) has the same reduced
homology as
Bl(A) ∨ ΣBl−1(A) ∨Bl(B) ∨ ΣBl−1B
∨
l−1∨
i=1
Bl−i(A) ∗Bi(B) ∨
l−1∨
i=2
ΣBl−i(A) ∗Bi−1(B)
(if the lower index of the wedge is greater than the upper index, which happens when l = 2, 3, then the
corresponding wedge term doesn’t exist).
Proof. This is an inductive argument based on the decomposition of Lemma 5.17 and the fact that
Bl(X) ≃ Bl(X)∨ΣBl−1(X). Note that the formula agrees with the decomposition in Lemma 5.18 since
Σ(X × Y ) ≃ X ∗ Y ∨ ΣX ∨ΣY sot that
H∗(B2(A ⊔B)) ∼= H∗(B2(A)) ⊕H∗(B2(B)) ⊕H∗(ΣA)⊕H∗(ΣB)⊕H∗(A ∗B)
which is precisely the statement of the theorem when l = 2.
To proceed further we use the same idea as in Lemma 5.18. We need use here that
H∗(X ⋉ ΣY ) ∼= H∗((X ∧ ΣY ) ∨ ΣY ) ∼= H∗(X ∗ Y )⊕H∗(ΣY )
According to the decomposition in Lemma 5.17, H∗(Bl(A ⊔B)) is therefore given by
H∗(Bl(A ⊔B)
∼= H∗(Bl(A))⊕H∗(Bl−1(A) ∗B)⊕H∗(ΣB)⊕
l−2⊕
i=2
H∗(Bl−i(A) ∗Bi(B))⊕H∗(A ∗Bl−1B)⊕H∗(ΣA)⊕H∗(Bl(B))
∼= H∗(Bl(A))⊕H∗(Bl−1(A)) ⊕
l−1⊕
i=1
H∗(Bl−i(A) ∗Bi(B))⊕H∗(Bl−1(B)) ⊕H∗(Bl(B))(143)
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Here we should recall that
Bi(A) ∗Bj(B) ≃ (Bi(A) ∨ ΣBi−1(A)) ∗ (Bj(B) ∗ ΣBj−1(B))
≃ Bi(A) ∗Bj(B) ∨Bi(A) ∗ ΣBj−1(B) ∨ ΣBi−1(A) ∗Bj(B)
∨ΣBi−1(A) ∗ ΣBj−1(B) (distributivity property)
We can combine this with (143) to obtain (using reduced homology)
l−1⊕
i=1
H∗(Bl−i(A) ∗Bi(B)) ∼= H∗(Bl−1(A) ∗B)⊕H∗(ΣBl−2(A) ∗B)
l−2⊕
i=2
H∗(Bl−i(A) ∗Bi(B))⊕H∗(ΣBl−i−1(A) ∗Bi(B))
l−2⊕
i=2
H∗(ΣBl−i(A) ∗Bi−1(B))⊕H∗(Σ2Bl−i−1(A) ∗Bi−1(B))
⊕H∗(A ∗Bl−1(B))⊕H∗(ΣA ∗Bl−2(B))
If we now suppose that H∗(Bl−1(A⊔B)) has the homology stated in the statement of the theorem, then
by identifying the expression for H∗(Bl(A ⊔B)) in (143) with H∗(Bl(A ⊔B))⊕H∗(ΣBl−1(A ⊔B)) and
using induction, we end up with the expression of the homology H∗(Bl(A⊔B)) stated in the theorem.
We look at particular cases below.
Remark 5.20 Let A = S1 = B so that X is the disjoint union of two circles. Then B3(S
1) ≃ S5,
B2(S
1) ≃ S3 and B3(S1 ⊔ S1) has the homology of
B3(A) ∨ ΣB2(A) ∨B2(A) ∗B ∨ ΣA ∗B ∨ A ∗B2(B) ∨B3(B) ∨ ΣB2(B)
≃
4∨
S5 ∨
3∨
S4
In general if X is a disjoint union of circles, then Bn(X) will be a wedge of spheres, the top dimensional
spheres being of dimension 2n− 1.
6 Proof of the main results
In this section, we present the proof of our main results. The first type of these are based on our strong
Morse inequalities and the related Hopf-Poincrare´ index type formula, while second type of results takes
advantage for the precise knowledge of lack of compactness, to derive that, under appropriate conditions
of the function K blow up of subcritical respectively supercritical approximation can rule out.
6.1 Proof of Theorem 1.1 to Theorem 1.8
The basic idea of the proof is to extend the classical Morse theory to our problem. To do so we first
characterize the topology of the very high and the very negative ones of II. We treat first the very high
sublevels of II and for that we start with the following lemma.
Lemma 6.1 Assuming that (p, q) ∈ N2 such that 2p+ q = k, 0 < ̺ < ̺k, 0 < η < ηk, and 0 < ǫ ≤ ǫk,
where ̺k and ηk are given by Proposition 3.2, and ǫk is given by (101), then there exists C
k
0 := C
k
0 (̺, η)
such that for every 0 < ǫ ≤ ǫk where ǫk is as in (101), there holds
V (p, q, ǫ, ̺, η) ⊂ IICk0 \ II−Ck0 .
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Proof. It follows directly from (103)-(106), Lemma 7.11, Lemma 7.12, and Proposition 4.1.
Next, combining Proposition 3.3 and the latter Lemma, we have the following Corollary.
Corollary 6.2 There exists a large positive constant Ck1 such that
Crit(II) ⊂ IICk1 \ II−Ck1 .
Proof. It follows, via a contradiction argument, from the the fact that II is invariant by translation
by constants, Proposition 3.3, and Lemma 6.1.
Now, we are ready to characterize the topology of very high sublevels of II. Indeed, as in [1] and for
the same reasons, we have that Lemma 3.4, Lemma 6.1 and Corollary 6.2 imply the following one which
describes the topology of very high sublevels of the Euler-Lagrange functional II.
Lemma 6.3 Assuming that (p, q) ∈ N2 such that 2p + q = k, 0 < ̺ < ̺k, and 0 < η < ηk, where
̺k and ηk are given by Proposition 3.2, then there exists a large positive constant L
k := Lk(̺, η) with
Lk > 2max{Ck0 , Ck1 } such that for every L ≥ Lk, we have that IIL is a deformation retract of H ∂
∂n
,
and hence it has the homology of a point, where Ck0 is as in Lemma 6.1 and C
k
1 as in Lemma 6.2.
Next, we turn to the study of the topology of very negative sublevels of II when k ≥ 2 or k¯ ≥ 1. Indeed,
as in [1] and for the same reasons, we have that the well-know topology of very negative sublevels in the
nonresont case (see [52]), Lemma 3.3, Lemma 6.1 and Corollary 6.2 imply the following Lemma which
gives the homotopy type of the very negative sublevels of the Euler-Lagrange functional II.
Lemma 6.4 Assuming that k ≥ 2 or k¯ ≥ 1, (p, q) ∈ N2 such that 2p+q = k, 0 < ̺ < ̺k, and 0 < η < ηk,
where ̺k and ηk are given by Proposition 3.2, then there exists a large positive constant Lk,k¯ := Lk,k¯(̺, η)
with Lk,k¯ > 2max{Ck0 , Ck1 } such that for every L ≥ Lk,k¯, we have that II−L has the same homotopy
type as B∂k−1(M) if k ≥ 2 and k¯ = 0, as A∂k−1,k¯ if k ≥ 2 and k¯ ≥ 1 and as Sk¯−1 if k = 1 and k¯ ≥ 1,
where Ck0 is as in Lemma 6.1 and C
k
1 as in Lemma 6.2 .
Now, we present the proof of Theorem 1.1-Theorem 1.8.
Proof of Theorem 1.1-Theorem 1.8
We will provide only the proof of Theorem 1.4, its corollary and Theorem 1.8. The proofs of the remain-
ing statements concerning the critical case κ = 4π2 are similar and even simpler since they involve only
single boundary blow up points.
For the sake of simplicity we assume that the Paneitz operator P 4,3g is non negative. The argument ex-
tends virtually to the general case, see [1].
Arguing by contradiction we assume that the the functional II does not admit a critical point. Thanks
to Lemma (6.1), we may choose L large enough such that all critical point at Infinity are contained in
the strip (IIL, II−L).
Now we define
M(t) :=
4k−1∑
i=1
mki t
i; P (t) :=
∞∑
i=0
bi(II
L, II−L)ti,
where
bi := rankHi(II
L, II−L).
We notice that it follows from the exact sequence of the pair (IIL, II−L) that
H0(II
L, II−L) ≃ H1(IIL, II−L) and Hi(IIL, II−L) ≃ Hi−2(II−L), ∀i ≥ 2.
Hence it follows that Lemma 6.4 that
P (t) =
4k−5∑
i=2
ck−1i−1 t
i.
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Moreover it follows from our Morse Lemma 4.7 that strong Morse inequalities hold. Namely we have
that:
(144) M(t) − P (t) = (1 + t)R(t),
where R(t) :=
∑
i≥1 nit
i is a polynomial in t with non negative integer coefficients.
Equating the coefficients of t in the polynomials on the left and right hand side of (144) we obtain a
solution of the system (27) hence contradicting the assumption of Theorem 1.4.
Now choosing t = −1 in equation (144) we derive that:∑
A∈F∞
(−1)i∞(A) = χ(IIL, II−L) = 1− χ(B∂k−1),
which violates the condition of corollary (1.6).
The proof of Theorem 1.8 follows for similar arguments using the Morse subcomplex related to the critical
points at Infinity whose Morse indices are less or equal some l ≤ 4k − 1.
6.2 Proof of Theorem 1.11
Our next theorem is based on the construction of a solution of supercritical non resonant approximation.
Such a solution is built using the top homology class of the boundary-weighted barycenters B∂k (M). For
such a solution we derive an accurate estimate of its Morse index. We then use such a spectral information
to rule out its blow up, proving that it should converge to a solution of our equation.
Proof of Theorem 1.11
We consider the following superapproximation of the resonant case
(145) (Pε)


P 4g u + 2Qg = 2(κ+ ε)
Ke4u∫
M
Ke4u
in M˚,
P 3g u + Tg = 0 on ∂M,
∂u
∂ng
= 0 on ∂M,
where ε is a small positive number and κ := κ(P 4,P 3) = 4π
2k, where k ∈ N∗.
Regarding the problem (Pε) we prove the following claim:
Claim 1: For a sequence of εk → 0 , the problem (Pe) admits a solution uε whose Morse index Morse(ue)
satisfies
4k + k ≤ Morse(uε) ≤ 4k + 1 + k.
For the sake of simplicity of notation we provide the proof only in the case k = 0. The arguments extend
virtually to the case k 6= 0.
To prove the above claim we argue as follows: We embedded the Bk(∂M) into the space of variation H ∂
∂n
through the map:
fk(λ) : Bk(∂M) −→ H ∂
∂n
as follows
(146) fk(λ)(
k∑
i=1
αiδai) :=
k∑
i=1
αiϕai,λ,
with the ϕai,λ’s defined by (49).
Now we notice that it follows from Lemma 7.5, Lemma 7.6 and Lemma 6.4 that fk(λ) maps for λ and L
large
fk(λ) : Bk(∂M)→ II−Lε ,
where IIε is the Euler-Lagrange functional associated to (Pε). Hence Mk(λ) := fk(λ)(Bk(∂M)) is a
stratified set of top dimension 4k − 1. Now observe that Mk(λ) is contractible in H ∂
∂n
(by taking its
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suspension for example), hence the image of such a contraction Uk is a stratified set of top dimension 4k.
We now deform Uk using the pseudogradient flow obtained as a convex combination of the Bahri-Lucia
pseudogradient of Lemma 3.1 and the pseudogradient constructed in Proposition 4.4.
By transversality arguments, we may assume that such a deformation avoids the stable manifolds of
critical points of IIε whose indices are grater or equal 4k + 2.
Now using the compactness of the variational problem in the non resonant case and a theorem of Bahri-
Rabinowitz [12], we derive that Uk(λ) retracts by deformation onto II−Lε ∪Σ, where Σ is the union of the
unstable manifolds of some critical points of IIe caught by the flow. Since Uk(λ) is contractible whereas
II−Lε is not, Σ is not empty. Moreover from the above transversality arguments, the Morse indices of its
critical points are upper bounded by 4k + 1. Hence
Σ =
⋃(
Wu(x);x is a critical point of IIe whose Morse index m(x) ≤ 4k + 1
)
.
Now using the exact homology sequence of the pair (II−Lε ∪ Σ) we derive that
· · · −−−−→ H4k(II−Lε ∪ Σ) −−−−→ H4k(II−Lε ∪ Σ, II−Lε ) −−−−→ H4k−1(II−Lε )
−−−−→ H4k−1(II−Lε ∪ Σ) −−−−→ · · ·
Since II−Lε ∪ Σ is retract by deformation of Uk which is contractible, we derive that
H4k(II
−L
ε ∪ Σ, II−Lε ) = H4k−1(II−Lε ) 6= 0.
It follows that Σ contains at least a critical point of IIe whose Morse index is either 4k or 4k + 1.
To conclude the proof of the theorem we prove the following claim:
Claim 2:
uεk → u∞ in C4,α(M),
where u∞ is a solution of equation (5).
To prove the claim it is enough to rule out the blow up of uεk . Arguing by contradiction we assume that
||uεk − (uek)Q,T || → +∞.
Arguing as in Lemma 3.3 we derive that
uεk ∈ V (p, q, δk, ̺, η),
for some δk → 0.
Testing the equation Pε by
∑p+q
i=1
λi
αi
∂ϕai,λi
∂λi
, very much like in Corollary 7.13, we derive that:
εk = 2π
2
p+q∑
i=p+1
∂FAi
∂ngi
(ai)
λiFAi (ai)
+
(
ε2k +
∑
k
1
λ2i
+ |αi − 1|2 + |τi|2
)
.
Now expanding IIεk(uεk), just like in Lemma 7.11 we obtain:
IIεk(uεk) = −
20
3
kπ2 − 4kπ2(1 + εk) ln(kπ
2
6
) − 8π2(1 + εk)Fp,q(a1, . . . , ap+q)
16π2

2 p∑
i=1
(αi − 1)2 lnλi +
p+q∑
i=p+1
(αi − 1)2 ln λi

 − 4π2

 p∑
i=1
2σ2i +
p+q∑
i=p+1
σ2i


−2π2
p+q∑
i=p+1
1
λi
1
FAi (ai)
∂FAi
∂ngai
(ai) +O
(
ε2k +
p+q∑
k=1
|αk − 1|3 + |σk|3 + 1
λ2k
)
,
Denoting by A the critical point of Fp,q to which the concentration points converge, we derive from the
above expansion that
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(147) Morse(uεk) =
{
5p+ 4q −Morse(Fp,q, A) − 1 if LK(A) < 0,
5p+ 4q −Morse(Fp,q, A) if LK(A) > 0.
Therefore we see that the Morse index of such a blowing solution is superabound by 4k, where k = 2p+q.
Taking into account the Morse estimates of the Claim 1, we derive that a necessary condition for uεk to
blow up is that:
Morse(ue) = 4k, p = 0 q = k
and A is local minimum of F0,k satisfying that LK(A) > 0. Hence we reach a contradiction with the
assumption of Theorem 1.11. Therefore the theorem is fully proven.
Proof of Theorem 1.9
We consider the following subcritical approximation
(148) (Pε)


P 4g u + 2Qg = 2(κ− ε) Ke
4u
∫
M
Ke4u
in M,
P 3g u + Tg = 0 on ∂M,
∂u
∂ng
= 0 on ∂M,
and denote by IIε its associated Euler-Lagrange functional.
Thanks to Moser-Trudinger inequality the functional IIε achieves its minimum, say uε.
We claim that uε converges to u0 a critical point of II. Since otherwise it would blow up and hence due
to Lemma 3.3 and corollary 4.6 that uε has to concentrate at a maximum point a ∈ ∂M of K such that
∂K
∂ng
(a) < 0
which contradicts the assumption of the theorem. Hence Theorem 1.9 is fully proven.
7 Appendix
In this section we collect various estimates of the projected bubble ϕa,λ and its derivative as well as
useful estimates of the functional II and its gradient. These estiamtes are standard and use elementary
arguments. Hence we to keep the paper at reasonable length we omit their proofs.
7.1 Bubble estimates
Using the conformal invariance of the Paneitz operator, Chang-Qing operator and the conformal Neuman
operator (recallingHg = 0), the properties of the metric ga (see (39)-(41)), the BVP satisfied by the ϕa,λ’s
(see (49) and (50)), and the Green’s representation formula (54), we derive the following two Lemmas.
Lemma 7.1 Assuming that ǫ is positive and small, 0 < ̺ < ̺k where ̺k is as in Proposition 3.2, and
λ ≥ 1
ǫ
, then
1) If dg(a, ∂M) ≥ 4C̺, then
ϕa,λ(·) = δˆa,λ(·) + ln λ
2
+H(a, ·) + 1
4λ2
∆gaH(a, ·) +O
(
1
λ3
)
,
and if a ∈ ∂M , then
ϕa,λ(·) = δˆa,λ(·) + ln λ
2
+
1
2
H(a, ·) + 1
8λ2
∆gaH(a, ·) +O
(
1
λ3
)
,
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where O(1) means Oa,λ,ǫ(1) and for it meaning see Section 2.
2) If dg(a, ∂M) ≥ 4C̺, then
λ
∂ϕa,λ(·)
∂λ
=
2
1 + λ2χ2̺(dga(a, ·))
− 1
2λ2
∆gaH(a, ·) +O
(
1
λ3
)
,
and if a ∈ ∂M , then
λ
∂ϕa,λ(·)
∂λ
=
2
1 + λ2χ2̺(dga(a, ·))
− 1
4λ2
∆gaH(a, ·) +O
(
1
λ3
)
,
where O(1) is as in point 1).
3)If dg(a, ∂M) ≥ 4C̺, then
1
λ
∂ϕa,λ(·)
∂a
=
χ̺(dga (a, ·))χ
′
̺((dga (a, ·))
dga(a, ·)
2λexp−1a (·)
1 + λ2χ2̺(dga (a, ·))
+
1
λ
∂H(a, ·)
∂a
+O
(
1
λ3
)
,
and if a ∈ ∂M , then
1
λ
∂ϕa,λ(·)
∂a
=
χ̺(dga(a, ·))χ
′
̺((dga (a, ·))
dga(a, ·)
2λexp−1a (·)
1 + λ2χ2̺(dga(a, ·))
+
1
2λ
∂H(a, ·)
∂a
+O
(
1
λ3
)
,
where O(1) is as in point 1).
Lemma 7.2 Assuming that ǫ is small and positive, 0 < ̺ < ̺k and 0 < η < ηk where 0 < ̺ < ̺k and
0 < η < ηk are as in Proposition 3.2, and λ ≥ 1ǫ , then we have:
1)) If dg(a, ∂M) ≥ 4C̺, then
ϕa,λ(·) = G(a, ·) + 1
4λ2
∆gaG(a, ·) +O
(
1
λ3
)
in M \Baa(η),
and if a ∈ ∂M , then
ϕa,λ(·) = 1
2
G(a, ·) + 1
8λ2
∆gaG(a, ·) +O
(
1
λ3
)
in M \Baa(η).
where O(1) means Oa,λ,ǫ(1) and for it meaning see Section 2.
2) If dg(a, ∂M) ≥ 4C̺, then
λ
∂ϕa,λ(·)
∂λ
= − 1
2λ2
∆gaG(a, ·) +O
(
1
λ3
)
in M \Baa(η),
and if a ∈ ∂M , then
λ
∂ϕa,λ(·)
∂λ
= − 1
4λ2
∆gaG(a, ·) +O
(
1
λ3
)
in M \Baa(η),
where O(1) is as in point 1).
3) If dg(a, ∂M) ≥ 4C̺, then
1
λ
∂ϕa,λ(·)
∂a
=
1
λ
∂G(a, ·)
∂a
+O
(
1
λ3
)
in M \Baa(η),
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and if a ∈ ∂M , then
1
λ
∂ϕa,λ(·)
∂a
=
1
2λ
∂G(a, ·)
∂a
+O
(
1
λ3
)
in M \Baa(η),
where O(1) is as in point 1).
Next, using the above two Lemmas, we obtain the following three Lemmas.
Lemma 7.3 Assuming that ǫ is small and positive, 0 < ̺ < ̺k where ̺k is as in Proposition 3.2, and
λ ≥ 1
ǫ
, then we have:
1) If dg(a, ∂M) ≥ 4C̺, then
< Pgϕa,λ, ϕa,λ >= 32π
2 lnλ− 40π
2
3
+ 16π2H(a, a) +
8π2
λ2
∆gaH(a, a) +O
(
1
λ3
)
,
and if a ∈ ∂M , then
< Pgϕa,λ, ϕa,λ >= 16π
2 lnλ− 20π
2
3
+ 4π2H(a, a) +
2π2
λ2
∆gaH(a, a) +O
(
1
λ3
)
,
where O(1) means Oa,λ,ǫ(1) and for its meaning see Section 2.
2) If dg(a, ∂M) ≥ 4C̺, then
< Pgϕa,λ, λ
ϕa,λ
∂λ
>= 16π2 − 8π
2
λ2
∆gaH(a, a) +O
(
1
λ3
)
,
and if a ∈ ∂M , then
< Pgϕa,λ, λ
ϕa,λ
∂λ
>= 8π2 − 2π
2
λ2
∆gaH(a, a) +O
(
1
λ3
)
,
where O(1) is as in point 1).
3) If dg(a, ∂M) ≥ 4C̺, then
< Pgϕa,λ,
1
λ
ϕa,λ
∂a
>=
16π2
λ
∂H(a, a)
∂a
+O
(
1
λ3
)
,
and if a ∈ ∂M , then
< Pgϕa,λ,
1
λ
ϕa,λ
∂a
>= 3π2 +
4π2
λ
∂H(a, a)
∂a
+O
(
1
λ3
)
.
where O(1) is as in point 1).
Lemma 7.4 Assuming that ǫ is small and positive, 0 < ̺ < ̺k, 0 < η < ηk, Λ > Λk where 0 < ̺ < ̺k,
0 < η < ηk, and Λk are as in Proposition 3.2, ai, aj ∈M , dg(ai, aj) ≥ 4Cη, 1Λ ≤ λiλj ≤ Λ, and λi, λj ≥ 1ǫ
where C is as in (41), then we have:
1)
(1)i,j If dg(ai, ∂M) ≥ 4C̺ and dg(aj , ∂M) ≥ 4C̺, then
< Pgϕai,λi , ϕaj ,λj >= 16π
2G(aj , ai) +
4π2
λ2i
∆gaiG(ai, aj) + +
4π2
λ2j
∆gajG(aj , ai) +O
(
1
λ3i
+
1
λ3j
)
,
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(2)i,j if dg(ai, ∂M) ≥ 4C̺ and aj ∈ ∂M , then
< Pgϕai,λi , ϕaj ,λj >= 8π
2G(aj , ai) +
2π2
λ2i
∆gaiG(ai, aj) + +
2π2
λ2j
∆gajG(aj , ai) +O
(
1
λ3i
+
1
λ3j
)
,
and
(3)i,j if ai ∈ ∂M and aj ∈ ∂M , then
< Pgϕai,λi , ϕaj ,λj >= 4π
2G(aj , ai) +
π2
λ2i
∆gaiG(ai, aj) + +
π2
λ2j
∆gajG(aj , ai) +O
(
1
λ3i
+
1
λ3j
)
,
where O(1) means here OA,λ¯,ǫ(1) with A = (ai, aj) and λ¯ = (λi, λj) and for the meaning of OA,λ¯,ǫ(1),
see Section 2.
2)
(1)i,j If dg(ai, ∂M) ≥ 4C̺ and dg(aj , ∂M) ≥ 4C̺, then
< Pgϕai,λi , λj
∂ϕaj ,λj
∂λj
>= −8π
2
λ2j
∆gajG(aj , ai) +O
(
1
λ3j
)
,
(2)i,j if dg(ai, ∂M) ≥ 4C̺ and aj ∈ ∂M , then
< Pgϕai,λi , λj
∂ϕaj ,λj
∂λj
>= −4π
2
λ2j
∆gajG(aj , ai) +O
(
1
λ3j
)
,
(2)
′
i,j if ai ∈ ∂M and dg(aj , ∂M) ≥ 4C̺ , then
< Pgϕai,λi , λj
∂ϕaj ,λj
∂λj
>= −4π
2
λ2j
∆gajG(aj , ai) +O
(
1
λ3j
)
,
(3)i,j if ai ∈ ∂M and aj ∈ ∂M , then
< Pgϕai,λi , λj
∂ϕaj ,λj
∂λj
>= −2π
2
λ2j
∆gajG(aj , ai) +O
(
1
λ3j
)
,
where O(1) is as in point 1).
3)
(1)i,j If dg(ai, ∂M) ≥ 4C̺ and dg(aj , ∂M) ≥ 4C̺, then
< Pgϕai,λi ,
1
λj
∂ϕaj ,λj
∂aj
>=
16π2
λj
∂G(aj , ai)
∂aj
+O
(
1
λ3j
)
,
(2)i,j if dg(ai, ∂M) ≥ 4C̺ and aj ∈ ∂M ,
< Pgϕai,λi ,
1
λj
∂ϕaj ,λj
∂aj
>=
8π2
λj
∂G(aj , ai)
∂aj
+ O
(
1
λ3j
)
,
(2)
′
i,j if ai ∈ ∂M and dg(aj , ∂M) ≥ 4C̺, then
< Pgϕai,λi ,
1
λj
∂ϕaj ,λj
∂aj
>=
8π2
λj
∂G(aj , ai)
∂aj
+ O
(
1
λ3j
)
,
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(3)i,j if ai ∈ ∂M and aj ∈ ∂M , then
< Pgϕai,λi ,
1
λj
∂ϕaj ,λj
∂aj
>=
4π2
λj
∂G(aj , ai)
∂aj
+ O
(
1
λ3j
)
.
Lemma 7.5 1) If ǫ is small and positive, a ∈ ∂M , q ∈ N∗, and λ ≥ 1
ǫ
, then there holds
(149) C−1λ8q−4 ≤
∫
M
e4pϕa,λdVg ≤ Cλ8q−4,
where C is independent of a, λ, and ǫ.
2) If ǫ is positive and small, ai, aj ∈ ∂M , λ ≥ 1ǫ and λdg(ai, aj) ≥ 4CR, then we have
(150) < P 4,3g ϕai,λ, ϕaj ,λ >≤ 4π2G(ai, aj) + O(1),
where O(1) means here OA,λ,ǫ(1) with A = (ai, aj), and for the meaning of OA,λ,ǫ(1), see section 2.
3) If ǫ is positive and small, ai, aj ∈ ∂M , λi, λj ≥ 1ǫ , 1Λ ≤ Λiλj ≤ Λ and λidg(ai, aj) ≥ 4CR, then we have
(151) < P 4,3g ϕai,λi , ϕaj ,λj >≤ 4π2G(ai, aj) + O(1),
where O(1) means here OA,λ¯,ǫ(1) with A = (ai, aj) and λ¯ = (λi, λj) and for the meaning of OA,λ¯,ǫ(1),
see Section 2.
Lemma 7.6 Let q ∈ N∗, Rˆ be a large positive constant, ǫ be a small positive number, αi ≥ 0, i = 1, · · · , q,∑q
i=1 αi = k, λ ≥ 1ǫ and u =
∑p
i=1 αiϕai,λ with ai ∈ ∂M for i = 1, · · · , q. Assuming that there exist two
positive integer i, j ∈ {1, · · · , p} with i 6= j such that λdg(ai, aj) ≤ Rˆ4C , where C is as in (41), then we
have
(152) II(u) ≤ II(v) + O(ln Rˆ),
with
v :=
∑
k≤p,k 6=i,j
αkϕak,λ + (αi + αj)ϕai,λ.
where here O(1) stand for Oα¯,A,λ,ǫ(1), with α¯ = (α1, · · · , αq) and A = (a1, · · · , aq), and for the
meaning of Oα¯,A,λ,ǫ(1), we refer the reader to Section 2.
Lemma 7.7 1) If ǫ is positive and small, ai, aj ∈ ∂M , λ ≥ 1ǫ and λdg(ai, aj) ≥ 4CR, then
ϕaj ,λ(·) =
1
2
G(aj , ·) +O(1) in Baiai (
R
λ
),
where here O(1) means here OA,λ,ǫ(1), with A = (ai, aj), and for the meaning of OA,λ,ǫ(1), see section
2.
2) If ǫ is positive and small, ai, aj ∈ ∂M , λi, λj ≥ 1ǫ , 1Λ ≤ Λiλj ≤ Λ, and λidg(ai, aj) ≥ 4CR, then
ϕaj ,λj (·) =
1
2
G(aj , ·) +O(1) in Baiai (
R
λi
),
where here O(1) means here OA,λ¯,ǫ(1), with A = (ai, aj), λ¯ = (λi, λj) and for the meaning of OA,λ,ǫ(1),
see Section 2.
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Lemma 7.8 Let u =
∑p
i=1 αiϕi +
∑p+q
i=p+1 αiϕi +
∑β
r=1 βrvr ∈ V (p, q, ε, ̺, η). Then there holds
(153)
∫
M
Ke4udvg = Γ

1 + 1
2
p+q∑
i=p+1
∂Fi
∂ngi
(ai) Γi
ΓλiFi(ai) + O(
1
λ2
)


where
Γi :=
π2
4
λ8αi−4i Fi(ai)Gi(ai)
(2αi − 1)(4αi − 1) , Γ := 2
p∑
i=1
Γi +
p+q∑
i=p+1
Γi
and Gi(ai) is defined in (157) and (158). Moreover setting
τi := 1− kΓi∫
M
Ke4u
there holds
(154)
p∑
i=1
2τi +
p+q∑
i=p+1
τi =
1
2
p+q∑
i=p+1
∂Fi
∂ngi
(ai)
λiFi(ai) + O(
∑
k
|τk|2 + 1
λ2
)
Next, using the relation between (R4+, gR4+) and (S
4
+, gS4+), the spectral property of the Paneitz operator
PgS4 , a standard doubling argument to deal with boundary points, and a standard blow-up argument (
as in Brendle [18]), we obtain the following last two lemmas of this subsection.
Lemma 7.9 Assuming that 0 < ̺ < ̺k, then there exists Γ0 := Γ0(̺) and Λ˜0 := Λ˜0(̺) two large
positive constant such that for every a ∈ M such that either dg(a, ∂M) ≥ 4C̺ or a ∈ ∂M , λ ≥ Λ˜0, and
w ∈ Fa,λ := {w ∈ H ∂
∂n
: w(Q,T ) =< ϕa,λ, w >P 4,3= 0}, we have
(155)
∫
M
e4δˆa,λw2dVga ≤ Γ0||w||2.
Lemma 7.10 Assuming that 0 < ̺ < ̺k, 0 < η < ηk, then there exists a small positive constant
c0 := c0(̺, η) and a large positive constant Λ0 := Λ0(̺, η) such that for every (p, q) ∈ N2 such that
2p + q = k, for every ai ∈ M concentrations points i = 1, · · · , p + q such that dg(ai, aj) ≥ 4Cη for
i 6= j = 1, · · · , p+q, dg(ai, ∂M) ≥ 4C̺, i = 1, · · · , p, where C¯ is as in (41), and ai ∈ ∂M , i = p+1, p+q,
for every λi > 0 concentrations parameters satisfying λi ≥ Λ0, with i = 1, · · · , p + q, and for every
w ∈ E∗
A,λ¯
= ∩p+qi=1E∗ai,λi with A := (a1, · · · , ap+q), λ¯ := (λ1, · · · , λp+q) and E∗ai,λi = {w ∈ H ∂∂n : <
ϕai,λi , w >P 4,3=<
∂ϕai,λi
∂λi
, w >P 4,3=<
∂ϕai,λi
∂ai
, w >P 4,3= w(Q,T ) = 0}, there holds
(156) ||w||2 − 24
p+q∑
i=1
∫
M
e4δˆai,λiw2dVgai ≥ c0||w||2.
7.2 Gradient and energy estimates
This section is devoted to the expansion of the functional II and its gradient in the neighborhood of
potential critical points at infinity.
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7.2.1 Expansion of the Euler-Lagrange functional near Infinity
In this subsection, we derive an expansion of the Euler-Lagrange functional II for the part at infinity
which is characterized by a useful (topologically) piece of Bpq (M,∂M) via the variational bubbles ϕa,λ
(where Bpq (M,∂M) is as in (21)), namely for elements at infinity with zero w-part in the representation
(103). Indeed, we have:
Lemma 7.11 Assuming that (p, q) ∈ N2 such that 2p+ q = k, 0 < ̺ < ̺k, 0 < η < ηk, and 0 < ǫ ≤ ǫk,
where ̺k and ηk are given by Proposition 3.2, and the ǫk is given by (101), then for ai ∈M concentration
points, αi masses, λi concentration parameters (i = 1, · · · , p + q), and βr negativity parameters (r =
1, · · · , k¯) satisfying (106), we have
II(
p+q∑
i=1
αiϕai,λi +
k¯∑
r=1
βr(vr − (vr)(Q,T ))) = −
20
3
kπ2 − 4kπ2 ln(kπ
2
6
)− 8π2Fp,q(a1, . . . , ap+q)
16π2

2 p∑
i=1
(αi − 1)2 lnλi +
p+q∑
i=p+1
(αi − 1)2 lnλi

+ k∑
r=1
µkβ
2
k − 4π2

 p∑
i=1
2σ2i +
p+q∑
i=p+1
σ2i


−2π2
p+q∑
i=p+1
1
λi
1
FAi (ai)
∂FAi
∂ngai
(ai) +O

 k¯∑
r=1
|βr|3 +
p+q∑
k=1
|αk − 1|3 + |σk|3 + 1
λ2k

 ,
where Fp,q is as in (8), O (1) means here Oα¯,A,λ¯,β¯,ǫ (1) with α¯ = (α1, · · · , αp+q), A := (a1, · · · , ap+q)
λ¯ := (λ1, · · · , λp+q), β¯ := (β1, · · · , βk¯) and for i = 1, · · · , p+ q,
σ˜i := 1− kΓi
Γ
, Γ := 2
p∑
i=1
γi +
p+q∑
i=p+1
γi, Γi :=
π2
4
λ8αi−4i FAi (ai)Gi(ai)
(2αi − 1)(4αi − 1) ,
with for i = 1, · · · , p, FAi is as in (12),
Gi(ai) := e4((αi−1)H(ai,ai)+
∑p
j=1,j 6=i
(αj−1)G(aj,ai))+
1
2
∑p+q
j=p+1(αj−1)G(aj,ai))
×e
∑p
j=1,j 6=i
αj
λ2
j
∆gajG(aj ,ai)e
1
2
∑p+q
j=p+1
αj
λ2
j
∆gaj G(aj,ai)e
αi
λ2
i
∆gaiH(ai,ai)e4
∑k¯
r=1 βrvr(ai),
(157)
for i = p+ 1, · · · , p+ q, FAi is as in (13),
Gi(ai) := e4(
1
2
(αi−1)H(ai,ai)+
∑p+q
j=p+1,j 6=i
1
2
(αj−1)G(aj,ai))+
∑p
j=1(αj−1)G(aj ,ai))
×e
∑p
j=1
αj
λ2
j
∆gajG(aj ,ai)e
1
2
∑p+q
j=p+1,j 6=i
αj
λ2
j
∆gajG(aj ,ai)e
αi
2λ2
i
∆gaiH(ai,ai)e4
∑k¯
r=1 βrvr(ai),
(158)
7.2.2 Expansion of the gradient near infinity
As mentioned above, in this subsection, we perform an expansion of ∇II on the same set as in the
previous subsection. To do so, we start with the gradient of II in the direction of λ¯. Precisely, we have:
Lemma 7.12 Assuming that (p, q) ∈ N2 such that 2p+ q = k, 0 < ̺ < ̺k, 0 < η < ηk, and 0 < ǫ ≤ ǫk,
where ̺k and ηk are given by Proposition 3.2, and ǫk is given by (101), then for ai ∈ M concentration
points, αi masses, λi concentration parameters (i = 1, · · · , p + q), and βr negativity parameters (r =
1, · · · , k¯) satisfying (106), we have that for every j = 1, · · · , p, there holds
< ∇II(
p+q∑
i=1
αiϕai,λi +
k¯∑
r=1
βr(vr − (vr)(Q,T )), λj
∂ϕaj ,λj
∂λj
>= 32π2αjτj − 4π
2
λ2j
(
∆gajFAj (aj)
FAj (aj)
− 2
3
Rg(aj)
)
+O

p+q∑
i=1
|αi − 1|2 +
p+q∑
i=1
|τi|2 +
k¯∑
r=1
|βr|3 +
p+q∑
i=1
1
λ3i

 ,
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and for every j = p+ 1, · · · , p+ q, there holds
< ∇II(
p+q∑
i=1
αiϕai,λi +
k¯∑
r=1
βr(vr − (vr)(Q,T )), λj
∂ϕaj ,λj
∂λj
>= 16π2αjτj − 6π
2
λj
1
FAj (aj)
∂FAj
∂ngaj
(aj)
+O

p+q∑
i=1
|αi − 1|2 +
p+q∑
i=1
|τi|2 +
k¯∑
r=1
|βr|3 +
p+q∑
i=1
1
λ2i

 ,
where A := (a1, · · · , ap+q), O (1) and for i = 1, · · · , p+ q, FAi is defined in (12) ( resp. in (13)) and
τi := 1− kΓi
D
, where Γi :=
π2
4αi(2αi − 1)(4αi − 1) D :=
∫
M
K(x)e4(
∑p+q
i=1 αiϕai,λi (x)+
∑k¯
r=1 βrvr(x))dVg(x).
Using Lemma 7.12, we have the following corollary:
Corollary 7.13 Assuming that (p, q) ∈ N2 such that 2p+ q = k and q 6= 0 and 0 < ̺ < ̺k, 0 < η < ηk,
and 0 < ǫ ≤ ǫk, where ̺k and ηk are given by Proposition 3.2, and ǫk is given by (101), then for
ai ∈M concentration points, αi masses, λi concentration parameters (i = 1, · · · , p+q), and βr negativity
parameters (r = 1, · · · , k¯) satisfying (106), we have that
< ∇II(
p+q∑
i=1
αiϕai,λi +
k¯∑
r=1
βr(vr − (vr)(Q,T )),
p+q∑
j=1
λj
αj
∂ϕaj ,λj
∂λj
>= 2π2
p+q∑
i=p+1
1
λiFAi (ai)
∂FAi
∂ngai
(ai)
+O

p+q∑
i=1
|αi − 1|2 +
k¯∑
r=1
|βr|3 +
p+q∑
i=p+1
|τi|
λi
∣∣∣∣∣ ∂F
A
i
∂ngai
(ai)
∣∣∣∣∣+
p+q∑
i=1
|τi|2 +
p+q∑
i=1
1
λ2i


where A := (a1, · · · , ap+q), O (1) as as in Lemma 7.11, and for i = 1, · · · , p + q, FAi is as in Lemma
7.11.
Next, we give the estimate of the gradient of the Euler-Lagrange functional II in the direction of A.
Precisely, we have that:
Lemma 7.14 Assuming that (p, q) ∈ N2 such that 2p+ q = k, 0 < ̺ < ̺k, 0 < η < ηk, and 0 < ǫ ≤ ǫk,
where ̺k and ηk are given by Proposition 3.2, and ǫk is given by (101), then for ai ∈ M concentration
points, αi masses, λi concentration parameters (i = 1, · · · , p + q), and βr negativity parameters (r =
1, · · · , k¯) satisfying (106), we have that for every j = 1, · · · , p, there holds
< ∇II(
p+q∑
i=1
αiϕai,λi +
k¯∑
r=1
βr(vr − (vr)(Q,T )),
1
λj
∂ϕaj ,λj
∂aj
> = −4π
2
λj
∇gFAj (aj)
FAj (aj)
+O

p+q∑
i=1
|αi − 1|2 +
p+q∑
i=1
1
λ2i
+
k¯∑
r=1
|βr|2 +
p+q∑
i=1
τ2i

 ,
for every j = p+ 1, · · · , p+ q, there holds
< ∇II(
p+q∑
i=1
αiϕai,λi +
k¯∑
r=1
βr(vr − (vr)(Q,T )),
1
λj
∂ϕaj ,λj
∂aj
> = 6π2τj − 4π
2
λj
∇gˆFAj (aj)
FAj (aj)
− 4π
2
λj
∂FAi (aj)
∂ngj
FAj (aj)
+O

p+q∑
i=1
|αi − 1|2 +
p+q∑
i=1
1
λ2i
+
k¯∑
r=1
|βr|2 +
p+q∑
i=1
τ2i

 ,
where gˆ =: g|∂M , A := (a1, · · · , ap+q), O(1) is as in Lemma 7.11, and for i = 1, · · · , p+ q, FAi is as in
Lemma 7.11 and τi is as in Lemma 7.12.
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