DIRECT FCT COMPUTATION . _
The most commonly used discrete cosine transform is the even type DCT-11, which for a sequence x ,~. t? = 0.1. ..., iV -1 is defined as a method for choosing a good ridge parameter, " Technomerrics, vol. 21, pp. 215-223, May 1979. 191 where S = 2"' and ~k = 1/& for k = 0 and ~k = 1 otherwise.
into -1-k and apply the input mapping [9] If we assume, for simplicity, that the scaling factors are absorbed i,, = .rlrL, where AVO is any integer less than or equal to N, and AV = 2"'. The computational complexity of the developed algorithm is lower than any of the existing algorithms, resulting in significant time savings. In the special case that AVO = 2"Q, the required number of multiplications and additions is $rnoL%' and ( n z o + l)'%-+ ( t i n o -2).V" + 1, respectively.
I. INTRODUCTION
The discrete cosine transform (DCT) is the central part of many speech and image coding applications, and hence, it is important to have efficient methods for computing it. The first major breakthrough in this area came with the development of the fast discrete cosine transform in 1974 [I] . Later, alternate indirect and direct approaches to compute the DCT appeared in the literature [2] . The most recently proposed algorithms belong to the second category [3], [4] . Their structure is similar to a decimation-in-frequency SandeTukey fast Fourier transform (FFT) and computation of the DCT is performed from two identical lower order DCT's. The decomposition is repeatedly applied until eventually only trivial two-point DCT's remain.
Common for all these algorithms is the fact that that they assume the same number of input and output points. However, the most useful information about the signal is kept by the low-frequency DCT components. Therefore, only low-frequency DCT components have to be computed. Although many algorithms exist for the computation of the pruning FFT [5]- [7] , only one FCT pruning algorithm has recently been proposed by Wang [8] .
In this correspondence, a new pruning fast discrete cosine algorithm that computes any number (not only powers of two) of lowfrequency components is derived. The fast discrete cosine transform (FCT) computation is presented in Section 11, and the pruning algorithm is analyzed in Section 111. Computational saving is evaluated in Section IV, and some comparisons are reported in Section V. 
> :
The term in the first set of parentheses in ( 5 ) is due to the additions needed to calculate the butterflies, and that in the second set of parentheses is due to the post additions.
The migration of the bit-reversal operation to the beginning of the algorithm results in a faster in-place computation due to the input-reordering capability [9] without affecting the computational complexity given above. Additionally, it provides the possibility to develop an efficient pruning algorithm as it will be analyzed in the following section. The flow graph of the algorithm for !\-= 16 is given in Fig. 1 (there is no difference between broken and solid lines at present).
THE PRUNING FCT
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The DCT possesses a high-energy compaction property, which is superior to any known transform with a fast computations] algorithm. It is this that makes the DCT the most appropriate transform 
(6)
Let q and T be the quotient and remainder of Y o / b , , respectively, or A number of complete butterflies (ncl>) and/or incomplete butterflies (nil,) has to be computed at each stage. The exact count of complete and incomplete butterflies depends on the relation between the points to be computed (~VO) and the number of butterflies per block (bs). The number of complete and incomplete butterflies per stage is summarized in Table I . The Pruning Algorithm: The above-described analysis of the pruning FCT flow graph leads to the development of an efficient algorithm for its implementation (Fig. 2) . Although the structure of this algorithm looks similar to that of the FFT algorithm (triple nested loop structure), it has two remarkable differences:
(i) The innermost loop is actually a double loop: one for calculating the complete butterflies and the other for calculating the incomplete butterflies at each stage.
(ii) All the butterflies of each block are calculated before proceeding to next block's butterfly calculations. This is due to the fact that all butterflies of the same block are multiplied by the same weighting factor (cosine). The arrangement of the cosines became very abnormal after migrating the bit-reversal stage to the beginning of the algorithm. Fig.   3 illustrates all the cosines needed for the computation of an FCT of length AV = 16. It is seen that at each stage s, s = 0,l.. . . , ni -1, the first weighting factor is C k , where k = 2". The second factor of the same stage is derived from the first one by adding N / 2 to its argument, namely, the second factor is C"+"'*. The next two weighting factors are calculated from the first two by adding X / 4 to their arguments. This procedure is repeated until all coefficients at each stage have been calculated. Careful examination of Fig. 3 leads to a recursive algorithm for the calculation of these cosines (Fig. 4) . All cosine values are put in order in a look-up table from where they are retrieved one after the other during the computation. The length of the look-up table is equal to AV -1. Block diagram of the existing complete and incomplete butterflies butterflies per block (see (6)), and (7) 
IV. COMPUTATIONAL COMPLEXITY
The whole FCT computation consists mainly of two parts, namely, the butterfly computation part and the post-additions part.
Butterfly Computation Part: Each complete butterfly needs one multiplication and two additions to be computed, whereas each incomplete butterfly needs only one addition for its calculation. Let 1 be the stage in which both complete and incomplete butterflies Each complete butterfly needs one multiplication and two additions. Fig. 1 at reverse order, i.e., labelling 1 the last stage of additions and 3 the first one, there is one group of additions in the last stage, two groups in the second stage, and four groups of additions in the first stage. The program for the computation of the required post-additions is given in Fig. 6 . The total number of additions for computing the first -Yo DCT-I1 coefficients, where .YO is any integer less than or equal 
and the computational complexity becomes
It has been taken into account that in this case, the required number of post-additions of (16) is simplified to
V. COMPARISONS
The total operation count olv (multiplications plus additions) is a useful means of comparing the efficiency of the algorithms since all modem RISC-based machines and DSP's take the same time to perform a multiplication or an addition. Table I1 shows the total operation count of the proposed algorithm together with the corresponding operation counts without pruning and with pruning according to [8] . The proposed algorithm has the same number of multiplications as that of [8] . The number of additions, however, is less than the corresponding given in [8] . This is mainly due to the fact that recursive additions are performed after the butterfly computation part, and only the ones that were necessary are calculated, whereas . the algorithm presented in [8] .
Percentage of operation count saved of the proposed algorithm versus in the case of [8] , additions are performed in between the butterfly computation stages. The fraction of the operation count saved with respect to the total operation count for the case without pruning is given in Fig. 7 . In Fig. 8 , the percentage of the operation count saved with respect to the algorithm proposed in [8] is illustrated. It is worth mentioning that there is a difference between the proposed algorithm and that of [8] at the input stage before the butterfly computation part. More specifically, in [8] input is in Hadamard order, whereas according to the proposed algorithm, the input is reordered as proposed in [9] . This results in a faster in-place computation of the input stage of the algorithm.
It ought to be mentioned that the proposed algorithm needs S -1 additional memory locations for storing the cosine weighting factors.
VI. CONCLUSION
This correspondence describes a new method for computing the first SO output points of a length-!\; DCT, where d V~ is any integer less than or equal to :V. A thorough analysis of the whole algorithm is conducted. Complete and incomplete butterflies are identified and computed separately. The total number of required operations is less than any other algorithm, thus resulting in a faster execution. The decimation-in-time form of the algorithm yields an additional timesaving due to its reordered input. A storage of S -1 is required for the cosine coefficients.
Reformulation of Linearly Constrained Adaptation and its Application to Blind Equalization
Ken Yamazaki and Rodney A. Kennedy
Abstract-This work introduces a reformulation of general linearlyconstrained equalization using a fixed prefilter plus adaptive equalizer subject to a single constrained tap. This connection is exploited to simplify and improve an early result of Lucky on equalization and to derive an optimum, though nonblind, linear constraint for a broad class of cost functions. Based on the insights gained, we briefly suggest that a globally convergent adaptation scheme can be formulated by either generalizing the parameter constraint or generalizing the specific cost to a general convex cost and also note that such a scheme may be applied to blind equalization.
I. INTRODUCTION
Recent investigations have focused on the use of convex cost functions in an attempt to avoid the possibility of ill-convergence reported for blind adaptation algorithms based on nonconvex cost functions [l], [2] . The potential close relationship of these convex methods with the nonblind equalization approach originally adopted by Lucky in 1965 [3] has been noted. Here we clarify the relationship between these works by simplifying and significantly generalizing Lucky's work.
In this paper, we introduce a simple alternative interpretation of a general linear constraint on the parameters (taps) of an adaptive linear transversal equalizer using a cascade of a fixed linear prefilter and an adaptive equalizer with a single fixed-tap constraint.
We demonstrate that such an interpretation gives insight into the derivation of the optimum linear constraint for a broad class of cost functions generalizing upon the well known cost-constraint introduced in [3] to the point where it may be applied to the blind equalization problem. Unlike in [3] , our results do not rely on the assumption that the channel has an open-eye characteristic (for binary transmission), nor the implicit assumption that the channel be known.
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