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DETERMINING MATERIAL STRUCTURES AND SURFACE CHEMISTRY BY 
GENETIC ALGORITHMS AND QUANTUM CHEMICAL SIMULATIONS 
  
With the advent of modern computing, the use of simulation in chemistry has 
become just as important as experiment. Simulations were originally only applicable to 
small molecules, but modern techniques, such as density functional theory (DFT) allow 
extension to materials science. While there are many valuable techniques for synthesis and 
characterization in chemistry laboratories, there are far more materials possible than can 
be synthesized, each with an entire host of surfaces. This wealth of chemical space to 
explore begs the use of computational chemistry to mimic synthesis and experimental 
characterization. In this work, genetic algorithms (GA), for the former, and DFT 
calculations, for the latter, are developed and used for the in silico exploration of materials 
chemistry. 
Genetic algorithms were first theorized in 1975 by John Holland and over the years 
subsequently expanded and developed for a variety of purposes. The first application to 
chemistry came in the early 1990’s and surface chemistry, specifically, appeared soon after. 
To complement the ability of a GA to explore chemical space is a second algorithmic 
technique: machine learning (ML) wherein a program is able to categorize or predict 
properties of an input after reviewing many, many examples of similar inputs. ML has 
more nebulous origins than GA, but applications to chemistry also appeared in the 1990’s. 
A history perspective and assessment of these techniques towards surface chemistry 
follows in this work.  
A GA designed to find the crystal structure of layered chemical materials given the 
material’s X-ray diffraction pattern is then developed. The approach reduces crystals into 
layers of atoms that are transformed and stacked until they repeat. In this manner, an entire 
crystal need only be represented by its base layer (or two, in some cases) and a set of 
instructions on how the layers are to be arranged and stacked. Molecules that may be 
present may not quite behave in this fashion, and so a second set of descriptors exist to 
determine the molecule’s position and orientation. Finally, the lattice of the unit cell is 
specified, and the structure is built to match. The GA determines the structure’s X-ray 
diffraction pattern, compares it against a provided experimental pattern, and assigns it a 
     
 
fitness value, where a higher value indicates a better match and a more fit individual. The 
most fit individuals mate, exchanging genetic material (which may mutate) to produce 
offspring which are further subjected to the same procedure. This GA can find the structure 
of bulk, layered, organic, and inorganic materials. 
Once a material’s bulk structure has been determined, surfaces of the material can 
be derived and analyzed by DFT. In this thesis, DFT is used to validate results from the 
GA regarding lithium-aluminum layered double hydroxide. Surface chemistry is more 
directly explored in the prediction of adsorbates on surfaces of lithiated nickel-manganese-
cobalt oxide, a common cathode material in lithium-ion batteries. Surfaces are evaluated 
at the DFT+U level of theory, which reduces electron over-delocalization, and the energies 
of the surfaces both bare and with adsorbates are compared. By applying first-principles 
thermodynamics to predict system energies under varying temperatures and pressures, the 
behavior of these surfaces in experimental conditions is predicted to be mostly pristine and 
bare of adsorbates. For breadth, this thesis also presents an investigation of the electronic 
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CHAPTER 1.  INTRODUCTION  
1.1 Experiment and Simulation 
Chemistry is the study of substances and their transformations. The history of 
chemistry is extensive, but most of it has revolved around mixing substances together in a 
laboratory and observing the outcome. This activity constitutes an experiment and the 
actions of carrying out experiments constitute experimental activity and provide 
experimental results. These results may then be used to inspire further experiments, which 
may eventually result in application of the knowledge gained to life outside of the 
laboratory. Experimental activity has provided humanity with knowledge of mining and 
metallurgy, the refining of petroleum oil into plastics and pharmaceuticals, and the 
construction of electronic devices. Experimental activity has revealed the structure of 
matter down to the atom, the knowledge of all naturally occurring elements, and allowed 
us to produce new elements.1  
The knowledge and technology produced by experimental activity is tremendous, 
but the number of possible molecules and compounds that could be generated from all the 
elements of the periodic table is enormously large. The idea of all possible molecules or 
compounds forms a metaphorical chemical space that is explored through experiments.2 
Experimenting with new compounds reveals portions of chemical space and may inspire 
further exploration and experimentation until the experimenter is satisfied (or dead). The 
trouble is that this space is far too large to explore systematically. Humanity cannot hope 
to synthesize every possible molecule and create every possible compound and measure 
every one of their properties in any reasonable span of time.2 With the advent of 
computation in the early 20th century, however, it became possible to simulate an atom, a 
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molecule, and even interactions between them. This allowed the formation of the field of 
computational chemistry, which seeks to explore chemical space through simulation, rather 
than experiment.3 
A simulation is an approximated replication of a chemical system created on a 
computer. Simulations can involve quantum mechanics but do not need to. Hartree-Fock 
(HF) and Density Functional Theory (DFT) invoke quantum mechanics, but molecular 
dynamics (MD) does not.4 A simulation can be performed in a manner similar to 
experiment: It can be set up, allowed to run, and results produced. Despite this similarity, 
this thesis distinguishes simulation and experiment as two different methods of 
accomplishing the same goal but acting upon different systems. In his 2007 essay, Johannes 
Lenhard took a similar position by noting that experiment acts upon systems of continuous 
variables while simulations act upon systems of discrete variables.5 Not only, he noted, are 
the two systems qualitatively different, but so are models produced from each.5 It is also 
important to note the definition of a theory as a framework of rules, deductions, and 
mathematics built on empirical results (whether experimental or simulated) that allows for 
the prediction of results of similar systems without having to run an experiment or 
simulation. A theory also provides instructions for further experiments and simulations. 
DFT is, as the name indicates, a theory that predicts how electrons may be modeled in 
simulation and provides researchers with instructions on performing certain kinds of 
simulation. Collision theory is a theory that describes how atoms and molecules interact 
and provides researchers with direction to perform certain experiments. With definitions 




The inaccuracies from simulation are generally related to the assumptions made 
within their underlying theories, the requirement that computers handle discrete systems, 
and the fact that simulations are less able to account for the uncertainties that contribute to 
experimental error. All theories, whether based in classical or quantum physics, are based 
on underlying assumptions. The gas laws as taught in undergraduate courses assume that 
gases are composed of monatomic species whose atoms are hard spheres with no volume.6 
Quantum theories make assumptions about the spatial extent of electron clouds and the 
degree of interaction between electrons and nuclei and must truncate any infinite series that 
appear in the calculations.7 The Born-Oppenheimer Approximation assumes that nuclear 
vibrations have little effect on electronic transitions.4 HF calculations are unable to fully 
solve the differential equations resulting from the interactions of multiple electrons without 
truncating an infinite series.8 DFT calculations would be perfectly accurate if an 
incalculable functional with little physical meaning were perfectly known.9 All these lead 
to inaccurate results when compared with experiment, over-estimating ground state and 
excited state energies. Yet experiment is not free of error, and uncertainty is a fundamental 
part of the reality that experiment is meant to decipher. If both simulation and experiment 
exhibit error, and if simulation contains more error than experiment, why bother with 
simulation?  
Thomas Kuhn argues that in any period of science, a theory only becomes the 
dominant paradigm if it can explain phenomena sufficiently well to be useful, better than 
the theory before, without explaining all possible phenomena.10 Kuhn had initially applied 
his arguments to theories of the atom and relativity and the experimental activity that 
produced those theories, noting that experiments valid in an earlier paradigm were no 
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longer valid in new paradigms and thus arguing that changing a paradigm requires 
changing the experimental methodologies researchers use and the models they produce. 
Lenhard notes that the rise of simulation in the 20th century came with an expectation of 
paradigm shift that was quickly abandoned. Instead, he suggests that simulations and 
experiment have similar goals but act on different systems to answer different questions.5 
Simulations are used, not for their incredible accuracy, but because they produce useful 
results. Simulations provide explanations about the world that are good enough to the 
individual researcher. When they do not return precise answers, they provide direction as 
to the next experiment, a facet of application seen frequently in predictive materials 
design.11-15  
This thesis explores the development and application of simulations to study the 
bulk and surface properties of materials. A material is a solid chemical substance intended 
to be used as a component in the act of making an object, whether in building and 
construction of large structures or the manufacture of electronic devices. As with any 
specialization, the study of materials is concerned with specific properties over others, such 
as how well a material can resist corrosion or conduct electricity. This thesis will examine 
electronic and chemical properties through simulation to show how simulation explores 
wide regions of chemical space and provides explanation for experimental results. 
 
1.2 The Ins-and-Outs of Materials: Bulk vs. Surface Properties 
The exploration of the chemical space of materials begins with the decomposition 
of a material into a bulk and a surface. The precise location of a surface is of philosophical 
interest,16 but for the lay person, a surface is the part of a material that can be seen and felt. 
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Atoms or molecules in this region, which may be several layers thick, are able to contact 
external substances.17 Atoms not in this region lie instead in the bulk, the inner section of 
a material. Each section possesses its own set of properties related to the chemical, 
physical, and electronic interactions it undergoes with the rest of the world. Properties such 
as density, thermal conductivity, and bulk modulus are all bulk properties. They depend on 
the identity and structure of the atoms within the surface and are unaffected by small 
changes in surface atoms.18 Such properties may be altered through chemical doping, 
mechanical working, or changes in temperature.18 Surface properties include luster, 
resistance to corrosion, and hardness. Altering the identity or arrangement of atoms in the 
surface, through chemical reactions, debridement, or coating will alter the properties of a 
surface.17 Therefore, any study of a material must include investigations of surface 
properties in addition to bulk properties to provide a complete picture of the material’s 
characteristics. 
A wide variety of analytical techniques exist to study and characterize surfaces.19 
The most basic is imaging using cameras, optical microscopes, and electron microscopes 
for different scales.20 These optical measurements provide a researcher with an image of 
the surface, allowing them to identify structures, color, luster, and roughness. Imaging at 
very small scales is particularly important in determining a relationship between a 
material’s structure and reactivity. Additional information about reactivity can be derived 
from X-ray photoelectron spectroscopy and ultraviolet (UV) photoemission spectroscopy, 
which can provide information about adsorbates that may be present on a surface and the 
surface electronic structure. These techniques use high energy photons to remove electrons 
from surface atoms, which can provide information about the work functions and electronic 
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structure of surface atoms.19 In turn, this can tell a researcher what elements are present 
and their oxidation states. The presence of unusual elements could either indicate 
adsorbates or some form of solid solution. A surface’s wettability may be measured by its 
contact angle with various fluids, and conductivities can be measured through a variety of 
electrical probes.20 All of these techniques, and others not mentioned, require an existing 
surface and a set of experimental conditions for the study.  
A quick count of all possible experimental conditions of a single surface—
temperature, pressure, the presence of solvents, irradiation, etc.—quickly reveals that even 
a single surface has a large chemical space to explore, which only grows when considering 
other surfaces of the same substance and other substances entirely. Thus, a simulated 
exploration of surface chemical space is well justified. Simulations of surfaces can 
determine electronic characteristics,21, 22 suggest geometric reconstructions,23, 24 and 
explore reaction mechanisms,25-27 all properties that can be verified experimentally. The 
state of current computing hardware and software allows relatively quick characterization 
of surfaces under many conditions. Theories such as first-principles thermodynamics 
provide a means of algebraically extrapolating results from a small chemical space over a 
much larger space.28-30 The algebraic nature of such theories is important as quantum 
mechanical simulations require many more computational resources to work through the 
calculus involved.  
The measurement of bulk properties has a particularly long history tracing back to 
ancient times.1 Understanding strength, toughness, and thermal conductivity has been a 
vital part of structural engineering for as long as humans have built structures.18 
Technology has significantly improved the measurement of bulk properties, but it has also 
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allowed the investigation of previously unknown properties, such as charge carrier 
mobility. Related to electrical conductivity, carrier mobility explains how well electrons 
and/or holes move through a semiconductor, and which can move more easily through the 
material.31 Other properties, such as strength and toughness, were well-known but had little 
explanation before the advent of microscopy and the analysis of crystallites, grain 
boundaries, and dislocations.18 Due to the role bulk properties play in engineering, 
experimental activity and measurement of these properties has become very specialized, 
but there is still room for simulation. The development of bulk properties, fracture, melting, 
etc. on the atomic scale have been explored by MD simulations,32-37 while DFT simulations 
have been very effective in examining materials’ chemical and electronic structures.38-41 
 
1.3 Chemical and Electronic Structure 
A substance’s chemical structure describes the arrangement of the substance’s 
atoms in space and the interactions between them. There are many classifications of 
structure loosely based on patterns of these arrangements and interactions. A crystal is a 
structure consisting of a repeating motif of particles (atoms or molecules) throughout a 
volume of space much larger than that of the repeating unit. The interactions in a crystal 
may take the form of ionic bonding (e.g. ceramics), van der Waals interactions (e.g. 
plastics), or electronic delocalization into bands (e.g. metals).6 A molecule is a structure 
consisting of atoms arranged in a specific fashion and held together by covalent bonds. The 
identity of the atoms, their arrangement, and their bonding all define a molecule, and 
altering any of these will significantly alter the molecule’s chemical properties.6 Structures 
of an intermediate size include clusters, arrangements of a relatively small number of atoms 
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(frequently metals), and nanoparticles, arrangements of atoms in a manner similar to a 
crystal (or sometimes molecule) that is larger than a cluster and smaller than a crystal. The 
astute reader will notice there are no precise boundaries here as the definitions of many of 
these structures are vague and risk invoking the philosophical “heap problem.” Beyond 
acknowledgement, however, this problem is outside the scope of this thesis and instead 
attention must be turned to the next point of salience: electronic structure. 
If the chemical structure is the arrangement of atoms, coupled with an explanation 
of the interactions between them, then the electronic structure is a description of those 
interactions, which are almost always conducted by electrons. A chemical structure is 
described like atoms are, by coordinates and elements, but electronic structure is described 
like electrons are, with orbitals, waves, and energy. The heap problem reappears briefly 
here as discussion moves up in scale from the atom to the crystal, but hopefully in a way 
that provides just enough satiation for the reader. Since the advent of quantum mechanics 
in the early 20th century, electrons have been understood to exist in orbitals around the 
atom: clouds of probability that suggest where an electron might be found, or where the 
electron is more concentrated.7 Like those in the sky, electron clouds have distinct forms 
from a distance that slowly blur as one gets closer. When atoms form a covalent bond, the 
item called a ‘bond’ is a collection of new, molecular orbitals that arise from the merging 
of the atomic orbitals.7 They are as formed as the atomic orbitals, but with the curious 
property that they may not always be contiguous throughout space: a single molecular 
orbital may contain a single electron delocalized across many atoms. As additional atoms 
are added, the molecular orbitals grow more complex in shape, but curious things begin to 
happen to their energies. 
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Any particular orbital can be expressed by an energy, defined by the amount of 
energy required to remove an electron from that orbital (in some cases, an electron may be 
added instead). Each orbital’s energy must be unique, as a consequence of the Pauli 
Exclusion Principle, but at the same time, there are limits to how much energy an electron 
can have and remain bound to an atom or molecule: Too much and it will fly off, too little 
and it would crash into the nucleus.7 For systems with few numbers of electrons, there is 
plenty of space in that range for orbitals to occupy, but as the systems grow larger, those 
limits will squeeze the orbitals closer together in energy. While they maintain unique 
energies in most mundane systems (extreme gravitational forces found in neutron stars and 
black holes are prime exceptions), this squeezing of orbitals as the chemical structure 
increases in size results in the development of bands, regions of energy occupied by 
electrons that appear continuous to most experimental techniques.31 Orbitals within a band 
may be so delocalized as to be stretched over the whole system (by now the system is 
usually a crystal), and may be so close together in energy that electrons can move 
throughout the band with ambient thermal energy (which is rarely enough to stimulate 
electronic transition in a molecule).31  
The electronic structure of a crystal is vastly different than that of a molecule, but 
both perform similar roles in determining physical and chemical properties. Electronic and 
thermal conductivities are strongly influenced by how easily an electron can move 
throughout a material, whether it moves through bands or overlapping orbitals. Electron-
hole separation energies and mobilities are also strongly affected by a material’s electronic 
structure, as certain bands may be more conducive to electrons or certain orbitals may 
overlap better for holes.31 Chemical reactivity is strongly influenced by how easily an 
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electron may be added to or removed from a system, or how well two electronic structures 
overlap. Electronic structure may be measured experimentally through several 
spectroscopic techniques, generally using some energetic photon to induce an electronic 
transition or remove an electron entirely.20 It may be also be estimated via simulation, as 
quantum techniques work by calculating the energies of the system’s electrons, orbitals, 
and/or bands.4  
The simulations performed in this work all examine some aspect of chemical and 
electronic structure, generally as part of application to or explanation for some 
experimental phenomena. They provide an explanation for the experimental charge 
mobilities and optical transitions of organic semi-conductors. They make predictions about 
the state of surface adsorbates on a mixed-metal oxide under experimental conditions that 
can easily be tested and supports other simulated and experimental work on the same 
material. And they can predict the crystal structure of materials based on experimental X-
ray diffraction data well enough to perform further quantum mechanical calculations. 
 
1.4 Questions Addressed in this Thesis 
The computational methods used to explore electronic structure of bulk materials 
and their surfaces and to determine the chemical structure of unknown materials are 
described in Chapter 2. The primary tools are DFT and genetic algorithms (GA). DFT is a 
quantum computational method that constructs orbitals so as to mimic or approximate the 
system’s electron density, rather than start with atomic orbitals and electronic 
wavefunctions.4 Several levels of DFT are used herein and this chapter is intended to 
provide a quick introduction for the reader. A GA is a technique from computer science in 
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which a chemical structure is reduced to a smaller set of information akin to a biological 
genome. A computer can build a population of individuals with varying genomes and test 
them to determine their fitness. The most fit are allowed to reproduce, making new 
chemical structures by mixing the genetic information of their parents.42, 43 This process 
allows natural selection to help explore chemical space through the definition of the fitness 
parameters and is used here to predict chemical structures from X-ray diffraction data 
(XRD).  
In Chapter 3, an exploration of chemical and electronic structure of two molecular 
and materials systems are undertaken to describe their electronic and optical properties. 
The first system is a propeller-shaped trimer of π-conjugated perylene-like blades bound 
through sp3 hybridized carbon. Despite the interruption in π-conjugation, crystals of these 
molecules show strong charge carrier mobility suggesting delocalization across the central 
axis, setting up the central source of inquiry. The second system, a bowl-shaped molecule, 
also exhibits charge carrier mobility when crystallized, but it changes behavior when co-
crystallized with C70 buckyballs. Explaining this change in carrier mobility requires 
examining the charge transfer integrals (electronic couplings) among molecules to define 
pathways along which electrons and holes may move. 
The exploration of structure continues in Chapter 4, with the exploration of a known 
structure and unknown details. The material nickel-manganese-cobalt oxide (NMC) is 
found as a cathode material in lithium-ion batteries and has been subject to much 
examination regarding its chemical, electronic, and magnetic structures across different 
stoichiometries. Studies of the material’s surfaces often assume the surface is bare of 
adsorbates, and so this study applies first-principles thermodynamics to DFT calculations 
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of NMC surfaces to test this assumption. To explore the chemistry of common atmospheric 
adsorbates with the surface, adsorbates are placed on the NMC surfaces and their ground-
state energies determined. These energies are taken to be chemical potentials at zero 
Kelvin, allowing extrapolation to different temperatures and partial pressures using 
thermodynamic relations. This allows a generation of a phase diagram which shows that 
the low-energy surfaces, those more likely to form a crystal, are mostly bare of adsorbates 
under most experimental conditions. Electronic structure calculations follow to suggest 
how the adsorbates may alter a surface’s electronic properties. 
Chapter 5 explores the bulk structure of Li-Al layered double hydroxide (LDH). 
This material, used in the catalytic decomposition of lignin from biomass waste, had an 
unsolved structure, despite several attempts at X-ray crystallography, leading to the 
development of a GA. The GA attempted to determine the placement and orientation of 
inter-layer carbonate and water molecules as well as the material’s lattice parameters. The 
GA functioned on the principle of layer stacking, an approach which had previously been 
used to study different polytopes of the crystal and evaluated structures for fitness by 
comparison to an experimental X-ray diffraction pattern (XRD). 
Generalization of the GA led to the creation of the Genetic Algorithm for Layered 
Structures (GALS), described in Chapter 6. The generalization process required a means 
to read molecules or atoms of any element and place them in a user-defined lattice and unit 
cell, which may not always be the same size or dimensions. The genome required must be 
versatile enough to include molecular, layer-stacking, and lattice genes when called for, 
but omit them when not. And the GA must be able to read at least two kinds of layers, 
which may alternate in the stacking process. This required the development of an input file 
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and handling of user-defined genomes. GALS is able to construct a wide variety of layered 
materials from a set of system parameters and genomic parameters. The GA can handle 
inorganic, organic, and hybrid systems, within a few limitations, and improves a 
population’s fitness over time as will be shown through testing on four systems. 
The penultimate chapter steps back from methods development and application to 
history. Here, we review the history and applications of GA and machine learning (ML) in 
chemistry and their specific applications to problems in surface science. From humble 
beginnings as theoretical devices in computer science in the mid-20th century, ML and GA 
have both seen an increase in chemical application over the past 30 years. These techniques 
are not based on mathematical equations, like Bragg’s Law for XRD or the Laws of 
Thermodynamics, but rather on relations between objects in a system. They do not need to 
invoke quantum mechanics, but many have been developed to work alongside established 
quantum mechanical techniques. In these cases, a researcher may explore a very large 
chemical space very quickly by high-throughput screening of a substance across 
stoichiometries, geometries, and crystal polytopes.44-46  
Finally, this thesis reaffirms the place of simulation alongside experiment in 
seeking to understand chemical structure and behavior. The combination of DFT and GA 
prove to be valuable tools in determining chemical and electronic structures. Their 
applications to bulk materials and their surfaces deliver insights unavailable to 
experimental methods in the way they treat materials at the atomic level. The ability of 
simulations to explore wide chemical spaces allows for a fast, more direct understanding 
of how chemical structure affects electronic structure and, in turn, affects material 
properties. This fast exploration of chemical space is its own reward, affording researchers 
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the ability to examine more compounds under more conditions to find whatever goal and 




CHAPTER 2. OVERVIEW OF COMPUTATIONAL METHODS  
2.1 Density Functional Theory (DFT) 
The core ideas of density functional theory (DFT) arose in the 1920’s with Thomas 
and Fermi, and were revisited by Slater in 1951, but it was Hohenberg and Kohn who 
proved that DFT was theoretically valid in 1964.47-50 A year later, Kohn and Sham 
published the equations and methods that allowed for solvable DFT calculations.51 The 
technique was not widely accepted in the chemistry community until the 1990’s, as 
chemical systems increased in size and traditional Hartree-Fock methods became 
impractical.9 Since then, new refinements and methods have been introduced to varying 
degrees of success. In this work we feature DFT, time-dependent density functional theory 
(TDDFT), the DFT+U method, and the projector augmented wave (PAW) method.  
The central idea of DFT is that all necessary information needed to solve the 
Schrödinger equation for a given system can be obtained from the system’s electron 
density. The Schrödinger equation is given as: 
 ĤΨ = 𝐸Ψ (1) 
where  Ĥ is the Hamiltonian operator, Ψ is the system’s wavefunction, and E is the system’s 
energy. The challenge in solving the Schrödinger equation is determining the Hamiltonian 
operator—specifically in determining the electron-electron repulsion term. The 
Hamiltonian is usually given as: 
 Ĥ = 𝐾𝐸𝑒 + 𝐾𝐸𝑛 + 𝑉𝑒𝑒 + 𝑉𝑒𝑛 + 𝑉𝑛𝑛 (2) 
where KEe is the kinetic energy of the electrons, KEn is the kinetic energy of the nuclei, 
Vee is the electrostatic potential due to electron-electron repulsion, Ven is the electron-
nuclear attraction, and Vnn represents the nuclear-nuclear repulsion. Careful analysis of this 
16 
 
form of the Hamiltonian reveals that its dependencies fall into two groups: those that vary 
by system and those that do not.9 The distance between electrons (rij) and the kinetic energy 
of the electrons (and the nuclei, though this is usually taken to be zero on electronic 
timescales via the Born-Oppenheimer approximation) does not depend on the molecule 
being studied, but the number of electrons (N), nuclear charge (ZA), and nuclear position 
(RA) all do. So, for any system, the Hamiltonian can be determined given [N, ZA, and RA] 
and evaluated with respect to the electron kinetic energy and various spatial positions for 
the electrons.9 This is the basis behind the traditional Hartree-Fock method. Thomas and 
Dirac showed that the electron density functional for any given molecule contains all three 
of these elements, so it is enough to determine the electron density first and then extract 
whatever information is needed to solve the Schrödinger equation.9  
Electron density is defined as the probability of finding an electron in a given 
volume of space, somewhat analogously to the concentration of a solution.9 The Born rule 
states the probability of an electron is given by the square of the wavefunction,52 
 𝜌 = 𝑁 ∫ Ψ2 𝑑𝑣  (3) 
where ρ is the electron density across N electrons. To integrate the electron density over 
all possible space (and thus covering all possible electron positions) gives the total number 
of electrons in a similar manner as density and concentration work in stoichiometry:  
 ∫ 𝜌 𝑑𝑣 = 𝑁   (4) 
Mapping the electron density reveals that maxima only occur around nuclei, 
showing that electron density provides information about RA and the potential energy term 
for the electron-nuclear attraction contains ZA/riA, so the electron density at (and the decay 
moving away from) the nucleus contains information about the charge of the nucleus.9 This 
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provides all three necessary variables for solving the Hamiltonian from the electron 
density. 
Doing so requires one final piece of information provided by Hohenberg and Kohn, 
regarding the uniqueness of the electron-nuclear interaction in determining the electron 
density. The Born-Oppenheimer approximation for electronic terms is very successful in 
eliminating the kinetic energy of nuclei (molecular vibrations).7 While molecules 
obviously vibrate, spectroscopy shows that the vibrational energy levels are so much 
smaller and the vibrations so much slower compared to the electrons and the electronic 
levels that they can be safely ignored when determining electronic energy. Undergraduate 
physical chemistry experiments can be performed to find the difference in energy, but for 
the purposes of computation that can be either ignored or added in later. Since the bond 
lengths are considered constant on these timescales, the inter-nuclear repulsion term 
becomes a constant (once the nuclear charge is determined) and can be added in later. This 
reduces the Hamiltonian to three variable terms. 
 Ĥ = 𝐾𝐸𝑒 + 𝑉𝑛𝑒 + 𝑉𝑒𝑒 (5) 
that is, the sum of the electrons’ kinetic energy and the potentials for the electron-nuclear 
attraction and the electron-electron repulsion. As the electron-nuclear interaction is largely 
based on Coulomb interactions, and as one might be interested in systems existing in an 
external electromagnetic field, this particular term is often named and modeled as an 
external potential Vext and is the only term in the Hamiltonian to vary with the molecule’s 
nuclear positions and charges. So, while the electron density contains such information, it 
needs to be shown that Vext uniquely determines the electron density, otherwise using the 
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electron density to obtain the three necessary parameters wouldn’t result in unique 
solutions and the theory would fail. 
Hohenberg and Kohn considered a molecule with two different non-degenerate 
ground-state wavefunctions Ψ and Ψ` that provide the same electron density (which is 
possible since the wavefunction must be squared to find the electron density), but only 
differ in Vext.
50 Both have some corresponding Hamiltonians (Ĥ and Ĥ`) and energies (E0 
and E0`) which are not equal. The variational principle holds that the eigenvalue of any 
guessed or trial wavefunction must be greater than or equal to the true eigenvalue 
 〈Ψ∗|Ĥ|Ψ〉 ≤ 〈Ψ𝑔
∗|Ĥ𝑔|Ψ𝑔〉 (6) 
In this hypothetical system, Hohenberg and Kohn suggested that each wavefunction be 
used as a trial for the other Hamiltonian.  
 〈Ψ∗|Ĥ|Ψ〉 < 〈Ψ`∗|Ĥ|Ψ〉 (7) 
 𝐸0 < 〈Ψ`
∗|Ĥ|Ψ`〉 = 〈Ψ`∗|Ĥ`|Ψ`〉 + 〈Ψ`∗|Ĥ − Ĥ`|Ψ`〉 (8) 
Substituting in energies for the Hamiltonian above and cancelling out like terms gives: 
 𝐸0 < 𝐸`0 + 〈Ψ`
∗|𝑉𝑒𝑥𝑡 − 𝑉`𝑒𝑥𝑡|Ψ`〉 (9) 
Hohenberg and Kohn then showed that the energy resulting from the second term on the 
right-hand side above is obtained as the integral of the electron density and the Vext and 
that by repeating this whole process by switching the primed quantities 
 𝐸`0 < 𝐸0 − 〈Ψ` ∗ |𝑉𝑒𝑥𝑡 − 𝑉`𝑒𝑥𝑡|Ψ`〉 (10) 
Inspection of these two results shows that the Vext terms will cancel out upon addition, but 
that leaves the contradiction 
 𝐸 + 𝐸` < 𝐸` + 𝐸 (11) 
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As this result comes from assuming that two wavefunctions differing only in Vext could 
give the same electron density, this contradiction proves that the electron density and Vext 
are uniquely associated and thus DFT was proven to be a valid means of solving the 
Schrödinger equation. 
To produce a viable means of using DFT, Kohn and Sham applied the existing 
Hartree-Fock method of using Slater determinants and N non-interacting electrons but 
replaced the HF orbitals with their own (φ) such that their electron density matches the real 
system even though their electrons do not interact.51  
 𝜌 = ∑ 𝜑2  (12) 
To better approximate the energies, they pulled out the non-interactive kinetic energy and 
bundled the remainder in with the unknown exchange-correlation functional (EXC). This 
contains the non-classical portions of electron energy—electron exchange and errors due 
to self-interactions—and the kinetic energy that comes from electron interaction. As this 
energy can be achieved through an applied potential it is thus defined and bundled in with 




  (13) 
 𝑉𝑒𝑓𝑓 = ∫
𝜌(𝑟)
𝑟𝑖𝑗
𝑑𝑟 + 𝑉𝑋𝐶 − ∑
𝑍𝐴
𝑟𝑖𝐴
𝐴   (14) 
This effective potential—the Kohn-Sham potential—can now be combined with the kinetic 




∇2 + 𝑉𝑒𝑓𝑓]𝜑 = 𝜀𝜑 (15) 
The orbital solutions to this equation can be used to find the electron density, which is then 
used to find the exact energy of the system. 
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 𝐸0(𝜌) = 𝐾𝐸𝑒(𝜌) + 𝐸𝑒𝑒(𝜌) + 𝐸𝑋𝐶(𝜌) + 𝐸𝑛𝑒(𝜌) (16) 
Since the exchange-correlation functional is unknown, this procedure is used iteratively 
until the final energy converges to some user-defined level of precision.  
Generally, the Kohn-Sham approach to DFT results in faster calculations than HF 
theory and to rather good precision, particularly for metals and other large delocalized 
semiconductors.4 However, DFT is built on this idea of electron density and many 
implementations begin with the free-electron gas. While that may model metals well, it 
tends to over-delocalize strongly correlated systems, such as insulators or molecules. In 
systems like these, electrons might be more local than not and as such using approximations 
appropriate to metals may not always give good results.9 This is compounded by the fact 
that the orbitals used do not necessarily correspond to the traditional s, p, d, f orbitals; they 
just happen to exist in such a way that they give the correct electron density. While this 
works to describe many properties, it means that DFT can’t describe transitions or excited 
states and Koopmans’ theorem doesn’t apply.9 It can be shown that the eigenvalue of the 
highest-occupied KS orbital corresponds to the exact ionization potential, but the 
approximations of DFT leave most results far short of that prediction.9 
Much of the work on DFT is in refining the various exchange-correlation 
functionals to obtain better potentials, attempting to fix DFT’s weakness in describing 
insulators, molecular systems, and excited states.53 The first such attempts are the local-
density approximation functionals (LDA), which describe electron density around a certain 
point as the same as that of a homogenous electron gas in a particular field. This provides 
an over-delocalized perspective of the system since most materials are neither homogenous 
nor composed of free electron gas. Popular functionals at this level include Vosko-Wilk-
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Nusair54 and Perdew-Wang.55 The generalized gradient approximation (GGA) functionals 
consider heterogeneity by calculating the first gradient around any particular point via a 
Taylor expansion of the VXC, such as the PBE and LYP functionals.
56, 57 Even better 
refinements can come from considering the second term of the Taylor expansion, referred 
to as meta-GGA, which include the TPSS and M06-L functionals.58, 59 Finally, there are 
hybrid and fully non-localized functionals which include some amount of HF localization 
during their calculation. This is done by considering varying, empirically determined, 
degrees of mixing between DFT and HF energies. This tells the simulation how much local 
and global character a system has and form a very popular set of functionals in common 
use such as B3LYP, PBE0, and Grimme’s dispersion correction functionals.60-63 
The DFT+U method came out of LDA and describes certain types of insulators 
much better than Kohn-Sham theory alone.53, 64 In this method, the electron density around 
a point is that of the free electron gas in that area. Hubbard realized this doesn’t account 
for locality and proposed to modify the VXC by adding a parameter that described the 
Coulomb repulsion of having two electrons around the same atom, given a set of half-filled 
orbitals. The DFT+U energy can be expressed as: 
 𝐸𝐿𝐷𝐴+𝑈 = 𝐸𝐿𝐷𝐴 + 𝐸𝑈 − 𝐸𝑑𝑐 (17) 
where ELDA is the energy from the local density approximation, EU is the energy obtained 
from the +U correction, and Edc is the double-counting energy which corrects for 
interactions accounted for in both of the first two terms. This parameter helps to thicken 
electron density around the nuclei, particularly in the d and f orbitals, providing stronger 
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where l, m, s are quantum numbers and spin, denoting orbitals, n is an orbital’s occupancy 
between 0 and 1, and U is Hubbard’s U term. The presence of n/2 in (18) leads to 
differences in how the VXC behaves where orbitals less than half-filled experience 
additional repulsion and those more than half-full experience additional attraction. This 
destabilizes fractional occupancy caused by delocalization, instead making more orbitals 
either full or empty, increasing the localization.  
The gap between the frontier molecular orbitals tends to be underestimated in DFT, 
even when using the LDA+U method. In solid-state materials, this manifests as a small 
band gap. Janak’s theorem states that the eigenvalue of the highest occupied molecular 
orbital (HOMO) should be the same as the ionization potential,65 as a corollary to 
Koopmans’ theorem for HF, the fact that the gap is too small means that any related results 
will be too small. A number of solutions exist, but the one of interest here is tuning of long-
range functionals. The over-delocalization discussed above is a consequence of how 
electron density is formulated at long ranges: in HF it decays as 1/r and in DFT it decays 
exponentially. Long-range functionals address this by using DFT to describe short-range 
interactions and HF to describe long-range interactions (which is slightly different from 
other hybrid functionals which apply a general mixing of the two theories across the entire 
functional). The amount of mixing and the distance it applies to can be tuned by system 
using a mixing parameter, commonly referred to as ω.53 One method of using ω is to 
employ a semi-empirical approach in which the band gap (or HOMO/LUMO gap) is tuned 
to match experimental optical gaps. Another is to try and enforce Koopmans’ theorem by:66 
 −𝜀𝐻𝑂𝑀𝑂(𝑁, 𝜔) = 𝐸(𝑁, 𝜔) − 𝐸(𝑁 − 1, 𝜔) (19) 
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where ε is the energy of the HOMO of the system with N electrons and E is the ground 
state energy of the system with N and N-1 electrons, all calculated with the same ω. An 
iterative process can be employed to achieve this result to an arbitrary level of convergence. 
This mixing process with HF theory means that traditional HF basis sets will be 
used in this work as well. In HF theory, an electron’s energy is calculated from the 
electron’s wavefunction, which is written to mimic the s, p, d, f orbitals.7 Exact solutions 
to the shape and size of these orbitals exist for the hydrogen atom, but the inability to solve 
electron-electron repulsion requires approximations for orbitals in any other atom. 
Particularly as computers require finite expressions, this has led to the creation of basis 
sets: sets of expressions representing electronic wavefunctions in various orbitals.4 This 
idea has been adapted to DFT as well, though mostly basis sets are invoked when using 
hybrid functionals.  
It is important to note that DFT is a ground state theory alone. To provide 
information about excited states and which orbitals are involved in transitions we use time-
dependent DFT (TD-DFT) coming from the Runge-Gross theorem and linear response 
equations.53 The Runge-Gross theorem proves that the Kohn-Sham equations can be 
adapted to work with the time-dependent Schrodinger equation: that two different chemical 
systems under the influence of potentials varying over time will always produce different 
and unique electron densities over time. From there, the linear response equations, a form 
of perturbation theory, are applied to nudge the system out of its ground state by applying 
a potential that varies over time: 
 𝑉𝑒𝑥𝑡(𝑟, 𝑡) = 𝑉0(𝑟) + 𝑉1(𝑟, 𝑡)(𝑡 − 𝑡0) (20) 
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This external potential can be applied to the system in much the same way as in regular 
DFT, but because it is time-dependent, the output will contain energies that vary over time. 
A Fourier transform can be applied to obtain frequencies from this data. In practice, a 
simulation may calculate excitation energies and frequencies either by solving the Kohn-
Sham equations for each Vext(r, t) at each given time-step, or by inserting all of the ground-
state occupied and unoccupied orbitals of the system into the Casida equations: 
 𝐶𝑍 = Ω2𝑍 (21) 
where C is a matrix of the occupied and unoccupied orbitals, Z represents the 
wavefunctions, and Ω is the system’s excitation energies.67 While (21) is a simplified form 
of the Casida equations, it shows that TD-DFT can be accomplished by solving the ground-
state system with the appropriate Vext and then using those results to find the excitation 
energies as eigenvalues.53, 67 This technique is just as limited by the unknown VXC as 
regular DFT, but improvements over the years have resulted in functionals that perform 
adequately, as will be seen in Chapter 3.  
Finally, the extension of DFT to crystals comes in the form of the projector 
augmented wave method (PAW)68, 69 in which the solutions to the Kohn-Sham equations 
are imagined not as particles or standing waves, but plane waves. Consider the (111) plane 
of a crystal and then draw a vector normal to the surface. Traveling in this direction, the 
electrons will periodically encounter the same arrangement of atoms every time they pass 
one unit cell and are thus periodic in energy and density. The total electron density and 
energy of the system can be determined as the sum of all electronic plane waves along all 
crystal planes. This sets up the use of periodic DFT in which the system under consideration 
is an infinite crystal defined by a unit cell and the orbitals represented by a plane wave 
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basis set. As the chosen cell may not always be the actual unit cell of the material, it is 
sometimes referred to as a supercell with the continuations generated by the infinite copies 
referred to as images. This practice allows for calculations involving both bulk and surface 
chemistry (provided sufficient distance of vacuum above the surface to separate adjacent 
images) and represents the majority of the work in this report. 
 
2.2 Software Packages 
This work relies on two software packages for DFT calculations. The calculations 
performed in Chapter 3 on organic semiconductors were run using Gaussian 16.70 
Calculations on the various inorganic and molecular systems of Chapters 4 and 5 were run 
using the Vienna ab initio Simulation Package (VASP) v. 5.4.4.71, 72 Visualizations were 
produced using Chemcraft and Vesta.73   
 
2.3 Genetic Algorithm 
A GA contains a population of individual copies of a system, each of which have a 
numeric string defining the genome. The GA interprets each individual’s genes and 
translates them into the system of study, such as a chemical structure. One or more 
properties of each individual are then measured, and the individual is assigned a ‘fitness’ 
score, a number the GA uses to rank individuals from best to worst, according to the pre-
defined definitions. The most fit individuals (and a selection of outsiders for diversity) can 
reproduce, mixing and mutating their genes to produce a new generation of individuals for 
further testing. To mix, parent genomes are cut into a few (e.g. generally two or three) 
pieces and the pieces swapped. Splicing the gene more pieces, or assigning child genes 
randomly for each parent, is allowed but happens less frequently to preserve polygenic 
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traits. Mutation occurs randomly at a preset rate, moving atoms or changing genes in the 
child. Over time, the average fitness of the population tends to increase until it converges 
to a local maximum.  
 
 
Figure 2.1 The construction of a genome and population database (top). Once the population is 
built and tested, parents undergo reproduction to produce children and make the next generation 
(bottom), note the point mutations and three different methods of crossover. 
 
The success of a GA relies heavily on the pre-determined characteristics to define 
fitness.43, 74 Imagine an algorithm that finds a password and individuals are simply strings 
of text. Setting fitness to be the difference in length between the word and password would 
produce strings of the right length, but the algorithm could never determine what letters to 
use in what order. On the other hand, making fitness Boolean—true for a perfect match 
and false otherwise—would be no different from random selection. The fitness must 
contain information about multiple aspects of the system. It must also be fast. Storing data 
on a large population is relatively simple, but testing the fitness needs to be simple and 
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speedy. There is no need to take detailed letter-frequency statistics and determine the likely 
etymology of every word when trying to find the password, but again the test must be more 
comprehensive than only looking for a strict match. Determining the best measure of 
fitness can be a significant cost of time for the researcher. In chemistry, where a genome 
may reproduce a chemical structure, quick measures of fitness may be bond lengths and 
angles or X-ray diffraction (XRD) spectra, while slower and more detailed measures may 
include atomic configurations and energies from DFT or MD simulations. Thus, a 
researcher is advised to consider their population size, desired data, and research timeframe 
carefully to choose the most appropriate measure of fitness for their purposes. 
The GAs used in this work are written in Python and follow the same principles; 
differences will be detailed in the appropriate chapters. The materials that motivated the 
creation of the GAs in this work were crystals, meaning they were composed of a repeating 
atomic motif. Therefore, a GA on a crystal does not need to include coordinates of every 
atom, only the atoms within that repeating motif, the unit cell. While there are still an 
incredible number of unit cells possible, the crystals that motivated this work were 
composed of distinct layers. This allowed a unit cell to be fully described by providing 
instructions on building a layer, transforming it, and stacking copies to form the whole unit 
cell. Molecules present in the cell, such as water, may be similarly reduced and represented 
in a manner more concise than a list of all atomic coordinates. In these GAs, a molecule is 
associated with a single, central point. That point is then given a position in space and an 
orientation, composed of two angles. The molecule can then be reconstructed in that 
position and rotated appropriately so long as bond lengths and angles between all atoms, 
or a list of atomic coordinates, are specified beforehand. Finally, the last information that 
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needs to be specified is the crystal lattice, which can be provided as a list of side lengths 
and angles or a 3x3 matrix of unit vectors.  
The precise information that makes up the genome varies by GA and will be 
discussed later, but once the genome is determined the population of individual structures 
can be assembled in the genedex. The genedex is a large table whose columns represent 
the genome and whose rows represent the individual structures in the populations. The 
genome can be expressed in three layers (Figure 2.1) and the columns of the genedex are 
also divided into three layers: region, gene, and nucleotide. Nucleotides are a single value, 
either text or number, and are grouped into genes to describe a structural feature, such as 
molecular position and orientation. Regions are collections of genes that describe similar 
features, such as the crystal lattice, but serve no other purpose than organization for the 
user. When the GA runs, this table is converted from a comma-seperated values (.csv) file 
into a Pandas MultiIndexed DataFrame. The GA then reads an individual from the genedex 
and uses Pymatgen to build a structure, placing atoms as the patterns indicate. The GA 
constructs the first layer and then reads how many layers and what symmetry 
transformations each requires: translation, rotation, or reflection. The layer is copied, 
transformed, and then stacked on top of the previous. If molecules are present, the GA will 
place the center of the molecule at the specified position. The molecule is then constructed 
around that point and rotated appropriately: φ indicates a rotation about the x-axis and θ 





Figure 2.2 The generalized structure of the GAs used in this work. 
 
Any GA needs a method of assigning fitness for reproduction. The GA presented 
in this thesis make use of X-ray diffraction patterns (XRD) for fitness determination. The 
user must provide an XRD pattern by listing the 2θ values, full-width-half-max (FWHM), 
and relative intensity of each peak above 10% relative intensity. While this is intended to 
be an experimental pattern, for validation purposes a calculated pattern may be supplied. 
The GA then uses Pymatgen to calculate the XRD pattern of each individual structure and 
append its fitness data to the genedex: the Number of (uniquely) Matching Peaks (NoMP), 
the Total Peaks (TotalPs or TPs), the Matching Peak error (MPerr), the Matching Peak 
String (MPstring), and the Profile Factor (Profac). The GA compares each calculated peak 
against the experimental diffractogram and if it falls within the experimental FWHM, the 
peak’s index is appended to the MPstring. That is, the number of experimental peaks are 
counted from the lowest 2θ upward, such that the peak with the lowest 2θ is labelled ‘0’, 
the next peak up is labelled ‘1’, and so on (the first value is ‘0’ to comply with Python’s 
default counting style). An example MPstring: “p-0-0-1-1-2-3,” which indicates two peaks 
matched the peak with the lowest 2θ (the peak labelled ‘0’), two more matched the peak 
with the second-lowest 2θ (the peak labelled ‘1’), one matched the next peak up (the peak 
labelled ‘2’), and one matched the peak after that (the peak labelled ‘3’). Since only four 
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values appear in the MPstring (0, 1, 2, and 3), NoMP = 4 even though ‘0’ and ‘1’ appeared 
twice each. For this example, the TotalPs may be no lower than six but may be higher, 
since TotalPs counts all peaks above 10% relative intensity, even those that do not match 
experimental peaks. The MPerr is an average of how different each matching peak is from 
the experimental peaks (in terms of 2θ values) and is provided for the user but is not used 
for fitness determination. The Profac is calculated from the matching peaks as: 





𝑛  (22) 
Once the entire population has been tested and assigned fitness, the GA searches 
for the best individuals according to three measures: best fitsum, best Profac, and best Rank 
(only in GALS). The fitsum is the sum of the NoMP and the absolute difference of the 
calculated and experimental TPs. To rank the individuals, the GA first normalizes the 
fitsums so that the ideal individual would have a value of unity. Then the GA inverts the 
Profacs and normalizes them in the same manner. This places all individuals within a unit 
square where the ideal individual can be described by the vector <1, 1> with a magnitude 
of √2. Each individual can be described by a similar vector, and an individual’s Rank is the 
magnitude of this vector. The GA sorts the individuals by each of these fitness measures 
and selects the best N% of them for reproduction (this value is different in each GA). The 
GA then calculates 25% of this sub-population’s size and randomly adds individuals from 
the entire population into the reproduction sub-population. Finally, the highest-Ranking 
individual is cloned 20 times. 
The GA then begins sexual reproduction in which each individual is allowed the 
chance to mate with another, randomly chosen individual. They can potentially mate with 
themselves and will produce, on average, 2.25 children. The GA performs crossover 
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operations (which differ by GA) on the gene level of the genome, not the nucleotide level. 
This ensures certain patterns are inherited in an intuitive manner, e.g. molecules are 
inherited whole so that the molecular position and orientation come from one parent and 
are not patched together from two. When the child’s genome is assembled, it runs through 
a mutation function, operating on each nucleotide in a gene. The GA gets a random number 
and compares it to a pre-set threshold. If above, the nucleotide mutates to another value. 
The GA then ensures all nucleotides are within the allowed ranges and then moves on to 
the next child. In this fashion, the next generation of children are produced. The GA saves 
the old genedex as a .csv file, as well as the list of individuals who were chosen to 





CHAPTER 3. ELECTRONIC STRUCTURE OF ORGANIC SEMICONDUCTOR 
MOLECULES AND CRYSTALS 
3.1 Introduction 
Over the last 30 years, the synthesis and characterization of semi-conductors has 
become a popular field within materials chemistry, and organic semiconductors see 
widespread commercial use in organic light-emitting diodes, with other applications, such 
as solar cells, currently in development.75-77 Organic semiconductors are materials 
primarily composed of organic molecules or polymers that exhibit semiconducting 
properties. The building blocks of these materials, whether small molecules or long 
polymers, must possess some means of carrying electric charges (generally electrons and 
holes), and most commonly this is enabled by conjugated π orbitals. By stacking molecules 
with conjugated π orbitals such that orbitals on neighboring molecules possess the same 
sign and symmetry, charge carriers can more easily “hop” from one molecule to another. 
As with inorganic crystals, as the bulk of the material grows larger and more crystalline, 
the restrictions on unique orbital energy can eventually force the electrons into a band 
structure.78 Each of these forms of electronic coupling allow a charge to propagate 
throughout an organic semiconductor in a manner similar to an inorganic semiconductor. 
This propagation is generally referred to as charge carrier mobility (cm2/Vs), though the 
astute reader will note it is differentiated from electrical conductivity (m2/Vs) only by scale.  
The shape of organic semiconductors and their method of carrying charge has been 
particularly important for application and commercialization. A molecule that only carries 
charge along one dimension requires careful processing to ensure that it crystallizes in the 
desired orientation for device performance. A material with only one dimension available 
to carry charge is expected to struggle with charge separation. A second, or third, 
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dimension for charges to move through allows them access to higher entropy states, 
favoring the charge separation process.79 While a one-dimensional organic semiconductor 
may have efficient charge transport or molecular orbital overlap in its one dimension, a 
two- or three-dimensional organic semiconductor can make use of more charges in more 
orientations, leading to better charge mobilities.80  This can be achieved with novel 
molecular shapes, doping the material, or the use of a second molecule with complementary 
behavior. This approach is analogous to the p-type and n-type inorganic semiconductors 
which display preferential charge carrier mobility for positive or negative charges, 
respectively. Organic semiconductors may be doped to produce a similar effect with 
electron-poor or electron-rich elements, synthesized to contain electron-poor or electron-
rich moieties, or two molecules with complementary properties (known as electron donors 
and acceptors) may be used. In this last case, the molecules may be arranged in layers, 
mixed into bulk heterojunctions, or co-crystallized together. 
Molecules in solution are characterized through optical and electrochemical 
techniques while molecules in devices are characterized through measurements of 
operational voltage and current.81 These measurements provide qualitative evidence and 
quantitative descriptions of electrical properties, but do not provide an explanation on the 
molecular level—i.e. they do not describe the arrangement of the molecules and the shape 
and overlap of their molecular orbitals. Optical excitation can provide information about 
the difference in energy between the highest occupied molecular orbital (HOMO) and the 
lowest unoccupied molecular orbital (LUMO) but will not describe the shape of the orbitals 
involved in the transition. If the molecule is large, the orbitals will be closer together in 
energy, meaning orbitals just below the HOMO and just above the LUMO can also 
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participate in optical electronic transitions. These orbitals together are referred to as the 
frontier molecular orbitals, and exploration of their delocalization and overlap is the first 
motivation of study in this chapter. 
The frontier molecular orbitals examined in this work include the HOMO, LUMO, 
as well as the molecular orbitals just above and below those in energy (HOMO – 2, HOMO 
– 1, LUMO + 1, and LUMO +2). Molecules in the ground state will have electrons 
occupying the HOMO and all orbitals below, while the LUMO and all orbitals above will 
be empty. During an electronic transition, electrons may jump from the HOMO (or lower) 
to the LUMO (or higher). Should a molecule in one portion of the crystal experience an 
electronic transition, the excited state electron may be able to jump to another molecule if 
the orbital overlap is sufficient. This leaves behind a hole, which behaves as if it were a 
particle, that can jump between molecules as well. This allows organic semiconductors to 
provide carrier mobility but can also split electron-hole pairs. Pair splitting requires the 
material to contain pathways, formed by orbital overlap, that are easily traversed by 
electrons and others by holes. A material with two such pathways that can be easily excited 
by visible light could function as a solar cell through this electron-hole generation 
mechanism. Given a crystal structure, DFT can be used to examine the overlap between 
dimers to determine likely pathways for electron and hole transport. 
Determining the shape and overlap of the frontier molecular orbitals is a simple-
enough task for DFT, but certain precautions need to be taken to ensure good accuracy 
with experiment. DFT is only perfectly accurate to experiment with perfect knowledge of 
the exchange-correlation functional. In the absence of that perfect functional, DFT tends 
to under-estimate the optical band gap due to self-interaction errors, which leads to over-
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delocalization of electron density, particularly in molecules, and over-estimation of the 
conductivity. To compensate for this, two techniques are used: hybrid DFT and optimum 
tuning. Hybrid DFT allows Hartree-Fock contribution to the total energy to compensate 
for the assumed exchange-correlation functional. This reduces the self-interaction error and 
makes the optical band gap more accurate to experiment. The amount of contribution is 
determined by tuning, which introduces the mixing parameter, ω, that controls the amount 
of HF and DFT mixing. Tuning ω through an iterative process eventually produces a band 
gap that is more accurate than pure DFT alone. This method was applied to each of the 
systems described in this chapter. 
The first system is a set of four propeller-shaped molecules: 
triperyleno[3,3,3]propellane triimides (TPT-1, -2, -3, -4 Figure 3.1). The molecules are 
composed of three coronene-based monomers connected axially to form a propeller shape. 
The monomers, or blades, are each highly conjugated with aromatic character, but their 
junction does not share that character, being sp3 hybridized. It would be reasonable to 
hypothesize that these molecules might experience orbital overlap in a crystal, but electrons 
should not be able to cross the sp3 hybridized junction, preventing them from jumping arms 
and continuing to travel throughout the crystal. Nevertheless, experimental measurements 





Figure 3.1 The four propeller molecules as produced experimentally. 
 
The second system contains the interactions of a C70 buckyball and functionalized 
diindeno[4,3,2,1-fhgi:4`,3`,2`,1`-opqr]perylenes: bowl-shaped buckyball fragments 
(buckybowls) differing by their sidechains (C70, BB-1, BB-2; Figure 3.2). Crystals of BB-
1 alone showed extensive p-type charge carrier behavior while co-crystals of C70 and BB-
1 displayed ambipolar charge carrier behavior. A similar analysis was carried out for this 
system as was done for the above, but the difference in charge carrier ability prompted 
questions as to the band structure of the system. As the system contained too many atoms 
for a full band structure calculation, dimers within the crystal structure were identified and 
the transfer integral evaluated for each. This provides information on the overlap between 





Figure 3.2 The C70 buckyball and the two buckybowls, seen from the side and top-down. 
 
These systems were synthesized and characterized experimentally by the research 
group of Dr. Lei Zhang, from the Beijing University of Chemical Technology. They 
provided evidence and measurements of charge carrier mobility in each system and 
provided the molecular and crystal structures.  
The material in this chapter pertaining to the propeller system, as well as synthesis 
and results of experimental characterization, are used with permission as: L. Lv, J. Roberts, 
C. Xiao, Z. Jia, W. Jiang, G. Zhang, C. Risko and L. Zhang, Chem. Sci., 2019, 10, 4951 – 
Published by the Royal Society of Chemistry.82  
The material in this chapter pertaining to the co-crystal system is reprinted 
(adapted) with permission from Guangpeng Gao, Meng Chen, Josiah Roberts, Meng Feng, 
Chengyi Xiao, Guowei Zhang, Sean Parkin, Chad Risko, and Lei Zhang, J. Am. Chem. 





DFT calculations were performed using Gaussian 16 for both systems. For each 
molecule, a geometry relaxation was performed to obtain energies and visualizations of the 
frontier molecular orbitals. Relaxations were then performed on the anion and cation of 
each molecule to obtain the adiabatic ionization potential (AIP), electron affinity (EA), and 
visualizations of their spin densities. Time-dependent DFT (TD-DFT) calculations were 
performed to predict the UV-vis absorbance spectrum, the optical transitions and their 
electronic configuration, and their associated natural transition orbitals (NTO). Analysis of 
orbital energies and visualizations were produced with ChemCraft. Analysis and 
visualization of crystals were produced with Vesta. 
3.2.1 Propeller molecules 
Calculations on the propeller molecules were performed at the OT-ωB97X-D/6-
31(d,p) [OT = optimally tuned] level of theory. The aliphatic side chains on each molecule 
were truncated to methyl groups and the central bonding carbons on the blades were bound 
to hydrogen atoms to preserve their sp3 character. Geometry optimization of the neutral 
and ionic species and spin density calculations were also performed on the monomeric 
“blades” of each propeller. The TD-DFT calculations were only performed for the full 
propellers.  
3.2.2 Buckybowls and the C70:BB-1 co-crystal 
Calculations on C70, BB-1, BB-2, and the C70:BB-1 co-crystal were performed at 
the OT-LC-ωHPBE/cc-pVDZ + GD3 [OT = optimally tuned] level of theory. Geometry 
optimizations of the neutral and ionic species and TD-DFT were performed for all sub-
systems. Electronic coupling calculations were only performed on dimers within 
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crystalline BB-1 and the C70:BB-1 co-crystal at the same level of theory. Super-exchange 
calculations of C70:BB-1 co-crystal trimers were also performed at the same level of theory. 
 
3.3 Results and Discussion 
3.3.1 Propellers 
We begin with a description of the electronic properties of the propeller systems. 
Experimental evidence showed that these molecules exhibit charge transport behavior and 
optical absorption suggested that there may be electronic communication between the 
blades, across the sp3 hybridized central axis. The highest-occupied molecular orbitals 
(HOMO, HOMO-1, HOMO-2) for TPT-1 and TPT-2 share a particular pattern in which 
the HOMO-1 and HOMO-2 are degenerate and are delocalized over two of the three blades. 
This pattern is altered in TPT-3 and TPT-4 where the HOMO-1 is no longer degenerate 
with the HOMO-2 and is delocalized over all three blades. All four structures share the 
same pattern in the lowest-occupied molecular orbitals (LUMO, LUMO+1, LUMO+2) 
where the LUMO and LUMO+1 are degenerate and delocalized over two of the three 
blades while the LUMO+2 is delocalized over all three blades (Figure 3.3). The HOMO 
and LUMO for the blades consist of the same shape as in the propellers with the HOMO 
displaying some electron density across the central sp3 carbons, providing a means for the 
delocalization seen in the propellers (Figure 3.4). The rigidity of the imide at the far end of 
the blades means that the blades are planar, adopting a C2v symmetry. But as the oxygen 
atoms withdraw electron density from the nitrogen, the HOMO is able to adopt a shape 
with near perfect D2h symmetry, of which C2v is a subgroup. This allows the HOMO access 
to a center of inversion, to display Au character with properties shared by A2 character of 
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the molecule’s C2v group. This means that electron density on the oxygen atoms of the 
imide is expected to appear under reflections and rotations, which happens to be located 
on the axial sp3 carbon. Note that the LUMO does not display any D2h character, lacking 
the center of inversion, which prevents delocalization across the axial sp3 carbon and 
implies the presence of some electron density on the imide nitrogen. 
Adiabatic ionization potentials, electron affinities (AIP and AEA, respectively), 
and electronic spin densities were determined at the OT-ωB97X-D/6-31g(d,p) [OT = 
optimally tuned] level of theory. All structures display the same characteristics and 
behavior with the anion being more stable than the cation. Both the AIP and AEA decrease 
when moving from blade to propeller with the AEA decreasing more, but the decrease for 
each measurement is very similar across all four molecules (Table 3.1). The electron spin 
densities of the blades display some electron density on the central sp3 carbon in both the 
anion and cation, allowing the delocalization seen in the full propeller (Figure 3.5). In the 
anion, electron spin around the carbonyl groups extends to the alpha carbons, but changes 
sign on the nitrogen. This differs from the cation, where spin on the carbonyl oxygen and 
the alpha carbon share signs, but the spin around the carbonyl carbon is opposite, and there 
is very little spin on the nitrogen. As nitrogen is a potential carrier of positive charge, this 
may explain why the cation is less stable than the anion, which has good delocalization 
across the most electronegative atoms, and may also account for the symmetry behavior in 
the HOMO and LUMO described above. Spin densities in the full propeller share similar 





Table 3.1 Table of ω-values, ionization potentials, electron affinities, and select frontier molecular 
orbital energies 
E (eV) TPT-1bl TPT-2bl TPT-3bl TPT-4bl 
ω 0.1608 0.1339 0.1378 0.1544 
IP 6.68 6.52 6.64 6.97 
EA -1.37 -1.21 -1.13 -0.99 
LUMO+2 - - - - 
LUMO+1 - - - - 
LUMO -1.23 -1.10 -1.01 -0.86 
HOMO -6.79 -6.60 -6.72 -7.06 
HOMO-1 - - - - 
HOMO-2 - - - - 
 TPT-1 TPT-2 TPT-3 TPT-4 
ω 0.1125 0.0955 0.0969 0.1092 
IP 6.57 6.37 6.48 6.80 
EA -1.99 -1.69 -1.62 -1.52 
LUMO+2 -1.60 -1.40 -1.34 -1.22 
LUMO+1 -1.91 -1.65 -1.58 -1.47 
LUMO -1.91 -1.65 -1.58 -1.47 
HOMO -6.62 -6.42 -6.53 -6.87 
HOMO-1 -6.96 -6.70 -6.78 -7.07 





Figure 3.3: Pictorial representations of select frontier molecular orbitals of the propellers as 





Figure 3.4: Pictorial representations of select frontier molecular orbitals of the propeller blades as 
determined at the OT-ωB97X-D/6-31g(d,p) level of theory. 
 
In the propellers, though, the cation is fully delocalized while the anion is only 
partially delocalized as a result of the degeneracy of the LUMO and LUMO+1 orbitals 
(Figure 3.6). For TPT-1 the anion appears to prefer to have more LUMO+1 character than 
LUMO character, while for TPT-2, TPT-3, and TPT-4 the anion contains a more equal 
character of the LUMO and LUMO+1. In all cases this results in the spin density displaying 
a preference for one blade over the other two in the anion. The cation is fully delocalized 
across all four species as the HOMO is non-degenerate and fully delocalized in each of the 
four propellers. This is consistent with experiment, which had suggested electronic 
communication across the blades due to splitting observed in cyclic voltammetry. The 
relative stability of the anion to the cation also compares favorably with onset potentials 




Figure 3.5: Pictorial representations of the electron spin density in the anion and cation for each of 




Figure 3.6: Pictorial representations of the electron spin density in the anion and cation for each of 





Time-dependent density functional theory (TD-DFT) calculations at the OT-
ωB97X-D/6-31g(d,p) [OT = optimally tuned] level of theory were performed on each of 
the molecules to investigate their UV-vis characteristics.  Many of the optical transitions 
contain significant contributions from several molecular orbital transitions (Table 3.2). 
Notably, in both the blade and propeller for TPT-3 and TPT-4, the S0 → S1 state is dark 
with the lowest energy transitions being S0 → S2 for TPT-3
bl and TPT-4bl, S0 → S3 for 
TPT-3 and S0 → S4 for TPT-4. Natural transition orbitals (NTOs) were calculated at the 
OT-ωB97X-D/6-31g(d,p) [OT = optimally tuned] level of theory and their corresponding 
hole-electron states plotted (Figure 3.7). They display more localization than the spin 
density or HOMOs might indicate, many being localized on one or two blades instead of 
all three. This pattern matches with the LUMO/LUMO+1 and the HOMO-1/HOMO-2 
degenerate pairs, which are also delocalized across two arms, not all three. Since it is the 
HOMO (and the LUMO+2) that is non-degenerate and fully delocalized, any single-
electron transition will result in a configuration that has more partially-delocalized 
character as the HOMO loses electron density. While the wavelengths for the propeller 
transitions are blue-shifted compared to the experiment, these calculations do predict the 
same number of peaks as seen in the experimental spectra and as the molecular size is 
increased, the transitions are blue-shifted, as in the experimental spectra and as is expected 
from increasing the size of a conjugated system. 
The absorbance spectrum of TPT-4 is notably different from the spectra for TPT-
1, TPT-2, and TPT-3 in that is has a single, low-intesity peak near 475 nm. This can be 
accounted for in the TD-DFT (Table 3.2) by the S0 → S3 transition. The other transitions 
in TPT-4 can be described by either placing the hole and electron on different blades, or 
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by changing the orientation of the orbitals from horizontal to vertical. This transition has a 
hole with coronene character and electron with perylene diimide character that stay on the 
same blade throughout, which agrees with the literature. TPT-1 and TPT-2 do not display 
any transitions of this nature, but TPT-3 does in the S0 → S5 transition. TPT-4 may also 
have low-intensity transitions in the S1 and S2 states, degenerate to the S3-5 states, but their 





Table 3.2 Select TDDFT data for each structure as determined at the OT-ωB97X-D/6- 31g(d,p) 
level of theory. 




f Electronic Configuration 
TPT-1bl S0 → S1  2.86 434 0.68 HOMO → LUMO (98%) 
TPT-1 S0 → S1  2.56 484 1.25 HOMO-2 → LUMO (7%) 
HOMO-1 → LUMO+2 (12%) 
HOMO → LUMO (14%) 
HOMO → LUMO+1 (50%) 
S0 → S2  2.56 484 1.25 HOMO-2 → LUMO+1 (7%) 
HOMO-2 → LUMO+2 (12%) 
HOMO → LUMO (50%) 
HOMO → LUMO+1 (14%) 
TPT-2bl S0 → S1  3.00 413 0.35 HOMO → LUMO (94%) 
S0 → S4  4.01 309 1.13 HOMO-1 → LUMO (27%) 
HOMO → LUMO+1 (60%) 
S0 → S9  4.37 284 0.33 HOMO-1 → LUMO+1 (52%) 
HOMO → LUMO+4 (33%) 
TPT-2 S0 → S1  2.50 496 0.71 HOMO → LUMO (83%) 
S0 → S2  2.77 448 0.74 HOMO-2 → LUMO+2 (17%) 
HOMO-1 → LUMO+1 (29%) 
HOMO → LUMO+1 (42%) 
TPT-3bl S0 → S2  3.14 395 0.24 HOMO → LUMO (87%) 
S0 → S3  3.89 319 0.99 HOMO-1 → LUMO (24%) 
HOMO → LUMO+1 (69%) 
S0 → S4  3.99 311 0.27 HOMO-2 → LUMO (29%) 
HOMO-1 → LUMO+1 (50%) 
HOMO → LUMO (7%) 
S0 → S7  4.17 297 0.33 HOMO-2 → LUMO (35%) 
HOMO-1 → LUMO+1 (35%) 
HOMO → LUMO+4 (9%) 
TPT-3 S0 → S3  2.91 426 0.59 HOMO-3 → LUMO+2 (11%) 
HOMO-2 → LUMO (8%)  
HOMO → LUMO (46%) 





Table 3.2 (continued) 




f Electronic Configuration 
TPT-3 S0 → S4  2.91 426 0.58 HOMO-3 → LUMO (8%) 
HOMO-2 → LUMO+1 (8%) 
HOMO - 2 → LUMO+2 (11%) 
HOMO → LUMO+1 (47%) 
S0 → S5  2.93 423 0.13 HOMO-5 → LUMO (28%) 
HOMO-4 → LUMO+1 (28%) 
HOMO-1 → LUMO+2 (19%) 
HOMO → LUMO+5 (8%) 
TPT-4bl S0 → S2  3.43 362 0.21 HOMO → LUMO (80%) 
S0 → S3  4.18 297 0.50 HOMO-1 → LUMO (24%) 
HOMO → LUMO+1 (62%) 
S0 → S5  4.29 289 0.86 HOMO-2 → LUMO (9%) 
HOMO-1 → LUMO+1 (70%) 
HOMO → LUMO (14%) 
TPT-4 S0 → S3  3.11 398 0.09 HOMO-2 → LUMO+1 (27%) 
HOMO-3 → LUMO (27%) 
HOMO-1 → LUMO+2 (18%) 
HOMO → LUMO+5 (9%) 
S0 → S4  3.20 387 0.60 HOMO-5 → LUMO+1 (9%) 
HOMO-5 → LUMO+2 (11%) 
HOMO-4 → LUMO (9%) 
HOMO → LUMO (54%) 
S0 → S5  3.20 387 0.60 HOMO-5 → LUMO (9%) 
HOMO-4 → LUMO+1 (9%) 
HOMO-4 → LUMO+2 (11%) 
HOMO → LUMO+1 (54%) 
S0 → S7  3.89 319 0.13 HOMO-5 → LUMO+1 (11%) 
HOMO-4 → LUMO (11%) 
HOMO-1 → LUMO+3 (6%) 
HOMO → LUMO (37%) 
S0 → S8  3.89 319 0.13 HOMO-5 → LUMO (11%) 
HOMO-4 → LUMO+1 (11%) 
HOMO-1 → LUMO+4 (6%) 






Figure 3.7 Pictorial representations of natural transition orbitals (NTO) of the transitions indicated 
in Table 3.2 for each propeller as determined at the TD-OTωB97X-D/6-31g(d,p) level of theory. λ 








































Table 3.3 List of the first ten singlet states calculated at the TD-OTωB97X-D/6-31g(d,p) level of 









TPT-1 S1 2.56 484 1.25 
S2 2.56 484 1.25 
S3 2.89 429 0 
S4 3.21 386 0.04 
S5 3.21 386 0.04 
S6 3.35 370 0 
S7 3.38 366 0 
S8 3.65 340 0 
S9 3.65 340 0 
S10 3.77 329 0 
TPT-2 S1 2.50 496 0.72 
S2 2.77 448 0.74 
S3 2.91 427 0.08 
S4 2.93 423 0.04 
S5 3.04 408 0 
S6 3.06 406 0.10 
S7 3.19 389 0.01 
S8 3.21 386 0.02 
S9 3.33 372 0 
S10 3.39 366 0 
TPT-3 S1 2.91 426 0.04 
S2 2.91 426 0 
S3 2.91 426 0.59 
S4 2.91 426 0.58 
S5 2.93 423 0.13 
S6 3.07 404 0 
S7 3.54 351 0 
S8 3.54 351 0 
S9 3.67 338 0 
S10 3.68 337 0 
TPT-4 S1 3.09 401 0 
S2 3.09 401 0 
S3 3.11 398 0.09 
S4 3.20 387 0.60 
S5 3.20 387 0.60 
S6 3.36 369 0 
S7 3.89 319 0.13 
S8 3.89 319 0.13 
S9 3.93 316 0 




Experimental characterization of the propeller molecules suggested delocalization 
between propeller blades and semiconducting behavior with carrier mobilities in the range 
of 10-3 cm2 V-1 s-1.82 The DFT calculations performed here suggest an explanation for these 
behaviors from the perspective of frontier molecular orbitals. Despite the C2v symmetry of 
the blades, the imido group at one end and the sp3 carbon at the other provides access to 
quasi-D2h symmetry for the electrons, as seen in the HOMO, causing electron density to 
delocalize across carbons that might not normally participate in π conjugation. 
Examination of the excited states predicts optical spectra that, while blue-shifted relative 
to experiment, show the same trends across the four molecules.  
3.3.2 C70 Co-crystal 
The molecules BB-1 and BB-2 are functionalized fragments of the C70 buckyball. 
Using the C70 buckyball instead of C60 allows for exploration of different arrangements of 
5- and 6-membered rings. Crystals of BB-1 showed p-type charge transport behavior, and 
the C70:BB-1 co-crystal exhibited ambipolar charge transport character. The DFT 
calculations performed here are an attempt to produce an explanation based in the systems’ 
molecular orbitals. Examination of the propeller molecules’ charge carrier mobilities was 
based in the novel shape of the molecules. The same properties are examined here, but it is 
expected that they are generated from the co-crystallization of an electron donor and an 
electron acceptor. 
The HOMO in each of BB-1, BB-2, and the C70:BB-1 co-crystal is localized on the 
dicyclopentaperylene core and displays rotational symmetry while the LUMO in both BB-
1 and BB-2 is delocalized across the whole aromatic core of the molecule and displays a 
pseudo-inversion center (ignoring the curve of the bowl) and the LUMO of the C70:BB-1 
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co-crystal is localized to C70. In comparing BB-1 and BB-2, the ethynyl substituent of BB-
1 encourages delocalization, resulting in both the HOMO and LUMO being more stable 
than in BB-2. Except for the HOMO and HOMO–1, the frontier orbitals of the C70:BB-1 
co-crystal are localized on the C70 with orbitals that mimic those of the isolated molecules. 
There is little-to-no delocalization observed across the two molecules.  
Examination of charged states appears in the spin-density plots of BB-1 and BB-2, 
revealing that the anion is composed of LUMO-character, and the cation of HOMO 
character, as is expected. Spin-density plots of the ionic C70:BB-1 co-crystal reveal the 
electron density is strictly localized on BB-1. The calculated redox potentials agree with 
experiment in that the anion is more stable than the cation, which is also in agreement with 
values obtained for the HOMO and LUMO. 83
 
Table 3.4 Table of electronic data calculated at the OT-LC-ωHPBE/cc-pVDZ + GD3 level of 
theory. 












EA/IP (eV) -2.38/10.03 -2.23/6.04 -2.38/10.03 -2.42/6.16 







Figure 3.8 Frontier molecular orbitals obtained at the OT-LC-ωHPBE/cc-pVDZ + GD3 level of 








Figure 3.9 Frontier molecular orbitals obtained at the OT-LC-ωHPBE/cc-pVDZ + GD3 level of 







Figure 3.10 Frontier molecular orbitals obtained at the OT-LC-ωHPBE/cc-pVDZ + GD3 level of 
theory for the C70:BB-1 co-crystal. Orbitals for the co-crystal are displayed from the top-down 





Figure 3.11 Anion and cation spin densities calculated at the OT-LC-ωHPBE/cc-pVDZ + GD3 




Time-dependent DFT (TD-DFT) calculations were performed at the OT-LC-
ωHPBE/cc-pVDZ + GD3 level on BB-1, BB-2, and the C70:BB-1 co-crystal to examine 
optical properties. BB-1 shows three transitions at 824 nm (f = 0.1923), 429 nm (f = 
0.2733), and 383 nm (f = 0.2468), BB-2 displays three transitions at 788 nm (f = 0.107), 
411 nm (f = 0.205), and 366 nm (f = 0.184), while the C70:BB-1 co-crystal contains one 
transition at 794 nm (f = 0.1405). Transitions in BB-1 are redshifted compared with BB-2, 
consistent with the lower HOMO-LUMO gap in BB-1 compared to BB-2. This is likely 
due to the extended delocalization of the HOMO and LUMO in BB-1 from the aromatic 
core to the ethynyl substituents, which is not seen in BB-2.  
Natural transition orbitals (displayed below) indicate that in the excited state, the 
electron in BB-1 contains LUMO and LUMO+1 character while the hole contains HOMO, 
HOMO–1, and HOMO–2 character. The most prominent transition is S0 → S1 and 
predominantly of  HOMO → LUMO character. In the excited state of BB-2, the electron 
contains mostly LUMO character while the hole contains character from the HOMO and 
several orbitals below. As with the optical transition wavelengths and HOMO/LUMO gap, 
transitions in BB-1 are slightly lower in energy than BB-2. The C70:BB-1 co-crystal’s one 
transition is completely confined to BB-1 and consists of the same HOMO → LUMO 
orbitals. These results are consistent with experimental UV-vis spectra, which showed BB-




Table 3.5 Selected TD-DFT data for BB-1, BB-2 and the C70:BB-1 co-crystal as determined at the 
OT-LC-ωHPBE/cc-pVDZ + GD3 level of theory. 




f  Electronic Configuration 
BB-1 S0 → S1  1.51 824 0.192 HOMO → LUMO (97%) 
S0 → S4  2.89 429 0.273 HOMO–2 → LUMO (87%)  
HOMO–1 → LUMO+1 (3%) 
S0 → S7  3.23 384 0.247 HOMO–1 → LUMO+1 (37%) 
HOMO–4 → LUMO (32%) 
HOMO → LUMO+3 (8%) 
BB-2 S0 → S1  1.57 788 0.107 HOMO → LUMO (97%) 
S0 → S4  3.11 411 0.205 HOMO–2 → LUMO (81%) 
HOMO → LUMO+3 (5%) 
HOMO–6 → LUMO (5%) 
S0 → S9  3.39 366 0.184 HOMO–9 → LUMO (41%) 
HOMO–1 → LUMO+1 (38%) 
HOMO → LUMO+3 (7%) 
HOMO–4 → LUMO (4%) 
C70:BB-1 
co-crystal 





Table 3.6 List of the first ten singlet states calculated at the OT-LC-ωHPBE/cc-pVDZ + GD3 level 
of theory for each system. 
Name Excited State Energy (eV) Wavelength (nm) Oscillator Strength 
C70 S1 2.31 537 0.000 
S2 2.52 492 0.000 
S3 2.52 492 0.000 
S4 2.53 490 0.000 
S5 2.55 487 0.044 
S6 2.55 487 0.044 
S7 2.70 459 0.002 
S8 2.72 456 0.003 
S9 2.72 456 0.003 
S10 2.75 450 0.000 
BB-1 S1 1.51 824 0.192 
S2 2.11 587 0.002 
S3 2.63 471 0.010 
S4 2.89 429 0.273 
S5 2.90 428 0.004 
S6 3.19 388 0.005 
S7 3.23 384 0.247 
S8 3.39 365 0.000 
S9 3.62 343 0.001 
S10 3.64 340 0.001 
BB-2 S1 1.57 788 0.107 
S2 2.18 568 0.001 
S3 2.76 450 0.002 
S4 3.11 411 0.205 
S5 3.15 394 0.003 
S6 3.27 380 0.002 
S7 3.31 375 0.023 
S8 3.32 374 0.000 
S9 3.39 366 0.184 
S10 3.43 362 0.000 
Co-
crystal 
S1 1.56 794 0.141 
S2 1.92 646 0.000 
S3 2.14 578 0.003 
S4 2.20 564 0.001 
S5 2.23 556 0.000 
S6 2.40 517 0.004 
S7 2.41 516 0.001 
S8 2.41 514 0.000 
S9 2.44 508 0.026 






Figure 3.12 Natural transition orbitals calculated using TD-DFT at the OT-LC-ωHPBE/cc-pVDZ 






Figure 3.13 Natural transition orbitals calculated using TD-DFT at the OT-LC-ωHPBE/cc-pVDZ 






Figure 3.14 Natural transition orbitals for the co-crystal calculated using TD-DFT at the OT-LC-





The electronic structures of crystalline BB-1 and the C70:BB-1 co-crystal could not 
be easily analyzed by periodic DFT due to the large number of atoms in their unit cells. In 
lieu of that, we performed electronic coupling calculations by examining dimers within 
each crystal.84, 85 The chosen dimers for BB-1 and the C70:BB-1 co-crystal are shown below 
and were taken across all three crystal vectors. Also note that for the C70:BB-1 co-crystal, 
dimers A-F contained both C70 and BB-1 while dimers G-K only contained molecules of 
BB-1. For each of these dimers, electronic coupling calculations were carried out at the 
OT-LC-ωHPBE/cc-pVDZ + GD3 level of theory. The transfer integrals from these 
calculations are shown below in Tables 3.7 and 3.8. For BB-1, the strongest transfer 
integrals are for LUMO-LUMO coupling, or electron transport, though HOMO-HOMO 
coupling values are more consistent. Electrons moving through the material would be 
expected to traverse dimers C and G in a one-up-one-over type of travel. Holes tend to stay 
within a layer, moving along the A and B dimers, switching layers and directions through 
G dimers. This gives holes more degrees of freedom which may contribute (along with 
solvent and atmospheric factors) to the material exhibiting more p-type behavior than n-
type. Note that HOMO-LUMO interactions, or charge transfer, occur strongly in dimers C, 
D, B, and G (in decreasing order of strength), which suggests that there may be preferred 
orientations for device manufacturing, particularly as dimer E experienced poor coupling 









Table 3.7 Electronic coupling data, Jeff (meV), for each unique dimer in the crystal of BB-1. 
BB-1 BB-1 A B C D E F G 
HOMO HOMO 351.1 286.6 127.0 174.1 26.0 217.5 248.6 
HOMO LUMO 364.4 613.6 1118.2 865.8 78.5 88.5 570.3 
LUMO HOMO 170.4 428.3 146.3 530.1 0.1 327.3 136.0 
LUMO LUMO 181.7 101.7 910.4 8.5 75.8 258.1 737.8 
 
For the C70:BB-1 co-crystal, there are strong transfer integrals across both HOMO-
HOMO and LUMO-LUMO couplings, supporting the experimental conclusion of 
ambipolar properties. The strongest couplings occur in dimers J and K, which only involve 
BB-1 and reach along the a vector of the unit cell. Weaker coupling involving C70 is seen 
in the HOMO-HOMO of D and E and the LUMO-LUMO of A and F. Electrons are most 
likely to move between unit cells along the a axis among BB-1 and if they move into the 
LUMO of C70, they are just as likely to fall into the HOMO of BB-1 as they are to move 
back into the primary transport dimers. Holes are much more likely to stick to BB-1 as they 
move along J and K, but if they move to C70 via D or E, then pathways into the LUMO of 
BB-1 are very likely along D, C, and B, the last of which is otherwise very weakly coupled 
and probably indicates an end-point in hole transport. In other words, electrons and holes 
72 
 
prefer to move along the same axis, in the same dimers of BB-1, and if they encounter C70, 
there is a good chance of recombination or other charge transfer that might break that 
transport. As electrons are more prone to be trapped in stray environmental or atmospheric 
molecules than holes, this may explain the stronger p-type behavior of the co-crystal. 
HOMO-LUMO interactions appear strong in several dimers with not a strong preference 
for direction, suggesting that devices be oriented along the a axis. 
  
Figure 3.16 Pictorial representations of the C70:BB-1 co-crystal packing with the chosen dimers 







Table 3.8 Electronic coupling data, Jeff (meV), for each unique dimer of C70 and BB-1(A-F) and 
between molecules of BB-1 (G-K) in the C70:BB-1 co-crystal. 
C70 BB-1  A B C D E F 
HOMO HOMO 279.3 101.1 26.6 475.6 390.9 110.7 
LUMO HOMO 50.0 45.9 393.1 253.5 461.5 84.7 
HOMO LUMO 96.1 390.2 455.4 508.5 131.1 299.8 
LUMO LUMO 452.8 72.9 227.7 57.2 260.5 322.9 
BB-1 BB-1 G H I J K  
HOMO HOMO 31.6 45.7 121.9 370.0 805.1  
HOMO LUMO 123.9 223.5 31.4 225.0 98.7  
LUMO HOMO 88.6 57.2 137.1 595.0 515.7  
LUMO LUMO 160.0 192.9 88.8 691.8 634.2  
 
 
As a supplemental explanation for the charge-transport properties in the C70:BB-1 
co-crystal, we investigated the possibility of a superexchange pathway for holes between 
the bowls (tunneling through C70) and for electrons between the buckyballs (tunneling 
through BB-1). Superexchange is the coupling of antiparallel electrons between two ions 
that are separated by a counter ion. If the two external ions contain half-filled orbitals with 
antiparallel spins, and the central counter ion contains a filled orbital with sufficient 
overlap, then electrons in the central counter ion can hop to the ions on either side due to 
spin pairing, leaving it empty. However, once the first electron hops to the side, there is 
equal chance for the second central electron to hop to the side as there is for the unpaired 
side electron to hop to the center. This means that the system could be observed in a state 
where one of the external ions is empty and not the central ion. This net result is that 
sometimes a charge carrier is found on one external ion and sometimes on the other, 




Figure 3.17 Description of superexchange trimers with C70 in the center and a molecule of BB-1 
on either side. The bottom row represents the measured states of the system with the top and middle 
being a simplified explanation of how the system could move between states. At top, a C70 exists 
with a pair of electrons and the two BB-1 molecules contain anti-parallel unpaired electrons. One 
electron from the center can hop to either side (middle). A second electron can hop to the other side 
or the center (bottom).  
 
The trimers are chosen and labeled below in Figure 3.18 and the superexchange 
electronic coupling values appear in Table 3.9, calculated from the energy-splitting-in-
dimer approach.(ref) In general, the electronic coupling is negligible with a maximum hole 
coupling of 10 meV and a maximum electron coupling at 14 eV, suggesting that 





Figure 3.18 Superexchange trimers identified in the C70:BB-1 co-crystal with hole pathways in red 





Table 3.9 Splitting energies and electronic couplings (t; from the energy-splitting-in-dimer 
approach) of the C70:BB-1 co-crystal trimers evaluated at the OT-LC-ωHPBE/cc-pVDZ + 
GD3level of theory. 
Trimer Orbitals ΔE (eV) t (meV) 
A` HOMO – (HOMO–1) 0.02104 10.5 
B` HOMO – (HOMO–1) 0.00296 1.5 
C` HOMO – (HOMO–1) 0.00979 5.0 
D` LUMO – (LUMO+1) 0.02635 13.2 
E` LUMO – (LUMO+1) 0.02224 11.1 
F` LUMO – (LUMO+1) 0.02796 14.0 
G` LUMO – (LUMO+1) 0.02545 12.2 
H` LUMO – (LUMO+1) 0.02652 13.2 
I` LUMO – (LUMO+1) 0.02252 11.2 
 
Experimental observations of BB-1 and BB-2 suggested that the substituents on the 
aromatic core affected the electron delocalization, leading to lower-energy optical 
transitions and a smaller EA/IP gap. These results were confirmed by an examination of 
the HOMO/LUMO, ionic states, and excited states of BB-1 and BB-2. The ethynyl groups 
on BB-1 pull electron density from the aromatic core, leading to a smaller HOMO/LUMO 
gap and predicting a lower-energy optical transition. Charge transport was observed in 
crystals of BB-1 and co-crystals of BB-1 with C70 and that behavior was explored here 
through electronic coupling calculations on dimers present in the crystal. These 
calculations suggest pathways for electrons and holes to travel throughout each of the 
crystals and we find a reasonable explanation for the observed p-type behavior of BB-1 
and ambi-polar behavior of the C70:BB-1 co-crystal within these pathways.  
 
3.4 Conclusions 
Calculations on the propeller molecules showed delocalization between the blades, 
across the central sp3 axis. This delocalization was initially unexpected as the central 
carbon’s hybridization would normally break conjugation between the blades. The HOMO 
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is delocalized across all three blades while the LUMO is only delocalized across two. This 
delocalization is explained by examining the orbitals of the individual blades, which show 
electron density across the sp3 hybridized axial carbon. This is the result of the imido 
oxygen atoms pulling electron density away from the imido nitrogen, which generates the 
symmetry character needed to delocalize onto the central axis. Calculations for the cation 
and anion of the blades and propellers agree, additionally showing that the cation is less 
stable than the anion, perhaps because there is so little electron density on the nitrogen to 
receive the positive charge. TD-DFT calculations generally agree with experimental optical 
spectra and reveal a complex mixture of participating orbitals. Notably, the most coronene-
like propeller, TPT-4, displays a different number of peaks than the others, consistent with 
literature comparisons of coronene and perylene diimide.  
Calculations on the buckybowl and C70 system determined that the choice of 
substituent on the buckybowl will affect delocalization, allowing tuning of the optical gap 
and transition. The ethynyl groups on BB-1 pulled electron density away from the aromatic 
core, redshifting the optical transitions relative to BB-2, where electron density remained 
on the core. The anion was determined to be more stable than the cation in all systems with 
no significant difference between the charged states and the neutral HOMO/LUMO. These 
calculations did not explain the observed charge carrier mobilities as orbitals in the C70:BB-
1 co-crystal were completely localized to one of the two molecules. Electronic coupling 
calculations on dimers revealed pathways for charge carrier transport in both the BB-1 
crystal and the C70:BB-1 co-crystal, as well as charge-transfer dimers. Within the BB-1 
crystal, holes had more degrees of freedom to move than electrons, which had to contend 
with charge-transfer pathways, explaining their observed p-type behavior. The ambipolar 
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carrier mobilities of the co-crystal are explained by discovered pathways for both holes and 
electrons among the molecules of BB-1, noting that the C70 can act as a recombination trap. 
Studying trimers for the presence of superexchange in the co-crystal suggests that it is an 
unlikely means of charge carrier transport. 
These calculations examined chemical and electronic structure within organic 
semiconductors. Questions about charge carrier mobility and delocalization in the propeller 
system revealed a connection between the symmetry of the blade orbitals, the 
delocalization across the propeller, and the chemical structure of the blades. Similar 
questions in the crystalline systems were answered by considering electronic structure as a 
function of chemical structure, asking how arrangement of dimers revealed overlap 
between orbitals. All of these calculations began with questions raised by behavior seen 
during experiment and applied a simulation to find an explanation. The calculations here 
do not explore unknown chemical space, but work to support experimental exploration. 
With this role of simulation established, this thesis will work in the next chapter to elaborate 





CHAPTER 4. ATMOSPHERIC ADSORBATES ON LITHIATED NICKEL-
MANGANESE-COBALT OXIDE SURFACES 
4.1 Introduction 
Lithiated nickel-manganese-cobalt-oxide (NMC), a material composed of five 
elements with the general chemical formula LiNi1-y-zMnyCozO2, was first synthesized in 
2001 by Ohzuku & Makimura for the purpose of serving as a cathode in lithium-ion 
batteries.86 The development of NMC stemmed from work on LiCoO2, LiNiO2, and 
LiMnO2, each of which contained desirable characteristics for batteries.
87 Lithium-ion 
batteries are the most prominent power source for mobile electronics as they are generally 
light weight,88 high-voltage,87 and long lifetime (as measured in charge-discharge 
cycles).89, 90 While they are a great mobile power source, they need to be recharged 
frequently and their energy density limits use in larger applications, such as automobiles 
and solar power storage.87 Lithium-ion batteries shuttle lithium ions between a layered 
cathode, where they intercalate, and an anode. While anodes of lithium metal offer high 
voltages, the formation of lithium dendrites over the batteries’ lifetime risks damage to the 
battery casing, exposing the lithium metal to air, causing fires and explosions.87, 91 Thus, 
intercalating lithium ions within other anode materials, often graphite, has been industry 
standard and current research focuses on improving the chemical potential of layered 
cathode materials.87, 91 NMC has been shown to be relatively stable and a number of 
experimental and computational studies have been performed to greatly characterize bulk 
and surface properties.39, 40, 91-94  
Surface studies for NMC, in particular, have focused on the chemical structure 
during charge-discharge cycles,93, 94 and with coating the surface to improve 
electrochemical properties.95-98 The general consensus is that surface coatings protect the 
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surface from rearranging into rock-salt structures, which are not layered and will not 
participate in the lithium ion intercalation.91, 94, 96 A recent study by Garcia et al. reports 
the stability of certain NMC surfaces while noting that the presence of oxygen may affect 
surface energy and particle formation.40 These studies have not reported the presence of 
adsorbates on the surfaces or the effects such adsorbates might have. To determine if this 
omission in the literature is justified, we set out to explore the adsorption state of NMC 
using density functional theory (DFT) and first-principles thermodynamics. 
First-principles thermodynamics (FPT) uses thermodynamic quantities and 
equations to predict chemical behavior under experimental conditions by assuming ab 
initio energies represent chemical potentials at zero Kelvin.29, 30, 99 In 2015, Herrmann & 
Heimel showed that, for surface chemistry, FPT requires choosing adsorbates and their 
stoichiometric coefficients carefully to ensure realistic conditions through conservation of 
mass.28 A species adsorbed on a surface must come from the environment and may be the 
product of a separate reaction. Thus, thermodynamic calculations for a surface with a single 
hydroxide present must contain terms for the missing hydrogen and energy produced by 
dissociation of a water molecule. Herrmann & Heimel applied this to ZnO surfaces to show 
that considering the partial pressures of only water and hydrogen, water and oxygen, or 
hydrogen and oxygen, is insufficient; each consideration produces its own phase diagram 
with no information as to which is more like experiment. Instead, all three species must be 
considered with restrictions on the stoichiometric coefficients allowed. They used this to 
predict a half-dissociated water monolayer on the ZnO (1010) surface, in line with 
experiment.  This adjustment to FPT was used by Jarolimek& Risko on lithiated iron 
phosphate surfaces to produce phase diagrams predicting the adsorption state under one 
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and two adsorbates-per-unit-cell.100 They showed that exposed iron atoms were the 
preferred adsorption sites for two water molecules. They also found no evidence to support 
the formation of a bridged adsorption site between iron, oxygen, and phosphorus, which 
had previously been alleged in the literature.101 FPT has been applied to carbon dioxide 
and oxygen adsorption on lanthanum oxide,102 cobalt oxide surface stability,103 and 
methanol adsorption on zinc oxide.104  
Here we use FPT and a DFT+U approach to predict the surface adsorbates of NMC 
when it is exposed to air to determine phase diagrams as a function of temperature and 
partial pressures of hydrogen, oxygen, and water. Following the work of Garcia et al., the 
bulk and selected surfaces are relaxed.40 Atmospheric adsorbates (hydrogen, oxygen, 
hydroxide, and water) are placed on the surfaces and relaxed, and first-principles 
thermodynamics are applied to produce the phase diagrams, identifying regions of 
experimental feasibility. We predict most surfaces to be bare of adsorbates under most 
experimental conditions, save at higher temperatures and pressures.  
 
4.2 Methods 
The √3 × √3 supercell and surfaces for NMC chosen for this work were derived 
from those used by Garcia et al. and Cahill et al. (Figure 4.1).40, 105  The NMC bulk was 
relaxed using the DFT+U approach with Hubbard’s U values of 4.87, 5.96, and 5.00 for 
Mn, Ni, and Co, respectively, using the Perdew-Burke-Einzerhof exchange-correlation 
functional and the projector augmented wave method to describe electron-ion 
interactions.56, 68, 69 Surfaces were cut from the relaxed bulk with a vacuum thickness of 10 
Å above each and the top 3 Å were allowed to relax further (Figure 4.2). We intended to 
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use the same surfaces used by Garcia et al. but could not replicate their surface 
reconstructions with the Miller indices provided.40 To maintain chemical consistency, we 
chose to use surfaces with the same reconstructions, resulting in different Miller indices. 
The inclusion of the (122) surface was the result of a misinterpretation but was included 
due to its relatively low surface energy. Relaxations used a 3×3×3 gamma-centered k-point 
mesh with Gaussian smearing width of 0.05 eV and an energy convergence criterion of 
1×10-4 eV. Calculations were performed using the Vienna ab initio Software Package 
(VASP) version 5.4.71, 72 Once the bulk and each surface were relaxed, adsorption sites 
were identified and adsorbates were placed according to two schemes:100 One species from 
the set [H, O, H2, O2, OH, H2O], or two species from the set [O2, OH, H2O], which are 
referred to as the unimolecular and bimolecular systems, respectively. The adsorbed 
systems were then allowed to relax as above and for each species in each set, the lowest 
energy site identified for further calculation.  
 
Figure 4.1 Visualization of the bulk lithiated NMC from the side (left) and top with the unit cell 











An in-house Python code was written to implement FPT and generate adsorbate 
phase diagrams. The chemical potential of the surface at varying temperatures and partial 




(𝐺surf − ∑ 𝜇𝑖𝑁𝑖𝑖 ) (18) 
where γ is the surface energy, A is the surface area, and Gsurf is the calculated DFT+U 
relaxation energy for a given surface. For each system of surface and adsorbate (or the bare 
surface) the chemical potentials are summed over reservoirs of bulk NMC, H2, O2, and 
H2O where μ is the chemical potential of the species and N is the stoichiometric coefficient 
of the species, calculated orthogonal to the coefficients of the water dissociation reaction. 
Chemical potentials at different temperatures and pressures are calculated by: 





where ε is the calculated DFT relaxation energy of a single gaseous species, T is the 
temperature, p is the partial pressure of a species, and λ is the thermal de Broglie 
wavelength.  
For a given set of temperature and partial pressures, the chemical potentials of the 
surface with each adsorbate could be determined and compared against that of the bare 
surface. A phase diagram of the system’s adsorbates is generated by plotting the minimum 
energy system at each temperature and partial pressure. On each plot, a square is drawn to 
represent partial pressures accessible under common experimental conditions (105 – 10-10 
mbar), and NMC surfaces with adsorbates that appear in these regions were subject to 
electronic relaxation and DOS calculations using conditions described above. Regarding 
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the DOS calculations, it has been shown that use of Hubbard’s U in DFT calculations, 
especially with NMC, reduces self-interaction error but induces changes in the electronic 
structure.39, 91, 92 The choice to continue using the +U in the DOS calculations was made to 
reduce variability with respect to the relaxation calculations. 
The analysis code can be found in the following github link: 
https://github.com/jro277/Risko_group 
 
4.3 Results and Discussion 
We start by comparing the stabilities of the pristine NMC surfaces, as the most 
stable structures will be used for further investigation. Of the surfaces considered, the most 
stable surface is the (122) surface, followed by the (308) and (001) surfaces (Table 4.1). 
Our results display the same trends in surface energy as Garcia et al., though the reported 
values are not identical due to differences in theory as they included a single-point hybrid 
calculation using PBE/HSE06. Surface reconstructions show that all studied surfaces are 
stable under relaxation with the (122) and (302) surfaces displaying a sawtooth and 
trenched structure, respectively, while the (001) surface is smooth with under-coordinated 
lithium ions on the surface. Assuming the exposed lithium ions have some mobility, two 
versions of the (001) surface were examined (Figure 4.3). The b configuration contains 
three lithium ions relatively nearby, forming a hollow adsorption site, though the 
Coulombic repulsion results in a higher surface energy. Though Garcia et al. did not 
include the b configuration, both configurations apply the same principle to ensure the 
surface is non-polar. We also note that multiple adsorbates show lower surface energy on 
the b configuration than on the a configuration. Jarolimek & Risko, encountered a similar 
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situation with a bridging adsorption site on lithium iron phosphate.100 In their work they 
found the site to be unstable during relaxation, which they took to suggest that generating 
the bridging site may have required the system to overcome large kinetic barriers. The two 
(001) configurations present a similar question and we find that not only is the difference 
in energy relatively small, but the two configurations are stable and each preferred in the 
right conditions.  
Wulff constructions generated using the ionic relaxation energies predict that all 
five surfaces participate in particle formation (Figure 4.4). Garcia et al. predicted 
constructions consisting only of the (001), (302), and (308) surfaces, noting that the 
(302) surface could be susceptible to the chemical potential of oxygen during synthesis, 
and likewise with the (001) surface and lithium chemical potentials, both due to their 
termination. Using a form of FPT as: 





where i is either O or Li, μ is the chemical potential of the species in question, and μ0 is the 
chemical potential of the species’ standard form (O2 or Li metal), they predict that this 
dependence on the chemical potentials of oxygen altered the proportions of each surface in 
their Wulff constructions. This variation was achieved either through changes in 
temperature or oxygen partial pressure. Furthermore, they showed that different chemical 
potentials altered the portion of monolayer coverage on the (302) surface.40 Our 
construction does not agree with theirs, but this may be due to differences in the level of 




Table 4.1 Surface energies obtained at the PBE+U (U = Mn 4.87, Ni 5.96, Co 5.96 eV) level of 
theory. The two (001) entries refer to different arrangements of surface Li ions. 
Plane Area (A2) Surface Energy 
(J/m2) 
(308)  85.7 1.89 
(001)a 54.3 1.90 
(001)b 54.3 1.99 
(122)  96.3 2.25 
(302)  49.4 2.38 












Figure 4.4 Wulff construction from two perspectives using the ionic relaxation energies. 
 
The unimolecular adsorption phase diagrams are shown below for the (122), 
(308), and (001) surfaces (Figure 4.5, left). All diagrams show a similar inverse 
relationship between the partial pressures of water and those of hydrogen and oxygen. For 
any surface, the boundary between bare and adsorbed states follows a path where 
increasing water pressure decreases hydrogen and oxygen pressure. Additionally, the 
boundary between adsorbed water and a bare surface has a slope of -2 O2/H2. This reflects 
the conditions set by Herrmann & Heimel, that when solving Eq. 2 for any particular 
system the stoichiometric coefficients must not only sum to the physical system, but also 
must be orthogonal to the coefficients of the reaction 2𝐻2 + 𝑂2 → 2𝐻2𝑂.
28 Thus, this 
reaction sets the qualitative behavior of the system: A system with higher partial pressures 




The three surfaces of interest follow this pattern, being mostly bare in both the uni- 
and bimolecular sets except for conditions of high temperatures and water pressure and 
low oxygen and hydrogen pressures. The (122) surface, however, appears to prefer the 
binding of a single oxygen near an under-coordinated manganese ion, but as temperatures 
rise either the surface is stripped bare or the oxygen is replaced with a water molecule 
depending on the partial pressure of water.  The (308) has a more complex phase diagram, 
including H, O, OH, and H2O at various points. The lone hydrogen forms a hydroxide 
above trench-side Li while the lone oxygen coordinates with surface Mn and Co ions. The 
hydroxide coordinates Co and Ni ions and the water lies opposite from the hydrogen’s 
trench-side Li site. The (001) surface gains an oxygen atom above a hollow, away from 





Figure 4.5 Surface phase diagrams for the (122), (308), and (001) surfaces. Water partial pressure 
appears along the columns, temperature along the rows, oxygen pressure along the y-axis and 
hydrogen pressure along the x-axis. Green is H|2 O2, yellow is H2|O2 + OH, magenta is O|O2 + H2O, 





Figure 4.6 Phase Diagrams of the (100) and (302) surfaces showing both unimolecular and 
bimolecular adsorbate results. Water partial pressure appears along the columns, temperature along 
the rows, oxygen pressure along the y-axis and hydrogen pressure along the x-axis. Green is H|2 
O2, yellow is H2|O2 + OH, magenta is O|O2 + H2O, dark green is O2|2 OH, blue is OH|OH + 







The bimolecular phase diagrams (Figure 4.5, right) tell a similar story. The (122) 
surface only contains adsorbates at higher temperatures and water pressures: two water 
molecules above hollows, one near manganese and the other near nickel, which can be 
replaced with oxygen or hydroxide if the conditions are just right. On the (308) surface, 
most adsorbates stay in bridging sites above two transition metals with the exception of the 
system with two water molecules, where one sits atop a lithium as it did in the unimolecular 
case. The (001) surface remains almost entirely bare except for a small section of two 
water molecules, each of which occupy the same two sites that are occupied in the 
unimolecular cases. Combining these insights with the Wulff construction results in the 
conclusion that small particles are likely to be bare of adsorbates at both standard and 
vacuum conditions as the experimental region does not approach the adsorbed states until 
600 K. Note that these three surfaces, mostly bare, have lower surface energies than the 
two remaining surfaces: (100) and (302) (Figure 4.6). The unimolecular phase diagrams 
for these higher energy surfaces show coverage by water and an oxygen atom, respectively. 
The bimolecular phase diagrams for these two surfaces are bare at lower temperatures and 
bound to hydroxide and water at higher temperatures. The Wulff construction indicates 
these surfaces occupy a smaller proportion of particulate surface area. Given the number 
of molecules that generally surround surfaces, the bimolecular diagrams are more likely to 
be representative of natural behavior, and thus we say that even if these higher energy 
surfaces are exposed, they are likely to be bare under most experimental conditions, 
particularly the low-temperature, low-pressure conditions of ultraviolet photoelectron 





The surfaces of NMC are most likely bare under standard and low-pressure 
experimental conditions. Simulations of several surfaces at the DFT+U level show that 
when considering multiple adsorbates, pristine surfaces are the minimal energy 
configurations under most conditions. When adsorbates bind to the surface, the most 
common adsorbate is water, with oxygen atoms and hydroxide ions frequently appearing 
as well. We speculate that the adsorbates may have significant effect on the electronic 
structure of the surfaces, but such calculations are ongoing. This result is surprising as both 
Herrmann & Heimel and Jarolimek & Risko produced phase diagrams for metal oxides 
that showed opposite behavior: surfaces at standard conditions should have adsorbates and 
only become bare at higher temperatures and pressures. We hypothesize that these results 
may be related to the thermodynamics of this material.  
With five elements present in this material, it can potentially be considered as a 
high-entropy oxide; the surface energies calculated here fall within the range seen in high-
entropy oxides.106 If NMC qualifies as such a material, could the lack of adsorption at 
standard conditions be related? The calculations herein suggest that most surface-adsorbate 
systems have a higher energy than the bare surfaces at standard conditions. Electrochemical 
cycling show that the surface reconfigures itself into rocksalt structures over time, though 
this can be inhibited with surface coatings and dopants. The reconfiguration suggests that 
the NMC structure can, with additional energy, overcome thermodynamic or kinetic 
barriers to find a lower-energy state, such as the high-entropy of this structure. That entropy 
may also contribute to resisting adsorption, as adsorption represents a lower-entropy state. 
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Further calculations will be needed to investigate this hypothesis on NMC, and other, 
similar systems. 
These results can be used for the prediction of surface behavior in experimental 
studies, whether bare surfaces are desired or not, and in discussion of the surface 
restructuring seen during charge-discharge cycles. Restructuring has driven investigations 
into doping,96 varying ratios of transition metals,91 and surface coating all to improve 
battery lifetime.97, 98 Whether adsorbates would assist or hinder surface restructuring is an 
important question for research going forward. Increased temperature, such as may occur 
during battery operation, may also promote increased adsorption. This would impact the 
surface potential, the lithium intercalation kinetics and dynamics, and the battery’s lifetime. 
And perhaps a better understanding of the surface behavior of this material may help it find 





CHAPTER 5. A GENETIC ALGORITHMIC APPROACH TO DETERMINE THE 
STRUCTURE OF LI-AL LAYERED DOUBLE HYDROXIDES 
5.1 Introduction 
Bimetallic and trimetallic layered double hydroxides (LDH) are intriguing 
materials for a number of applications, including pollution abatement,107, 108 drug 
delivery,109 application of pesticides and agricultural chemicals,110 and supercapacitors.111 
LDH are also of interest as catalysts, either directly as the catalyst or as a support for 
catalytically active metal nanoparticles, in applications as diverse as water splitting,112-114 
biodiesel synthesis,115 and alcohol oxidation.116 While the catalytic activity of LDH are 
well established, in many cases the mechanism of action is only poorly understood.117 The 
examination of the  chemistry of LDH as catalysts and supports requires precise knowledge 
of the surface structure and composition, but establishing such models is challenging as 
even the bulk LDH structure can be difficult to resolve.118-121  
LDH are composed of a set of two layers, a cationic metal hydroxide layer and a 
hydrated anionic layer, that are stacked on top of each other to form large platelet-like 
structures.116, 121, 122 The ions of the cationic layer lie in a hexagonal close-packing (hcp) 
structure, so the positions of the metal or hydroxide ions can be described as occupying 
hcp layers A, B, or C, leading to two variations: ABC or CBA, which are related by a 
mirror plane running through the metal ions.121 The anionic layer is composed of anions 
and typically water molecules, depending on the synthetic procedure and environment.116 
While a wide range of anions can be accommodated in the LDH structure, for practical 
purposes LDH are typically prepared in the carbonate form.116, 120, 123 X-ray diffraction 
(XRD) can provide lattice parameters and information about the cationic layer,118, 119 but 
presents limited-to-no information about the position and orientation of the species in the 
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anionic layer. Hence, precise identifications of LDH polytopes remain unsettled.121, 124-126 
The positions of the interlayer molecules, and their spatial orientations, need to be 
determined precisely if further insight pertaining to LDH chemistry is to be gained. For 
bimetallic LDH, density functional theory (DFT) calculations have been carried out for Zn-
Al and Mg-Al LDH to determine surface energies for given cation orderings and examined 
interlayer chlorides and nitrates, providing a starting point for this work with carbonate-
containing Li-Al LDH.122, 127-129 
Here, the thesis discusses the development and deployment of a GA to explore the 
chemistry and structure of bulk Li-Al LDH, a material that shows catalytic activity for the 
depolymerization of lignin, particularly when used as the support for catalytically active 
gold nanoparticles.123 This approach led to the creation of two GA (1.0 and 2.0, 
respectively), both of which afforded structures with XRD patterns similar to experiment. 
GA 2.0 explored a much larger parameter space and, when combined with DFT 
calculations, delivered several stable structures with excellent fitness and good agreement 
with the experimental XRD pattern.  
This chapter is reprinted (adapted) with permission from Josiah Roberts, Yang 
Song, Mark Crocker, and Chad Risko, J. Chem. Inf. Model. 2020, 60(10), 4845-4855. 




5.2 Computational Methods 
5.2.1 Genetic Algorithm 1.0 
Commonalities of all possible Li-Al LDH structures were removed from the 
genome and hard-coded into the genetic algorithm (GA 1.0). The chemical composition of 
the cationic layer in GA 1.0 is [LiAl2(OH)6]
+1 and the anionic layer is CO3
-2 · (H20)x (x = 
0, 1, 2). To correctly account for charge balance, all structures were built by doubling the 
cationic layer along the a-axis for a stoichiometry of 3 [Li2Al4(OH)12]
+1 · 3 [CO3
-2 · (H2O)x] 
(x = 0, 1, 2) where the stoichiometric coefficients represent the three layers per unit cell.  
 
Figure 5.1 The structure of the genome for GA 1.0. 
 
This process resulted in a genome consisting of eleven genes across three regions 
defining an individual polytope (or cationic layer stacking), the lattice parameters, and the 
position and orientation of the carbonate ions, and 0, 1, or 2 water molecules present in 
each anionic layer (Figure 5.1). The polytope was coded as a single nucleotide representing 
3R1 or 3R2 while the lattice was a 2x3 array containing the unit cell side-lengths and angles. 
This genome assumes hexagonal close packing and well-ordered cations, both for 
simplicity and due to sharp diffraction lines in the experimental diffractogram (Figure 5.4, 
see Results & Discussion), though we acknowledge the limitations of this model 
considering known imperfections such as vacancies, cation disorder, and turbostratic 
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behavior.126, 131 The nine remaining genes encoded the carbonate ions and water molecules. 
The three nucleotides in each gene encoded the xy-position of the molecule’s central atom, 
a rotation about the z-axis (θ), and a rotation about the x-axis (φ). As the satellite atoms of 
each species are defined by well-established bond-lengths and angles, they required no 
genomic data. Due to symmetry, carbonate can only have two significant rotations about 
the z-axis while water can have four, easily coded as integer nucleotides. Finally, the 
rotation about the x-axis, a small tilt away from the horizontal, was coded as an integer -
30° ≤ φ ≤ 30° with 30° chosen as the cutoff to prevent atoms from colliding with those of 
the cationic layers on either side. 
The initial population consisted of 482,450 individuals and contained all possible 
individuals who had no water in any layer, as well as a large random sample of individuals 
with one water-per-layer and two waters-per-layer. These genomes were indexed into a 
Python-based Pandas DataFrame herein referred to as the Genedex. As the full set of 
individuals was quite large, the starting population for each trial was generated by 
decimation.  
Once all individual fitness parameters were determined, the top 35% of individuals 
were selected for a breeding pool and an additional 8.75% (or one-quarter of the most-fit 
populace) were added for diversity. The single most-fit individual was then cloned 20 times 
to assist new, beneficial mutations. Each individual was allowed to be a parent and selected 
a random partner from the breeding pool (causing most individuals to reproduce twice). 
Each pair generated two or three children (average 2.5). Typically, child genomes are 
obtained through 1- or 2-point crossover,132 but here each gene of the child had a 50% 
chance to come from the mother or father, with genes being passed whole and not by 
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nucleotide. This approach provides genomes with more randomization than the crossover 
method, though it prevents reliable inheritance of polygenic traits through passing down 
genetic regions, which was accounted for by using a large population. Once selected, each 
gene was subjected to a mutation function. Each gene was assigned a different probability 
of mutation, but mutations occurred at the nucleotide level by changing the polytope 
(1.5%), small changes to lattice parameters (1%, each), by tilting in the plane (5%), or by 
hopping one position in either the x- or y-direction (0.5%). Once the mutation function was 
called, the new child was stored in a new Genedex. The population size of the new 
generation could be controlled with the selection and fertility parameters defined above. 
The starting population held around 10,000 individuals with a 9.375% growth rate. This 
was empirically found to strike a good balance between the large population needed to 
account for the genome randomization and the cost of increased processing time on a 
desktop workstation. 
 
5.2.2 Genetic Algorithm 2.0 
After several trials, GA 1.0 was updated to include new structural information and 
to build structures differently, delivering GA 2.0 (Figure 5.2). The polytope region was 
expanded from a single gene with a single nucleotide to two genes with multiple 
nucleotides. The first determined the number of layers in the system (1, 2, or 3) and the 
thickness of the layers (4.77 Å for brucite or 4.85 Å for gibbsite).127 The second determined 
the symmetry operations used when translating each layer upward (Figure 5.3). The 
stoichiometry of the unit cell was not otherwise altered from GA 1.0. This approach was 
inspired by the work of Britto & Kamath on building LDH materials layer-by-layer,121 
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wherein layers above the first are built by translating the first layer and applying some 
degree of rotation, reflection, or translation. Notably, Britto & Kamath showed how such 
an approach can generate the common 2H and 3R polytopes. GA 2.0 allowed for additional 
symmetries and polytopes to be considered, even if they were ultimately not fit or 
physically realistic. 
 






Figure 5.3 The symmetry operations defined for GA 2.0: σx, σy, σz (top), Cn (middle), and Tx, Ty 
(bottom) 
 
Genes were defined for a reflection of the xy-plane, a reflection across either the 
xz- or yz-planes, a rotation about the z-axis of any fraction 1/N (N = 1, 2, …, 12), and a 
translation in the xy-plane (Figure 5.3). When building the structure, GA 2.0 built the first 
cationic layer according to a pre-set pattern, each successive cationic layer by applying the 
encoded symmetry operations, and then stacking the cationic and anionic layers to achieve 
the final desired lattice. As the lattice constants were experimentally determined by XRD, 
GA 2.0 did not adjust the c-parameter of the unit cell to match the number of layers, 
meaning there was significantly more void space in structures with 1 or 2 layers, while 
structures with 3 layers were tightly packed. As with the genes describing the lattice 
parameters and anionic layers, these new genes were inherited as whole genes, but each 
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nucleotide was assigned an independent mutation chance, with the exception of the vertical 
reflection planes, where having both xz- and yz-planes is equivalent to a C2 rotation about 
the z-axis and so the corresponding nucleotides were adjusted appropriately. Finally, the 
possible positions for the water and carbonate moieties were fine-grained by allowing them 
to take positions half-way between the previously defined parameters for a total of 12a * 6b 
= 72 possible positions (up from 18).  
Finally, it is important to note variations with this GA with respect to literature 
precedent. For instance, instead of a dynamic fitness function133 using structure parameters 
and Rietvald refinement132, this GA sets a static fitness and does not include peak 
intensities in its consideration. Additionally, the way genes experience crossover makes it 
difficult for children to inherit polygenic traits. By allowing the GA to pass along all of the 
father’s carbonates or all of the mother’s Layer 2 from time to time, it may be able to reach 
a higher fitness or find convergence faster, and would be more in-line with other chemical 
GA which use a 1- or 2-point crossover method. These changes may or may not improve 
the performance of the GA, and future applications of this GA to other systems will 
investigate how these changes affect the outcomes. 
Code for both GA 1.0 and GA 2.0 and the initial Genedex can be found on GitHub 
at https://github.com/jro277/Risko_group. Due to the size of the Genedex, it has been split 
into four pieces for easier file transfer. 
 
5.2.3 Density Functional Theory (DFT) Calculations 
Select structures derived from the GA were subject to DFT calculations using the 
Vienna ab initio software package (VASP)71, 72. The DFT calculations made use of the 
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projector-augmented wave pseudo-potentials68, 69 and the generalized-gradient 
approximation functional of Perdew-Burke-Ernzerhof.56 Structures were evaluated with a 
6x6x6 Γ-centered K-point mesh, a 520 eV energy cutoff, and Gaussian smearing with a 
0.05 eV smearing width. Structures were given three relaxations of 30 ionic steps each to 
reach the minimum energy with a convergence threshold of 1.0 x 10-5 eV.  
 
5.3 Results & Discussion  
An individual LDH structure is represented in the GA by a genome that defines 
how the cation layers are stacked, the position and orientation of the carbonate and water 
molecules, and the lattice parameters. An individual’s fitness is determined by simulating 
the XRD pattern and comparing it to experiment (Figure 5.4). The number of peaks with 
intensity greater than 10% of the maximum are counted as total peaks (TP), and of these 
the number of uniquely matching peaks (NoMP) are counted, with the fitness defined as 
the sum of these parameters as shown in Equation 1, above. Additionally, an individual’s 
XRD phenotype is summarized in the matching peak string (MPstring), which lists the 
peaks present for each individual by their index. The peaks of the experimental XRD 
pattern are indexed in order of their 2θ: i.e. the experimental peak with the lowest 2θ is 
referred to as p0, the next lowest 2θ is p1, then p2, and so on until p8 with the highest 2θ. 
Thus, an individual with MPstring = ‘011246’ has (NoMP, TP) = (5, 6) as it has six TP but 
only five NoMP and a fitness sum equal to 11, while the ideal individual would have 




Figure 5.4 The experimental XRD diffractogram123 (green) compared with an example simulated 
XRD diffractogram (black). The blue line shows the cut-off at 10% maximum intensity. This 
individual would have the following fitness parameters: Number of matching peaks (NoMP) = 7, 
total peaks (TP) = 9, MPstring = ‘01234556’. 
 
5.3.1 Genetic Algorithm 1.0 
Given the large starting population, and after several trials of adjusting fitness 
parameters and structure, GA 1.0 arrived in the form described in the Computational 
Methods section. GA 1.0 generated a large population of individuals with (NoMP, TP) = 
(5,9) and a smaller population with (NoMP, TP) = (6, 9). Examination of the genetics of 
the (6,9) population, as well as other sub-groups over time, revealed a few patterns in the 
genome. Individuals with two waters per layer had higher NoMP, but also had TP much 
greater than 9. The most successful structures were those with one water per layer. Lattice 
angles hovered around α = 80°, β = 93°, and γ = 120°. The species in the anionic layer 
preferred to be positioned directly above a Li atom, or in the case of the final population, 
directly below an Al atom (Appendix: Figure A1). Since the unit cell contains two copies 
of the LiAl2(OH)6 moiety, there are two equivalent xy-positions in each layer. The (6,9) 
sub-population prefers to occupy equivalent sites in the lower two layers, and near-
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equivalent sites in the top layer. This population had some tolerance in mutating without 
losing a peak, but it is suspected that they are more fragile compared to their (5,9) cousins 
in the sense that their offspring are not all (6,9) themselves. This suggests that perhaps the 
emergence of certain peaks is polygenic, that is, it is the combination of several genes that 
produces the fittest individuals, rather than just any specific “good” gene. 
 
Figure 5.5 Input and output structures for the five individuals chosen from the GA for further 
evaluation via periodic DFT calculations. 
 
Four of the (6,9) individuals (n8, n264, n36901, n12390) were selected for 
structural relaxation via DFT, along with a mutant (n14222), created by copying n12390 
and moving the Layer 3 carbonate and water from near-equivalent xy-positions to 
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equivalent ones. All individuals had the same stoichiometry and fitness parameters, but 
different MPstrings and genomes. DFT relaxation revealed that only n264 and n12390 were 
viable structure candidates: n3691 and n14222 had much larger energies and n8 appeared 
more deformed than n264 and n12390 (Figure 5.5), losing their layered structure and 
coordination polyhedra.  After relaxation, all five structures showed a significant decrease 
in their fitness (Figure 5.6), losing at least one matching peak upon relaxation and gaining 
several non-matching peaks. 
 
Figure 5.6 Change in fitness parameters after DFT relaxation of select individuals from GA 1.0, 
showing the contribution of each parameter to total fitness. 
 
Figure 5.7 shows the ordering of individuals from best-to-worst as a function of 
different metrics post-relaxation. For energy, the ranking is done by the minimized DFT 
energy; for NoMP and fitness, the structures are ranked highest-to-lowest. The order in the 
energy and NoMP columns are the same, but reversed in the fitness column, which initially 
suggested NoMP may be a better predictor of DFT relaxation than total fitness (which is 
easily dominated by a large TP). Note that n264 and n12390 appear at the top of these 




Figure 5.7 Ranking the five selected individuals by various metrics from best to worst. 
 
Overall, GA 1.0 provided a set of individual structures with XRD patterns in 
moderate agreement with experiment. These structures lost fitness during DFT relaxations, 
however, and they lacked certain peaks altogether. As an approach, GA 1.0 clearly had 
potential, but the implementation had clear problems, including that it did not allow for 
other polytopes, certain peaks became extinct, and structures that produced highly fit XRD 




5.3.2 Genetic Algorithm 2.0 
Given the discrepancies noted for GA 1.0, the updated algorithm GA 2.0, described 
in the Computational Methods section, was run for 50 generations. The starting population 
was the same size as the starting population for GA 1.0, but starting positions were re-
randomized to account for the increased position indexing and new polytope genes were 
randomly assigned. The xy-translation vectors were limited to complementary fractions Tx 
= n/6 or n/4, Ty = 1 - Tx and allowed to mutate randomly. Herein, we define four 
populations for further analysis: The final population (gen50, N = 91,658), individuals 
within gen50 that have (NoMP, TP) = (7,9) (fit79, N = 5,586), individuals across all 
generations that contain p7 and/or p8 (p78, N = 17,512), and individuals within p78 that 
have NoMP = 8, 9 (nomp89, N = 293). Anions in gen50 and fit79 showed specific 
preferential positions (Appendix Figure A4), which tended to (i) avoid Al, (ii) lie near Li 
or O (Appendix Figure A5), and (iii) be titled by approximately 15° rather than lying flat 
(Appendix Figure A6). Individuals in p78 and nomp89 had more varied anion positioning 
than those in fit79, suggesting aperiodicity via mobility in the crystal.  
Generation 50 was mostly bi-layered and fit79 was exclusively bi-layered, falling 
into one of two polytopes: The 2210 and 2100 polytopes (N = 5,336 and N = 250, 
respectively). In contrast, p78 was mostly tri-layered (N = 17,130), containing a large 
number of 3210 and 3100 individuals (N = 10,038 and N = 2,171, respectively), but with 
more variance among the symmetry parameters, while nomp89 was almost completely tri-
layered (N = 292). The difference in layering between gen50/fit79 and p78/nomp89 is 
indicative of the smaller d-spacing needed for higher-indexed peaks: the algorithm sets the 
z-coordinates relative to the lattice c parameter, making tri-layered individuals having 
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smaller inter-layer distances than bi-layered individuals. There appears to be no significant 
preference for layer thickness (brucite or gibbsite) among any population. To examine the 
effect of the new polytope genes, several individuals from fit79 were submitted for DFT 
relaxation (Figure 5.8, Appendix Table A1). All individuals had the same stoichiometry 
having two water molecules per layer.  
  
 
Figure 5.8 Relative stability for selected individuals from fit79; the most energetically stable 
individual is n15. Further details are provided in the Supporting Information.  
 
The DFT-minimized structures reveal some tendencies among polytopes, but due 
to the relatively small sample size, exact correlations are uncertain. Within the 2b210 control 
group, individuals with the gibbsite thickness have lower energies than the brucite 
thickness; this is reversed in the 2b100 group, though not as dramatically. On average, the 
individuals in the 2b100 group tend to be more stable than the 2b210 group, but this may vary 
significantly depending on the anionic layers. No conclusions can be drawn from the 
translation vectors other than to note that the control vectors (Tx = 1/3, Ty = 2/3) were the 





Figure 5.9 Change in fitness parameters after DFT relaxation of selected individuals: (a) NoMP, 
TP, and F and (b) the profile factor. 
 
The change in fitness parameters for each individual after DFT relaxation are 
provided in Figure 5.9. On average, each structure lost 8 points of fitness, equally split 
between NoMP and TP. While the fitness parameter measures matching by 2θ, traditional 
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approaches in the field measure fitness by intensity.132, 134, 135 To place our results in 
perspective and do a similar comparison, a profile factor used by Ye, Z et al134 was applied 
to the relaxed individuals: 





𝑛  (22) 
where n indexes an individual’s matching peaks and I is the intensity of a particular 
peak. Summing over matching peaks only ensures that peaks are compared correctly in the 
algorithm while also filtering out extraneous information. This contrasts with other profile 
factors, such as that used by Harris, Johnston, and Kariuki,132 where pattern intensities are 
compared point-by-point. Also note that lower FP values indicate a better fit, in contrast to 
the fitness parameter, and that a perfect fit results in FP = 0, which can inform the reader 
that any such result either comes from an individual with NoMP = 0 or 1. For the 15 relaxed 
individuals, this profile factor was calculated before-and-after DFT relaxation as well as 
for the four sub-populations (Appendix Figure A8). It is noted that DFT relaxation, though 
it reduced other fitness parameters, significantly increased the FP of most individuals 
(Figure 5.9). When plotted against the relative relaxation energy (Appendix Figure A9), 
four individuals (n5, n10, n14, and n15) appear clustered together in the lower-left, 
indicating both stability and good agreement with the experimental pattern intensities. 
There is a very weak correlation, to put it generously, between DFT relaxation energy and 
the profile factor. No conclusions will be made here due to the small sample size, but it 
may serve as a hypothesis for future experiments.  
All individuals are ranked in Figure 5.10 by their relative relaxation energy, fitness, 
profile factor, and a final ranking. This ranking is determined by expressing each individual 
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as a vector with components equal to the normalized values of each parameter—<relative 
energy, profile factor, fitness>—and ranking their magnitudes from shortest to longest: 
 𝑅 =  √∆𝐸2 + 𝐹𝑃
2 + 𝐹𝑖
2 (23) 
where Fi = 18 – Fitness, which retains the order while making the best individual 
the one with the minimum score. This equalizes the contribution of each parameter to the 
consideration of which structure is “best.” Out of this consideration, the top four 
individuals are n5, n14, n12, and n15 and visualization of these structures show reasonable 
relaxed geometry (Figure 5.11). By contrast, the poorest structures, n8, n2, and n13, all 
experience significant distortion in both cationic and anionic layers which can be traced 
back to a failure of the GA producing structures with water molecules too close together 
(Appendix Figure A10).  
This highlights the importance of DFT relaxation of the structures. All individuals 
had the same fitness and closely varying profile factors before relaxation (Appendix Table 
A1). While some could have been filtered for proximity, the fit79 population contained 
over 5000 individuals with the same fitness, necessitating additional dimensions to allow 
ranking. The inclusion of the profile factor was helpful but would have been insufficient 
as the parameter with the strongest correlation to the final ranking is the DFT relaxation 
energy (Appendix Figure A11), which should be expected as the purpose of DFT is to fine-
tune the structures and allow the atoms to settle into energetically-favorable positions the 
GA could not reach as well as check the stability of individual structures to make sure they 
are physically realistic. Despite the decrease in fitness, relaxation increased profile factors 
and provided enough information for ranking. This step is vital to the conclusions of this 
research and it is the cornerstone fitness test of many other GA in the field.136-138 The 
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difference in this GA is that this step occurs after fitness is assessed by the XRD pattern 
similarity, filtering out most, but not all, structures from relaxation. Future 
implementations may take inspiration from the literature and include both DFT relaxation 





Figure 5.10 Ranking chosen individuals from GA 2.0 by different metrics from best to worst. 









GA 2.0 is a definite upgrade over GA 1.0, as it: (i) produced individuals with a 
higher maximum fitness and individuals with NoMP = 8, 9, (ii) never extinguished p7 and 
p8 in its populations, and (iii) produced four structures of reasonable fit that show promise 
for further evaluation of their surface chemistry, n5, n14, n12, and n15. These structures 
are stable through DFT relaxation (Figure 5.11) and have the same composition, 
stoichiometry, and fitness. The differences in these structures lie in the rotation of the 
cationic layers and the precise positions of their anionic species (Table S2), which leads to 
slightly different behavior under DFT relaxation (Figure 5.11). Overall, though, these 
dissimilarities are quite minor. Crystallographic information files (.cif) for n5, n14, n12, 
and n15 are provided in the SI. 
None of these structures provide an exact match to the experimental X-ray 
diffractogram. Alternative explanations center around the idea of disorder in the 
experimental crystal: (i) Anionic species were a-periodic, (ii) the experimental crystal 
contained two or more phases, and/or (iii) the layers did not always stack with the same 
interlayer spacing. The first explanation is unlikely as the experimental spectrum does not 
show amorphous broadening. The second is also unlikely as multiple phases should have 
appeared in the populations, but individuals with p78 were incompatible with those in fit79 
(tri- vs. bi-laminar), and fit79 did not show evidence of complementary sub-populations 
that could have composed different phases. The third explanation was ruled out with a 
small test, cloning a bi-layered individual and giving each clone a different interlayer 
spacing, ranging from the original to that of a tri-layered individual (Table S3). The fitness 
never improved from the original clone. As the interlayer spacing decreased, previously 
filtered peaks grew in intensity to count toward TP, and peaks shifted to higher 2θ 
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(Appendix Figure A12). Individuals with p78 did not contain p0 and had significantly 
lower NoMP. Hence, it is unlikely that the experimental crystal sees significant variation 
in the interlayer spacing.  
One hypothesis as to the potential deficiency of the model centers on the structure 
of the cationic layer. In this work we tested the layer stacking order and interlayer spacing, 
but we did not alter the arrangement of cations in the cationic layer nor did we allow them 
to shift position. Early DFT relaxations of these systems showed the cationic layer 
distorting and puckering, which may be the reason being for some of the distortion seen in 
Figure 5.5 and Appendix Figure A10. The arrangement of cations may affect the X-ray 
diffractograms by providing different preferred positions for the carbonate and water 
molecule as well as simply scattering x-rays differently should two Li atoms be adjacent. 
The x-ray diffractogram fits we have obtained in this work show the success of the GA 
approach and we take their imperfections as directions for further improvements rather 





Figure 5.12 Overlays of the simulated (black spikes) and experimental (green line) XRD spectra 






GA can search large unknown spaces rather efficiently, and here have been used to 
determine the crystal structure of a complex, bimetallic LDH. The approach of combining 
the GA with DFT calculations resulted in a few structures (n5, n14, 12, and n15, Figure 
5.11) with satisfactory XRD patterns when compared to experiment. The GA found these 
structures through variation of the cationic layers, the position and orientation of species 
in the anionic layers, and the lattice parameters. Fitness of an individual structure was 
determined by how well a calculated X-ray diffractogram matched the experimental 
diffractogram. Over time, reproduction and mutation procedures resulted in increasingly 
fit populations and, eventually, the resulting structures. 
Analysis of gene frequencies in various populations revealed certain patterns in the 
cationic layering and anionic positions. Bi-layered individuals are more fit, but the peaks 
with the highest 2θ only come from tri-layered individuals, which often have too many 
peaks for good fitness. Most individuals have one of two polytopes, 2210 or 2100, which 
indicate the symmetries invoked when stacking layers. Carbonate species tended to prefer 
locations between a Li and hydroxyl group over locations and tended to lie at a slight angle 
from horizontal ±15° and tended to have off-axis rotations. Many structures had two water 
molecules per layer, though this varied more in the populations with the high angle peaks. 
Water molecules tended to lie below hydroxyl groups with tilts either of -10° or ± 30° and 
off-axis rotations. In tri-layered individuals, anionic species tended to lie flat. This probably 
reflects inter-layer hydrogen bonding and could perhaps be tuned if further refinements to 
the GA were needed. 
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Though the GA was able to establish fit structures, it was not able to locate a 
structure that produced a high-fidelity match for all XRD peaks. This limitation is, in large 
part, due to the inherent disorder of LDH. However, one can envision further refinements 
of the GA approach to explore if more robust fits can be found, such as expanding the size 
of the supercell. Defects in the cationic layer could be better expressed in a larger supercell, 
including vacancies, interstitial atoms, and replacements, as well as puckering the Li atoms 
out of the plane of the cationic layer and alternative cationic orderings, as indicated by 
experiment.126, 129 Further refinements could come in the form of refining the layer 
thickness to better match DFT relaxations, expanding the values of φ and θ used in the GA, 
improving proximity and collision detection, and implementing the profile factor into the 
fitness calculation. Many of these refinements would come at the cost of larger genomes 
and longer calculation times, and there is no guarantee that a highly fit structure will 
perform well in DFT relaxations or will retain fitness afterward, but since the GA does not 
rely on DFT relaxations for the fitness calculations, the increase in time is likely not of 
serious consequence. Overall, however, the GA+DFT approach enabled a broad search 
over the structural space of Li-Al LDH, and was able to return reasonable structures based 





CHAPTER 6. A GENERALIZED GENETIC ALGORITHM FOR LAYERED 
STRUCTURES 
6.1 Introduction 
With the relative success of the GA for the Li-Al LDH, questions arose as to its 
generalization to other substances and crystals. Numerous GA exist for clusters and general 
crystal structure prediction, but there is not one specialized to layered materials.136, 139-142 
The GA presented in Chapter 5 has the means to build and stack layers, and the capabilities 
of producing both crystalline and molecular chemical species, but is limited to Li-Al LDH 
by being hard-coded to produce that single substance. To generalize would be to account 
for any LDH structure, or any crystal that could be expressed by stacking layers, provided 
an XRD pattern existed. 
Generalization poses several challenges. The most obvious is the selection and 
placement of elements within the xy-grid. A user must be able to specify the elements they 
desire and how those elements ought to be arranged. There needs to be a setting for what 
coordinating atoms exist, if any, and for what molecules may be present. The GA also 
needs to know the lattice parameters, what shape the unit cell takes, and how to subdivide 
it into positions for the atoms to occupy. Not only does this require reading one, or two, 
input files, but there need to be instructions capable of handling a wide variety of situations 
that a user might think of. 
The solution resulted in the development of the Genetic Algorithm for Layered 
Structures (GALS). It is completely written in Python with dependencies upon the Numpy, 
Pymatgen, and Pandas packages, and requires users to provide at least two input files. This 
allows users to specify the system of study, its XRD data, and genetic parameters to use. 
GALS will then run for a specified amount of time, following the general procedure 
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described in Chapter 2.2, to produce a population of individuals with, hopefully, the ideal 
structure. The testing described herein covers a few systems with well-known crystal 
structure and XRD patterns. 
 
6.2 Methods 
The primary input files for GALS are the Layered Composition File (LCF) and the 
XRD data, to be provided as a .csv file. Users may also provide a genedex as a .csv or 
molecular structure files as .xyz or .gjf files as needed. The LCF is composed of two 
sections: A required section of 15 lines detailing the construction of the system, and an 
optional section of variable length detailing the genome and initial alleles.  
An example LCF appears in Figure 6.1 and full documentation can be found on 




Figure 6.1 An example LCF showing the required system section and optional genetic section. 
 
In the first few lines the user must state the elements and molecules that make up 
the primary and secondary layers, the size of the unit cell, and a mode that tells GALS 
whether molecules are present or not. Following this, the user will provide file paths for a 
pre-made genedex, if desired, and the XRD data (this is required). The user then states the 
number, thickness, spacing, and positional mesh of the layers and the species that may be 
coordinating atoms of the primary layer. At the moment, only monatomic species and 
hydroxide (OH) are accepted. Finally, the user must specify the lattice. Many of these 
options may be deferred to the genetic section, but their presence here allows for a shorter 
genome if certain variables are held constant. 
Before discussing the genetic section, an explanation of how GALS can generalize 
to all unit cells is required. The prototype in the previous chapter was based on the concept 
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of a specific grid of hexagonal close packing (hcp-ABC) sites in the xy-plane (the xy-grid). 
The shape of the xy-grid in the prototype was 6×3 and contained six metal atoms in each 
of the six hcp-A sites, with the hydroxide groups residing in the twelve hcp-BC sites. The 
molecules were then allowed to take any of the hcp-ABC sites as well as any spaces half-
way between them. To generalize this concept to any unit cell first required careful 
examination of a colored hexagonal planar tiling (Figure 6.2). Several unit cells can be 
drawn on this tiling and each cell can be referred to by its shape (2×3 or 4×4) or the number 
of hcp-A sites within. A cell with only one hcp-A site (a 1-cell) contains one red hexagon 
with a blue hcp-B and a green hcp-C site above it (assuming the origin is at the wide angle 
of the rhombus). A cell with two hcp-A sites can be created by extending the 1-cell in either 
direction, creating two 2-cells, but a third 2-cell can be created with right angles (Figure 
6.2 c and d). Larger numbers can be created as well with certain properties predictable from 
number theory and geometry. Cells of a composite number can easily be crafted by 
concatenating smaller prime-numbered cells, and it appears that most prime-numbered 
cells can be created by drawing the unit cell borders off-axis, either as a p×3 shaped cell 
or, in some cases, as a √p×√p shaped cell (Figure 6.2 e and f). Cells with a square number 
of hcp-A sites can always be crafted in a n×n fashion. This variety leads to great difficulty 
for GALS because simply specifying how many atoms, metals, hcp-A sites, or even 
positions is insufficient to enumerate the positions. This enumeration is critical to the 
ability to reduce molecular positions to a single nucleotide and to build the primary layer 




Figure 6.2 Various unit cells overlaid on a colored hexagonal grid with yellow representing hcp-A 
sites, teal representing hcp-B sites, and violet representing hcp-C sites: (a) a 1-cell in black, (b) a 
4-cell in red, (c) a 1×2 2-cell in black, (d) a right-angled 2-cell in red, (e) a 5x3 5-cell in black, (f)  
a √7×√7 7-cell in red. The green circles represent the origin for each cell. 
 
The solution is to provide GALS with information about how many hcp-A sites 
exist and unit vectors to the hcp-BC sites. In the same way that all integer coordinates of 
the xy-plane can be reached by use of xy-unit vectors, so too can all positions of the xy-grid 
be reached by use of the hcp-BC unit vectors, which go on the Seed line of the LCF. GALS 
will read this line and will generate pairs of integers for each hcp-ABC site by iteratively 
adding the unit vectors, starting from the origin. To do this correctly, a user must input the 
vectors as unreduced numerators of fractions whose denominators are the total number of 
hcp-ABC sites in the cell. In the case of the one-cell, there is only one hcp-A site and three 
hcp-ABC sites total, meaning the denominator of this cell is three and a user should only 
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place one element in Line 3 (and/or Line 4). The hcp-B site is reached by moving 1/3 along 
the x-axis and 2/3 along the y-axis, while the hcp-C site is reached by moving 2/3 along the 
x-axis and 1/3 along the y-axis. This means the hcp-B vector can be reduced to (1, 2) and 
the hcp-C vector can be reduced to (2, 1). The 6×3 cell of the prototype contains six hcp-
A sites and eighteen sites total, so the denominator would be 18. The first hcp-B site can 
be reached by moving 2/12 along the x-axis and 0/12 along the y-axis, while the first hcp-
C site can be reached by moving 1/12 along the x-axis and 4/12 along the y-axis. Thus the 
Seed line would read (2, 0), (1, 4). Note that an alternative hcp-B site could be reached by 
moving along the y-axis, and GALS should generate the cells correctly from either. Finally, 
a square 4-cell contains four hcp-A sites and twelve hcp-ABC sites total, so it has a 
denominator of 12. The first hcp-B site is reached at (4, 2) and the first hcp-C site is reached 




Figure 6.3 Visualization of how GALS builds hcp-BC sites within a unit cell via unit vectors. The 
hcp-B unit vector is given in black, extending from the origin to the first hcp-B site, and the hcp-C 
unit vector is given in white. Adding another pair of hcp-BC vectors onto site B1 produces site B2.  
 
The genetic section is only required if the user needs to generate a genedex ex nihilo 
and may be omitted if the user already has a pre-made genedex. In this section the user 
may specify the initial population size, all nucleotides to be included in the genome, and 
all alleles that may be included in the initial population. Users may assign a single value to 
a nucleotide, a list of values for GALS to assign randomly, or may invoke the 
numpy.linspace() function to generate a set of evenly-spaced values across a range. Only 
nucleotides explicitly included in this section will be added to the genedex. Note that GALS 
groups them into genes and regions automatically and users may not alter this grouping. 
This customization of the genome is different from the GA used in Chapter 5, and GALS 
includes new options for the genome: thickness of a layer, in Angstroms, along the z-axis; 
the inter-layer spacing, in Angstroms, along the z-axis; controls for the symmetry 
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transformations of the secondary layer; and a vertical position for molecules, although the 
midpoint of a layer remains the default. Additionally, the φ and θ nucleotides are now 
limited to ±180°. GALS also includes a form of epigenetic marking where a user may set 
nucleotides (excepting φ and θ) to negative values to prevent mutation. 
GALS includes new abilities to handle layers and molecules, but it has a few 
limitations. Like the prototype, users may have alternating layers of inorganic matrix and 
molecules. GALS also can generate empty secondary layers, embed molecules within a 
layer of inorganic matrix, and generate a molecular crystal. It can include certain types of 
vacancies, such as the empty spaces in perovskites or gibbsite. However, GALS is limited 
to placing non-molecular species in hexagonal close-packing sites. Additionally, the only 
coordination currently supported is octahedral, in which the octahedra lie on their side such 
that they form three layers of atoms occupying hcp-A, B, and C sites. GALS is severely 
limited in the porosity it can generate, and can only produce a structure with at most two 
kinds of layers, alternating, though they may repeat indefinitely. As mentioned above, 
GALS only supports monatomic species and the hydroxide species as valid coordinating 
atoms. There is currently no support for vacancies or partial occupancies among the 
coordinating atoms, all coordinating atoms must be of the same species, and GALS only 
applies them to the primary layer. Finally, GALS does not include support for parallel 
processing.  
GALS was tested on four systems: sodium chloride (NaCl), cadmium chloride 
(CdCl2), TIPS-pentacene (6,13-bis(triisopropylsilylethinyl)pentacene), and 
methylammonium lead iodide. XRD data for these systems was obtained from Pymatgen’s 
calculated XRD on ideal structures. While this did introduce bias into the testing, initial 
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attempts used XRD data from other sources and it was discovered that the way Pymatgen 
calculates XRD patterns are not consistent with other methods, such as RIETAN. LCF files 
for each system were generated and run under various conditions for at least 10 generations. 
The genomes generated for each system were generated to mimic the sorts of unknowns a 
user might have as well as reflect the fundamental differences of each system. The initial 
LCFs of each system are provided below. 
6.2.1 Sodium Chloride 
Sodium chloride was conceived as a pair of primary and secondary layers, each 
containing two atoms of sodium and two of chlorine, alternating in their arrangement. The 
layer thickness and spacing were chosen to be half of the accepted c parameter for the 
sodium chloride lattice. This ensured the correct height of each layer and distance between 
them. When using two layers to represent a bulk in this fashion, the thickness and spacing 
should be identical. Had the cell been conceived of as a pair of primary layers, one shifted 
relative to the other, then the spacing would have been set to zero to compensate for the 
lack of space between the primary layers. The remaining lattice parameters were set to 
reasonable values and allowed to vary. The initial number of layers could vary from one to 
three and layers were allowed to translate, but not reflect or rotate, during the stacking 
procedure. The ideal structure would only contain a single pair of layers and the correct 
lattice parameters. The translation vectors in such a case would be irrelevant as an 
individual with one pair of layers does not invoke the layer stacking functions. The 




Figure 6.4 LCF for sodium chloride. 
 
6.2.2 Cadmium Chloride 
Cadmium chloride crystalizes in a structure very similar to the LDH of the previous 
chapter. The ideal structure only contains a single cadmium atom per layer, coordinated by 
two chlorine atoms. The LCF was built to reflect this with the single atom in the primary 
layer, a blank secondary layer, and chlorine as the satellite. The number of layers, 
thickness, and spacing were all allowed to vary genetically. Layers could translate and 
reflect, but not rotate. Lattice parameters were set to reasonable values around the ideal 




Figure 6.5 LCF of cadmium chloride. 
 
6.2.3 TIPS-Pentacene 
TIPS-Pentacene was designed to test the molecular setting. As there was no 
inorganic matrix, the LCF had to be set to indicate the number of possible positions the 
molecule’s center-of-mass could occupy. Setting the primary layer to four and the Seed 
line to (4, 2), (2, 4) indicates a unit cell with four hcp-A sites, a total of 12 hcp-ABC sites, 
and, combined with a fine Mesh size, that increased the total number of positions to 48. 
The number, thickness, and spacing of layers could vary, and layers were allowed to 
translate and reflect, but not rotate. Lattice parameters were set to reasonable values. 
During the initial trials of this setting, the molecular vert nucleotide and the epigenetic 
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marker was implemented, resulting in multiple trials for this molecule with increasingly 
tight restrictions on the allowed parameters. The final trial confined the genome to the 
number of layers and the molecular position and orientation gene with a population of 
2,000 and 20 generations. 
 
Figure 6.6 LCF of TIPS-Pentacene 
 
6.2.4 Methylammonium Lead Iodide 
To represent hybrid perovskites, methylammonium lead iodide (MAPbI) was 
chosen as the archetypal example. The crystal can be expressed as lead atoms coordinated 
axially by iodine atoms with the MA molecule in the center, however GALS does not place 
coordinating atoms in that orientation. The LCF was instead conceived as a primary layer 
containing lead, iodine, and a vacancy and a secondary layer containing iodine, the MA 
molecule, and two vacancies. The use of the vacancy tag in the layer composition lines 
133 
 
allows for an hcp-A site to remain empty and in this conception, all the species only occupy 
hcp-A sites. The lattice was set to the ideal value except for the thickness and spacing, 
which were initially set to the ideal values but allowed to mutate. The number of layers 
could vary, but not mutate beyond 1, 2, or 3, and the layers were allowed to translate only. 
A molecular gene for the MA was included with sensible starting values to favor axial 
orientation. A population of 2,000 was used and run for 35 generations. Multiple trials were 
needed due to the development of the embedded setting during the testing of this system, 
and the LCF reflects the final version. 
 




6.3 Results and Discussion 
Of the four model systems, only sodium chloride converged to an ideal structure 
within the run time. In this discussion, this thesis will borrow terms from biology: genotype 
and phenotype. A genotype is, in this context, an individual’s actual genes, nucleotides, or 
alleles. The lattice genes, for example, will be discussed in terms of genotypes. A 
phenotype is the result of genetic expression and refers to any measure of the XRD fitness 
parameters or any visualization of an individual.  
6.3.1 Sodium Chloride 
The initial genome for the sodium chloride run was very restrictive. The goals were 
to show that a certain combination of alleles across the genome would generate a structure 
that had ideal fitness, and that the GA could produce more fit structures and increase the 
average fitness of populations over time. To this extent, the structure was kept simple and 
the genome restricted to a few initial values so as to keep combinatorial space at a 
manageable size. With these, specific goals in mind, this test was a success. 
The ideal structure should have NoMP, TP = 5 and Profac < 1, with a cubic lattice 
of a = 5.639 Å and one layer per cell (although it is possible to build correct cells with 
multiple layers if the translation vectors are correct).  The Gen0 population contained 
1.51% structures with ideal fitness (151 out of 10,000). The Gen4 population, halfway 
through the run, contained 8.31% structures with ideal fitness (982 out of 11,810) and at 
the end of the run, Gen9 contained 19.84% structures with ideal fitness (2,286 out of 
11,523). This shows the ideal structure can be translated into a genome and evaluated for 
fitness, a large enough combination of alleles will produce a structure with ideal fitness, 
and ideal fitness will increase over time. This manifests below in Figure 6.8 showing how 
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the distribution of NoMP phenotypes changed over time. The most populous NoMP is not 
the most ideal, but over time the average fitness of the population increased.  
 
Figure 6.8 Plots showing the counts of the Number of Layers alleles (left) and the counts of NoMP 
(right) for the NaCl system across ten generations. 
 
Examination of genotypes reveals slightly different patterns depending on the 
importance of the gene to fitness. As the number of structures with ideal fitness is not a 
majority of the population, ideal genotypes are expected to be more rare than sub-ideal 
genotypes. This is shown in Figure 6.9 where the Nlay  = 3 genotype is more common than 
Nlay = 1, despite the latter being a more expected description of the unit cell. To account 
for this, Figure 6.9 also shows that, among individuals with the best NoMP, the prevalence 
of Nlay =3 does increase over time. This contrasts with the Tx and Ty nucleotides, whose 
genotypes show no meaningful change between the whole population and the best NoMP 
sub-population (Figure 6.10). This suggests that certain genes are more relevant to fitness 
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than others. In this case this is largely because the Symmetry genes are irrelevant to 
individuals with only one layer since there is no stacking for them to apply to.  
 
 
Figure 6.9 Plots showing the counts of the Number of Layers alleles over time for the entire 
population (top) and the sub-population of individuals with maximum NoMP (bottom). Counts 





Figure 6.10 Scatterplots of all individuals’ Tx and Ty alleles in the entire 10th generation population 
(top) and the sub-population of only individuals with the maximum NoMP (bottom). 
 
A similar plot appears below for the two variable lattice parameters b and γ (Figure 
6.11). Note that the initial distribution of the lattice genotypes was a uniform combination 
of the alleles from the LCF. The clustering around (5.639, 90) indicates the success in 
selecting for better lattice genotypes, which is magnified in the lower plot of the best NoMP 
sub-population. Unlike the Symmetry genes, the lattice genes were very important to 




Figure 6.11 Comparison of lattice parameters b and γ across the whole population and the best 
NoMP sub-population in the final generation. 
 
6.3.2 Cadmium Chloride 
The ideal cadmium chloride individual should exhibit a NoMP, TP = 11 with a low 
Profac and contain genes for three layers with a translation vector of (2/3, 1/3) and a 
rhombohedral lattice. None of the individuals achieved this during the ten generations, with 
the best being NoMP, TP = (7, 12) with a Profac = 20.7. There were an even dozen of those 
individuals, all of whom had genes for one layer with varying translation vectors and a 
lattice of (3 Å, 3.3 Å, 17.493 Å, 100°, 120°, 133°). In general, the ideal lattice was not 
selected for, perhaps to compensate for the mis-selection in the number of layers.  
Plots of the Nlay genotype and NoMP phenotype distribution are seen below in 
Figure 6.12. While the phenotypes improve over time, two things stand out: The best 
NoMP does not increase monotonically, and that GALS was completely unable to identify 
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the ideal Nlay within ten generations. Cadmium chloride is a tri-layered material where 
each successive layer is translated by a vector of (2/3, 1/3), yet GALS predicts it to be a 
mono-layered material, and appears unable to select for that vector in the Tx and Ty 
genotypes (Figure 6.13). While the translation vector genotypes do not appear to improve 
over time, when considering the best NoMP sub-population, there is some selection 














Figure 6.14 Comparison of Tx and Ty genotypes across the whole population and the best NoMP 
sub-population. 
 
Further examination of fitness phenotypes reveals that the reliance on NoMP as a 
good fitness marker is not unjustified and that GALS is, within ten generations, able to 
provide individuals with a good overall phenotype. Plotting the final generation’s 
phenotypes reveals that the highest NoMP obtained is 7 and it has a peak around a TotalPs 
of 11 with a relatively low Profac (Figure 6.15). While GALS was unable to converge to 
the ideal solution in the time given, it did manage to make improvements in fitness 
phenotypes and in select genotypes for this system. Further improvements might include a 
larger population, more time for the simulation to run, increased mutation size and rate, 
and a more restrictive genome. Even though many mutations were disabled, the sheer size 




Figure 6.15 Plots of NoMP and TotalPs phenotypes (top) and NoMP and Profac phenotypes 
(bottom) for the final generation of cadmium chloride.  
 
6.3.3 TIPS-Pentacene 
The ideal individual in the should have NoMP, TP = 14, with a low Profac and one 
layer per cell. Having said that, this system was particularly affected by the difference in 
how Pymatgen and RIETAN calculate XRD patterns (Table 6.1). The decision was made 
to use the Pymatgen pattern as the input XRD data, as if GALS were to generate an ideal 
individual and compare its fitness to the RIETAN XRD, that individual would be assigned 
a much lower fitness. With that noted, GALS did not converge to an ideal fitness within 
ten generations with the best having NoMP, TP = (12, 14) with Profac > 102 and (13, 16) 
with Profac > 99; across the whole final population the best Profac = 41.3.  
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Table 6.1 The XRD data for TIPS-Pentacene predicted by RIETAN and Pymatgen. 
RIETAN Pymatgen 








0 5.35 1 0 5.36 1 
1 10.72 0.16 1 10.73 0.264 
2 12.13 0.135 2 12.14 0.233 
3 12.71 0.369 3 12.72 0.501 
4 14.11 0.239 4 14.12 0.399 
5 14.42 0.125 5 14.43 0.208 
6 15.67 0.236 6 15.68 0.371 
7 16.11 0.295 7 16.12 0.523 
8 17.67 0.148 8 17.55 0.103 
9 26.22 0.122 9 17.68 0.287 
10 28.48 0.154 10 24.88 0.101 
   11 24.98 0.195 
   12 26.24 0.299 





Figure 6.16 Plots of TIPS-Pentacene Nlay genotypes over time (top) and NoMP phenotypes over 
time (bottom). 
 
Plots of the Nlay and NoMP appear above in Figure 6.16 and appear promising. 
For most of the run, the best Nlay was the ideal value, while the best NoMP frequently 
changed as more fit individuals appeared. This suggests better fits may have been achieved 
with more generations. The ideal individual should only contain one layer in the unit cell, 
displaying a single molecule, which means that the molecule’s position is irrelevant and 
only its orientation matters. Some selection for each of these genotypes is occurring, but 
pressure is clearly stronger on the orientation genotype (Figure 6.17). Selection pressure is 
so strong that it is possible GALS has found local minima too early and would be unable 
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to mutate away from them. Further testing would need to include variations of the mutation 
size parameter in the LCF. Also note that, for this test, the experimental lattice was 
provided in the LCF and was not subject to genetic variation, so it remains to be seen if 
GALS would be able to converge to the correct lattice or not. Note that if a user were only 
to include the lattice in the genome, and not the molecular genes (currently GALS requires 
molecular genes be present in the molecular setting), GALS would place the molecule in a 
default position and orientation and would not rotate it within the cell. It is unclear, but 
doubtful, that varying only the lattice parameter would be enough to come to convergence 





Figure 6.17 Distributions of the molecular position genotypes (top) and molecular orientation 
genotypes (bottom) of the TIPS-Pentacene system’s final generation across the whole population 
and the best NoMP sub-population. 
 
6.3.4 Methylammonium Lead Iodide 
As with the TIPS-Pentacene, the differences in how RIETAN and Pymatgen 
calculate XRD data was very consequential for this system. The decision was made to use 
the Pymatgen values for the same reason as above (Table 1.2).  
148 
 
Table 6.2 The XRD data for methylammonium lead iodide predicted by RIETAN and Pymatgen. 
RIETAN Pymatgen 








0 14.01 1 0 14.01 1 
1 28.2 0.409 1 24.42 0.244 
2 31.6 0.357 2 28.28 0.373 
3 40.3 0.178 3 31.69 0.341 
4 42.9 0.124 4 40.4 0.57 
   5 42.98 0.299 
   6 50.5 0.306 
   7 58.5 0.101 
   8 60.5 0.11 
   9 66.22 0.139 
   10 73.5 0.197 
 
The ideal individual should have NoMP, TP = 11 with a low Profac. After ten 
generations, GALS produced no such individual. The best individuals included one with 
NoMP, TP = (9, 19) with a Profac = 25, one with NoMP, TP = (8, 21) with a Profac = 21, 
and a sub-population with NoMP, TP = (6, 11) with Profac > 6.3. It is this last sub-
population that shall be referred to as having the best phenotype. While the ideal individual 
could be described with multiple layers, provided the correct translation vector, the 
minimal unit cell for this system only contains one layer. The ideal positioning of the 
methylammonium should be in the center of the secondary layer and oriented along the a 
axis. For systems like this, where a molecule is embedded within one of the crystalline 
layers, GALS allows the user to specify whether or not to allow the molecule to move with 
its positional genes by placing a “^” character in the molecule’s filename. If the “^” is 
omitted, then the molecule will be placed in the hcp-A site implied by its ordering in Lines 
3 or 4 of the LCF, though the molecular genes still need to be included in the genome. For 
this test, the methylammonium’s position was controlled by its position nucleotide. 
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Plots of the Nlay and NoMP over time appear below in Figure 6.18 and tell a story 
of mixed success, like the cadmium chloride. Initially, the dominant Nlay genotype was a 
single layer per cell, but after generation four it began to fall to the other Nlay genotypes, 
becoming extinct by the end of the run, since mutation on Nlay was disabled. Interestingly, 
the NoMP phenotypes display a similar feature with a peak appearing around generation 
four. Examination of the final generation’s molecular position and orientation genotypes 
reveals that the sub-population with the best fitness has little difference from the whole 
population (Figure 6.19). The primary difference is the most concerning, the lack of pos = 
24 in the best-fit sub-population. This position corresponds to the center of the unit cell 





Figure 6.18 Distributions of the Nlay genotypes (top) and the NoMP phenotypes (bottom) over 





Figure 6.19 Distributions of molecular position genotypes (top) and orientation genotypes (bottom) 
across the whole population and the sub-population with best fitness both within the final 
generation. 
 
Further examination of generations four and five reveal that the tri-layered 
genotype displayed better TotalPs than the mono-layered genotype (Figure 6.20). This led 
to a better fitsum and better ranking, and thus more selection of the tri-layered genotype 
than the mono-layered genotype. In theory, GALS could still make this work if the 
translation vectors were correct and if the molecular position and orientation genes were 
correct, but the above graphs show that the molecular genes were not placing adequate 
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selection pressure on the system to cause GALS to find the correct values. Perhaps if GALS 
had more time, or if the Nlay genotype had been allowed to mutate, it may have seen better 
success. Additional work will be needed to determine what genes exert the appropriate 
selection pressure, and how to manage selection, mutation, and epigenetic modification to 
assist GALS in reaching better solutions. 
 
Figure 6.20 Scatterplots of Profac and fitsum comparing two Nlay genotypes from generations four 





GALS is an extension of the GA presented in Chapter 5, generalized to handle a 
wide variety of organic, inorganic, and hybrid layered materials. Insofar as building 
structures is concerned, the methods used for generalizing were successful. Despite not 
producing the ideal individual in most of the systems reported here (and the numerous 
internal tests done during development), GALS was able to increase average fitness over 
time and produce individuals with better fitness than those in the initial generation.  
The need for improvements is obvious, but significant experimentation will be 
needed to determine what those improvements should be. First it should be acknowledged 
that GALS will do better with larger populations over longer periods of time with smaller 
genomes. Computational power is a limitation, but since no calculus is needed for GALS, 
that should not prove to be a significant barrier, particularly if adapted for parallel 
processing. Restricting the genome will require careful thought about what the ideal system 
might look like, and any work done to identify the lattice parameters to a value or range 
would be well worth it. Improving GALS’ code, however, falls under two realms: quality 
of life and performance. Quality of life can be achieved by providing more user input tags 
and making the upper half of the LCF operate more like its lower half, so that users need 
only include tags with non-default values. Additional tags will also allow the user to alter 
the proportion of individuals selected for reproduction in each generation, specify 
coordinating atoms in the secondary layer, allow for a tertiary layer, allow for non-
octahedral coordination, alter how fitness is calculated and weighted, and perhaps even 
allow for variation of atomic arrangement among individuals. It is quite likely that some 
of these would improve performance, beyond just generalizing to more systems. 
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Amidst all this optimism, there must be consideration for the chemical GA seen in 
the literature. As will be discussed in the next chapter, many chemical GA describe their 
systems by a list of atoms and coordinates. They partition individuals and apply geometric 
transformations to accomplish their reproduction and mutation steps, and these GA have 
been very successful in predicting the structures of crystal, atomic clusters, and 
nanoparticles. While GALS uses a much smaller genome, it is much more restricted in the 
structures it can generate compared to these other GA. It may be the case that finding 
experimental structures requires a level of fine detail and pattern-breaking not attainable 
by GALS. The results described herein certainly are not grounds for despair, but much 




CHAPTER 7. GENETIC ALGORITHMS AND MACHINE LEARNING FOR 
PREDICTING SURFACE COMPOSITION, STRUCTURE, AND CHEMISTRY 
7.1 Introduction. 
The development and history of all person-made materials is complex, but it is safe 
to say that trial-and-error approaches likely played a significant role, such as when 
blacksmiths tinkered with the composition of bronzes and steels. Such Edisonian 
approaches are reasonable given enough time and resources, but are insufficient, due to the 
size of the available chemical space for a particular material application, to meet the time 
and cost constraints required by modern commercial development.143 To this end, 
expansive projects such as the Materials Genome Initiative144 and the European Materials 
Modeling Council145 were initiated to facilitate the convergence of human-based and 
robotics-enabled experimentation,146 (semi-)autonomous synthesis and 
characterization,147, 148 and machine-based data analysis to meet this growing challenge.141, 
143, 149-151 
While a material’s bulk properties are often highly touted, i.e. bulk modulus, 
hardness, conductivity, band structure, etc., it is the material’s surface that determines how 
the material interacts with its local environment and ultimately performs. The chemistry of 
a material’s surface is governed by more than its stoichiometry and composition. Many 
catalytically active sites occur on materials that are otherwise inert, with the catalytic 
activity having more to do with the geometry of neighboring atoms than their identity.152, 
153 The surface chemistries of the conductors, insulators, and semiconductors that form the 
junctions in electronic devices can dramatically affect performance.154 Materials used in 
biological environments, whether used as support structures, encapsulation, or for sensors, 
must contend with corrosion, biofilms, and fouling, and medical implants must interface 
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with biological tissue without provoking immune response.155-157 Understanding the 
chemistry of these surfaces can require a host of different spectroscopic, microscopic, 
and/or electrochemical characterization techniques,19 each with their own benefits and 
drawbacks.  
Computer simulations are also often employed to examine surface chemistry. 
Recent years have witnessed the dominant quantum-chemical approach to explore surface 
chemistry to be density functional theory (DFT).50, 51 While powerful, DFT calculations 
come with two main drawbacks if one wants to explore a large chemical space: Simulating 
a single state / geometry can incur considerable computational and time costs, and the 
results are still often analyzed in the context of human knowledge, an arduous task given 
how many variables must be correlated. DFT also struggles with simulating large systems, 
examining how systems change over time, and exploring chemical reactivity.9 Molecular 
dynamics (MD), a Newtonian simulation of atoms as hard spheres interacting via a 
forcefield, allows for simulations of large systems, their evolution over time, and 
descriptions of multiple phases. While this allows for studies of the dynamics of adsorbates 
on surfaces, surface defect evolution, and some chemical reactivity, MD simulations 
themselves can be computationally prohibitive, requiring graphics processing units to 
handle large numbers of atoms,158 and the force fields require appropriate parameterization 
for the given chemical problem. Hence, exploring large chemical spaces remains costly 
and time-consuming.  
To overcome these limitations, efforts have been directed to finding novel 
techniques to navigate and analyze chemical space, primarily through the advance of 
genetic algorithms (GA)159-161 and machine learning (ML).11, 14, 162, 163 GAs seek to 
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maximize a pre-determined fitness by measuring the fitness of a population of chemical 
models and producing new populations through combining and mutating the population’s 
chemical data. This allows a researcher to navigate a large chemical space as an entire 
population’s fitness may be assessed rapidly, the recombination of chemical data as if it 
were genetic material runs through many combinations rapidly, and mutation of chemical 
data allows individuals to escape local maxima or minima to find a global solution, all 
without constant work by the researcher. ML, on the other hand, uses large amount of 
experimental or computational chemical data to classify chemical structures or find 
correlations between structural features and the input data. These classifications or 
correlations can later be used to make predictions about untested structures without 
resorting to synthesis and experimental or computational characterization. In theory, both 
approaches offer significant improvements in terms of speed and analysis, allowing 
researchers to test larger sample sizes, search through larger chemical and physical spaces, 
and make predictions about what to synthesize and what to expect. In practice, many of 
these ideas are limited by the time required to set up the technique and, in some cases, 
using DFT or MD to provide or check data generated by the technique.  
This historically focused chapter presents a discussion of GA and ML as used for 
surface studies. We begin with describing the methods and presenting the history of their 
introduction into general and surface chemistry. With the setting established and the origins 
understood, we delve into further detail of GA and ML as they are used in chemistry and 
modern surface studies. In this way, we hope the reader gains an understanding of how GA 
and ML work, how they have changed over time, and how to incorporate these techniques 
in their own research.  
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7.2 GA in Chemistry. 
A GA contains a population of individual copies of a system, each of which have a 
numeric string defining the genome. The GA interprets each individual’s genes and 
translates them into the system of study, such as a chemical structure. One or more 
properties of each individual are then measured, and the individual is assigned a ‘fitness’ 
score, a number the GA uses to rank individuals from best to worst, according to the pre-
defined definitions. The most fit individuals (and a selection of outsiders for diversity) can 
reproduce, mixing and mutating their genes to produce a new generation of individuals for 
further testing. To mix, parent genomes are cut into a few (e.g. generally two or three) 
pieces and the pieces swapped. Splicing the gene more pieces, or assigning child genes 
randomly for each parent, is allowed but happens less frequently to preserve polygenic 
traits. Mutation occurs randomly at a preset rate, moving atoms or changing genes in the 
child. Over time, the average fitness of the population tends to increase until it converges 




Figure 7.1. The construction of a genome and population database (top). Once the population is 
built and tested, parents undergo reproduction to produce children and make the next generation 
(bottom), note the point mutations and three different methods of crossover. 
 
The success of a GA relies heavily on the pre-determined characteristics to define 
fitness.43, 74 Imagine an algorithm that finds a password and individuals are simply strings 
of text. Setting fitness to be the difference in length between the word and password would 
produce strings of the right length, but the algorithm could never determine what letters to 
use in what order. On the other hand, making fitness Boolean—true for a perfect match 
and false otherwise—would be no different from random selection. The fitness must 
contain information about multiple aspects of the system. It must also be fast. Storing data 
on a large population is relatively simple, but testing the fitness needs to be simple and 
speedy. There is no need to take detailed letter-frequency statistics and determine the likely 
etymology of every word when trying to find the password, but again the test must be more 
comprehensive than only looking for a strict match. Determining the best measure of 
fitness can be a significant cost of time for the researcher. In chemistry, where a genome 
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may reproduce a chemical structure, quick measures of fitness may be bond lengths and 
angles or X-ray diffraction (XRD) spectra, while slower and more detailed measures may 
include atomic configurations and energies from DFT or MD simulations. Thus, a 
researcher is advised to consider their population size, desired data, and research timeframe 
carefully to choose the most appropriate measure of fitness for their purposes. 
In examining the GAs presented here, we define two main classes of GA based on 
how chemical structures are encoded, i) cartesian-coordinate139 and ii) informed-
structure.164 A cartesian-coordinate GA encodes chemical information as a set of cartesian 
coordinates for each atom in the system, which the GA can read and use to build a structure. 
These lists may also come with elemental labels in systems with multiple elements. These 
GAs typically use the so-called cut-and-splice method of reproduction (Figure 7.2), 
wherein a plane is drawn through each parent to cut them in halves and then the halves are 
switched and spliced together, often with some code to nudge atoms that end up too close 
together. The informed-structure GA places structural information within the GA code and 
not the genome. Instead, the genome contains information about patterns, positions, or 
other properties that can be interpreted within the structure hard-coded into the GA (Figure 
7.3). These GAs typically use one- or two-point crossover as their genomes are often a 




Figure 7.2 Representation of the cut-and-splice method. Adapted from Ref. 22 with permission 
from The Royal Society of Chemistry.136 
 
 
Figure 7.3 Simplified example of encoding an informed-structure GA. 
 
In comparing the two GA classes, neither stands out as strictly better or worse. 
Cartesian-coordinate GAs are very versatile as no prior assumptions or knowledge about 
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the chemical structure is needed. The size of the genome is simply 4N (or 3N if only one 
element is needed) and the GA requires minimal special instructions to build the system. 
This method is well-adapted to solving completely unknown structures, such as for 
nanoparticles and clusters. The genome will be lengthy for large systems, however, and the 
cut-and-splice reproduction may not always preserve desirable patterns, such as layered 
structures. An informed-structure GA can handle complex structures that are not 
completely unknown. Many molecules have well-defined shapes and symmetries that can 
reduce the amount of information needed to describe their variations, and crystals are 
defined by a repeating motif of atoms. So an informed-structure GA may only need to 
encode lattice parameters, a stacking order, or symmetry operations. This allows large, 
complex systems to be efficiently encoded, but a lot of that structural information must be 
provided by the researcher ahead of time and the GA may take longer to build a structure 
than a cartesian-coordinate GA would. Informed-structure GAs will never lose structural 
patterns in reproduction but are not able to describe small movements of atoms or 




Figure 7.4 Timeline showing major milestones of GA development in chemistry. 
 
GAs were theorized in 1962 by John Holland42 with implementations appearing in 
the 1970s and 1980s.43, 74 They remained in the realm of computer science until several, 
original chemical applications in the early 1990s. The first came independently from 
Tuffery et al.165 and Lucasius et al.166 in 1991. Their GAs were each of the informed-
structure variety, using the genome to encode rotational conformer data that the algorithm 
applied to predetermined structures. In 1994, Chang et al. developed a cartesian-coordinate 
GA to find the location of a metal atom inside a protein structure using X-ray diffraction 
data (XRD) for fitness.167 The algorithm encoded the structure of the protein while the 
genome encoded the position of the atom within a defined cell. In 1995, Zeiri developed a 
cartesian-coordinate GA with fitness based on MD energies to find minimal energy 
structures of ArnH2 clusters.
168, 169 The first application to surface chemistry came from 
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Doll & Van Hove in 1996, who developed an informed-structure GA to solve low-energy 
electron diffraction (LEED) patterns of iridium surfaces.164 In 1997, Shankland developed 
a cartesian-coordinate GA to solve powder X-ray diffraction data for several inorganic 
structures.142 Kowalcyzk et al. in 2002 compared the performance of a GA against other 
numerical and ML methods in predicting porosity distributions among amorphous carbon 
particles.170 
Most subsequent use of chemical GAs cite Tuffery et al., Lucasius et al., or their 
descendents, generating distinct lineages for biochemical and inorganic chemistry. The 
biochemical line continued with further informed-structure GAs to study conformers of 
small molecules,171 protein ligands,161, 172 and enzyme-activating hexapeptide 
sequences,173 as well as the Autodock software suite in 1998.174, 175 The inorganic branch 
split in 1992 with Smith’s informed-structure GA studying binary alloy clusters, using 
energy evaluated by MD as a measure of fitness.176 This was followed by Deaven & Ho in 
1995 who used a cartesian-coordinate GA to determine the structure of C60 using DFT 
relaxation energy for fitness.139 Deaven & Ho were the first to blend DFT and GA and 
developed the cut-and-splice operator and their work is frequently cited in other inorganic 
studies. The first application to surface science in this chain appeared in 1997 from Fu et 
al. using a GA to model the Si(100) surface.23  A second inorganic branch off of the 
biochemical chain appeared in 2000 from Wolf et al., who used the informed-structure GA 
to predict mixed-metal oxide catalysts for synthesis with the experimental performance 
factored into the fitness.177 The GA was further used to model dopants in ceria using both 
experimental synthesis178 and DFT relaxations for fitness,179 eventually leading to an 
exploration of doped ceria surfaces.180 
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The lineage of Doll & Van Hove is more sparse, with fewer uses of GA to solve 
LEED spectra than XRD, but this may be due to other, more established techniques such 
as generalized simulated annealing,181 random sampling,182 combinatorial simultaneous 
optimization,183, 184 and differential evolution.185 Nevertheless, in 2007 Viana et al. used 
Doll & Van Hove’s GA to find structures of copper and silver surfaces based on 
photoelectron diffraction patterns,186 published a discussion of GA computational costs 
with system scaling in 2008,187 and presented an improved version of their GA applied to 
silver and gold surfaces in 2014,188 where they join the inorganic web, citing Deaven & Ho 
and others. The lineage from Chang remained mostly separate from Smith’s except for two 
references: work on surface reconstructions by Landree et al. in 1997,189 and a generalized 
review by Paszkowicz in 2009 summarizing the use of GA across chemistry up until 
then,190 which connected most original lineages. During all these developments, GAs have 
found additional uses in chemistry in determining physical properties of bulk materials38, 
191-195, kinetic rate constants196-198, and parameters for MD simulations.199-202  
Among these other applications, the use of GA to solve structures of crystals and 
nanoparticles deserves a short discussion for their applications in nanoparticle-surface 
interactions and examining the nature (and notion) of surfaces at varying scales of length. 
Three GAs stand out for their popularity and efficiency: the Birmingham Cluster Genetic 
Algorithm (BCGA, the Universal Structure Predictor: Evolutionary Xtallography 
(USPEX), and XtalOpt. In 2003, Johnston developed BCGA as a result of research on 
cluster geometries using Deaven & Ho’s GA.136 BCGA was very similar to theirs, but it 
improved mutation by moving individual atoms or rotation sections of the cluster. Later 
researchers further upgraded it to allow for parallel processing,137 improved geometric 
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selection rules,138 and added support for cluster-ligand binding.203 In 2006, Glass & 
Oganov developed USPEX for crystal structure prediction,204 incidentally merging the 
lineages of Shankland and Smith. USPEX was an adaptation of Deaven & Ho’s cluster GA 
for crystals. It performed the cut-and-splice operation along a crystal’s lattice vectors, 
instead of a midline plane, and included lattice parameters as genes. Finally, XtalOpt, 
produced by Lonie & Zurek in 2011, adapted older cluster GAs to modern computing. 
XtalOpt implemented more sophisticated mutations operators and allowed a wide variety 
of user preferences for fitness and high-throughput calculations.205 The mutation operators 
included strain on the unit cell, exchanging two atoms within the cell, or introducing a 
ripple throughout the cell.206 Note that all three of these techniques are cartesian-coordinate 
GA and use DFT in their fitness determination. 
While these three techniques were developed for structure prediction, they have 
seen a variety of applications for surface science. Kolsbjerg et al. examined metal 
nanoparticles on MgO207 and Paz-Borbon et al. found that PtCu clusters prefer parallel 
orientation to layers of cerium oxide.208 Shi et al. determined that the optimum size of Pt 
catalyst clusters on graphene is in 20-30 atoms,209 and Takasao et al. examined the structure 
of catalytic MgCl2 nanoplates capped with TiCl4.
210 Not everyone is content to use GA 
software packages, and homebrew GAs are popular as well.211-215  
Each of these applications are performed with the help of DFT. This stands in 
contrast to the use of GA in crystal structure prediction, which fit structures to XRD 
spectra, but that is due to the nature of the systems being studied. Experimental control of 
cluster size is hard to achieve and individual clusters will not generate meaningful XRD 
spectra. From a list of atomic species and coordinates, there is little else to be calculated 
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without resorting to quantum mechanics. Note that early implementations in the field relied 
on classical potentials, like MD, but the accuracy of DFT and the ability to examine 
electronic properties has justified the larger cost.  
 
 
Figure 7.5 The general workflow of an ML setup showing the initial data labeling and partitioning, 
the NN cycle with training and validation followed by testing and final correlation of two 
properties. 
 
7.3 ML in Chemistry. 
ML encompasses many different techniques all with the same goal: To use a large 
volume of data to train a machine to recognize new data and make predictions or classify 
it correctly. The most familiar of these methods is the neural network (NN).216-219 In an 
NN, the input is broken down into a string of binary data, which may then be grouped into 
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a set of nodes. Nodes are numeric values that usually represent how strongly a feature of 
the system is present in an input model. The nodes are grouped into layers with an input 
and output layer and a number of ‘hidden layers’, which allow for more complex 
processing of the input data. Each node in a layer is connected to all nodes in the next layer 
by weights, which act as coefficients for the node’s value. A node’s value in the next layer 
is determined by the weighted sum of all connected nodes from the prior layer, plus a bias. 
An input is broken into the various input nodes, passed through a series of functions, and 
eventually produces values in the nodes of the output layer. During training, output values 
are compared to manually-set expected values, and the differences are stored as a cost. 
After all inputs have been put through the NN, the gradient of all the costs is calculated 
and used to alter the various weights and biases of the NN to produce results closer to the 
desired output most efficiently.220, 221 This process is repeated until a desired threshold of 
accuracy is achieved, at which point the NN is tested against data it has not seen before. If 
successful, the NN will correctly classify or predict properties about the new data most of 
the time.  
Other forms of ML include regression analysis,222 decision trees,223 and minima 
hopping.224 These techniques operate directly on data, rather than transforming it through 
NN’s hidden-layer techniques. Regression analysis considers ways of mapping data to a 
function, usually linear, by considering all correlations between the data’s variables. This 
is used to categorize data or to predict a quantitative relationship between variables. Both 
are frequently applied to predict new outcomes of untested systems or incomplete data. 
Decision trees are also used for categorization by developing a set of questions, or 
thresholds, in the data’s variables that can be used to sort new systems and provide an 
169 
 
explanation for the differences between categories. Minima hopping uses MD to simulate 
a system, varying the temperature to help the system find new states, and keeps track of all 
energetic minima found during the run. 
ML is in extensive use across the sciences in part due to its proficiency at 
classifying data and finding correlations. As with implementing a GA, implementing an 
ML involves starting with a large training population as well as spending significant time 
tuning the algorithm’s architecture and parameters before being used on new data. It is 
worth noting that ML does not explore chemical space. It cannot find the correct password 
from a set of random strings nor find a crystal structure that matches an X-ray diffraction 
pattern. But if a large set of chemical simulation data has been obtained, ML can identify 
patterns and classifications that may not be obvious, and it can make predictions about 
measurements. Such results may be used as guidance or direction, but the papers described 





Figure 7.6 Timeline showing milestones in chemical ML. 
 
The chemical application of ML begins in 1969 with Jurs et al. applying it to the 
problem of resolving mass spectrometry.225 At this stage, ML appears in the form of 
pattern-recognition software, rather than NN, as shown in Kowalski’s 1972 review of the 
subject226 and Chen’s work in the 1980’s.227 NN do not appear in chemistry until 1982 with 
Stormo’s use of the Perceptron to find codon initiation sequences in escherichia coli 
DNA.228 The next use in chemistry comes in 1988 with Qian et al using it to evaluate 
protein secondary structure and from there the research explodes.229 In 1994, Sumpter et 
al. review recent papers in the field and find a few hundred from 1990 to 1993 alone.230 
From then, papers abound in the field with ML being used for structure prediction of 
crystals231-233 and nanoparticles and clusters.207, 234, 235 It sees usage in finding parameters 
for kinetics and molecular dynamics,221, 236, 237 reaction mechanisms,238 and various solid-
state inorganics.239, 240 Perhaps most prominently, ML has been used lately for materials 
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design, wherein researchers try to design material composition and structure based on 
desired properties.11, 14, 162, 163  
 
Figure 7.7 NN schematic from Behler & Parrinello showing their ML workflow in which atomic 
coordinates are transformed by symmetry functions and fed into individual sub-nets to produce 
individual atomic energy contributions to the total energy. Reprinted figure with permission from 
Behler, J., Parrinello, M. Phys. Rev. Lett. 98, 146401-2, 2007. Copyright 2007 by the American 
Physical Society.241 
 
The development of modern chemical NNs starts with Behler & Parrinello (BP) in 
2007.241 Prior to this publication, a chemical NN used data from every atom as input for 
hidden layers, training against DFT relaxation energies. The BP method used the same 
training method but with an architecture that operated on the local scale, instead of the 
global scale. Their test system consisted of bulk silicon, but the method is robust and 
intended to be applied to a wide variety of chemical systems. For each atom in the system, 
a symmetry function considered all other atoms within a cutoff sphere and transformed 
their interatomic distances and angles into a new set of input data. No longer a list of atomic 
coordinates, the new input contained information about each atom’s local environment. 
Each symmetry-adapted data point is then fed into its own copy of a NN to produce an 
energy corresponding to each atom. These are then summed to produce the energy of the 
system (Figure 7.7). The BP approach requires training many configurations against DFT 
data for each one, and while it can incorporate new data during the training, once that is 
concluded the resulting NN can only be used on chemical systems similar to its training 
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set. Behler later updated the BP approach with new symmetry functions designed 
specifically for surfaces,242 and compared various parameters and symmetry functions 
across systems in a minor review.243 
Rupp et al. followed this with the kernel ridge regression (KRR) method in 2012,244 
defining a molecule as a matrix with diagonal elements as polynomials of each atom’s 
nuclear charge, and off-diagonal elements representing Coulombic repulsion between any 
two atoms. Atomization energies are found as a sum of Gaussian functions of this matrix 
running over all atoms. Some hyperparameters in the function can be tuned as it is trained 
against DFT energies. This method allows the authors to define and plot similarities of 
molecules, achieving results similar to DFT and better than some semi-empirical methods. 
Though not a NN, KRR is very speedy and can be applied to molecules beyond those 
included in the training set.  
In 2013, Bartok et al., building on BP and KRR, created the smooth overlap of 
atomic positions (SOAP) method.245 An atomic density function is defined based on nearest 
neighbor vectors within some cutoff and modified by nuclear charge. These vectors are 
then mapped onto a unit sphere, allowing the density function to expand into the spherical 
harmonics. The spherical harmonic coefficients generate two invariants based on bond 
angles, which act as a fingerprint for the system, despite not physically describing the 
system in terms of elements, bond lengths, angles, etc. When including radial functions to 
account for bond lengths, this leads to orthonormal functions which are described by the 
Dirac delta function. To obtain a smooth measure of similarity, the original atomic density 
function is redefined to include Gaussian functions. This improved upon previous methods, 
as without smooth similarity measures, two atomic configurations that differed by a small 
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change in bond length or angle would appear highly dissimilar. Presently, SOAP is used to 
generate input data for neural networks.  
In 2015, Thompson et al. extended SOAP to develop spectral neighbor analysis 
potential (SNAP) using 4D hyperspherical harmonics..246 Like SOAP, SNAP uses nearby 
atomic information, but operating on the atom’s local bispectrum. For an atom, define a 
sphere large enough to include some neighboring atoms, then project all of those neighbors 
onto the surface of the sphere. Any region on the sphere can be given the property of atomic 
density, how much of the region contains a projected atom. To generate the bispectrum, 
pick three points on the sphere, and small regions around each, and determine their atomic 
densities. Repeat for additional points and eventually compile a set of correlations between 
all measured triplets. The bispectrum is the mapping of the strength of these correlations 
and is invariant under rotations (due to hyperspherical harmonics that arise in its 
construction). An atom’s contribution to the system’s energy is given by its bispectrum and 





Figure 7.8 NN schematic from Xie & Grossman showing the CGCNN workflow: a structure is 
transformed into a mathematical graph, which is used as the input for their NN. Reprinted with 
permission from Xie, T., Grossman, J. C. Phys. Rev. Lett. 120, 2018. Copyright 2018 by the 
American Physical Society.247  
 
In 2018, Xie & Grossman published their crystal graph convolutional NN 
(CGCNN) as a way of generalizing existing NN approaches for crystals.247 This approach 
takes a crystal structure and transforms the unit cell into a “crystal graph,” in which nodes 
represent atoms and edges represent atomic connections (mainly nearest neighbors). The 
crystal graph is run through two networks. The first simplifies the graph via convolution 
and then transforms the simplified graph into a vector. The second passes the vector 
through hidden layers (Figure 7.8). The output need not be a system’s energy but can be 
tuned to predict various chemical and physical properties. Xie & Grossmann used DFT 
data and data from the Materials Project database144 to train their network to look for 
various crystal properties or energies, including formation energy, band gap, and bulk 
moduli. The CGCNN predicted properties with accuracies close to or better than similar 
DFT, when compared to experiment. Demonstrating how the convolutional phase resolved 
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local atomic features, the CGCNN produced a mapping of metallic elements to perovskite 
site energy, revealing the energy of each metal in a specific site of a perovskite.  
In 2019, Herr et al. created a small library of physical and atomic properties of 
elements H through Bi, excluding the f-block.248 They represented the elements as 2D and 
4D vectors through an encoding process, which was equivalent to the training phase in 
traditional ML applications. The researchers then used these vectors as input for a NN to 
predict formation energies of elpasolite crystals of varying stoichiometries. Once their 
trained and tested vectors and NN were verified on the crystals, Herr et al. were able to 
predict molecular potentials and atomic forces in organic molecules by repeating their 
process with a wide set of molecular data produced by a hybrid DFT approach. Together, 
their vectors and NN were able to correctly predict energies in the testing set as well as 
extrapolate to molecules that had been excluded from training.  
Unke et al. in 2019 took semiempirical DFT calculations of organic molecules and 
protein fragments and fed details about their energies, atomic forces, and atomic charges 
through a deep neural network to predict new molecular energies, forces, and dipole 
moments.249 The inclusion of atomic charges allowed the prediction of dipole moments, a 
significant improvement over previous NN, achieving values closer to DFT calculations 
than before and finding new values that previous NN could not. Other research follows in 
this vein. Eckhoff et al.250 and Jain et al.251 each used neural network and results from DFT 
calculations to predict the formation energies of inorganic compounds (metal-organic 
frameworks and halide perovskites, respectively). Kong et al. used similar techniques to 
find stable phases and phase transitions of CoO materials while Takigawa et al. used 
published physical data on various metals and alloys to predict d-band centers of other 
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metals for use in catalytic reactions.252, 253 Use of published data in ML also appears in 
predicting structure-function relationships of electrocatalysts and in predicting density-of-
states graphs based on compound stoichiometry.254, 255 Other properties found with ML and 
DFT include reaction energy barriers, and inhibition energy of molecules used to slow 
corrosion of magnesium alloys256, 257  
7.4 GA for Surface Chemistry. 
Many of the early chemical GAs were cartesian-coordinate GAs, but the first 
applied to surface science were informed-structure GAs. Doll & Van Hove, in 1996, 
studied the Ir(110)-(1x2) surface using low-energy electron diffraction spectroscopy 
(LEED).164 Just as the 2θ values of X-ray diffraction patterns contain information about a 
crystal’s inter-layer spacing, the spacing between spots of a LEED pattern contains 
information about the arrangement of surface atoms and super-structures (such as 
adsorbates). A LEED pattern can be calculated from an input geometry and compared with 
an experimental pattern and a large search space is possible when considering every 
arrangement of atoms and structures on the surface. Combined with the importance of 
finding a global minimum, the authors determined that GA would be an ideal tool as it can 
identify many local minima at once given a large enough population. This particular 
surface could be described by three parameters: The first and second layer thicknesses and 
a row-pairing value in the second layer describing the position of a missing row of atoms. 
This allowed the GA to contain three genes, represented as seven-bit strings that the GA 
could translate into values within some reasonable range. The GA would then follow a pre-
programmed set of instructions to build the surface using these three parameters, calculate 
the LEED spectrum, and compare it to an experimental spectrum. The best five individuals 
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reproduced using a one-point crossover method followed by point mutations where fitness 
was determined by Pendry’s R-factor. An average population size of 350 was sufficient for 
convergence while a population of 650 should almost always converge. 
 Viana et al. in 2007 built on Doll & Van Hove’s GA approach by including x-ray 
photoelectron diffraction spectroscopy (XPD) in the fitness, with the approach used to 
examine silver and copper surfaces.186 This new GA encoded bare surface genes as signed 
eight-bit strings to directionally represent atomic displacements from a preset position. For 
systems with adsorbates, the bit-strings were replaced with fractions of the maximum 
displacement to eliminate the decimal-binary conversion steps. The GA still used the same 
reproduction parameters as above, with an instruction to stop when the calculated R-factor 
fell within 5% of experiment. Various population sizes were tested to discover that only 20 
individuals were needed for convergence and that real-string encoding was faster than bit-
string encoding. Increasing the number of parameters scaled the convergence time by N1.6 
though the authors acknowledged their sample sizes were rather small.  
Based on further research and ideas from the cartesian-coordinate GA of Deaven 
& Ho, Glass & Oganov, and others, Viana et al. reported an improvement to their original 
GA in 2014.188 The new GA eliminated certain structures by imposing constraints on inter-
atomic distances and deviations from symmetry, as well as placing atoms on a grid with 
small, finite step-sizes. Reproduction is now based on a cut-and-splice method rather than 
crossover. After convergence, structures are refined with Correia’s simulated annealing 
technique.181 This GA was tested on silver and gold surfaces to find relatively quick 
convergence, under two weeks, with very precise atomic positioning. 
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Viana et al.’s GA has been used extensively by Pancotti et al. to examine various 
inorganic surfaces composed of clusters and monolayers on a substrate. In 2011 it was used 
with XPD to explore the composition and structure of chromia grown on palladium, 
revealing two phases depending on growth conditions and consisting of CrO3.
258 In 2013, 
the GA was used to interpret XPD on rumpled BaTiO3(001), revealing surface termination 
of BaO.259 In 2017, the GA was used to explore rhodium islands on a Fe2O3 film on 
palladium to note that the film is likely Fe-terminated and the islands four layers tall (Figure 
7.9).260 And lately, in 2018, the authors found that the Nb(100) surface contained ordered 
NbO islands with patches of pristine niobium between.261 
 
 
Figure 7.9 Illustration of rhodium islands on iron oxide as determined by genetic algorithm from 




In a similar application, Wen et al. used USPEX to find new iron titanium oxide 
structures on the Ti(011) surface.262 These structures contain ridges of low-coordination 
Fe(II) cations, some of which appear to match experimental STM images (Figure 7.10). 
The authors then considered adsorption energies, finding that both CO and O2 will adsorb 
to the iron cations, though due to oxidation the O2 adsorbs more strongly. These, along 
with high energies for oxygen vacancy formation, suggest that CO and O2 likely do not 
adsorb near each other, meaning certain catalytic CO oxidation pathways are infeasible on 
this surface. Hypothetically, CO might oxidize through physisorption near a monodentate 
adsorbed O2, leaving behind a single oxygen atom which could oxidize a second molecule 




Figure 7.10 Iron ridges on anatase models with corresponding microscopy images. Reprinted from 
Surface Science, 653, Wen, Z. H; Halpegamage, S.; Gong, X. Q.; Batzill, M., Fe(II)Ti(IV)O3- 
mixed oxide monolayer at rutile TiO2(011): Structures and reactivities, 34-40, Copyright 2016, 
with permission from Elsevier. 
 
Independently, Kowalczyk et al. in 2002 tested a GA in examining pore 
distributions in microporous activated carbons and comparing the performance of various 
algorithms in describing and predicting real pore distributions.170 Common numerical 
algorithms were compared against a GA, using it to search for better parameters and models 
rather than guess, but the GA did not perform as well as other algorithms. Subsequent 
papers from the same group, and other papers citing it, do not make use of GA. There may 
be several reasons behind it, and the authors do not elaborate, but it is possible that ML 
was better suited to the job than GA.  
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The second reference chain for GA in surface science began in 2004 with Chuang 
et al. seeking to reconstruct atomic models of silicon surfaces from microscopy images and 
interatomic potentials.263 Instead of the informed-structure GA of Doll & Van Hove, 
Chuang et al. used Deaven & Ho’s cartesian-coordinate GA, defining a surface region for 
each individual and a bulk region common to the population. The surface region consisted 
of a thin slab of atoms whose positions were specified in the genome and was subjected to 
the cut-and-splice reproduction operation. Fitness was determined by DFT relaxation and 
if a child was more fit than its parents, it replaced them in the population. Unlike Doll & 
Van Hove, the population of this GA functioned as a pool, held at a constant size, from 
which parents could be pulled for mating. Ultimately this GA produced a pair of structures 
with lower surface energy than a previously-reported structure from literature. This 
research was followed by Sierka et al. using a similar GA and procedure to test adsorption 
of O onto the Mo(112) surface.264 The GA results were compared with experimental results 
from X-ray photoelectron spectroscopy to show that oxygen had several different 
adsorption sites depending on the pressure and rarely formed a single phase. 
Research on adsorption continued with Wlodarczyk et al. examining water 
monolayers on the MgO(001) surface.265 Needing a more flexible tool, the authors 
generalized Chuang et al.’s GA to accommodate their system and implemented a more 
sophisticated fitness evaluation. In this GA, while structures reproduced by the cut-and-
splice method, the fitness was determined via the DFT relaxation energies exponentiated 
and normalized across the population, which caused the fitness values to adapt over time, 
increasing selecting pressure as the population’s average fitness improved. Additionally, 
structures were selected for reproduction randomly with probability weighted by their 
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fitness rather than simply selecting the best. The authors compared results from the GA 
with temperature-programmed desorption, infra-red spectroscopy, and XPS on 
experimental samples and determined that an aqueous monolayer exists in a low-
temperature and high-temperature phase and exhibits a small degree of dissociation to form 
surface hydroxyl groups.  
This GA was later used by Penschke et al. to explore the structure of vanadia 
oligomers and monolayers on bulk ceria.266 The GA took a surface layer of randomly 
placed vanadium and oxygen atoms and applied cut-and-splice to generate structures that 
were sent to DFT+U relaxations to generate future fitness values. A few constraints on 
stoichiometry and inter-atomic distances kept structures comparable and eventually 
revealed that vanadia oligomers settled on the surface in rings that contracted with 
increasing oxygen pressure. Rather than stack, these rings settled into chains, a monolayer 





Figure 7.11 Vanadia-ceria phase diagram from Penschke et al. Reproduced with permission from 
Penschke, C., Paier, J., Sauer, J. J. Phys Chem C. 122, 16. 2018, 9101-10. Copyright 2018 American 
Chemical Society. 
 
In the third chain, which started with Hartke, the first surface science GA appeared 
from Vilhelmsen & Hammer in 2012,152 who combined aspects from the GA of Lloyd et 
al.267 with Johnston’s BCGA to explore gold clusters on the MgO(100) surface. Fitness 
was determined with DFT energy calculations and reproduction happened by cut-and-
splice, but this GA included two DFT steps and an algebraic filtration before determining 
fitness. Two parents produced a child that was subjected to a low-level-theory relaxation 
using the Perdew-Burke-Ernzerhof (PBE) functional56 and an linear-combination of atomic 
orbitals basis set.268 The cluster’s interatomic distances were measured and compared to 
existing structures in the pool. If the differences were too small, the structure was ruled to 
be too similar to the pool and discarded and new parents selected. Otherwise, it was 
subjected to a second relaxation using the M06-L functional59, 269 and a “full real space grid 
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basis” and its similarity to the pool structures determined again.152 If it passed and had a 
lower energy than its parents, it replaced one in the pool. As children were produced and 
evaluated one-at-a-time, a small population around 15 was found to be ideal for this GA. 
The authors explored Au cluster geometry with this GA finding a variety of minimal 
structures. For each of those, oxygen adsorption sites were identified and the GA was used 
to optimize the arrangement of an oxygen molecule and neighboring gold atoms. This 
eventually showed that oxygen preferred to adsorb at the base of a pyramidal gold cluster. 
At the same time, Hammer an co-workers used the GA to investigate adsorption on 
the (001) and (111) steps of titanium rutile surfaces (both pristine and defective) in 
Martinez et al.270 A small population was maintained with atoms close to the step edges 
undergoing the cut-and-splice operations. The GA found a novel structure for the (111) 
surface, including stable oxygen vacancies. This new step surface also showed strong 
activity for the dissociation and reduction of water and methanol (Figure 7.12).  
Elsewhere, Hooper et al. developed a GA to examine bulk ceria doped with 
lanthanum,179 and as Ismail et al., used it to explore bulk and surface properties of 
samarium-doped ceria.180 Their GA was a hybrid of the cartesian-coordinate genome of 
Deaven & Ho and the informed-structure genome of Doll & Van Hove. The genome 
consisted of a number of atomic sites with each site containing a label for the occupying 
element or vacancy and a set of cartesian coordinates; individuals were constructed by 
inserting dopant elements and vacancies throughout the lattice sites. Reproduction was 
predominantly asexual, consisting more often of mutation alone than mating: Disturbing a 
number of sites, swapping native metal atoms with dopant metal atoms, swapping occupied 
oxygen sites with vacancies, and having two parents exchange a portion of their metal sites. 
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This means that the GA used neither the cut-and-splice method nor a traditional one- or 
two-point crossover, and further mutations could occur through nudging a site after 
reproduction. Fitness was determined by lattice energy calculated by DFT or molecular 
mechanics relative to the current population. Individuals were selected for reproduction by 
taking a set percentage of the best and selecting from the remaining population by a 
weighted Boltzmann distribution. In their application to surfaces, Ismail et al. found that 
defect concentrations in doped ceria tended to segregate toward surfaces. As defect 




Figure 7.12 Adsorption of water and methanol on step sites of rutile from Martinez et al. Reprinted 
figure with permission from Martinez, U. et al., Physical Review B, 84, 205434-1-6, 2011. 
Copyright 2011 American Physical Society. 
 
A similar story can be told for Patra et al. who were interested in surface defects 
and created their own GA to explore sulfur vacancies in MoS2.
271 Their GA was of the 
informed-structure variety, starting with a pre-generated structure of MoS2 and encoding 
the state of each sulfur site as a binary string (0 for vacancy and 1 for sulfur atom). Fitness 
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was determined by potential energy calculated via MD and reproduction carried out by 
crossover followed by mutation. The GA showed that point defects in the MoS2 layers were 
less stable than line defects which was confirmed by molecular dynamics calculations and 
high-resolution transmission electron microscopy of experimental samples. These defects 
further facilitated phase transition from semi-conductor to metallic behavior when exposed 
to heat as molybdenum atoms in the line defect puckered out of the plane and allowed 
neighboring sulfur atoms to shift toward the defect. 
Further exploration of surface defects came from Shi et al. in the examination of 
electron microscopy images of anatase TiO2(001) surfaces.
272 These images contained 
anomalous spots that were hypothesized to be defect states. A cartesian-coordinate GA, 
based on work by Ji et al. and Wu et al.273 was implemented using classical potentials to 
determine fitness and the cut-and-splice method of reproduction as applied to the top layer 
of atoms in the surface models. DFT relaxations were only performed after each GA run 
converged and the results used to generate better classical potentials for the next GA run. 
In this manner, Shi et al. found several stable defect structures with electronic properties 
different from the surrounding regions, which would generate the anomalous images. 
Further DFT calculations showed a low transition barrier between defect states, accounting 
for observed transitions during microscopy probing. 
The same GA was later used by Wang et al. to find structures at the rutile/anatase 
interface of TiO2.
274 The system contained two static layers, one rutile and one anatase, and 
a dynamic layer in between, representing the interface. Once the GA was finished finding 
structures, one stoichiometric and one with an oxygen vacancy, the authors used DFT and 
MD to examine the structures’ electronic behavior. The stoichiometric model tended to 
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localize electrons within the anatase and holes in the rutile phase, while the vacancy model 
showed opposite behavior. For both the authors note that adiabatic charge transfer 
mechanisms happen very quickly and non-adiabatic ones happen more slowly, relative to 
1 ps. 
Before we discuss ML in surface chemistry, we note Kammler et al. who were 
examining hydrogen scattering against metal surfaces.201 Simulating every interaction is 
very time-consuming, even for an NN or MD approach, and ideally a generalized approach 
could be used to calculate a processes potential energy surface to predict results of chaotic 
interactions. The authors settled on effective medium theory (EMT) which models a 
system’s energy via an analytic function of an atom’s energy in a reference system and a 
pair-potential correction function to account for the differences between the reference 
system and the actual system. The idea is analogous to the way DFT treats electrons in a 
pseudopotential field. The GA was of the informed-structure variety with the genome 
consisting of several parameters describing the geometry and MD parameters and potential 
of the system required for EMT; this allowed a genome to generate input files for these 
methods. Using prior data from DFT calculations as a measure of fitness, the GA assigned 
fitness values to individuals based on their ability to minimize relative error. Reproduction 
happened in two steps: First a one-point crossover for the EMT values, then one parent was 
selected to pass along its MD parameters without crossover. A point mutation was applied 
once children were generated and the GA continued into the next generation. The authors 
were able to reproduce bulk properties and DFT relaxation results with sufficient 
confidence to apply it to hydrogen scattering across a variety of magnetic and non-magnetic 
metals, thus demonstrating the wide range of application of GAs to surface science and its 
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use in solving problems that may not be appropriate for ML, DFT, or other computational 
methods. 
7.5 ML in Surface Chemistry. 
The first appearance of ML in surface chemistry was Blank et al. in 1995, 
examining the adsorption of gases.275 Training data for Co on the Ni(100) surface was 
obtained from empirical potential calculations and compared against similar data obtained 
from a NN. The NN was faster than quantum mechanical calculations and managed to 
reproduce the training data well. It was applied to H2 on Si(100) and predicted geometries 
outside the training set within a range of 2.1 kcal/mole. Lorenz et al. later extended the 
application to H2 on palladium, again finding the NN to be in good agreement with quantum 
mechanical calculations.276 At that time, chemical ML either relied on regression 
algorithms or used cartesian coordinates to build atomic systems. Seeing the opportunity 
and need for a NN that could incorporate chemical information, Behler & Parrinello (BP) 
developed a NN that incorporated an atom’s nearby neighbors into the NN input data,241 
and later incorporated Lorenz et al.’s work into their NN via symmetry functions adapted 
specifically for surfaces242 and for MD.243 
The BP method was for ML what Deaven & Ho was for GA. Using BP, Ulissi et 
al. considered CO on NiGa surfaces.44 Beginning with the Wulff construction, several 
facets were built as surfaces and adsorption sites were identified. Training data for the NN 
came from DFT relaxations of the slab and adsorbate while input data followed the BP 
method (Figure 7.13). To speed up the calculation, the NN was programmed to match 
adsorption energies instead of the full DFT energies. The NN revealed that the best sites 
for CO adsorption, and for the CO2 reduction reaction, were steps composed of a lone 
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nickel atom surrounded by gallium. The group later followed up this research by 
integrating the DFT relaxations with the NN to screen d- and p-block elements for similar 
CO adsorption energies and suitable CO2 reduction catalysts.
277 And in 2020, the group 
used this method to search through Al-Cu alloys for catalysts.278 The NN, with the DFT 
integration, was able to identify Cu-heavy bridging sites as very promising for catalysis, 
and also revealing that Al sites bound CO too weakly and Cu sites bound CO too strongly. 
Synthesis of several Cu-Al alloys followed and a material produced through sputtering 
demonstrated CO2 reduction at lower overpotentials and higher Faradaic efficiencies as 
compared to the pristine and porous control materials.  
 
Figure 7.13 Illustration of Ulissi et al’s incorporation of the BP approach for NiGa surface 
adsorption. Reprinted with permission from Ulissi, Z. W. et al, ACS Catal., 7, 10. 2017. 6600-8. 





The use of BP extended to many different systems, and Chehaibou et al. applied it 
with Bartok’s SOAP, thermodynamic perturbation theory, and DFT to the adsorption of 
methane on chabazite, a member of the zeolite family.279 Initial systems were built from 
Monte Carlo MD simulations and certain systems were subject to DFT relaxation to 
provide the training data. The NN was initialized with vectors built with SOAP and Rupp’s 
KRR and output energies similar to DFT relaxations. Once the NN was trained, it was 
applied in an MD-like method, where the atoms in a system were moved according to their 
velocities and energies each time-step, and then the energy was re-calculated via the NN. 
The entire procedure produced results that slightly underestimated experiment, but were 
faster to obtain and in better agreement than DFT relaxations.  
This was followed by Ma et al. who aimed to predict new materials for CO2 
reduction by determining CO adsorption energy before synthesis.280 The NN was built with 
two hidden layers of five and two neurons, respectively, to accept a material’s electronic 
fingerprint (a vector of DFT-obtained electronic data) and output that material’s CO 
adsorption energy. The NN searched through DFT data of multi-metallic surfaces and 
predicted improved catalysis by alloying a copper surface with nickel and silver. 
Another widely used method is Xie & Grossman’s CGCNN. One such use, for 
predicting CO adsorbate energies on metal alloy and metal oxide surfaces, came again from 
Ulissi and co-workers via Back et al. who modified the NN to include information about 
nearest-neighbors, next-nearest-neighbors, and the rest of an adsorbate’s neighborhood.45 
The NN then calculated a system’s energy and trained against DFT relaxation energies. 
Systems were drawn from an online database to fully train the NN to desired precision. 
Having developed the method, Back et al. presented a second, more specific study, 
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regarding CO on IrO2 and IrO3 surfaces.
281 In both the general and specific case, the NN 
reproduced DFT results to good precision (Figure 7.14), and noted the use of NN could 
have saved “more than 3 million CPU hours” on the iridium oxides alone. The group later, 
as Palizhati et al. used the same NN to predict cleavage energies of inorganic crystals, 
again using DFT energies for training.46 While the NN compared favorably, these articles 
were designed more as a proof that the NN worked than articles showing off ab initio 
predictions made without spending time on DFT relaxations. As these are recent articles, 
at the time of this writing it remains to be seen whether that NN is being used in place of 





Figure 7.14 Comparison of the NN results from the work of Back et al. with DFT results regarding 
adsorption energy on various metal oxide surfaces. Reprinted with permission from Back, S. et al. 
J Phys Chem Lett. 10, 15. 2019, 4401-4408. Copyright 2019 American Chemical Society. 
 
With a similar idea, Lym et al. performed their own modification of CGCNN to 
specifically study surfaces and adsorption.282 Instead of representing the Pt(111) surface as 
a collection of atoms with coordinates, surface models contained collections of surface 
sites grouped into clusters where sites could be occupied by O, NO, or a vacancy. To reduce 
all possible clusters into a more manageable set, DFT relaxation data was used to find the 
most salient clusters, analogous to a Fourier transform, and these clusters were used as 
input data for the convolutional NN. This meant the NN worked on a surface populated 
with non-physical atomic entities representing the sum of all nearby clusters. These entities 
were then fed into an activation layer and linear multiplication layer within the NN to 
produce site formation energies. The NN showed that NO-dense regions produce lower site 
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formation energies while vacancy-dense regions produce higher site formation energies 
(Figure 7.15), and was more accurate than similar NN found in the Scikit-learn Python 
library. 
 
Figure 7.15 Mapping of surface from Lym et al. showing vacancy sites (a), transformations through 
the NN (b-d), and resulting predicted site formation energy (e). Reprinted with permission from 





Looking beyond NN, Dean et al. used a linear-regression ML to develop an 
equation describing adsorption energies ofCH3, NH3, CO on metal surfaces (Cu, Ag, 
Au).222 The ML used lattice energy, ionization potential, electron affinity, and binding 
energy to fit a linear equation against DFT relaxation energy. Once the ML was trained, it 
was applied against other group 9 and 10 metals, but failed to achieve more than a passing 
agreement with DFT. More complex regression models were tried, but always reduced 
back to the original. While the technique did manage to reproduce trends in binding energy, 
the linear regression was too simple, and the ML model unable to work with systems 
dissimilar from the training data. 
Kamachi et al. used Geurts’ ExtraTrees classification software to assess 
correlations between molecular adsorbate orbital energies, adsorption energies, and dipole 
moments on TiO2 anatase(101) and rutile(110) surfaces.
283 Shapes and energies of 
adsorbates’ frontier molecular orbitals were calculated by DFT in isolated and adsorbed 
systems. The ML was able to determine correlation coefficients for each pair of parameters 
(Figure 7.16). The energies of the highest occupied molecular orbitals in various systems 
were strongly correlated with each other and with the system’s adsorption energy, which 
was also correlated with the surface dipole moment. Conversely, the lowest unoccupied 
molecular orbital energies were not correlated with any other parameter. This was 
explained with the system’s electronic structure, which showed strong overlap between the 
surface conduction band and the adsorbate’s highest occupied molecular orbital, but the 
adsorbate’s lowest unoccupied molecular orbital lay so far above the surface’s valence 




Figure 7.16 Final correlation mapping for various parameters of adsorbate molecules on TiO2 
surfaces. Reprinted with permission from Kamachi, T. et al. J Phys Chem C, 123, 34. 2019. 20988-
97. Copyright 2019 American Chemical Society. 
 
Mpourmpakis et al. 284, 285 used regression ML to predict adsorption energies and 
catalyst behaviors with a focus on atomic clusters. Andriotis et al. examined the catalytic 
activity of bimetallic clusters in CO2 electrochemical reduction.
25 Early studies showed 
correlations between the d-band center and nanoparticle properties, but Andriotis et al. 
expanded on the approach by including more descriptors and performing linear, bilinear, 
and quadratic regressions. This allowed the ML to include information about local atomic 
environments and s- and p-orbitals in the analysis. Most of the training data came from 
DFT relaxations in earlier studies while the ML operated by taking a large set of multi-
dimensional data about a surface and adsorbate system and reducing the dimensions by 
combining physical descriptors into non-physical vector components, analogous to a 2D 
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projection of a 3D object. The output is a set of regression equations (mostly quadratic) 
that correlate various descriptors of the systems. The ML found that the surface atom size 
is generally more important than size or identity of sub-surface atoms, unless the surface 
atoms are very small or the adsorption site is a hollow rather than on-top or a bridge. 
Chen et al. used BP to predict CO adsorption energy and HOCO transition state 
formation energy on gold nanoparticles (AuNP).286 A single 10 nm AuNP might have 
10,000 surface atoms, far too many to run DFT calculations on every one, so the surface 
atoms were filtered by coordination number and sorted by configuration. DFT relaxations 
on these atomic configurations were used as training data. Once trained, the NN was able 
to predict catalytic energies for all sites, allowing classification by activity and geometry. 
Ultimately this produced two classification for sites on AuNPs and associated 




Figure 7.17 Mapping of catalytic activity by atom on AuNP. Reprinted with permission from Chen, 
Y. L., et al. J Am Chem Soc. 141, 29. 11651-7. Copyright 2019 American Chemical Society. 
 
Similarly, Hu et al. used a support vector machine (a classification algorithm) and 
an NN to find catalytically active sites on nickel phosphide for water splitting.287 Training 
data came from DFT relaxations and density of state calculations. The NN sorted through 
the training data to find correlations between the free energy of reaction, the number of 
bonds to active site atoms, and bond lengths with active site atoms. A moderately predictive 
correlation between the bonding information and the free energy was found. 
198 
 
The use of ML can extend beyond predicting adsorption energies and catalytic sites. 
In an application to chemical properties, Deringer et al.288 and Caro et al.26 sought to 
classify carbon atoms in amorphous carbon sheet as being more like graphite or diamond. 
Amorphous carbon surfaces were cloven from the bulk and relaxed with DFT and annealed 
with MD. Carbon atoms were classified by sp2 and sp3 character using Bartok’s SOAP 
method based on bond lengths and angles (Figure 7.18). Representative structures for each 
classification were relaxed with DFT under hydrogen atom adsorption to assess reactivity, 
which was plotted against the sp-character to finalize the classification. Six sets of carbons 
were found, ordered here by reactivity: a defect state, two sp-like states, two sp2-like state, 







Figure 7.18 Results from the use of SOAP to classify carbon atoms in amorphous carbon 
nanoparticles by their similarity to diamond or graphene. Reprinted with permission from Deringer, 
V. L. et al. Chem Mat. 30, 21. 2018. 7438-45. Copyright 2018 American Chemical Society. 
 
A similar application to physical properties of a material was performed by Faraji 
et al. on bulk and surface CaF2, examining structure and melting behavior.
24, 109 Two forms 
of ML were used: an NN that mimicked DFT relaxations via charge equilibration (CENT) 
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and minima-hopping. A small amount of initial DFT relaxation data was used to train 
CENT to predict reconstructions of the (100) surface. Further DFT relaxations determined 
MD parameters used in a minima-hopping scheme to model atomic behavior during 
heating a melting. This revealed the fluorine sublattice melting before the calcium 
sublattice, and the entire surface reaching a melting state before the reported bulk melting 
point. 
Our final example also concerns MD but uses ML to find simulation parameters,. 
Wood et al. noted the problem of determining potentials to use in MD simulations for every 
new system and resolved to solve it using Thompson’s SNAP.246, 289 The system chosen 
was an atom of beryllium fired at a tungsten surface, due to its relevance as corrosion in 
fusion energy research. Using DFT relaxation data as training material, the NN modeled 
the chemical system to reproduce the training data. To ensure that SNAP was using the 
best parameters, after a SNAP run had concluded with the desired fits, the parameters were 
fed into a GA called DAKOTA for further optimization and then cycled back into SNAP. 
This blend of GA and ML produced a set of MD parameters that was used to initialize MD 
simulations of beryllium implanting in tungsten. It was compared against other software 
and found to be in good agreement that 35% of beryllium atoms implanted, with the rest 
reflecting off, and implanted atoms tended to occupy interstitial sites within 3 nm of the 
surface. This particular study highlights not only the versatility of ML, but the unique 
abilities of GA and ML and the correct roles for both, using the GA to search through 
parameter space to find the best parameters and invoking ML to predict quantum 




Both GA and ML are frequently used to study difficult problems in chemistry and 
surface science, both have long histories of development, and both have evolved into 
modern sub-paradigms of computational chemistry. Originating in computer science in the 
mid-20th century, these techniques have seen extensive development through the 1990s and 
into the 2000s, with ML finding chemical applications prior to GA. Surface applications 
of both techniques appeared within a year of each other,164, 275 and landmark papers for 
chemical applications of both techniques appeared in the same year.139, 275 Multiple 
distributable software packages have been released for each technique.136, 204, 205, 245, 247, 290 
Research continues to make improvements and apply them to various systems, and at this 
point we ask whether GA and ML constitute a new paradigm in computational chemistry. 
In his seminal work describing the idea, The Structure of Scientific Revolutions,10 
Thomas Kuhn set forth the justification and definition of a scientific paradigm: 1) There 
must be a problem within a field that cannot be resolved by the axioms and theories of that 
field, 2) A new theory must be posited that can resolve the main problem without solving 
every problem, 3) The new theory and methodology must completely supplant any 
previous and be incompatible with prior and concurrent competing ideas. As science itself 
is both knowledge and method, a paradigm is both a theory and a method. A paradigm 
contains unwritten rules on how the theory is to be expressed and how experiments are to 
be performed and may contain sub-paradigms that describe more specific phenomena or 
experimental procedures than the general. It would be tempting to say all computational 
chemistry is a paradigm containing sub-paradigms of Hartree-Fock, DFT, MD, and now, 
GA and ML, if it were not for the requirement of incommensurability with other chemical 
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paradigms. But the research in this thesis, in Chapters 3 and 4, shows this cannot be the 
case because the simulations performed in this work are designed to work alongside 
experiment, and the work discussed in this chapter shows significant compatibility between 
GA, ML, and experiment. While this prevents claiming computational chemistry as a 
paradigm, the use of so many techniques is somewhat reminiscent of the coalescence 
period Kuhn describes in the development of new paradigms. 
 The early development of GA and ML in the 1990’s demonstrates the existence of 
unsolved problems: The scale of some experiments is simply too large to investigate by 
previously-accepted means. The large number of citations of landmark papers are evidence 
that GA and ML provide methods to resolve problems that can coexist within the larger 
paradigm of computational chemistry, while the development of new algorithms and 
applications demonstrate how that method of resolution does not resolve all problems at 
once. Kuhn describes some paradigms, such as relativity, being revolutionary in 
supplanting older theories entirely, while other paradigms establish dominance over 
competing theories without having to remove the old guard, such as the case for 
electromagnetism. While computational chemistry is an extraordinary technique only 
allowed by modern technology, from the beginning it has always been compared against 
and used alongside experiment—a feature Lenhard describes in the context of climate 
modeling.5 The various techniques within computational chemistry—HF, MD, DFT, GA, 
ML, etc—are not designed and developed to supplant experimental chemistry, but to work 
alongside. This is similar to the state of a new paradigm, in which new tools and techniques 
are developed to answer the paradigm’s formative question. GA and ML are adopting 
similar roles as quantum mechanical theories did upon their development, and taking their 
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place as useful tools of computational chemistry. Their advent does not constitute a true 
revolution as they are tools that work within a niche not already occupied, rather these tools 
demonstrate the creation of a new sub-paradigm ab initio.  
GA and ML are not meant to replace classical or quantum mechanical calculations, 
but provide support under the right conditions: A system with a large search space due to 
combinatorics or many tunable parameters is an excellent candidate for GA or ML. 
Specifically, a GA is ideal for systems that need minimization over a large space, while 
ML is better suited for classification of high-dimensional data or extrapolation of properties 
from known materials to similar, unknown materials. Given their limitations, it is unlikely 
that either will be able to provide meaningful results when used in a vacuum—GAs are 
limited in the fitness tests they can employ and ML are limited to working with systems 
similar to their training data. So far GA and ML have not been used together frequently,289, 
291 though we surmise that this will become more common in the future whether to mimic 
more expensive computations while searching for a minimal system, to identify the number 
and values of hyper-parameters for a classification or prediction scheme, or in other, yet 
unknown paradigms. These approaches will have higher initial costs due to the time needed 
to set up the ML training data and define the GA genome and fitness tests, but if the 
quantum mechanical calculations of dozens or hundreds of systems can be sidestepped, 




CHAPTER 8. CONCLUSIONS 
8.1 Overview of this Dissertation 
The role of a simulation, in chemistry, is to explore chemical space and provide 
explanation for experimental results. The chemical and electronic structures of all possible 
bulk materials, surfaces, and experimental conditions constitutes a chemical space far too 
large to explore by hand. Simulations do not require time and reagents for synthesis but 
can manufacture precise atomic structures ex nihilo. Simulations rely only on a calculation 
device for characterization and analysis, rather than complex arrangements of electrons, 
photons, and flasks. Yet, simulations cannot examine the behavior of chemical systems 
over human timescales, and are limited in how many atoms they can include. Whether or 
not simulation technology will ever be able to fully simulate a universe, the current role of 
simulation is to be a tool, one that can examine chemical and electronic structure to make 
predictions about physical and chemical behavior. 
Exploration of the relationship between electronic and chemical structure began in 
Chapter 3 with the examination of two systems of organic molecules. In these systems, an 
explanation of experimental behavior is desired—the measured charge mobility and 
conductivity of each system. The molecules are modeled in a hybrid DFT framework 
subject to tuning of HF-exchange in long-range functional to reduce over-delocalization 
and enforce Koopman’s theorem on the system.  The frontier molecular orbitals are 
modeled and found to provide sufficient electron delocalization to allow the observed 
conductivities. Electrochemical behavior was confirmed to be related to the frontier 
orbitals through examination of the spin-density plots for anions and cations of each 
system. Then the interaction of the frontier orbitals with optical-electronic transitions are 
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revealed through time-dependent DFT calculations. The second system received additional 
investigation of charge-transport mechanisms through determination of the electron 
transfer integral. This revealed pathways for electrons and holes to travel throughout the 
crystal without the need to invoke magnetic superexchange mechanisms. These 
calculations corroborated the experimental results, predicting similar behavior within the 
bounds of error, and provided satisfactory explanations of behavior that gave an atomic-
level description of macroscopically observable behavior.  
In Chapter 4, DFT simulations were used to model lithiated nickel-manganese-
cobalt oxide surfaces, coupling those results with first-principles thermodynamics to 
predict surface adsorption states. This material is an important cathode in lithium-ion 
batteries, but its behavior over many charge-discharge cycles result in questions about the 
state of the material’s surfaces. In this work, the material is modeled in the DFT+U 
framework and potential surfaces of the material are modeled and relaxed to provide 
surface energies and predictions about the shape of budding nanoparticles. On each surface, 
atmospheric adsorbates are placed and the zero Kelvin energy of the system is calculated. 
Assuming that the chemical potentials of the system can be expressed by combinations of 
atoms from reservoirs of solid and gaseous matter, the results from the simulations are 
extrapolated into realms of physical pressure and temperature. For any given temperature 
and partial pressures of hydrogen, oxygen, water, a prediction about the energies of each 
adsorption system can be made and compared through a careful choice of stoichiometric 
coefficients. This procedure predicted most surfaces to be bare, or covered with water 
molecules, under most experimental conditions, particularly at higher temperatures and 
water pressures. The electronic structure of the material is already altered by cutting a 
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surface and this thesis describes how the electronic structure is further altered by the 
addition of adsorbates. 
The theme of chemical structure was continued and expanded in Chapter 5 with the 
prediction of the chemical structure of a Li-Al layered double hydroxide using a genetic 
algorithm. The chapter details the development of two versions of the GA, which operate 
on the principle that a layered crystal can be described by the elements present and 
operations performed on each layer as they are stacked. Arrangements of the atoms was 
split into two parts with the crystalline portion being largely pre-determined and the 
molecular portion being largely genetically controlled. Fitness of individual structures was 
determined by matching a calculated X-ray diffraction pattern against an experimental X-
ray diffraction pattern. The GA was unable to produce a perfect match to the experimental 
diffractogram but did provide structures stable under DFT relaxation that could be used in 
further work.  
The GA was further developed into the Genetic Algorithm for Layered Structures, 
or GALS, in Chapter 6, which allows for generalization to a very wide variety of layered 
inorganic, organic, and hybrid structures. The key to generalization is the information 
needed to identify the unit cell, the placement of the hexagonal close-packing sites, and the 
arrangement of the ions therein, as well as the genes to be used in the run. Four systems 
were tested: sodium chloride, cadmium chloride, TIPS-pentacene, and methylammonium 
lead iodide (a perovskite). The results of these tests, though limited, show similar 
performance as in the previous chapter. GALS is not quite able to produce a perfect 
structure unless the number of variables is very restricted, but it does manage to produce 
populations with increased average fitness. It can also take a wide, random distribution of 
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alleles and, if they affect the final fitness, narrow them down to a few, specific areas for 
further examination. 
Finally, a history of the development and use of genetic algorithms in chemistry is 
described in Chapter 7, along with a description of machine learning. This chapter 
discusses the origins of each technique within 20th century computer science and how they 
first came to be applied to chemistry and surface science. A thorough description of each 
technique and the major milestones in development follow, with a focus on the technique’s 
history. With the techniques and timeline established, there follows a review of recent 
papers in the field that use these techniques. The reader is thus encouraged to consider 
application of these techniques to their own work. 
8.2 Future Development and Applications 
The work in this dissertation varies widely across system, but future applications 
should focus on improving the use of simulation to provide explanation for experiment and 
as a tool for exploring chemical space. The first goal is to improve GALS to build more 
systems and to converge on the experimental X-ray diffraction pattern more readily. With 
the right generalization and treatment of the factors that affect fitness, GALS could be a 
great addition to the GAs that exist in literature, being focused on layered structures and 
operating without the cut-and-splice operator. The key challenge appears to be in finding 
the right lattice parameters and molecular orientations. The fitness parameters currently 
implemented appear to be very sensitive to minor changes in the lattice, but explorations 
of periodicity in these variations and adjustments to the mutation rate and size may be able 
to address this. Further options to the LCF will allow for more generalization regarding 
input and more control over many internal variables. 
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Application of existing methodologies, as opposed to the development of new ones, 
is easy to imagine given the analysis of organic semiconductors in Chapter 3 and adsorbates 
on inorganic surfaces in Chapter 4. Analysis of molecular systems is particularly easy to 
apply to new systems and there is no doubt that it will continue to be applied as new 
molecules are discovered, perhaps even relying on one of the several machine learning 
methods described herein. In the examination of the frontier molecular orbitals seen in 
Chapter 3, the invocation of symmetry was particularly helpful in explaining the 
delocalization across the propeller molecules. Such considerations should be made when 
undergoing materials design projects, as should discussion of electronic structure in terms 
of lattice direction and pathways as seen with the co-crystals. Finally, the procedure applied 
to the NMC can be repeated on other surfaces to predict adsorption relatively easily. The 
fact that it produces very testable results is bound to be enticing to computational and 
experimental chemists. The null results of no adsorption suggest the need to adapt these 
thermodynamics to other systems and to examine these results with experiment. 
Ultimately, the principle of testability to determine the validity and use of an explanation 
underlies all the work described in this dissertation and I hope to see it applied in my own 






APPENDIX: SUPPLEMENTAL INFORMATION FOR LDH-GA 
 
Table A 1 Table of selected individuals from GA 2.0 used for DFT relaxations. All individuals 
belong to the first control listed above them, which have Txy (0.33, 0.67). G refers to the b/g 
thickness and Txy is the translation vector in fractional coordinates. The ΔE reported is relative to 
the most stable structure (n8). The profile factors are reported for the structure before and after the 
DFT relaxation.  
Explanation FP (initial) ΔE (eV) FP (final) 
n1 2b210 Control 21.3491 8.32480 3.949959 
n2 Alt lattice angles 22.7191 15.73108 0 
n3 Txy (0.5, 0.3) 21.7669 8.07879 7.019597 
n4 Txy (0.97, 0.35) 18.3385 11.19399 8.743499 
n5 G 19.4513 0.39215 6.520324 
n6 G, Txy (0.5, 0.3) 20.0128 33.26715 14.45754 
n7 G, Txy (0.97, 0.35) 19.7928 12.66597 6.626822 
n8 2b100 Control 17.7373 47.88439 20.01375 
n9 Txy (0.16, 0.72) 17.9046 21.56281 3.774645 
n10 Txy (0.3, 0.35) 21.8512 0.73346 5.486417 
n11 Txy (0.8, 0.34) 25.4492 13.85989 5.167449 
n12 G 18.3702 7.40811 8.183878 
n13 G, Txy (0.16, 0.72) 22.0332 38.90130 14.01315 
n14 G, Txy (0.36, 0.4) 25.3132 1.79994 4.35087 





Population Analysis for GA 1.0 
The populations used for this analysis were extracted from generations 0, 2, and 10 of the 
final trial of GA 1.0. Each population contains individuals with the representative peak. 
Some individuals may be counted among multiple populations: an individual with 
MPstring = ‘02458’ would be counted within p2, p5, and p8 but not p34 as it did not contain 
both p3 and p4. All plots use a heatmap color scale with blue representing few individuals 
and red representing many individuals. Note that pure blue squares represent zero 
individuals, in contrast with the dark blue that represents at least 1 individual. 
 
 


















Population Analysis for GA 2.0 
Population analysis was performed for the gen50, fit79, p78, and nomp89 populations as 
defined above. The plots shown below are the same as seen in Figures S1 to S3 with blue 
representing fewer individuals and red representing more individuals. Note that pure blue 














Figure A 5 Heat-maps showing preferred positions normalized to each species’ counts. 
 
 
As in GA 1.0, the positions of anionic species in each population were categorized by what 
atom they sat above or below (Figure 17). Due to the fine-graining of the xy-grid, additional 
positions became possible: Odown and Oup refer to whether the hydroxyl group points up or 
down along the z-axis from the plane of metal atoms, thus a carbonate might lie below an 
Odown or above an Oup. The positions marked by two elements represent positions half-way 
between the two atoms. As there are many more inter-oxygen positions than Li positions, 
the raw counts were normalized. For each species, the normalized count subtracted out the 

















Figure A 8 Scatterplots of fitness versus profile factor for each of the four sub-populations. 



















Figure A 11 Correlation between normalized fitness parameters (∆E in blue, FP in orange, Fi in 






Table A 2 Genome and fitness for n5, n14, n12, and n15 compared with an artificial 
individual, n16, composed of the most popular nucleotides in fit79. Polytope nucleotides 
are, in order: number of layers, thickness, Cn value, σz, and σxy. The anionic layer 
nucleotides are, in order: position, φ, and θ.  
 n5 n14 n12 n15 n16 











Carbonate (70, 6, 1) 
(42, 25, 2) 
(23, -22, 3) 
(24, 19, 1) 
(58, 30, 3) 
(6, 3, 0) 







(55, 21, 2) 
(44, -6, 0) 
(70, 15, 1) 
(43, 30, 1) 





Carbonate (8, -12, 1) 
(48, -27, 1) 
(38, -24, 2) 
(9, 0, 0) 
(38, -29, 
2) 
(47, 22, 1) 
(9, -5, 0) 
(52, -11, 
0) 
(36, -5, 1) 
(66, 11, 0) 
(38, 19, 1) 
(41, 4, 3) 
(67, 12, 1) 
(38, 13, 3) 





Carbonate (71, 11, 1) 
(–, –, –) 
(–, –, –) 
(7, -19, 1) 
(69, -30, 
0) 
(–, –, –) 
(16, 17, 0) 
(15, -2, 1) 
(–, –, –) 
(8, -3, 1) 
(26, 7, 3) 
(–, –, –) 
(–, –, –) 
(–, –, –) 







































NoMP 7 7 7 7 7 
TP 9 9 9 9 10 
MPstring p0123456 p0123456 p0123456 p0123456 p01123456 





Table A 3 Clones of n16 showing variation in c and their fitness. 
Name Lattice c (Å) NoMP TP MPstring 
n17 15.54700 7 10 p01123456 
n18 14.88027 3 12 p1134 
n19 14.30354 4 13 p11356 
n20 13.72681 4 21 p111358 
n21 13.15008 3 24 p111128 
n22 12.57334 4 27 p1112488 
n23 11.99661 5 23 p11124788 
n24 11.41988 3 23 p11178 
n25 10.84315 3 22 p168 





Figure A 12 Calculated XRD spectra for each of the clones in Table S3: n17-21 on the left and n22-
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