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Abstract
This thesis makes an original contribution to knowledge in the ﬁeld
of data objects' comparison where the objects are described by at-
tributes of fuzzy or heterogeneous (numeric and symbolic) data types.
Many real world database systems and applications require infor-
mation management components that provide support for manag-
ing such imperfect and heterogeneous data objects. For example,
with new online information made available from various sources, in
semi-structured, structured or unstructured representations, new in-
formation usage and search algorithms must consider where such data
collections may contain objects/records with diﬀerent types of data:
fuzzy, numerical and categorical for the same attributes.
New approaches of similarity have been presented in this research to
support such data comparison. A generalisation of both geometric and
i
set theoretical similarity models has enabled propose new similarity
measures presented in this thesis, to handle the vagueness (fuzzy data
type) within data objects. A framework of new and uniﬁed similarity
measures for comparing heterogeneous objects described by numeri-
cal, categorical and fuzzy attributes has also been introduced.
Examples are used to illustrate, compare and discuss the applications
and eﬃciency of the proposed approaches to heterogeneous data com-
parison.
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Chapter1
Introduction
1.1 Background
Recent years have seen the emergence of more complex data objects. Such data
objects are often heterogeneous (described by a set of mixed attributes data types:
numerical, categorical and fuzzy). Traditional data sets (such as the ones from
UCI repository) often contain attributes of the same type, either numerical or
categorical. As data sets and data mining applications in many ﬁelds have grown,
the need for techniques that can deal with vague/fuzzy as well as heterogeneous
attributes has also risen.
Many real world database systems and applications require information man-
agement components that provide support for managing imperfect data objects
which are vague, imprecise or uncertain.
Intuitively, the imprecision and vagueness are relevant to the content of
an attribute value, and it means that a choice must be made from a given range
(interval or set) of values however the exact value is unknown. In general, vague
1
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information is represented by linguistic values. For example, imprecise informa-
tion comes when we say the age of Mary is a set {16, 17, 18, 19}, and a piece of
vague information occurs when describing the age of John as a linguistic value
old. The uncertainty is related to the degree of truth of its attribute value, and
it means that we can share out some, but not all, of our knowledge to a given
value or a group of values. For example, the possibility that the age of Ali is 45
right now may be 98% or age of John as a linguistic value 0.7/middle-aged.
Other types of imperfect information can also be found in database systems
such as inconsistency and ambiguity (see (Ma & Yan, 2008) for more detail),
however, in this research we focus on the three types mentioned above (vaguen-
ness, imprecision or uncertainty).
Fuzzy set-theory allows us to model imperfect data. Therefore, several ap-
proaches have been proposed for extending database systems in order to represent
as well as query such imprecise data (Berzal et al., 2007; Ma, 2005; Ozgur et al.,
2009).
In this thesis, heterogeneous data objects are considered to be those objects
whose attributes are It should be noted here when we say heterogeneous attributes
that we must diﬀerentiate between two choices:
• diﬀerent attributes represented by diﬀerent data types.
• one attribute that can be described with diﬀerent types at the same time.
The proposition of using fuzzy sets is motivated by the need to handle the
uncertainty within the real world data due to imprecise measurement or caused
by the vagueness in the language. Representing fuzzy data type and studying
and presenting an appropriate similarity deﬁnition forms for diﬀerent data types
2
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are the core body of the work in this thesis. The research is based on fuzzy
set-theory. Fuzzy set-theory is an extension of classical (crisp) set-theory where
each possible element in the universe of discourse has a degree of membership
rather than being a member or non-member (Klir & Yuan, 1995; Zadeh, 1965;
Zimmermann, 2001).
This thesis continues along that research line and contributes to data object
comparison by proposing new approaches of similarity measures that are devel-
oped using the frameworks published in (Bashon et al., 2010, 2011, 2013). It can
be linked to many similarity approaches in the literature, see for example (Berzal
et al., 2007; Bouchon-Meunier et al., 1996; Santini & Jain, 1999).
1.2 Research Motivation
The initial study is motivated by an article entitled "A Framework to Build Fuzzy
Object-Oriented Capabilities Over an Existing Database System." proposed by
(Berzal et al., 2005). The authors present a set of operators for object comparison
in a fuzzy environment. This in turn inspired this study by enhancing the concepts
already researched yet deﬁning a new theoretical approach for object comparison
to handle both fuzzy and heterogeneous data. Additional motivation involved
my personal interest in inter-disciplinary research, to attempt the amalgamation
of innovation by means of discovery, consequently, to develop the theoretical
ﬁndings by (Tversky, 1977) regarding the human perception of similarity between
diﬀerent objects, to develop and propose a theoretical framework for handling
more complex data in an adaptable and interpretable/usable manner within any
discipline.
3
1.3 Research Questions
My personal interest in psychology, in particular Sigmund Freud's works to
derive logical sense out of nonsense, has provided psychological concept applied
in this study, to be in the presence of data of no meaning but to arrange and
organise into a format of value. However, the focus towards this study will not
be documented within a psychological perspective, but a logical computational
manner with supporting mathematical formulae.
1.3 Research Questions
When the database is aﬀected by imperfect data content, the classical concept of
equality is not valid. In some cases, it could be replaced by a similarity concept or
more generally by a resemblance concept. To compare two objects, the following
problems tried to be solved (Berzal et al., 2005):
• To handle resemblance in basic domains.
• To be able to compare fuzzy collections of imprecise objects.
• To aggregate the resemblance information that they have collected by study-
ing the attributes and calculating resemblance opinion for the whole com-
plex objects.
Thus, in order to facilitate the discussion of the concepts in this thesis, we
use the example 1.3.1 of diﬀerent types of attributes as described in Figure 1.1.
Example 1.3.1. Suppose that we have two student accommodation described by
quality, price, numOfBedroom, propType and propArea. Values of these attributes
may be collected from various available online resources and may have values
4
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Figure 1.1: The problem of objects comparison
of diﬀerent data types. Now, the question is How can one compare these two
properties? We need an appropriate measure to compare these two properties in
order to see how similar they are.
As shown in Figure 1.1, the description of the two instances is imprecise
and mixed, since their features (or attributes) are expressed using numerical
values as well as symbolic values (linguistic labels/terms). For instance, quality
of Property1 is heterogeneous since it can be represented either as categorical
attribute or as fuzzy attribute. Imprecision can occur in other ways, price and
propArea can have either numerical or fuzzy values. Therefore, they can be either
numerical or fuzzy attributes.
Measuring the similarity between objects described by diﬀerent types of at-
tributes (numerical, categorical and fuzzy) enlarge computational challenges. Ge-
ometrical similarity models which use distance-based (measures/metrics/functions)
are most widely used approach to handle numerical data. Such similarity models
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cannot simultaneously support all these data types. Moreover, most of the current
approaches address only one data type and a few are devoted to deal with a mix-
ture of data type (numerical and categorical) (Ahmad & Dey, 2011) and (Yang
et al., 2004). Therefore, a uniﬁed framework of similarity is proposed in this the-
sis to support the comparison of vague (fuzzy) and heterogeneous (mixed) data
objects, based on both the classical and fuzzy similarity models. An approach
opens the opportunity to develop and apply previously used clustering algorithms
to data of greater variety of formats, as heterogeneous combinations of numerical,
categorical and fuzzy values.
Now, assuming that objects are internally represented by a number of at-
tributes, and that similarity between objects comes from some sort of compar-
ison between their attributes. (Blough, 2001) addressed several questions when
comparing objects, for example:
1. What information is agreed in the object representations?
2. How is this information combined or structured within the representation?
3. How are representations compared in arriving at a similarity?
4. Given a set of objects, how are their similarities determined and best rep-
resented?
Although the theoretical analysis of similarity has been dominated by geometric
models, its utility is limited, especially with representing complex data. There-
fore, some literatures suggest that it may be better to model the similarity by
a set-theoretic function instead of using the geometric distance (Zwick et al.,
1987). Many of the proposed set theoretic measures are generalised by Tversky's
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parameterised ratio (or Tversky Contrast Model (TCM)) of similarity (Tversky,
1977), where the similarity amongst objects is deﬁned by the measures of their
common and distinct features (attributes) The ratio model of this similarity is
another interesting matching function where similarity is normalised and it is a
unifying basis of many of the well-known similarity deﬁnitions (Ahmad & Dey,
2011). Therefore, the state of the art of generalising this model to fuzzy subsets
motivated us to propose the fuzzy set-theoretical similarity model published in
(Bashon et al., 2011) in order to compare fuzzily described objects.
1.4 Aims, Objectives and Methodology
The general aim of this thesis is to ﬁnd some solutions, based on fuzzy set-
theoretical as well as classical approaches for the problem of object comparison
in order to manage both vague/fuzzy and heterogeneous objects attributes. More
precisely, we focus on the study of both fuzzy geometric (FGM) and fuzzy set-
theoretic (FSTM) models of similarity measures for fuzzily described objects and
extending the FGM for the comparison of objects with heterogeneous/mixed at-
tributes.
In accordance to this, the concrete objectives of this thesis are the following:
• To study the fuzzy representation of crisp (numerical) and fuzzy attributes,
and propose a new fuzzy similarity model for comparing fuzzily described
objects based on the generalisation of geometric similarity model.
 To address diﬀerent fuzzy representation for the same attribute.
 To compare fuzzy/fuzzy attributes
7
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 To compare crisp/fuzzy attributes or vice versa.
• To propose a new similarity measures for comparing heterogeneously de-
scribed objects.
 To study the classical (crisp) similarity measures available in litera-
tures for numerical and categorical attribute types.
 To incorporate both crisp and fuzzy similarity to formulate a new
similarity measure for heterogeneous objects.
• To propose a new fuzzy similarity for comparing fuzzily described objects
based on the generalisation of Tversky contrast similarity model into fuzzy
sets.
• To propose a new clustering algorithm for fuzzy data
 To modify the conventional fuzzy C-means (FCM) algorithm based on
fuzzy geometrical similarity model proposed in (Bashon et al., 2010).
 To apply diﬀerent cluster methods such as hard (or crisp) C-means and
fuzzy C-means to compare the performance of the proposed algorithm
for both numerical and fuzzy data objects.
This research proposes a similarity model for comparing fuzzy/heterogeneous
data objects, and for managing the vagueness and uncertainty in such complex
data. The methodology includes the study of generalised similarity metrics in het-
erogeneous data contexts, the examination of the applicability of the proposed
similarity for fuzzy data and heterogeneous data sets and formulating the clus-
tering problem of fuzzy data objects as a partitioning problem (fuzzy clustering),
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with further details included in the thesis structure section below (see Figure 1.2).
Consequently, we consider and present a new variant of the conventional fuzzy
C-means clustering algorithm for fuzzy data. This new approach of clustering
known as Fuzzy C-Maximum (FCMax) is applied to characterise the spirit of
fuzzy clustering for fuzzy data such that a set of objects is divided into sev-
eral clusters where the intra-cluster similarity is maximised and the inter-cluster
similarity is minimised.
1.5 Thesis Structure
The thesis consists of 7 chapters. Chapter 2 starts with some necessary prelimi-
naries. It is dedicated to give a brief overview of diﬀerent data types and present
some basic concept of conventional object-oriented databases. Also, some strate-
gies of integrating fuzzy set theory with databases as well as the current objects
comparison approaches are reviewed in diﬀerent perspectives. The utilising of
similarity measures in some data mining techniques such as clustering analysis is
also discussed.
Chapter 3 reviews some basic notions on crisp and fuzzy set theories. It also
studies the deﬁnitions of similarity relations based on distance metric as well
as set theory. The most distance/similarity measures used for numerical and
categorical data types are also discussed. The chapter ends with an overview on
both crisp and fuzzy C-means.
Chapter 4 presents the ﬁrst proposed method for comparing fuzzy objects
called Fuzzy Geometrical Model (FGM). It starts with generalising Euclidean
distance into fuzzy sets and the similarity measure between fuzzy attributes is
9
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Figure 1.2: Diagram illustrating the empirical approach un-
dertaken in this Study.
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introduced based on this distance. Then, the proposed similarity approach for
comparing fuzzy objects is presented. The empirical evaluation using some illus-
trative examples is also provided.
Chapter 5 focuses on extension of the similarity approach presented in chapter
6. It stars with introducing a family of similarity measures for both numerical
and categorical data types as a classical (crisp) similarity model. Then the pro-
posed similarity measure is introduced based on combining both classical and
fuzzy models in a uniﬁed framework for comparing heterogeneously described
objects. Additionally, the properties of the proposed similarity measures are dis-
cussed. The chapter also provides empirical evaluation for this approach with an
illustrative example alongside a real data set.
Chapter 6 presents the ﬁrst proposed method for comparing fuzzy objects
called Fuzzy Set Theoretical Model (FSTM). It begins by introducing the method
of generalising the Tversky's Contrast Model (TCM) into fuzzy sets to deﬁne
similarity between fuzzy sets, based on the cardinality and the operations of fuzzy
sets. It presents how to use this deﬁnition to introduce the similarity measure
between fuzzy attributes. Then, the proposed similarity approach of comparing
fuzzy objects is presented. Empirical evaluation using an illustrative example on
an artiﬁcial data set is also provided.
Chapter 7 provides a new variant fuzzy clustering method introduced for fuzzy
data, based on the well known fuzzy C-means clustering algorithm. An evaluation
of the new algorithm is also performed on some data sets.
The last chapter summarises the research, discusses implications of the pro-
posed approaches, and suggests future work.
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Literature Review (Background and
Related Work)
2.1 Introduction
This chapter reviews those approaches most strongly connected or related to the
work presented in this thesis. Advantages and limitations of diﬀerent similar-
ity measures proposed for data mining techniques such as cluster analysis and
information retrieval in databases are identiﬁed and discussed, providing the mo-
tivation for the research reported in this thesis.
Therefore, this chapter is organised as follows: Section 2.2 addresses the def-
inition of data and their types. A brief introduction of some concepts of Object-
Oriented Database system is presented in Sec. 2.3. A general outline of fuzzy
set-theory and fuzzy OODBs is presented in Sec. 2.4. A review of diﬀerent simi-
larity approaches that have been proposed for object comparison is dedicated in
Sec. 2.5. ﬁnally, some similarity-based clustering techniques are presented in the
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last section.
2.2 What is Data?
Data can be deﬁned as facts and statistics collected together for reference or
analysis. It can be numbers, words (linguistic labels), measurements, observations
or even just descriptions of things. Data can be Quantitative and Qualitative (see
(Silverman, 2011) and (Neuman, 2005)) :
• Quantitative Data: represent numerical information (or numbers) which
also can be Discrete or Continuous :
 Discrete data: take certain values like natural numbers. For exam-
ple, a = 3. It is a set of countable numbers.
 Continuous data: take any value within a range like real numbers.
For example, a ∈ (0.25, 0.75]. Values of this type of data can be
measured but are uncountable.
• Qualitative Data : represent non-numerical information; it is called de-
scriptive information. This type of data is described by using linguistic
labels/terms (or predicate symbols) and can be interpreted as Categorical
or Fuzzy data:
 Categorical data: take values in a discrete and ﬁxed set of linguistic
terms. This type of data also correspond to a possible representation
for:
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∗ nominal: it has possible values in a predeﬁned list/domain of
linguistic terms and not from a continuous domain. It is generally
ﬁnite and unordered.
∗ binary: this attribute itself is a special case of nominal data when
the domain of data is limited to simply True and False values (or
represented as a set {0,1}).
∗ ordinal: an ordinal data is similar to nominal. The diﬀerence
between the two is that there is a clear ordering of the ordinal
data. It is one where the order matters but not the diﬀerence
between values; the values here are linguistic terms in which they
may be greater than or less than others, but an ordinal data set
does not demonstrate how much greater or less. If these categories
were equally spaced, then it would be an interval data.
∗ interval: this type of data is similar to an ordinal data, except
that the intervals between the values are equally spaced.
 Fuzzy Data: values of this type of data are represented by a set of
linguistic terms. It is a special type of data originally introduced by
Zadeh (Zadeh, 1965). Each value is characterised by a fuzzy set (or a
membership function). This will be studied in details in Chapter 3.
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2.3 An Overview of Data Models in Object-Oriented
Databases
A database in a structured collection of data, which are brought together and
made persistent and suitable for querying (De Caluwe, 1997). An Object Database
(or Object-Oriented Database Management System (OODBMS)) is a database
management system in which information is represented in the form of objects as
used in Object-Oriented Programming Languages (OOPLs). Object databases
are diﬀerent from relational databases which are table-oriented.
OODBMSs have been developed in order to deal with today's application re-
quirements. The object-oriented approach is very ﬂexible, because it is not lim-
ited to data types, and the availability of query languages in traditional database
systems.
The object-oriented paradigm is characterised in a general sense by a group-
ing of information with the concept or entity to which it relates (Diaz, 1996).
Object-oriented databases combine ideas from traditional database management
systems, semantic data models, knowledge representation in artiﬁcial intelligence
and object-oriented programming. The object-oriented paradigm centring on the
notion of object and class has gained wide acceptance as a unifying paradigm for
the design of database systems (Eaglestone & Ridley, 1998).
Objects always represent things, facts or concepts from some application do-
main. Each object has a state and behaviour. The state of an object is the set of
attributes; an attribute refers to instance variables in object oriented terminology.
In relational databases, it is analogous to a column of a relation. The behaviour
of an object is the set of operations which operate upon the state of the object.
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Every object has a unique identity that does not change throughout its lifetime.
The object identiﬁer should be independent of values of attributes.
2.3.1 Objects and Attributes
• Objects: are entities that are uniquely identiﬁed and have both, attributes
and methods. An attribute is a characteristic of an object (it describes the
real world state of the object). A method deﬁnes operations that we can
perform with our objects. We have so many examples of objects in our life
- let us take, as an example, an object that represents a Student. This
object will have a state, which comprises data values, representing its name
by the character string Shaista as shown in Figure 2.1.
Figure 2.1: Object diagram for instant student.
• Attributes: (instance variables) describe the current state of an object,
which are properties characterising it. Each attribute has a value drawn
from some domain (set of meaningful values). It can be classiﬁed as simple
or complex :
 Simple attribute: can be a primitive type such as integer, string,
real, etc. For example, name, age and height are simple attributes.
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We call this type of attributes crisp attributes.
 Complex attribute: can contain collections and/or references. For
example, the attribute academicDegrees is a collection of academic
degrees that the object the student has; since each academic degree
is described by level and year. A reference of an attribute represents
the relationship between objects and contains a value, or collection of
values (which are themselves objects). Complex Object: is an object
that contains one or more complex attributes.
2.3.2 Classes
Any collection of objects that have the same attribute values, and using the
same operations is called a class (or object type). The notion of a class is the
basis for instantiation. In another word, a class can be deﬁned as a model,
that specifying structure (the set of instance attributes) and behaviour (the set
of instance operations). Figure 2.2 shows class instance shared attributes and
methods
2.4 An Overview of Fuzzy Object-Oriented Database
Models (FOOBDMs)
Fuzzy set-theory is basically the theory of graded concepts; a theory where ev-
erything is a matter of degree (Zimmermann, 2001). Since fuzzy theory was
introduced by Zaheh (Zadeh, 1965) till now, many researchers have devoted their
eﬀort in this ﬁeld.
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Figure 2.2: Class Instances.
Fuzzy set-theory has been proven to be a good tool to deal with a kind of
uncertainty called fuzziness, where it shows that the boundary between true and
false is ambiguous, and appears in the natural language when interpreting the
meaning of words or is included in the recognition of human beings' common
sense reasoning. Fuzzy set-theory is applicable to many systems  from con-
sumer products like washing machines or refrigerators to big systems like trains
or subways. Recently, fuzzy theory has been a strong tool for combining new
theories (called soft computing) such as genetic algorithms or neural networks
to get knowledge from real data. The theory has matured into many concepts
and techniques for handling complex phenomena that can not be analysed by
classical methods. Chapter 3 will study and discuss in detail the basic concepts
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and deﬁnitions of fuzzy set-theory and fuzzy logic.
Fuzzy set-theory and logic techniques have been applied to database and in-
formation retrieval areas for years. However, one of the ﬁrst proposals was pre-
sented by Codd (Codd, 1979) for dealing with vague, imprecise and uncertain
information occurred in databases and then further developed in (Codd, 1986)
and (Codd, 1987), but the model did not use fuzzy logic. The use of the value
NULL is proposed to indicate that an attribute can be any value of the domain.
Later, the model presented by Buckles and Petry (Buckles & Petry, 1982), (Buck-
les & Petry, 1984) used the similarity measure deﬁned by Zadeh (Zadeh, 1971).
The proposal of Prade and Testemale (Prade & Testemale, 1984) went further,
allowing attributes to have fuzzy values.
Attributes of precise and partial (imprecise and unknown) values were repre-
sented by the possibility distribution proposed by Zadeh (Zadeh, 1971). Some
research work based on this representation is presented in (Galindo & Galindo,
2008; Ma, 2005).
The integration of fuzzy techniques in databases allows these systems to model
human activities more closely. Fuzzy set theory as an uncertainty management
technique can increase the modeling capability of ODBMSs by eﬀectively repre-
senting imprecise data and performing ﬂexible queries on both crisp and fuzzy
data (Shukla et al., 2011).
Fuzzy databases usually store information and its associated meta-information
in order to add context to these databases.However,the fuzzy database systems
became very complex and diﬃcult to maintain because fuzzy concepts are very
diﬃcult to represent using traditional database representation forms.
A speciﬁc query establishes a rigid qualiﬁcation and is concerned only with
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data that match it precisely, whereas, a vague query establishes a target qual-
iﬁcation and is concerned also with data that are close to this target. Most
conventional database systems cannot handle vague queries directly, forcing their
users to retry speciﬁc queries again and again with some corrections until they
match data that are suitable or satisfactory.
Precise (or exact) information has become a critical facet of the modern
database applications and next generation information systems to make them
more accessible by humans. In order to manage inexact information, fuzzy tech-
niques have been widely included with diﬀerent database models and theories.
However, object oriented database systems are highly capable of representing
and manipulating the complex objects as well as complicated and uncertain re-
lationships existing among them. They are also appropriate for engineering and
scientiﬁc applications, dealing with large data intensive applications(Shukla et al.,
2011).
Petry (Petry, 1997) presents the results many years of work from researchers
around the world on the use of fuzzy set theory to represent imprecision in
databases. It is comprehensive covering all of the major approaches and mod-
els of fuzzy databases that have been developed including coverage of commer-
cial/industrial systems and applications.
A proposal of describing diﬀerent types of fuzziness at diﬀerent levels in tradi-
tional ODBMS has been introduced in (Blanco et al., 2001). Imprecise attribute
domains, uncertainty in attribute values, uncertain object relationship, fuzzy sub-
classes, fuzzy categories, uncertain object deﬁnition, uncertain class deﬁnition and
fuzzy types are discussed in this proposal.
In (Lee et al., 1999), a new object oriented modeling technique has been
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developed based on fuzzy theory. Some of the advancements included in this
approach are: extension of class by grouping objects with similar properties into
a fuzzy class, encapsulation of fuzzy rules in classes, evaluating the membership
function of a fuzzy class and modeling of uncertain fuzzy associations among
classes.
Fuzzy objects can be considered as the universal objects proposed to deal with
crisp and linguistic information, simultaneously and consistently. Basically, fuzzy
objects have been introduced to deal with uncertain or incomplete information
for the eﬃciency of processing fuzzy queries. In addition, a theoretical tool has
been introduced to convert the exact information into linguistic format. We need
a fuzzy approach to enable the database to understand linguistic information like
"young", "high", "red", etc., (Akiyama & Higuchi, 1998).
Many similarity based object-oriented database models have been introduced
in the literature (Ma, 2005). More details about diﬀerent similarity measurements
and their applications in databases and data mining techniques are presented in
the upcoming sections.
2.5 Similarity Measure Approaches
The similarity measure is the key role in many techniques of data mining and
information retrieval form databases. In this section we review some important
aspects with the existing similarity measures proposed for comparing diﬀerent
types of data: numerical, categorical and fuzzy along with their current limita-
tions.
Similarity measures are functions that measure the degree to which objects are
21
2.5 Similarity Measure Approaches
similar to one another. They take as arguments object pairs and return numerical
values that are higher as the objects are more similar. As similarity measures
are widely used in many diﬀerent domains, various measures have been proposed
(Lee et al., 2001; Santini & Jain, 1999; Zwick et al., 1987)).
2.5.1 Crisp Similarity Measures
Distance is the classic metric used to measure the dissimilarity between two points
in a space, such as the Euclidean or Minkowski distances, which are well-known
dissimilarity measures used for comparing numerical data attributes in data min-
ing applications (see (Deza & Deza, 2009) for more information). There are many
studies focused on developing diﬀerent techniques for data mining, data analysis
and information retrieval that are based on this type of data dissimilarity mea-
sure. For example, Lesot et al. have proposed an overview of existing similarity
measures for both numerical and binary data as guidelines for the problem of
selecting a suitable measure for a particular learning task (Lesot et al., 2009).
The most widespread similarity measures used for comparing numerical at-
tributes are, to the best of our knowledge, based on the Euclidean distance.
However, using this measure is not adequate for other types of data such as when
using categorical (or nominal) data. Generally, there is no known ordering ap-
proach between the values of categorical attribute.The study of similarity between
data objects with categorical attributes has had a long history.
Sneath and Sokal discuss categorical similarity measures in some detail in their
book on numerical taxonomy (Sneath et al., 1973). However, recently there has
been considerable interest in deﬁning intuitive and easily computable distance
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measures for categorical data objects.
Boriah et al.(Boriah et al., 2010) studied the performance of a variety of
similarity measures used for categorical data in the context of a particular data
mining task showing some results on a variety of data sets. In (Chandola et al.,
2009), they have presented a framework to analyse categorical data by mapping
categorical data to a continuous space.
Most of these techniques use some notion of similarity when comparing ob-
jects. Actually, in the last few decades, there is a slight improvement for several
approaches; incremental contributions have been presented, since most of the
concepts addressed have been well explored in the literature. Therefore, each
approach has used ideas from the other, and to some extent developed new incre-
mental progress based on the previous ones. However, it has been observed rapid
evolution in many data mining applications, information retrieval and databases
(see (Galindo & Galindo, 2008; Ma, 2005; Zwick et al., 1987) for more informa-
tion). A comprehensive study on distances and similarities in data analysis can
also be found in (Deza & Deza, 2013).
2.5.2 Fuzzy Similarity Measures
Several measures of similarity among fuzzy sets have been proposed in the liter-
ature as reported in (Cross & Sudkamp, 2002; Santini & Jain, 1999; Zwick et al.,
1987). The motivation behind these measures is both geometric and set-theoretic
(Blough, 2001).
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Geometrical Similarity Model
As mentioned in the previous section, distances and similarity measures are
well deﬁned for numerical data, and also, there exist some extensions to cat-
egorical data (Boriah et al., 2008; De Caluwe, 1997). However, it is possible
sometimes to have additional semantic information about the domain. Comput-
ing with words (e.g. dealing with fuzzy attributes) especially in complex domains
adds a more natural way in data processing nowadays (Berzal et al., 2005).
There are several ways in which fuzzy set theory can be applied to deal with
imprecision and uncertainty in databases (De Caluwe, 1997). There are many
diﬀerent approaches proposed for comparing fuzzy sets that are deﬁned using
membership functions. In this subsection, we will review some of them. george
et al. (George et al., 1993) proposed a generalisation of the equality relationship
with a similarity relationship to model attribute value imperfections. This work
has been continued by Koyuncu and Yazici in IFOOD, an intelligent fuzzy object-
oriented data model, which was developed using a similarity-based object-oriented
approach (Koyuncu & Yazici, 2003).
Possibility and necessity measures are two fuzzy measures proposed by (Prade
& Testemale, 1984). This approach is one of the most popular ones, and is
based on possibility theory. Each possibility measure associated with a necessity
measure is used to express the degree of uncertainty to whether a data item
satisﬁes a query condition or not.
Semantic measures of fuzzy data in extended possibility-based fuzzy relational
databases have been presented in (Ma et al., 2004). They introduced the notions
of semantic space and semantic inclusion degree of fuzzy data, where fuzzy data
is represented by possibility distributions.
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Marin et al. (Marn et al., 2003) have proposed a resemblance generalised
relation to compare two sets of fuzzy objects. This relation that recursively
compares the elements in the fuzzy sets has been used in (Berzal et al., 2005,
2007) with a framework proposed to build fuzzy object-oriented capabilities over
an existing database system.
Hallez et al. have presented in (Hallez & De Tré, 2007) a theoretical frame-
work for constructing an objects comparison schema. Their hierarchical approach
aimed to be able to choose appropriate operators and an evaluation domain in
which the comparison results are expressed. Rami Zwick et al. have brieﬂy re-
viewed some of such measures and compared their performances in (Zwick et al.,
1987). In (Lee et al., 2001; Ma & Yan, 2008) the authors continue these stud-
ies, focused on fuzzy database models. A good survey of fuzzy techniques in
object-oriented databases is presented in (Shukla et al., 2011).
Geometric models dominate the theoretical analysis of similarity relations
(Zwick et al., 1987). Objects in these models are represented as points in a coor-
dinate space, and the metric distance between the respective points is considered
to be the dissimilarity among objects. The Euclidean distance is used to deﬁne
the dissimilarity between two concepts or objects. Geometric models of similarity
have also been addressed in (Blough, 2001).
A generalisation of this approach has been proposed in (Bashon et al., 2010)
in order to handle fuzzy data. The same distance approach has been adopted,
however, in this proposal the problem of fuzzy object comparison has been con-
sidered where the Euclidean distance is applied to fuzzy sets, rather than just
points in a space.
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Set-Theoretical Similarity Model
In the set-theoretic approaches a diﬀerent similarity model is used, which is
based on the concept of a non-dimensional and non-metric similarity relation
(Tversky, 1977).
In his Features Contrast Model, Tversky proposed that for a number of rea-
sons, similarity should be described as a comparison of features. The contrast
model expresses similarity between objects as a weighted diﬀerence of the mea-
sures of their common and distinctive features. A central assumption of the model
is that the similarity of object a to object b is a function of the features common
to a and b ( "A and B"), those in a but not in b (symbolised "A−B") and those
in b but not in a (" B − A").
Therefore, the parameterised ratio model of Tversky similarity for comparing
two objects a and b with sets of features (or attributes) A and B, respectively, is
deﬁned as follows:
S(a, b) =
f(A ∩B)
f(A ∩B) + αf(A−B) + βf(B − A) (2.1)
Tversky noted that humans attend more to common features in judgements of
similarity than in judgements of diﬀerence. In spite of providing a solid foundation
for building a similarity assessment model based on psychological experiments of
human similarity judgement, an important limitation of Tversky's feature con-
trast model is that it is intended for binary features only (Tversky, 1977; Tversky
& Gati, 1978).
Bouchon-Meunier et al. (Bouchon-Meunier et al., 1996) conducted a study
based on Tversky's feature-theoretical concepts on similarities in (Tversky, 1977;
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Tversky & Gati, 1978). The research proposes classiﬁcation of measures that
exist or have been used in previous literature to compare fuzzy characterization
of objects according to their properties and their applications. The study fo-
cused on ﬁnding diﬀerences between various measures of comparisons including
satisﬁability, resemblance, inclusion, and dissimilarity.
fuzzy predicates (linguistic labels) have been used to extend the result of
Tversky's model to situations in which modeling by enumeration of features is
impossible or problematic (Santini & Jain, 1996).
Tolias et al. (Tolias et al., 2001) deﬁned the Generalised Tversky Index (GTI ).
they have proposed a family of fuzzy similarity indices, the generalised Tversky in-
dex, that provides the natural fuzzy extension of those indices. It can be seen that
GTI is not symmetrical and hence they diﬀerentiated the two concepts/objects
under examination.
2.6 Utilising Similarity Relations in Data Mining
Techniques
Data mining has been called exploratory data analysis, among other things (Olson
& Delen, 2008). It is the process of extracting hidden and interesting patterns
or characteristics from very large data sets and using it in decision making and
prediction of future behaviour. Data mining requires identiﬁcation of a problem,
with a collection of data that can lead to better understanding, and computer
models to provide statistical or other means of analysis (Olson & Delen, 2008).
Data mining tasks are generally divided into two major categories: predictive
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and descriptive. The former aims to predict the value of a particular attribute
(target dependent variable) based on values of other attributes and the latter will
derive patterns (correlations, trends, clusters, trajectories and anomalies) which
can typically denote the underlying relationships in data (Tan et al., 2007).
Improving mining results is an ongoing process which involves improving min-
ing algorithms (Han & Kamber, 2006). This increases the need for eﬃcient and
eﬀective analysis methods to utilise this information. Although traditional data
mining techniques have achieved great success, they also encountered practical
diﬃculties in meeting challenges posed by new type of data sets. (Tan et al.,
2007) identiﬁed the following challenging problems; mainly, high dimensionality,
heterogeneous and complex data, and non-classical analysis.
2.6.1 Clustering Analysis
Cluster analysis seeks to divide various objects into a number of subgroups or
clusters. Usually, the objects are grouped together based on self similarities, so
objects that belong to the same cluster are most similar to each other than objects
that belong to other clusters (Witten & Frank, 2005). We can show this with a
simple graphical example.
In Figure 2.3 we easily identify the four clusters into which the data can be
divided; distance is one of the similarity criterion: two or more objects belong
to the same cluster if they are "close" according to a given distance (in this case
geometrical distance). This is called distance-based clustering.
In many applications of data mining the data objects are mixed (heteroge-
neous) described with numeric and/or symbolic features (attributes). Cluster
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Figure 2.3: A simple graphical example of clustering.
analysis (or clustering) is one of the fundamental techniques in the ﬁeld of data
mining that needs to use appropriate similarity/dissimilarity measures when deal-
ing with diﬀerent data types. In real applications of clustering, we are required
to perform three tasks (or stages): partitioning data sets into clusters, validating
the clustering results and interpreting the clusters (Ahmad & Dey, 2011).
Some requirements with clustering that should be satisﬁed such as scalabil-
ity, dealing with diﬀerently expressed data, discovering clusters with arbitrary
shape, minimal requirements for domain knowledge to determine input parame-
ters, ability to deal with noise and outliers, insensitivity to order of input records,
interpretability and usability.
Recently, the development of enhanced clustering algorithms has received a lot
of attention. There are diﬀerent clustering methods that can be used for handling
very large and complex (uncertain or mixed) data sets. These are categorised into
partitioning, hierarchical, density-based and grid-based algorithms .
In (Ahmad & Dey, 2011), the authors introduced a k-means type clustering
algorithm that ﬁnds clusters in data subspaces in mixed numeric and categorical
datasets, by computing attributes contribution to diﬀerent clusters and proposing
a new cost function for a k-means type algorithm .
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Xie et al. (Xie et al., 2010) propose a supervised iterative learning approach
to learn a distance function for categorical data. Their algorithm explores the
relationships between categorical symbols by utilising the classiﬁcation error as
guidance.
El-Sonbaty and Ismail addressed the drawbacks of using hierarchical clustering
techniques that utilises the concept of agglomerative and divisive methods as the
core of clustering algorithms when clustering symbolic data (El-Sonbaty & Ismail,
1998). Their main contribution is to making use of fuzziﬁcation process on a set of
symbolic objects; and using the concept of fuzziness in formulating the clustering
problem of symbolic objects as a partitioning problem by generalising fuzzy c-
means algorithm for symbolic objects.
Gowda and Diday have proposed new similarity and dissimilarity measures for
symbolic objects in (Chidananda Gowda & Diday, 1991; Gowda & Diday, 1992).
They present an agglomerative algorithm based on the dissimilarity measure.
They form composite symbolic objects using a Cartesian join operator whenever
a mutual pair of symbolic objects is selected for agglomeration based on minimum
dissimilarity. However, the proposed similarity and dissimilarity measures have
some disadvantages: for quantitative interval type of features (or attributes) when
the amount of overlap is zero, the dissimilarity will be greater than the similarity;
for interval type of features when the span lengths of the two objects are the same,
the similarity will be greater than the dissimilarity; and the similarity component
due to position is just another aspect of dissimilarity due to position. To overcome
these disadvantages modiﬁed deﬁnitions of similarity and dissimilarity are given
in(Gowda & Ravi, 1995).
Another approach proposed in (Yang et al., 2004). The authors have deﬁned
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for fuzzy clustering a modiﬁed dissimilarity measure for symbolic and fuzzy data
based on some existed measures in the literatures such as Gowda and Diday's
dissimilarity measure for symbolic data and Hathaway's parametric approach and
Yang's dissimilarity method for fuzzy data (Hathaway et al., 1996; Yang et al.,
2004) . This work is strongly related to the work presented in this thesis as it
deals with mixed data.
Quan et al. (Quan et al., 2004) proposed a fuzzy approach to conceptual
clustering for automatic generation of concept hierarchy on uncertainty data. It
is a fuzzy Formal Concept Analysis(FCA)-based method for so-called conceptual
clustering in order to handle uncertainty data and to represent the data in fuzzy
concept lattice. The proposed approach is applied to generate a concept hierarchy
of a research areas from an experimental citation database.
A Weighted C-means clustering model for fuzzy data (D'Urso & Giordani,
2006) is another clustering approach; the main core of this model is the use of
a weighted dissimilarity measure for comparing fuzzy data (these fuzzy data are
represented by LR fuzzy sets that characterised here by using symmetric trian-
gular membership functions) and this measure is constructed by two distances:
centre distance and spread distance. In addition, this proposal estimated suitable
weights concerning these distance measures. Accordingly, this weighted cluster-
ing model can then tune the inﬂuence of both centre and spread of the fuzzy data
for the calculation in the fuzzy partitioning process .
A new approach proposed for clustering fuzzy numbers based on extended
hierarchical method (GhasemiGol & Monseﬁ, 2010). Unlike previous work that
present methods to cluster fuzzy data based on fuzzy c-means algorithm, they
open a new point of view to cluster fuzzy data based on hierarchical clustering
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methods. In this method, for forming clusters, the distance between fuzzy data
is ﬁrst computed and then fuzzy dendrogram (hierarchical tree of a nested set
of partitions) is drawn. The advantage of this approach that it can eﬃciently
handles noisy data (or samples), however, despite the good result visualizations
integrated into this method, it is not suitable for large data sets . Moreover, there
is no automatic discovering of optimal clusters.
Another issue that has been addressed in the literature is the problem of
ﬁnding the number of classical and fuzzy clusters. This has been investigated
in some researchers works such as (Borgelt & Kruse, 2006) where resampling
approach has been proposed to ﬁnd the number of clusters for fuzzy clustering.
For the validity of Fuzzy Clustering a diﬀerent validity function is introduced
seeking good compact and separate fuzzy c-partitions and mathematically justi-
ﬁed by means of its relationship to a well-deﬁned hard clustering validity function
(the separation index), for which the condition of uniqueness has been already
established (Xie & Beni, 1991). The silhouette plot by (Rousseeuw, 1987) is use-
ful in connection with clustering methods in general, but particularly so in the
context of fuzzy clustering. It reﬂects the strength of a classiﬁcation to the near-
est crisp cluster, compared to the next best cluster. The width of each bar is the
silhouette value, which is one if the object is well classiﬁed, zero if it is in-between
the best and second best, and negative if it is nearest to the second-best cluster.
2.7 Summary
Traditional approaches usually represents data objects by vectors of a single at-
tribute data type. Such a formulation has achieved a great success; however, its
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utility is limited when handling the imprecision and uncertainty with data ob-
jects that are described by fuzzy or heterogeneous data types. In many real data
mining tasks it is crucial to deal with such data objects.
The lack of a consolidated similarity model in the literature so far, that can
simultaneously deal with such a mixture of diﬀerent data types (numerical, cat-
egorical and fuzzy), motivated us to present our contribution in this thesis.
In this chapter an introduction of data, object-oriented databases (OODBMS)
and (FOODBs) are presented brieﬂy. In addition we highlighted the most related
work in this line of research that is devoted to the area of objects' comparison
within databases, especially the object-oriented model. Several approaches of
similarity measures proposed to deal with diﬀerent type of data and their util-
isations in clustering analysis have also been reviewed and investigated in this
chapter.
It should be noted, in this context, that our concern of Object-Orientation
is the use of the concept of describing data objects, however, object-oriented
database models are out of the scope of this thesis.
An overview to the basic notions of fuzzy set-theory and similarity relations
will be presented in the next chapter.
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Chapter3
An Overview of Fuzzy Set-Theory and
Similarity Measurements
3.1 Introduction
This chapter presents an overview of the techniques and methods that will be
utilised to construct our proposed method to measure the similarity between
fuzzy objects. Basic notions and concepts are explained in the following sections
to provide a good background for subsequent chapters. The techniques that are
addressed in this are:
• Fuzzy set theory: which is mainly dedicated to handle vagueness and un-
certainty.
• Similarity relations/measurements: their properties and applications.
There exists much fuzzy knowledge in the real world that is vague, imprecise
or uncertain in nature. Human thinking and reasoning continuously involve
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fuzzy information created from inherently vague concepts. However, currently
computer systems are unable to deal with such unreliable and incomplete in-
formation; most systems are designed upon classical set-theory and two-valued
(binary/Boolean)logic.
Therefore, developing systems that are able to cope with such imperfect infor-
mation, is possible through the use of fuzzy set-theory and fuzzy logic which have
been proved to be a good tool to provide solutions to many real world problems
(Ma & Yan, 2008).
The concept of fuzzy set-theory and fuzzy logic was ﬁrst introduced by Lotﬁ
Zadeh in the 1960s (Zadeh, 1965). Fuzzy Set-theory provides mathematical oper-
ations and a representation scheme for handling imprecise, vague and uncertain
concepts. Fuzzy logic includes 0 and 1 as extreme cases of truth (or "the state
of matters" or "fact") but also includes the various states of truth in between. It
is especially useful where a problem can be linguistically described (using words)
(Zadeh, 1965).
Actually, fuzzy set-theory is an extension of classical (or crisp) set-theory
where elements have degrees of membership, and hence, binary (or Boolean) logic
is simply a special case of fuzzy logic. The basic notions of both crisp and fuzzy
sets are introduced and studied in the forthcoming sections with some details.
3.2 Crisp Set-Theory
The concept of a set is fundamental in mathematics (see (Klir & Yuan, 1995;
Negnevitsky, 2005)). It can be deﬁned as follows:
Deﬁnition 3.2.1. : (Classical (Crisp) Sets) A classical (crisp) set U is nor-
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mally deﬁned as a collection of elements or objects u. U can be ﬁnite, inﬁnite,
countable, or uncountable. For example, the set of tall students in class in the
Department of Computing , monthly accommodation rent is expensive, sunny
days, or real number between 0 and 5, etc.
The key relation between elements and sets is membership  when an element
is a member of a set; let a set A be a subset of some given universe of discourse
U (the set of all considered elements or objects), denoted by A ⊆ U . Then, each
element x can either belong to A (x ∈ A) or not belong to A (x 6∈ A) (Klir &
Yuan, 1995; Zimmermann, 2001). Therefore, the notations of a crisp set A can
be expressed mathematically as:
A : U → {0, 1}
A(x) = 1, if x is a member of A
A(x) = 0, if x is not a member of A
(3.1)
There are diﬀerent ways to describe such a crisp set: either by listing the
elements that are members of the set (for example,ℵ = {1, 2, 3, . . .}) (the set of
all positive integers or natural numbers); using a rule or semantic description,
for example, A = {x ∈ U |x ≥ 0} and < is the set of all real numbers, etc.;
or deﬁne the elements that belong to the set by using a characteristic function
µA(x) : U → {0, 1} which represent all elements x ∈ A, as an alternative to the
deﬁnition in equation 3.1 such that:
µA(x) =

1 ifx ∈ A
0 ifx 6∈ A
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where 1 ("true") and 0 ("false") values indicate membership and non-membership,
respectively.
Deﬁnition 3.2.2. A family of sets is a set whose elements are sets. It is called
indexed set and it can be deﬁned as follows: A = {Ai| i ∈ I}
where i and I are called set index and index set, respectively, and Ai is a set (Klir
& Yuan, 1995). For example, A = {A1, A2, . . . , An}.
According to this, we have the following:
• φ : U → {0, 1} represents the empty set, where φ(x) = 0; for all x ∈ U .
• A is a subset of B: A ⊆ B ⇔ every member in A is a member of B.
• A, B are equal sets: A = B ⇔ A ⊆ B and B ⊆ A.
• A and B are not equal: A 6= B.
• A is proper subset of B: A ⊂ B ⇔ A ⊆ B and A 6= B.
• A is included in B: A ⊆ B (or equivalently, B ⊇ A).
Deﬁnition 3.2.3. The power set of a given set A (or P (A)) is a family of all
subsets of A. It is denoted by 2A.
Deﬁnition 3.2.4. The cardinality of a set A (or |A|) is the number of all elements
of a ﬁnite set A.
Deﬁnition 3.2.5. The cardinality of power set is sometimes denoted in terms of
cardinality by 2|A|.
Example 3.2.6. Let A = {1, 2, 3}. Then P (A) = {{1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3},
{1, 2, 3}}, |A| = 3 and |P (A)| = 2|A| = 23 = 8.
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Crisp Set Operations
Some operations are deﬁned for crisp sets such as (Klir & Yuan, 1995):
• The diﬀerence of two sets A and B:
A−B = {x|x ∈ A and u 6∈ B}.
• If the set B is the universe set, then B −A = A¯ is the complement of A,
satisfying
A¯ = A, φ¯ = U and U¯ = φ.
• The multiplication of real number r and set A:
rA = {rx|x ∈ A}.
• The union of sets A and B:
A ∪B = B ∪ A = {x|x ∈ A or x ∈ B},
where A ∪ U = U , A ∪ φ = A and A ∪ A¯ = U . This deﬁnition can be
generalised for a family of sets as follows:
⋃
i∈I Ai = {x|x ∈ Ai for some i ∈ I}
• The intersection of sets A and B:
A ∩B = B ∩ A = {x|x ∈ A and x ∈ B},
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where A ∩ U = A, A ∩ φ = φ and A ∩ A¯ = φ. This deﬁnition can be
generalised for a family of sets as follows:
⋂
i∈I Ai = {x|x ∈ Ai for all i ∈ I}
• Two sets A and B are disjoint if A ∩ B = φ; any two sets that have no
common members.
Fundamental Properties of Crisp Sets
Let A ⊆ U and B ⊆ U . The fundamental properties of crisp set operations are
summarised in Table 3.1.
Deﬁnition 3.2.7. : (partition on A) A family of pairwise disjoint nonempty
subsets of a set A is called a partition on A if the union of these subsets constructs
the original set A:
pi(A) = {Ai|i ∈ I, Ai ⊆ A},
where Ai 6= φ, is a partition on A ↔ Ai ∩ Aj = φ for each i, j ∈ I, i 6= j and⋃
i∈I Ai = A.
It should be noted that each member of A belongs to one and only one par-
tition of pi(A).
3.3 Fuzzy Set Theory: Basic Deﬁnitions
Deﬁnition 3.3.1. : (Fuzzy Sets) A fuzzy set F is any subset of a universe of
discourse U and is deﬁned mathematically by assigning to each possible element
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Table 3.1: Properties of Crisp set operations
Involutive law A¯ = A
Commutativity
A ∪B = B ∪ A
A ∩B = B ∩ A
Distributivity
A ∩ (B ∪ C) = (A ∩B) ∪ (A ∩ C)
A ∪ (B ∩ C) = (A ∪B) ∩ (A ∪ C)
Idempotence
A ∪ A = A
A ∩ A = A
Absorption
A ∪ (A ∩B) = A
A ∩ (A ∪B) = A
Absorption of U and φ
A ∪ U = U
A ∩ φ = φ
Identity
A ∪ φ = A
A ∩ U = A
Contradiction law A ∩ A¯ = φ
Law of excluded middle A ∪ A¯ = U
De Morgan's laws
A ∩B = A¯ ∪ B¯
A ∪B = A¯ ∩ B¯
x in U a value in the interval [0, 1] representing its grade of membership in the
fuzzy set (Klir & Yuan, 1995).
It is deﬁned by using a characteristic (or membership) function µF (x) : U →
[0, 1], such that for any x ∈ U as:
F = {µF (x)/x|x ∈ U, µF (x) ∈ [0, 1] ⊂ <} (3.2)
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where µF is deﬁned as follows:
µF (x) = 0, if totally x does not belong to F,
µF (x) = 1, if totally x belongs to F,
µF (x) ∈ (0, 1), when there is doubt whether x belongs to F,
(3.3)
where the nearer µF (x) to 1, the higher the expectation that x belongs to F .
The proposition of fuzzy set theory is motivated by the need to handle and rep-
resent the uncertainty caused with real world data due to imprecise measurement
or by vagueness in the language. Fuzzy sets can be either discrete or continuous.
0 1 2 3 4 5 6 7 8 9 100
0.2
0.4
0.6
0.8
1
M
em
be
rs
hi
p 
De
gr
ee
s
Figure 3.1: The description of discrete and continuous fuzzy
sets.
Let the notation F (U) = {F |F is a fuzzy subset of U} be the class of all fuzzy
subsets in ﬁnite universe of discourse U . Then fuzzy set F can be described for
discrete fuzzy set as follows (Bai & Wang, 2006):
F =
µF (x1)
x1
+
µF (x2)
x2
+ . . .+
µF (xn)
xn
, (3.4)
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or in more compact form:
F =
∑
x∈U
µF (x)
x
, (3.5)
and if the fuzzy set is continuous, it can be represented by:
F =
∫
x∈U
µF (x)
x
dx. (3.6)
Figure 3.2 shows a typical example on how both crisp and fuzzy sets are
represented on the universe of discourse of the concept (variable) tall, the fuzzy
set representing student height can be written as:
{0.1/1.4, 0.4/1.6, 0.78/1.8} or {(1.4, 0.1), (1.6, 0.4), (1.8, 0.78)}
Therefore, we can note that fuzzy set-theory generalises the classical set-theory
by accepting partial memberships to some extent.
It should be noted that the degree of membership is not as probability; fuzzy
truth represents membership in vaguely deﬁned set and is not probability of some
events or condition.
3.3.1 Fuzzy Membership Functions
Let A be a fuzzy subset of a universe of discourse U . Then, the degree of mem-
bership µA(x) maps the object or its attribute x to a positive real value in the
interval [0, 1]. Because of its mapping characteristics like a function, it is called
membership function. This subsection provides the basic deﬁnitions of various
kind of characteristic (or membership) functions that represent fuzzy sets. The
most commonly used range of values of membership functions is the unit interval
[0, 1].
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Figure 3.2: The problem of set representation of linguistic
label for the concept "tall" (a) by crisp sets and (b) by fuzzy
sets
Deﬁnition 3.3.2. A membership function is characterised by a mapping:
µA : x→ [0, 1], x ∈ U
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Figure 3.3: Triangular membership function.
where x is a real number describing an object or its attribute and U is the universe
of discourse and A is a fuzzy subset of U .
The universe set U is always considered as a crisp set. (Zadeh, 1965) proposed
a series of membership functions that could be classiﬁed into two groups: those
made up of straight lines (or linear), and Gaussian forms (or curved). Here, we
will introduce some types of membership functions (Galindo & Galindo, 2008).
• Triangular (Figure 3.3): Deﬁned by its lower limit a, its upper limit b,
and the modal value m, so that a < m < b. We call the value b−m margin
when it is equal to the value m− a.
trimf(x) =

0, if x ≤ a or x ≥ b
x−a
m−a , if x ∈ (a,m]
b−x
b−m , if x ∈ (m, b)
(3.7)
• Singleton (Figure 3.4(a)): it takes the value zero in the whole universe
of discourse except in point m where it takes the value 1.
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Figure 3.4: Singleton membership function(a) and L mem-
bership function (b).
It is the representation of a nonfuzzy (crisp) value.
sg(x) =

0, if x 6= m
1, if x = m
(3.8)
• L Function (Figure 3.4(b)): This function is deﬁned by two parameters,
a and b, in the following way, using linear shape:
L(x) =

1, if x ≤ a
b−x
b−a , if a < x < b
0, if x ≥ b
(3.9)
• Gamma Function (Figure 3.5): It is deﬁned by its lower limit a and
the value k > 0. Two possible deﬁnitions are:
gamma(x) =

0, if x ≤ a
1− ek(x−a)2 , if a < x
(3.10)
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gamma(x) =

0, if x ≤ a
k(x−a)2
1+k(x−a)2 , if a < x
(3.11)
 This function is characterised by rapid growth starting from a.
 The greater the value of k, the greater the rate of growth.
 The growth rate is greater in the ﬁrst deﬁnition than in the second.
 Horizontal asymptote in 1
 The gamma function is also expressed in a linear way (Figure 3.5b
this):
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Figure 3.5: Gamma membership function (a) General, (b)
Linear.
• S Function (Figure 3.6): Deﬁned by its lower limit a, its upper limit b,
and the value m or point of inﬂection so that a < m < b. A typical value
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is: m = (a+b)
2
. Growth is slower when the distance a− b increases.
S(x) =

0, if x < a
x−a
b−a , if a ≤ x < m
x−b
b−a , if m ≤ x ≤ b
1, if x > b
(3.12)
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Figure 3.6: S membership function.
• Trapezoid Function (Figure 3.7): Deﬁned by its lower limit a, its upper
limit d, and the lower and upper limits of its nucleus or kernel, b and c,
respectively:
trap(x) =

0, if x ≤ a or x ≥ d
x−a
b−a , if x ∈ (a, b)
1, if x ∈ [b, c]
d−x
d−c , if x ∈ (c, d)
(3.13)
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Figure 3.7: Trapezoid membership function.
• Gaussian Function (Figure 3.8): This is the typical Gauss bell, deﬁned
by its mid-value m and the value of k > 0. The greater k is, the narrower
the bell.
gauss(x) = e
−k(x−m)2
σ2 (3.14)
00
1
m
Figure 3.8: Gaussian membership function.
Several fuzzy sets representing linguistic concepts (labels) or words in natural
language, such as low, medium, high, and so on, and they are often employed to
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deﬁne states of a variable.
Deﬁnition 3.3.3. A fuzzy variable is a variable that may have fuzzy values, and
can be characterised by the name of the variable, the universe of discourse, and
the linguistic labels (Galindo & Galindo, 2008).
Example 3.3.4. The age is a fuzzy variable. We can deﬁne three linguistic
labels, such as young, middle-aged and old using three membership functions
as shown in Figure 3.9:
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Figure 3.9: Representing fuzzy variable Age by three mem-
bership functions.
3.3.2 Fuzzy Set Operations
Let A and B be two fuzzy sets on the same universe of discourse U with the
membership functions µA and µB , respectively (see (Klir & Yuan, 1995) and
(Galindo & Galindo, 2008)). Then we have:
• The union of A and B, denoted by A∪B , is a set on U with membership
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function µA∪B Such that:
µA∪B(x) = f(µA(x), µB(x)), (3.15)
where f is a t-conorm (or s-norm), (see Figure 3.10b).
• The intersection of A and B, denoted by A ∩ B, is a set on U with
membership function µA∩B Such that:
µA∩B(x) = g(µA(x), µB(x)), (3.16)
where g is a t-norm, (see Figure 3.10c).
• Triangular Norm, t-norm is a binary operation, t : [0, 1]2 → [0, 1] that has
the following properties:
 Commutativity: x t y = y t x.
 Associativity: x t (y t z) = (x t y) t z.
 Monotonicity: If x ≤ y, and w ≤ z then x t w ≤ y t z.
 Boundary conditions: x t 0 = 0, and x t 1 = x.
• Triangular Conorm, t-conorm is a binary operation, s : [0, 1]2 → [0, 1] that
has the following properties:
 Commutativity: x s y = y s x.
 Associativity: x s (y s ) = (x s y) s z.
 Monotonicity: If x ≤ y, and w ≤ z then x s w ≤ y s z.
 Boundary conditions: x s 0 = x, and x s 1 = 1.
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Figure 3.10: Graphical representation of (a) fuzzy set inter-
section and (b) fuzzy set union.
• A function N : [0, 1]→ [0, 1] is a strong negation, if it fulﬁls the following
conditions:
 Boundary conditions: N(0) = 1 and N(1) = 0.
 Involution: N(N(x)) = x.
 Monotonicity: N is non-increasing.
 Continuity: N is continuous.
• The complement of a fuzzy set A, denoted by A¯ , is a subset of U with
membership function µA : U → [0, 1] such that ∀x ∈ U, µA(x) = 1− µA(x).
Figure 3.11 shows the produced shapes from the union intersection and
complement operations on fuzzy sets.
3.3.3 Fuzzy Set Properties
Fuzzy sets satisfy some properties under the previous operations. This is shown
in Table 3.2:
It should be noted that the contraction law is not satisﬁed in the case of fuzzy
set, i. e., A ∩ A¯ 6= φ
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Figure 3.11: Graphical representation of fuzzy set comple-
ment, where fuzzy set A is shown in (a) and its complement
shown in (b).
Deﬁnition 3.3.5. A fuzzy set F of the universe of discourse U is called convex
iﬀ for all x1, x2 ∈ U ,
µF (λx1 + (1− λ)x2) ≥ min[µF (x1), µF (x2)], where λ ∈ [0, 1].
Deﬁnition 3.3.6. A fuzzy set F of the universe of discourse is called concave
Table 3.2: Properties of Fuzzy set operations
Involutive law A¯ = A
Commutativity
A ∪B = B ∪ A
A ∩B = B ∩ A
Distributivity
A ∩ (B ∪ C) = (A ∩B) ∪ (A ∩ C)
A ∪ (B ∩ C) = (A ∪B) ∩ (A ∪ C)
Idempotence
A ∪ A = A
A ∩ A = A
Identity
A ∪ φ = A
A ∩ U = A
Transitivity if (A ⊂ B) ∩ (B ⊂ C), then (A ⊂ C)
De Morgan's laws
A ∩B = A¯ ∪ B¯
A ∪B = A¯ ∩ B¯
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iﬀ for all x1, x2 ∈ U ,
µF (λx1 + (1− λ)x2) ≤ max[µF (x1), µF (x2)], where λ ∈ [0, 1].
Deﬁnition 3.3.7. A fuzzy set F of the universe of discourse U is called normal
fuzzy set if for some x ∈ U , µF (x) = 1 .
3.3.4 Fuzzy Numbers and Fuzzy Variables
Deﬁnition 3.3.8. A fuzzy number is a fuzzy subset of the real line < whose
highest membership values are clustered around a given real number called the
mean value; the membership function is monotonic on both sides of this mean
value.
Deﬁnition 3.3.9. A fuzzy number A is a fuzzy set of the real line < with a
normal, fuzzy convex and continuous membership function of bounded support.
Fuzzy numbers are used in statistics, computer programming, engineering
(especially communications), and experimental science. The concept takes into
account the fact that all phenomena in the physical universe have a degree of in-
herent uncertainty. In many respects, fuzzy numbers describe the real world more
realistically than single-valued numbers. For example, medium height man,
warm temperature, high Quality accommodation, about seven feet long, and
etc., each can be represented by a fuzzy number characterised with a function
like one of the curves shown in 3.3.1 above.
According to these deﬁnitions, we have the following notations:
• The set of elements that have non-zero degree of membership in F is called
support of F . It is denoted by:
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supp(F ) = {x|x ∈ U and µF (x) > 0}.
• The set of elements that completely belong to F is called kernel of F . It
is denoted by:
ker(F ) = {x|x ∈ U and µF (x) = 1}.
• The cardinality of a fuzzy set F with a ﬁnite universe U is deﬁned as:
Card(F ) = |F | = ∑x∈U µF (x)
• The set of elements whose degrees of membership in F are greater than
(greater than or equal to) α , where 0 ≤ α < 1 (0 < α ≤ 1) , is called the
strong (weak) α-cut of F , respectively. It is denoted by:
Fα+ = {x|x ∈ U and µF (x) > α}, and
Fα = {x|x ∈ U and µF (x) ≥ α}
Figure 3.12 illustrates the relationship among the support, kernel, and α-cut of
the fuzzy set.
Fuzzy logic deals with reasoning that is approximate rather than exact based
on fuzzy set-theory. Fuzzy logic technique has been applied to many ﬁelds, from
control theory to artiﬁcial intelligence (Zadeh, 1997).
The following steps are required to implement fuzzy logic technique to a real
application (Bai & Wang, 2006):
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• Fuzziﬁcation process: converts classical (or crisp) data into fuzzy data
(or Membership Functions).
• Fuzzy Inference Process:combines membership functions with the con-
trol (IF-THEN) rules to derive the fuzzy output.
• Defuzziﬁcation process: converts the fuzzy set data back to the crisp
data.
These steps are typically needed in fuzzy control (or fuzzy inference) systems.
Fuzziness helps to evaluate the degree of membership, but the ﬁnal output
of a fuzzy system has to be crisp number, which can be achieved through called
defuzziﬁcation that is part of fuzzy inference.
Three defuzziﬁcation techniques are commonly used, which are: Mean of Max-
imum method, Centre of Gravity method and the Height method. The input for
the defuzziﬁcation process is the aggregate output of fuzzy set and the output is
Figure 3.12: The support, kernel, and α-cut of the fuzzy set.
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a single number. The Centre of Gravity method (COG) is the most popular de-
fuzziﬁcation technique and is widely utilised in actual applications. This method
is similar to the formula for calculating the centre of gravity in physics. The
weighted average of the membership function or the centre of the gravity of the
area bounded by the membership function curve is computed to be the crispest
value of the fuzzy quantity. It is deﬁned for x ∈ U as follows:
COG =
∑
x µA(x)× x∑
x µA(x)
(3.17)
If U is continuous, it is deﬁned by:
COG =
∫
x
µA(x) x dx∫
x
µA(x) dx
(3.18)
3.4 General Deﬁnition of Similarity Measures
Similarity is an important and fundamental concept in many ﬁelds such as data
mining, data analysis, information retrieval and decision making. Similarity mea-
sures (relations) are functions that measure the degree to which objects are similar
to one another. They take as arguments object pairs and return numerical values
that are all as higher as the objects are more similar, (see (Chen et al., 2009;
Duda et al., 2001; Weinberger & Saul, 2009)).
Before presenting the basic deﬁnition of similarity measure (or relation), we
ﬁrst need to introduce the general deﬁnition of binary relation and its counterpart
into fuzzy set. Then we will study the traditional deﬁnition of distance and
similarity measure in order to calculate the degree of similarity between objects
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or concepts.
Deﬁnition 3.4.1. (Cartesian Product of Two Crisp Sets) Let A and B be two
crisp sets in two universes of discourse X and Y . The Cartesian product of A
and B is the set of all ordered pairs (a, b) such that the ﬁrst element in each pair
is a member of A and the second element is a member of B. Formally,
A×B = {(a, b)|a ∈ A, b ∈ B},
It should be noted, in general, that A×B 6= B × A
Example 3.4.2. Let A = {a, b, c} and B = {1, 2}, then
A×B = {(a, 1), (a, 2), (b, 1), (b, 2), (c, 1), (c, 2)}, and
B × A = {(1, a), (1, b), (1, c), (2, a), (2, b), (2, c)}.
Deﬁnition 3.4.3. A binary relation R between two sets X and Y is a subset
of Cartesian product X × Y (i.e., is a set R = {(x, y)|x ∈ X and y ∈ Y } of
ordered pairs).
Deﬁnition 3.4.4. (Cartesian Product of Two Fuzzy Sets) Let A and B be two
fuzzy subsets of the universes of discourse X and Y , respectively. The Cartesian
product A × B of A and B is deﬁned by their membership function µA(x) and
µB(x) as:
µA×B(x, y) = min[µA(x), µB(x)] = µA(x) ∧ µB(x), or
µA×B(x, y) = µA(x) µB(x); ∀x ∈ X and y ∈ Y
.
Deﬁnition 3.4.5. Let X and Y be two arbitrary universal sets in the real plane.
A fuzzy relation R between the X and Y is deﬁned as:
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R(x, y) = {µR(x, y)/(x, y)|(x, y) ∈ X × Y }.
where µR(x, y) the membership of relation R(x, y).
Fuzzy relations describe the degree of association of the elements. For exam-
ple, x is approximately equal to y.
3.4.1 Fuzzy Sets and Similarity Relations
The concept of similarity is fundamentally important in almost every scientiﬁc
ﬁeld. A review or even a listing of all the uses of similarity is impossible. Fuzzy
set theory has developed its own measures of similarity, which ﬁnd application in
many areas such as management, medicine and meteorology and so on (Ashby &
Ennis, 2007).
Not surprisingly, similarity has also played a signiﬁcant role in many experi-
ments and theories. For example, in many experiments people are asked to make
direct or indirect judgements about the similarity of pairs of objects. A variety
of experimental techniques are used in these studies, but the most common are
to ask subjects whether the objects are the same or diﬀerent, or to ask them to
produce a number, between say 0 and 1, that matches their feelings about how
similar the objects appear (e.g., with 0 meaning totally dissimilar and 1 meaning
totally similar) (Ashby & Ennis, 2007).
One of the most inﬂuential theoretical assumptions is that the similarity mea-
sure is inversely related to dissimilarity/distance measure (metric) (Jousselme &
Maupin, 2012).
Deﬁnition 3.4.6. A distance measure (metric) d : U ×U → R is a function that
satisﬁes certain properties, called the distance axioms. The four distance axioms
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are, ∀x, y, z ∈ U :
1. Reﬂexivity: d(x, x) = 0,
2. Symmetry: d(x, y) = d(y, x)
3. Minimality: d(x, y) > d(x, x),
4. Triangle Inequality (Transitivity): d(x, y) + d(y, z) > d(x, z).
If similarity is inversely related to the distance, then similarity must also
satisfy the distance axioms. However, the Triangle Inequality does not hold for all
similarity measures. A dissimilarity minimally satisﬁes the axioms in deﬁnition
3.4.6. Several techniques exist that allow the deﬁnition of dissimilarities from
similarities and vice versa (see (Gordon, 1990)).
Similarity and dissimilarity relations are frequently used in many ﬁelds of data
mining and artiﬁcial intelligence, but at the same time, it is diﬃcult to establish
as illustrated by the several diﬀerent deﬁnitions that exist in the literature (see
for example, (Gower, 1971; Santini & Jain, 1999; Tversky & Gati, 1978). Many
of their properties are under discussion and one of them is transitivity (axiom
4). Two objects (each described by n attributes) are related if each pair of their
corresponding attributes are related. Then, given a set of objects we are interested
in maximal subsets of related objects.
Fuzzy similarity measures (relations) are considered to be an important class
of fuzzy relations whose membership values are used to identify the degree of
similarity between elements of a universe U ; see (Zadeh, 1971). The notion of
similarity is basically a generalisation of the notion of equivalence. Although
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various approaches still exist in literature, common requirements for a similarity
measure are deﬁned as follows:
Deﬁnition 3.4.7. A similarity measure S : U×U → R is a function that satisﬁes
the following properties ∀x, y ∈ U :
1. Reﬂexivity: S(x, x) = 1,
2. Symmetry: S(x, y) = S(y, x),
3. Maximality: S(x, x) ≥ S(y, x).
Other properties can be required, such as:
4. Positivity: S(x, y) ≥ 0.
Axiom 3 is also known as normality; normalisation constraint that impose
the measure to take values in the interval [0, 1]. Normalised measures can be
deduced from general similarity measures through a normalisation transformation
(Lesot et al., 2009).
In (Bashon et al., 2013), four levels are considered to deﬁne normalised simi-
larity measures in order to construct a uniﬁed framework for comparing objects:
• ﬁrst to deﬁne distances between attributes by recalling the most frequently
used measures for each data type.
• to consider some normalisation processes with the aim of deriving nor-
malised dissimilarity measures.
• then to study some functions that can be used to deﬁne similarity measures
according to the type of compared data.
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• ﬁnally, to deﬁne the similarity between objects by using an aggregation
function over all the similarities among their attributes.
These levels will be considered for each data type (numerical, categorical and
fuzzy). We will point out to this in Chapter 5. In this section we will review
some recent similarity/diisimilarity measures that can be applied for numerical
and categorical attribute data types.
A classical deﬁnition of similarity between numerical attributes consists in
deriving a measure from a dissimilarity measure through a decreasing function;
this is equivalent to deducing it from a distance function d : U × U → R+.
Several deﬁnitions can be considered for this distance, the most common ones are
described in Table 3.3.
Table 3.3: Most commonly used distance functions for nu-
merical data
Name Distance
Euclidean d(x, y) =
√∑n
i=1(xi − yi)2
weightedEuclidean d(x, y) =
√∑n
i=1 α(xi − yi)2
Mahalanobis d(x, y) =
√
(x− y)TC−1(x− y)
Minkoski d(x, y) = p
√∑n
i=1(xi − yi)p
The Euclidean distance between vectors x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn)
in the Euclidean n-space (i. e. n-dimensional attribute domain) is the geometric
distance that we are all familiar with. When n = 2, this equation reduces to
the familiar formula from the Pythagorean theorem. Its weighted variant gives
each corresponding components a weight (or an importance)
√
αi that enables
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us to control the relative inﬂuence of the components in the comparison. In par-
ticular, when the components of the attribute have diﬀerent scales, the weighted
Euclidean distance permits us to normalise such components in order to avoid
one dominating the others during the comparison.
Mahalanobis distance can be deﬁned as a dissimilarity measure between two
random vectors x and y of the same distribution with the covariance matrix
C: it is widely used in statistics and it diﬀers from Euclidean distance in that
it takes into account the correlations of the data set and it is scale-invariant.
The Minkowski distance can be considered as a generalisation of the Euclidean
distance (with p = 2). The Manhattan distance is another particular Minkowski
case with p = 1.
Most of the techniques in the literature presented in Chapter 2 use some notion
of similarity when comparing instances. Four popular similarity measures have
been deﬁned to measure similarity between a pair of categorical data attributes.
We rewrite these measures as distance functions, as listed in Table 3.4.
The most widely used measure on categorical data is Overlap (or simple
matching). The measure simply checks that two symbols are the same, which
forms the basis for various distance functions, such as Hamming and Jaccard dis-
tance as presented in (Lourenco et al., 2004). This kind of measurement ignores
information from the data set and the required classiﬁcation. Therefore, many
more data-driven measures have been developed to measure the similarity for cat-
egorical data. In (Xie et al., 2010), two categories of methods related to measure
the similarity for categorical data have been presented: unsupervised and super-
vised methods. The unsupervised methods are generally based on frequency (or
entropy), whereas the supervised methods are based on the class information.
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Table 3.4: Most commonly used distance functions for cate-
gorical data
Name Distance
Overlap δ(xi, yi) =
{
0 ifxi = yi
1 ifxi 6= yi
Goodall δ(xi, yi) =
0 ifxi = yif(xi)(f(xi)− 1)
N(N − 1) ifxi 6= yi
OF δ(xi, yi) =

0 ifxi = yi
1
1 + log N
f(xi)
× log N
f(yi)
ifxi 6= yi
Eskin δ(xi, yi) =
0 ifxi = yin2i
n2i + 2
ifxi 6= yi
Assume that f(aij) is the frequency of the value aij of the categorical attribute
aj in a data set. Goodall is a statistical approach (Goodall, 1966), in which less
frequent attribute values make greater contribution to the overall similarity than
frequent attribute values, where N stands for the size of the given data set. Eskin
measure (Eskin et al., 2002) which was later modiﬁed by (Boriah et al., 2010)
considers the number of linguistic terms of each attribute. In its modiﬁed version
it gives more weight to mismatches that occur on an attribute with more symbols
using the weight n2i /(n
2
i + 2), where nj is the number of terms that represent the
aj value. OF (Occurrence Frequency) measure (Sparck Jones et al., 2000) gives
higher dissimilarity to mismatches on less frequent terms and lower dissimilarity
mismatches on more frequent terms.
Tversky Contrast Model (TCM)
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A number of the similarity theories proposed in literature reject some or all the ge-
ometric distance axioms. The more troublesome axiom is the triangle inequality,
but other properties, like reﬂexivity and symmetry have been challenged.
Tversky Contrast Model (TCM), is proposed in which similarity is determined
by common and distinctive features of the objects compared (Tversky, 1977). The
similarity degree of two objects a and b is assessed by computing the similarity
between their features A and B, S(A,B); i.e., s(a, b) is expressed as a linear
combination of the measure of common and distinctive features:
s(a, b) = S(A,B) = θf(A ∩B)− αf(A−B)− βf(B − A). (3.19)
The rational version of(TCM) is deﬁned as follows:
s(a, b) = S(A,B) =
θf(A ∩B)
θf(A ∩B)− αf(A−B)− βf(B − A) . (3.20)
The term A ∩ B represents the features (or attributes) that sets A and B have
in common. A − B represents the features that A has but B does not. B − A
represents the features that B possesses but A does not. The terms θ, α and
β reﬂect the weights given to the common and distinctive components, and the
function f is often assumed to be additive.
Several set-theoretical models of similarity proposed in the literature are gen-
eralised by this model. For example, if α = β = 1 (Gregson, 1975), Eq. 3.20
reduces to:
S(a, b) =
f(A ∩B)
f(B ∪ A) (3.21)
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if α = β = 1
2
(Ekman et al., 1961), to
S(a, b) =
2f(A ∩B)
f(A) + f(B)
(3.22)
and if α = 1, β = 0 (Bush & Mosteller, 2006) to
S(a, b) =
f(A ∩B)
f(A)
(3.23)
As mentioned in the review of the literature, TCM is one of the most successful
models of similarity. In Chapter 6, we have used fuzzy set-theory to extend the
ﬁeld of applicability of this similarity model in order to compare fuzzy objects.
Similarity measure is a basis of many many data mining techniques such as
cluster analysis where it used to deﬁne objective functions within the clustering
algorithms. This will be studied in the next section.
3.5 Objective Function-based Clustering Algorithms
When data mining within database, it is important to distinguish between crisp
and fuzzy data clustering. Fuzzy clustering has a major advantage in real world
applications where the membership of an object to a certain class is uncertain.
To obtain such a fuzzy partitioning, the membership function is allowed to have
elements with values between 0 and 1, as presented in Chapter 3. In other
words, in fuzzy clustering an object belongs at the same time to more than
one cluster, with the degree of membership grades between 0 and 1, whereas
in traditional statistical approaches it belongs exclusively to only one cluster.
This kind of clustering is based on minimising a cost or objective function J of
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similarity/dissimilarity (or distance) measure.
In this section we will describe the Crisp/Hard C-Mean (HCM) and Fuzzy C-
Mean (FCM)algorithm as examples for objective function-based clustering Mod-
els.
3.5.1 Crisp/Hard C-Means Clustering (HCM)
C-means, also known as Hard C-Means (HCM) is one of the simplest unsupervised
learning algorithms that solve well known clustering problems. It is also one of
the most popular clustering algorithms (MacQueen, 1967). Its merits lie in fast
convergence and small storage requirement. In HCM each cluster is represented
by its centre of gravity or mean. This need not essentially correspond to an object
of the given datasets. Hence HCM is unsuitable for handling non-numeric data.
It is also sensitive to the presence of noise (or outliers). The objective function
minimised is the squared error E of each object xi from the mean (or centre) vj
of cluster Vj, and is expressed as follows:
E =
C∑
j=1
n∑
i=1,xi∈Vj
(xi − vj)2. (3.24)
The HCM is a crisp clustering algorithm where, originally, developed in sta-
tistical context, and it was applied to numerical data. The algorithm has the
following characteristics:
• Each data object belongs to one and only one cluster;
• The number of clusters, C, necessary to correctly cluster the data is known
a priori. Moreover, 2 ≤ C ≤ N
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where, N is the number of data objects. More formally we need to identify
the characteristic function, µ, relating each data object, xi, to one of a family of
sets {Ci|i = 1, . . . , C} Thus,
µCj(xi) =

1 if xi ∈ Cj
0 if xi 6∈ Cj
Let C be the number of clusters which should be given beforehand. This
simple algorithm starts from a partition of objects which may be random or given
by ad hoc rules. The following steps illustrate the crisp C-means algorithm:
Step 1. All data objects are assigned a cluster number between 1 and c randomly,
where c is the number of clusters desired.
Step 2. Find the cluster centre of each cluster.
Step 3. For each data object, ﬁnd the cluster centre that is closest to the object.
Assign the object to the cluster whose centre is closest to it.
Step 4. Re-compute the cluster centres with the new assignment of objects.
Step 5. Repeat steps 3 and 4 till clusters do not change or for a ﬁxed number
of times.
C-means is simple and can be used for a wide variety of data types and it is also
quite eﬃcient, even though multiple runs are performed. However, C-means is
not suitable for all types of data.
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3.5.2 Fuzzy C-Mean clustering
The objectives and the challenges of fuzzy clustering are the following:
• Create an algorithm for fuzzy clustering that partitions the data set into
an optimal number of clusters.
• This algorithm should account for variability in cluster shapes, cluster den-
sities, and the number of data points in each cluster.
• Cluster prototypes (or centres) would be generated through a process of
unsupervised learning.
The correct choice of C (the number of clusters) is often ambiguous, with
interpretations depending on the shape and scale of the distribution of points in
a data set and the desired clustering resolution of the user. However, there are
some methods proposed in the literature for this issue, for example resampling
approach has been proposed to ﬁnd the number of clusters for fuzzy clustering
(Borgelt & Kruse, 2006); using the average silhouette of the data is another useful
criterion for assessing the natural number of clusters (Rousseeuw, 1987); or one
can also use the process of cross-validation to analyse the number of clusters
(Smyth, 1996).
In this work we use the silhouette average for providing indications of a good
candidate of the number of clusters, as described in Chapter 7, section 7.2.
Fuzzy C-means algorithm (FCM) is widely used as a clustering tool to ﬁnd
the cluster within a data set. The FCM algorithm is a data clustering technique
where in each data object belongs to a cluster to some degree that is speciﬁed by a
membership degree. This method originally developed by (Dunn, 1973) and then
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improved by (Bezdek, 1981). It provides a method that shows how to group data
objects into a speciﬁc number of diﬀerent clusters. The FCM-based algorithms
are in practice the most widely used fuzzy clustering algorithms. The FCM
clustering algorithm is based on an iterative optimisation of a fuzzy objective
function and its aim is to minimise this function; which is formulated as follows:
J(U, V ) =
C∑
j=1
N∑
i=1
(µij)
m ‖ xi − vj ‖2 (3.25)
The algorithm is summarised in the following steps (Bezdek, 1982):
Step 1. Given a data set D = {X1, X2, . . . , Xi, . . . , Xn} where Xi is an object
described by p attributes Xi = {xi1, xi2, . . . , xip}.
Step 2. Given a preselected number of clusters c(1 < c < n), and a chosen value
of weighting parameter m (the fuzziness index).
Step 3. Given an initial collection of fuzzy sets (partition matrix)A = {A1, . . . , Ac};
A(0)(t = 0). Where for each object:
c∑
j=1
µij = 1,
where i ∈ {1, 2, . . . , n} represents ith object and j ∈ {1, 2, . . . , c} .
Step 4. Find a centre for each cluster as shown below
vj =
∑n
i=1(µij)
mXi∑n
i=1(µij)
m
; ∀j = 1, 2, . . . , c. (3.26)
69
3.6 Summary
Step 5. Evaluate the eﬀectiveness of the clustering by computing objective func-
tion deﬁned by Eq. 3.25.
Step 6. Update the partition matrix A(t+1) by using equation below
µt+1ij =
1
(
∑c
l=1(
dtij
dtil
)
2
m−1 )
(3.27)
Step 7. If ‖A(t+ 1)−A(t)‖ ≤  stop, otherwise t← t+ 1 and return to Step 4.
A new variant of FCM is introduced in Chapter 7 for clustering fuzzy data.
3.6 Summary
This chapter provides a starting point to the introduction of the proposed sim-
ilarity methods. It provides fundamental background to Crisp and Fuzzy Set-
Theories, and general deﬁnitions of similarity and dissimilarity/distance mea-
sures. Crisp sets are usually represented as sets with a crisp boundaries, while
fuzzy sets are used as for describing imprecision and uncertainty within data.
These basic notions and concepts are well recognised to model uncertainty and
imprecision in attribute measurement. Diﬀerent kinds of membership functions
have been introduced to represent fuzzy data. Selections of these functions in a
particular application calls for a speciﬁc knowledge from the data scientist. For
example, the young fuzzy term can be represented by Gaussian membership
function, whereas the fuzzy set moderate price of a student room can be de-
scribed by a trapezoid membership function. Fuzzy set theory provides a means
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for representing uncertainties, and similarity relation provides a method to for-
malise a mechanism to handle vague and imprecise data.
Our aim in the next chapters is to:
• To take advantage of fuzzy generalisations of both geometrical and set-
theoretical distance models into fuzzy data, and propose a new approach of
fuzzy similarity model in order to compare objects that described by fuzzy
attributes.
• To linearly combine the fuzzy geometrical similarity model with existing
classical similarity model in order to develop a uniﬁed framework for com-
paring objects whose attributes are described by heterogeneous or mixed
data types.
• To apply fuzzy clustering algorithm based on the proposed geometrical sim-
ilarity model for fuzzy data.
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Fuzzy Geometric Model for Comparing
Fuzzy Objects (FGM)
4.1 Introduction
There are several ways in which fuzzy set theory can be applied to deal with
imprecision and uncertainty in databases when comparing data objects (Cross
& Sudkamp, 2002). Similarity is a kind of comparison measure which is the
most universally employed and the most frequently used in data mining within
databases.
Still similarity between objects (or concepts) is most diﬃcult to assess and
quantify. Assessing the degree to which two objects (or object and query) are
similar or compatible is a fundamental factor of human reasoning. Therefore,
the assessment of similarity has become important in the development of cluster
analysis, classiﬁcation, information retrieval, and decision systems.
This chapter focuses on similarity and dissimilarity measurements that are
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used for comparing objects with fuzzy attributes. This approach is based on
comparing fuzzy values of object attributes that are characterised by using fuzzy
sets. The geometrical model of similarity that has been introduced in Chapter
2 has been adopted and the same distance approach has been employed for this
purpose; however, in our proposal we consider the problem of fuzzy object com-
parison where the Euclidean distance is generalised to be applied on fuzzy sets,
rather than just points in n-dimensional space.
The proposed measures based on fuzzy logic to evaluate the similarity between
two objects when they cannot be described by numerical data and need linguistic
values. Nevertheless, the proposed similarity model is applicable to numerical
data as well; it can be considered as a special case of fuzzy data. Such a similarity
measure could be also utilised in fuzzy database modeling or even a classical
database.
Again, three diﬀerent types of data can be considered when describing a data
object: numerical , categorical and fuzzy values. However, in this chapter the
third attribute type is studied in depth and a family of similarity measures is
introduced for comparing fuzzy objects (Bashon et al., 2010). In order to facilitate
the discussion of our fuzzy similarity model in the subsequent sections, we will
recall the case study that was described in the Introduction chapter in Example
4.1.1, but only three attributes will be considered as illustrated in the following
example.
Example 4.1.1. Suppose that we have two student accommodations (or proper-
ties) described by the following features (or attributes): Quality, Price and DFUni
(the distance from University), and the attributes' values are of diﬀerent types.
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Figure 4.1: The problem of comparing two student accom-
modations
As shown in Figure 4.1, the description of the two instances is imprecise and
mixed, since their features (or attributes) are expressed using numerical values as
well as symbolic values (or linguistic labels). For instance, Quality of Property1
is represented as fuzzy attribute. Imprecision has occurred in other ways, Price
and DFUni can have either numerical or fuzzy values. Therefore, we can say that
Property1 and Property2 are fuzzy objects.
Accordingly, we focus on the study of the object comparison problem by oﬀer-
ing both an abstract analysis and a simple and clear method to use our theoretical
results in practice. We consider hereby the objects that are described with both
crisp and fuzzy attributes. This is implemented by ﬁrst deﬁning the semantics of
attribute values by means of fuzzy sets, and then proposing a similarity measure
of the corresponding attributes of the fuzzy objects. Finally, the overall simi-
larity between two fuzzy objects is calculated using aggregation operations: two
diﬀerent ways to decide on how similar two fuzzy objects are; weighted average
(WA)and minimum (min).
The rest of the chapter is organised as follows. In Section 4.2 we present
and describe our similarity approach for comparing fuzzy objects. Section 4.3
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discusses our experimental work and results. Section 4.4 summarises this chapter
with some conclusions.
4.2 The Proposed Similarity Measure for Com-
paring Fuzzy Objects
In this section, we will discuss how fuzzy set theory can be useful in the construc-
tion of similarity measures for both crisp and fuzzy data. Before introducing the
similarity measure to compare two fuzzy objects, we must be able to:
1. deﬁne the basic domain for each fuzzy attribute. This domain is usually
deﬁned as a set (or a range) of continuous or discrete numerical values.
Setting the domain boundaries is obtained by determining the minimum
and the maximum of the attribute's values.
2. deﬁne the semantics of the linguistic labels by using fuzzy sets (or fuzzy
terms which are characterised by membership functions) built over the basic
domains.
3. calculate the similarity among the corresponding attributes. Then
4. aggregate or calculate the average over all similarities in order to give the
ﬁnal judgement on how similar the two objects are.
The identiﬁcation of fuzzy terms usually is done by constructing membership
functions over the basic domain. There are two main approaches for obtaining
fuzzy terms from data: the expert knowledge in a verbal form that is translated
into a set membership functions and weights that can be tuned using input data
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(values form the basic domain); when there is no prior knowledge about the case
under study is initially used to build the fuzzy domain, fuzzy terms (membership
functions) are constructed from data based on a certain learning algorithm such
as FCM clustering algorithm that can help in constructing membership functions
based on the notion of Fuzzy clusters (Bezdek, 1984). An expert can modify the
membership functions or supply new ones based upon his or her own experience.
The expert tuning is optional in this approach. The experimental work presented
in this chapter based on the ﬁrst approach (an initial guess by the expert). Actu-
ally, a fuzzy membership tool (installed within Matlab software)is used to allow
the transformation of continuous numerical data based on a number of speciﬁc
functions that are common to the fuzziﬁcation process.
In this section, when comparing two fuzzy objects, we will consider the fol-
lowing cases:
Case I: The comparison of two fuzzy attributes, and
Case II: The comparison of a crisp attribute with a fuzzy one and vice versa.
4.2.1 Similarity Measurements for Comparing Fuzzy At-
tributes Based on Euclidean Distance
In this subsection, we address and explain in detail our methodology for compar-
ing objects described with fuzzy attributes that has been proposed in (Bashon
et al., 2010). The objects to be compared share common attributes, and the
semantics of attribute values are deﬁned by means of fuzzy sets. A similarity
measure between each pair of attributes of the corresponding fuzzy objects has
been proposed and the overall similarity between two fuzzy objects has been cal-
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culated in two diﬀerent ways for ﬁnally deciding how similar two fuzzy objects
are. Figure 4.4 illustrates the method for fuzzy objects comparison.
Deﬁnition 4.2.1. let F1 and F2 be two fuzzy objects described by sets of r
attributes atF1 = {a1, a2, . . . , ar} and atF2 = {b1, b2, . . . , br}, respectively. Then
a mapping dis : F (Uj) × F (Uj) → [0, 1] denotes the distance between two fuzzy
sets Aij, Bij ∈ F (Uj) (the fuzzy sets that characterise the values of jth attribute
), where Uj stands for the basic domain of j
th attribute and i = 1, 2, . . . ,mj
considering the following two cases:
(i) if the attributes aj and bj are characterised by linguistic labels deﬁned using
fuzzy sets which are represented by the same membership functions (i.e.
µAij(x) = µBij(x) for all x ∈ Uj, for example comparing the prices of two
student accommodations in the UK (see Figure 4.2), then dis(Aij, Bij) can
be deﬁned for any x1, x2 ∈ Uj as follows:
dis(Aij, Bij) = |µAij(x1)− µAij(x2)| (4.1)
(ii) if the attributes aj and bj are characterised by linguistic labels that are repre-
sented by diﬀerent membership functions µAij(x) and µBij(x) respectively,
for example comparing the prices of two student accommodations in two
diﬀerent countries, say one in the UK with one in Italy (see Figure 4.3),
then for any x1, x2 ∈ Uj :
dis(Aij, Bij) = |µAij(x1)− µBij(x2)| (4.2)
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Figure 4.2: Case I(i): Fuzzy representation of the price of
two rooms in the UK (using the same membership function).
Figure 4.3: Case I(ii) Fuzzy representation of the price of
a room in the UK and the price of a room in Italy (using
diﬀerent membership functions).
Now, we can deﬁne the dissimilarity between two fuzzy attributes as follows:
Deﬁnition 4.2.2. Normalised distance (dissimilarity) measure dF : atF1×atF2 →
[0, 1] between two attributes is deﬁned by a mapping ⊕j : ([0, 1])mj → [0, 1] where
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dF (aj, bj) = ⊕j(dis(A1j, B1j), dis(A2j, B2j), . . . , dis(Amjj , Bmjj)) and mj stands
for the number of fuzzy sets (or linguistic labels) that represent the value of jth
attribute, such that:
dF (aj, bj) =
√
(
∑mj
i=1 dis(Aij, Bij)
2
√
mj
(4.3)
It should be noted here that dF is simply deﬁned as generalisation of the usual
Euclidean distance metric into fuzzy subsets dividing by
√
mj.
Now we can employ the proposed dissimilarity measure between fuzzy sets
into attribute similarity measurement.
Deﬁnition 4.2.3. Similarity SF : atF1×atF2 → [0, 1] between any corresponding
pair of fuzzy attributes aj and bj is deﬁned by decreasing function:
SF (aj, bj) =
1− dF (aj, bj)
1 + kjdF (aj, bj)
(4.4)
for some kj ≥ 0 where j = 1, 2, . . . , r, and r stands for the number of attributes.
Equation 4.4 guarantees the normalisation of the similarity and permits us to
determine to what extent the attributes of two objects are similar. Parameter kj
in Eq. 4.4 is used for tuning the similarity as a way of adjusting the contribution
of distance dF in the similarity measure. As a consequence, the value of kj can
be obtained by user estimation or it can be adapted and calculated in terms of
the distance dF according to the user application.
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4.2.2 Computing The Overall Similarity using Aggregation
Operators
Assume that we have a set of k fuzzy objects of the same class F = {F1, F2, . . . , Fk}.
Each object is described by a set of r fuzzy attributes.
Deﬁnition 4.2.4. Similarity measure between two fuzzy objects Fs, Ft ∈ F is a
mapping FuzzySim : F × F → [0, 1] such that:
FuzzySim(Fs, Ft) = ⊗((S(a1, b1), S(a2, b2), . . . , S(ar, br))
where ⊗ : [0, 1]r → [0, 1] is an aggregation operation which can be given by one
of the following deﬁnitions in order to compute the overall similarity between
the fuzzy objects:
• The weighted average of the similarities among attributes :
FuzzySim(Fs, Ft) =
∑r
j=1 αjSF (aj, bj)∑r
j=1 αj
(4.5)
where αj ∈ [0, 1], or
• The minimum of the similarities among attributes :
FuzzySim(Fs, Ft) = min(SF (a1, b1), SF (a2, b2), ldots, SF (ar, br)) (4.6)
The parameter αj refers to the importance (or signiﬁcance) of j
th attribute
and it can be determined based on the distribution of its values using some
techniques(see for example, (Ahmad & Dey, 2007) for more information) or it
possibly depends on including the application of expert or prior knowledge.
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Figure 4.4: Calculating similarity between two fuzzy objects
F1 and F2.
Figure 4.4 illustrates the way of calculating similarity between two fuzzy ob-
jects. Many other functions may be used to aggregate over the similarities among
the attributes however, in this chapter we will limit it to the two deﬁnitions in-
troduced above. An assessment of our similarity approach is provided below.
The justiﬁcation of similarity measures will help us to guarantee that our model
respects the main properties of similarity measures between two fuzzy objects.
Proposition 4.2.5. The deﬁnition of similarity FuzzySim(Fs, Ft) between the
two fuzzy objects Fs and Ft satisﬁes the properties from (Deﬁnition 3.4.7 in Chap-
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ter 3) of similarity relation:
Proof. dis(Aij, Aij) = |µAij(x) − µAij(x)| = 0; for all x ∈ Uj Then dF (aj, aj) =√
(
∑mj
i=1 dis(Aij ,Aij)
2
√
mj
= 0. Thus, SF (aj, aj) =
1−dF (aj ,aj)
1+kjdF (aj ,aj)
= (1− 0)/(1 + kj(0)) = 1.
This justiﬁes axiom 1. Since dis(Aij, Bij) = |µAij(x) − µBij(y)| = |µBij(y) −
µAij(x)| = dis(Bij, Aij) for x, y ∈ Uj, then dF (aj, bj) = dF (bj, aj), and thus
SF (aj, bj) = SF (bj, aj). Consequently, FuzzySim(Fs, Ft) = FuzzySim(Ft, Fs).
For aj 6= bj, dF (aj, bj) > 0 implies SF (aj, bj) < 1 = SF (aj, aj). Hence axiom 3 is
true.
4.3 Experimental Work
The two cases mentioned above can be illustrated by the following examples:
Figure 4.5: Case I (a) comparing two rooms in the UK
Example 4.3.1 (Case I (a)). Let us consider two rooms in the UK. Each room
is described by its quality and price as shown in Figure 4.5. In order to know how
similar the two rooms are, we will ﬁrst measure similarity between the qualities
and the prices of both rooms by following the previous procedure.
Let us deﬁne basic quality domain DQ = [0, 1] of each room as the interval of
degrees between 0 and 1. We can determine a fuzzy domain of room quality by
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deﬁning fuzzy subsets (linguistic labels) FDQ = {Low,Regular,High} over the
basic domain DQ. Here we assume only three fuzzy subsets mj = 3. Accordingly,
quality of room1 and quality of room2 are respectively deﬁned as:
Q(room1) = {0.0/Low, 0.198/Regular, 0.375/High}
Q(room2) = {0.0497/Low, 0.667/Regular, 0.0/High}
Now dissimilarity between these attributes can be measured by Eq. 4.3. Let
attributes Q(room1) and Q(room2) be denoted by a1 and b1, respectively, and let
A11, A21, and A31 stand for Low,Regular and High, respectively. Thus we have:
dF (a1, b1) = (
|µA11 (x)−µA11 (y)|2+|µA21 (x)−µA21 (y)|2+|µA31 (x)−µA31 (y)|2
3
)
1
2
= ( |0.0−0.0497|
2+|0.1979−0.667|2+|0.3753−0.0000|2
3
)
1
2 ∼= 0.35 Hence, the similarity between
a1 and b1isS(a1, b1) =
1−0.3480
1+k1(0.3480)
; for some k1 ≥ 0.
We can get diﬀerent similarity measures between the attributes, by assuming
diﬀerent values for k1, for example, when k1 = 1, we get:S(a1, b1) ∼= 0.4836 and
when k1 = 2, we get: S(a1, b1) ∼= 0.3844.
Similarly, we can measure similarity between the prices of the two rooms. Let
DP = [0, 600]. The fuzzy domain FDP = {Cheap,Moderate, Expensive}. The
prices of room1 and room2 are respectively deﬁned by:
P (room1) = {0.2353/Cheap, 0.726/Moderate, 0.0169/Expensive}
P (room2) = {0.0/Cheap, 0.2353/Moderate, 0.4868/Expensive}
Again, let P (room1) and P (room2) be denoted by the attributes a2 and b2 re-
spectively, and let A12, A22, andA32 stand for Cheap,Moderate, and Expensive,
respectively (Figures 4.6 and 4.7 show fuzzy representation of qualities and
prices for the two rooms). The distance dF (a2, b2) ∼= 0.4151. For k2 = 1,
we get: S(a2, b2) ∼= 0.4133, and when k2 = 2, we get: S(a2, b2) ∼= 0.3196.
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Figure 4.6: Case I (a) Fuzzy representation of the quality of
two rooms in UK (using the same membership function).
Thus, the overall similarity FuzzySim(F1, F2) = FuzzySim(room1, room2) =
⊗(S(a1, b1), S(a2, b2)) is calculated as:
1. the weighted average of the similarities of attributes: Let us arbitrary as-
sume that α1 = 0.5 and α2 = 0.8. When k1 = k2 = 1 we get: FuzzySim(F1, F2) =∑2
j=1 ajS(aj ,bj)∑2
j=1 aj
= 0.5∗S(a1,b1)+0.8∗S(a2,b2)
0.5+0.8
∼= 0.4403. and when k1 = k2 = 2 we
get: FuzzySim(F1, F2) ∼= 0.3445.
2. the minimum of the similarities of attributes: When k1 = k2 = 1 we get:
FuzzySim(F1, F2) = minn=2[0.4836, 0.4133] = 0.4133, and when k1 = k2 =
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Figure 4.7: Case I (a) Fuzzy representation of the price of
two rooms in UK (using the same membership function).
2 we get: FuzzySim(F1, F2) = 0.3196.
Example 4.3.2 (Case I (b)). In the case of comparing a room in the UK with a
room in Italy as described in Figure 4.8, e.g. when the membership functions of
fuzzy sets are diﬀerent, we can use: dF (aj, bj) =
∑mj
i=1 |µAij (x)−µBij (y)|2
mj
1
2
; x, y ∈ D
Let A11, B11 stand for Low, A21, B21 stand for Regular, and A31, B31 stand for
High, respectively. Thus dF (a1, b1) ∼= 0.2469. Hence, the similarity between a1
and b1 when k1 = 1, is: SF (a1, b1) ∼= 0.6039, and we get: SF (a1, b1) ∼= 0.5041
when k1 = 2. We can also compare the prices a2 and b2 by the same way,
where A12, B12 stand for Cheap, A22, B22 stand for Moderate and A32, B32 stand
for Expensive, respectively (Fuzzy representations of qualities and prices for
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Figure 4.8: CaseI (b): Comparing a room in UK with a room
in Italy
Figure 4.9: Case I (b) Fuzzy representation of quality of a
room in the UK and quality of a room in Italy (using the
diﬀerent membership functions).
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both rooms are shown in Figures 4.9 and 4.10 respectively). Thus we have:
dF (a2, b2) = 0.5979 and when k2 = 1, we get: SF (a2, b2) = 0.2566 and when
k2 = 2, we get: SF (a2, b2) = 0.1871. The similarity FuzzySim(F1, F2) between
the two rooms is calculated as follows:
1. the weighted average of the similarities of attributes :
Let α1 = 0.5 and α2 = 0.8. Then, when k1 = k2 = 1 we get: FuzzySim(F1, F2) =
0.3902, and when k1 = k2 = 2 we get: FuzzySim(F1, F2) = 0.3090.
2. the minimum of the similarities of attributes :
Figure 4.10: Case I (b) Fuzzy representation of price of a
room in the UK and price of a room in Italy (using the dif-
ferent membership functions).
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When k1 = k2 = 1 we get: FuzzySim(F1, F2) = 0.2566, and when k1 =
k2 = 2 we get:
FuzzySim(F1, F2) = 0.1871.
In Example 4.3.3, the second case is addressed and illustrated: comparing a
crisp attribute value (numerical) of a fuzzy object (that is, an object that has
one or more fuzzy attribute(s)) with a corresponding fuzzy attribute of another
fuzzy object.
Example 4.3.3 (Case II). Let us consider the same two rooms in Example 4.3.1.
But now the values of the quality of room1 and the price of room2 are crisp, as
shown in Figure 4.11.
Now, in order to compare these two rooms: ﬁrst, the crisp values have been
fuzziﬁed into fuzzy or linguistic label (Zadeh, 1965, 1996). Then the comparison
has been made following the same procedure as used in Case I. For sake of con-
sistency, we have used (See for example; Figure 4.5 ) the Gaussian membership
function without restricting the generality of our proposal.
After the fuzziﬁcation for both crisp values assuming the same fuzzy sets (or
membership functions) as in Example 4.3.1, we get the following:
Figure 4.11: Case II: comparing rooms described by both
crisp and fuzzy attributes
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Q(room1) = 0.8 ≡ {0.0/Low, 0.1979/Regular, 0.3753/High}
P (room2) = 420 ≡ {0.0/cheap, 0.2353/Moderate, 0.4868/Expensive}
Using the procedure above, we will get the same results as in Example 4.3.1
above.
4.3.1 Discussion
According to the results obtained above we conclude that similarity among fuzzy
sets deﬁned by using the same membership function is greater than similarity
among the same fuzzy sets deﬁned by using diﬀerent membership functions. This
means that the assessment of similarity is relative to the deﬁnition of membership
functions and the interpretation of the linguistic values. In other words, some
objects of the same class may have fuzzy values and some may have crisp values
in the same object set, for the same attribute.
Our approach is suitable for representing and processing attribute values of
these kinds of objects as has been presented in the two cases mentioned above.
When we deﬁne the domain for both compared attributes, we should use the same
unit, even if they are in diﬀerent contexts. The parameter kj allows us to balance
the impact of fuzziﬁcation in Eq. 4.4 and can be obtained by user estimation or
can be inferred because of the distance d.
In addition, similarity between any two objects in the same context should
be greater than similarity between the objects in diﬀerent contexts. This can
be noted in the examples given above. It should be noted that our similarity
measures are applied when fuzzy values that describe some object's attributes are
supported with a degree of conﬁdence (or membership); each fuzzy value consists
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of two parts: a membership degree and a linguistic label (which is obtained
from the fuzziﬁcation process). However, in the case when there is no degree of
conﬁdence associated with attribute value, it will be considered equal to 1 (this
means that the value totaly belongs to the fuzzy set which describes the linguistic
label).
4.4 Summary
One of the most important issues in databases with vague/fuzzy information is
how to manage the occurrence of vagueness, imprecision and uncertainty. Appro-
priate similarity measures are necessary to ﬁnd objects which are close to other
given fuzzy objects or satisfy a user vague query. In this chapter, we proposed a
new approach to compare two fuzzy objects by introducing a family of similarity
measures based on the generalisation of Euclidean distance into fuzzy sets. In
other words, this approach employs fuzzy set theory and fuzzy logic coupled with
the use of Euclidean distance measure. The comparison is achieved for two cases:
fuzzy attribute/fuzzy attribute comparison and crisp attribute/fuzzy attribute
comparison. Each case is examined with experimental examples.
In order to handle more complex objects (objects that are described by het-
erogeneous data types), a uniﬁed framework of similarity measure for such objects
comparison is presented in the next chapter.
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An Extension of (FGM) for Comparing
Objects with Heterogeneous Attributes
5.1 Introduction
In this chapter, we propose a new similarity measurement method that combines
the classical (e.g. for numerical, categorical) and fuzzy approaches for comparing
objects described by heterogeneous (or mixed) attributes: numerical, categorical
and fuzzy values. According to the work conducted in Chapter 4, we addressed
object comparison based on the third attribute type in depth. Fuzzy objects as
referred to, are those objects which contain at least one fuzzy attribute among
their attributes.
This chapter proposes an extension to the method that has been presented in
Chapter 4 for comparing fuzzy objects. It aims to provide a method for compar-
ing heterogeneously described objects; their attributes are numeric and symbolic
(categorical/fuzzy), by combining classical (crisp) and fuzzy similarity measures
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in one similarity measure. This similarity approach oﬀers a uniﬁed framework for
a set of speciﬁc measures to compare the similarity measures deﬁned to compare
objects with numerical, categorical and fuzzy attributes(Bashon et al., 2013). In
Chapter 3, the traditional deﬁnition of a similarity measure to calculate the simi-
larity degree has been studied. Also,we have discuss how fuzzy set theory can be
useful in both the usage and construction of similarity measures for comparing
fuzzy data in Chapter 4. This deﬁnition of similarity measure has also been pub-
lished in (Bashon et al., 2010) for comparing fuzzy attributes. Such a deﬁnition
will be presented in this chapter and can be used in order to deal with other types
of attributes values such as numerical and categorical.
The rest of this chapter is structured as follows. Section 5.2 discusses classical
model of similarity measures for both numerical and categorical object compari-
son. Then A uniﬁed framework of similarity measures is introduced in section 5.3
for comparing heterogeneously described objects. Some experimental examples
are given in section 5.4. Finally, we summarise our contributions and describe
directions for the work on cluster analysis in the last section.
5.2 Crisp Similarity Measures
5.2.1 Similarity Measures for Comparing Numerical Data
Type Attributes
Again, as mentioned in Chapter 3, four levels must then be considered to deﬁne
similarity measures for any type of data in order to construct the framework for
comparing heterogeneous objects:
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• we ﬁrst deﬁne distances between attributes by recalling the most frequently
used measures for each data type.
• we consider normalisation processes with the aim of deriving normalised
dissimilarity measures.
• we then study some functions that can be used to deﬁne similarity measures.
• ﬁnally, we deﬁne the similarity between fuzzy objects by using an aggrega-
tion function over all the similarities among their attributes.
These levels will be considered for each data type. We will use diﬀerent
notations in the following sections to distinguish between the deﬁnitions used for
each data type.
Distance is the classic metric used to measure the dissimilarity between two
points in a space, such as the Euclidean or Minkowski distances, which are well-
known dissimilarity measures used for comparing numerical data attributes in
data mining applications. There are many studies focused on developing diﬀerent
techniques for data mining, data analysis and information retrieval that are based
on this type of data dissimilarity measure. Let us assume thatN1 and N2 are
two objects described by n by numerical attributes atN1 = {a1, a2, . . . , an} and
atN2 = {b1, b2, . . . , bn}, respectively. For each pair of corresponding attributes
(aj, bj) ∈ Uj × Uj, where Uj is the domain of the jth attribute, we deﬁne the
distance d : Uj × Uj → [0, 1] using one of the functions d listed in Table 3.3. We
may use diﬀerent deﬁnitions for diﬀerent attributes. The distance function (or
measure) may be chosen depending on its strength in the domain application or
upon the user's desire.
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Deﬁnition 5.2.1. let dN : Uj × Uj → [0, 1] denote a normalised dissimilarity
between the two corresponding attributes aj and bj. It is deﬁned as follows:
dN(aj, bj) =
(d(aj, bj)− dm(aj, bj))
(dM(aj, bj)− dm(aj, bj)) (5.1)
where dm and dM are minimal and maximal values of the distance d, respectively.
It should be noted that we get the values 0 and 1 only when d = dm and when
d = dM , respectively.
To overcome this problem, we have used the following deﬁnition which is
presented in (Lesot, 2005).
Deﬁnition 5.2.2. A normalised dissimilarity between two corresponding at-
tributes aj and bj is a mapping dN : Uj × Uj → [0, 1] such that:
dN(aj, bj) = min
(
max
(
d(aj, bj)−m
M −m , 0
)
, 1
)
(5.2)
It provides that dN = 0 for d ≤ m and dN = 1 for d ≥ M , for some interval
[m,M ].
Now, the parameters m and M are considered in this chapter as lower and
upper limits of the domain Uj of the j
th attribute, taking into account that
values of aj and bj are within the scope of Uj. However, the user can deﬁne these
parameter values according to the underlying case. It should also be noted that
Mahalanobis distance cannot be used in Eq. 5.1, as it is based on the covariant
matrix between the attributes.
There are two main approaches for deﬁning similarity measures for numerical
data: they can be deduced from scalar products, in particular kernel functions,
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or derived from dissimilarity measures using decreasing functions, for example as
a linear transformation, (i.e., their complement to 1) (Lesot, 2005).
In fact, there are several deﬁnitions of decreasing functions in the literature
to transform a dissimilarity measure to a similarity that may provide more sig-
niﬁcance about the semantic of similarity than this linear transformation (Lesot,
2005) and (Lesot et al., 2009). However, in this chapter, we recall the similar-
ity measure that has been deﬁned (or formalised) in Eq. 4.4 in Chapter 4 for
comparing fuzzy attributes as follows.
Deﬁnition 5.2.3. A similarity between two numerical attributes aj, bj ∈ Uj is a
normalised decreasing function SN : Uj × Uj → [0, 1] such that:
SN(aj, bj) =
1− dN(aj, bj)
1 + kjdN(aj, bj)
; kj ≥ 0. (5.3)
If we consider kj = 0, we get:
SN(aj, bj) = 1− dN(aj, bj). (5.4)
However, kj can be any non-negative value.
Now, since we apply the same similarity approach proposed in Chapter 4 for
comparing objects, similarity between two numerical objects is deﬁned as follows:
Deﬁnition 5.2.4. let N = {N1, N2, . . . , Nk} be a set of k numerical objects.
Then, a similarity between any two objects Ns and Nt ∈ N is a mapping
NumSim : N ×N → [0, 1] such that:
NumSim(Ns, Nt) = ⊗(SN(a1, b1), SN(a2, b2), . . . , SN(an, bn))
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Figure 5.1: Calculating similarity between two numerical ob-
jects N1 and N2.
where,⊗ : [0, 1]n → [0, 1] is an aggregation function deﬁned as in Eqs 4.5 and
4.6.
The scheme for calculating similarity among numerical objects is shown in
Figure 5.1.
Proposition 5.2.5. The deﬁnition of similarity NumSim(Ns, Nt) between the
two objects Ns and Nt described by numerical attributes satisﬁes the properties in
Deﬁnition 3.4.7 of similarity relation:
Proof. For (i), since d(x, x) = 0; ∀x ∈ Uj, then dN(aj, aj) = 0. Therefore
SN(aj, aj) = 1 − dNaj, bj) = 1 and we get NumSim(Ns, Ns) = 1 for some s ∈
{1, 2, . . . , k}. Since d(x, y) = d(y, x) for x, y ∈ Uj, then dN(aj, bj) = dN(bj, aj),
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and thus SN(aj, bj) = SN(bj, aj). Thus NumSim(Ns, Nt) = NumSim(Nt, Ns)
for some s, t ∈ {1, 2, . . . , k}. For axiom 2 ∀aj and bj; where aj 6= bj, dN(aj, bj) >
0 = dN(aj, aj) implies SN(aj, bj) < 1, and this justiﬁes axiom 3.
5.2.2 Similarity Measures for Comparing Categorical Data
Type Attributes
As it has been mentioned above, the most widespread similarity measures that
used for comparing numerical attributes, are based on the Euclidean distance.
However, using this measure is not adequate for other types of data such as
when using categorical (or nominal) data. Generally, there is no known ordering
approach between the values of categorical attribute. The study of similarity
between data objects with categorical attributes has had a long history (Ahmad
& Dey, 2011).
Categorical attributes take values from a discrete and ﬁxed set of linguistic
terms. As has been presented in Chapter 2, this type of data attributes also can
be represented by the following:
• nominal attributes: each attribute aj has possible values that are elements
of a predeﬁned list/domain (or universe of discourse) and not from a con-
tinuous domain. For example, the PropType attribute in Example 1 can
be classiﬁed into six main categories: house, ﬂat/apartment, bungalow,
land or commercial property (e.g., for any xij, yij ∈ Uj either xij = yij
or xij 6= yij. For this data type there is no way to calculate dissimilarity
between attributes other than as binary values. In other words, the dissim-
ilarity degree here is a kind of comparison resulting in either 1 when they
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are similar, or 0 when they are diﬀerent because we are only interested to
know whether they are the same or not.
• binary attributes: this attribute itself is a special case of nominal attribute
when the domain (or universe of discourse) of the attribute is limited to
simply True and False values (i. e., each attribute aj of such type corre-
sponding to a single value belongs to the set {0, 1}).
• ordinal attributes: an ordinal (or rank-order) attribute is similar to a nom-
inal attribute. The diﬀerence between the two is that there is a clear or-
dering of the ordinal attributes. It is one where the order matters but not
the diﬀerence between values. For example, quality attribute variable can
be measured as: low, average, high. Hence, the categories in this attribute
data type are assigned by a speciﬁed number of linguistic terms in an or-
dered way. If these categories were equally spaced, then the attribute would
be an interval attribute.
• interval attributes: this type of attribute is similar to an ordinal attribute,
except that the intervals between the values of the attribute are equally
spaced. For example, quality attribute variable can be represented by
equally spaced categories. In this case, using some measures such as Eu-
clidean distance or average between the values of these attributes is mean-
ingful.
Now, let C1 and C2 be two objects described bym categorical attributes atC1 =
{a1, a2, . . . , am} and atC2 = {b1, b2, . . . , bm}, respectively, and each attribute is
described by a number of linguistic terms, e. i. aj, bj ∈ Uj = {u1j, u2j, . . . , umjj},
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where j = 1, 2, . . . ,m and mj is the number of linguistic terms that represent the
jth attribute.
In this research, we focus on the overlap measure δ1 : Uj × Uj → {0, 1} for
nominal and binary attributes that is deﬁned as δ1(aij, bij) = 0 if aij = bij and
δ1(aij, bij) = 1, otherwise. However, for the ordinal and interval attributes we
deﬁne a normalised dissimilarity measure δ2 : Uj × Uj → {0, 1} based on Gower
formula which oﬀers to map the ordinal values to their ranking values and then
ﬁnds dissimilarity between their ranking positions represented by their ranking
values (Gower, 1971). The closer two values are in their ranking positions, the
less dissimilar they are. This is deﬁned as follows:
δ2(aij, bij) =
|aij − bij|
|L− U | (5.5)
where L and U are the minimal and maximal values by which the attribute aj
can be ranked. Therefore, the distance function between any two attribute values
can be chosen according to the data representation for categorical attributes.
However, it should be noted that Eq. 5.1 can be reduced into Gower formula:
if the Minkowski distance is used, then for any p, both approaches are almost
equivalent, particularly, if we assume that dm(aj, bj) = 0 in Eq. 5.1.
Consequently, the normalised dissimilarity is deﬁned according to the related
categorical attribute values as follows:
Deﬁnition 5.2.6. Let dC : atC1 × atC2 → [0, 1] denotes a normalised distance
between two corresponding attributes aj and bj. Then,
dC(aj, bj) = δ1(aij, bij) (5.6)
99
5.2 Crisp Similarity Measures
if aj, bj are nominal or binary, and
dC(aj, bj) = δ2(aij, bij) (5.7)
if aj, bj are ordinal or interval.
Again, we will use the same deﬁnition in Eq. 4.4 to deﬁne similarity between
categorical attributes:
Deﬁnition 5.2.7. A similarity between a pair of corresponding categorical at-
tributes is a mapping SC : atC1 × atC2 → [0, 1], such that:
SC(aj, bj) =
1− dC(aj, bj)
1 + kjdC(aj, bj)
; kj ≥ 0, (5.8)
and when kj = 0, we get the linear transformation:
SC(aj, bj) = 1− dC(aj, bj) (5.9)
Deﬁnition 5.2.8. Let C = {C1, C2, . . . , Ck} be a set of k categorical objects.
then a similarity between any two objects Cs, Ct ∈ C is a mapping CatSim :
C × C → [0, 1], such that:
CatSim(Cs, Ct) = ⊗(SC(a1, b1), SC(a2, b2), . . . , SC(am, bm)),
where ⊗ : [0, 1]m → [0, 1] is an aggregation function deﬁned as in equations 4.5
and 4.6. This is shown in Figure 5.2.
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Figure 5.2: Calculating similarity between two categorical
objects C1 and C2.
Proposition 5.2.9. The deﬁnition of similarity CatSim(Cs, Ct) between the two
objects Cs and Ct described by numerical attributes satisﬁes the properties in
Deﬁnition 3.4.7 of similarity relation:
Proof. For (i), since δ(aij, aij) = 0;∀aij ∈ Uj, then dC(aj, aj) = 0. There-
fore, SC(aj, bj) = 1. For (ii) we have δ(aij, aij) = δ(bij, aij) for aij ∈ Uj, then
dC(aj, bj) = dC(bj, aj), and thus SC(aj, bj) = SC(bj, aj). Thus, CatSim(Cs, Ct) =
CatSim(Ct, Cs). For (iii)∀aj, bj ∈ Uj and aj 6= bj, we have dC(aj, bj) > 0 =
dC(aj, aj) this implies SC(aj, bj) < 1. Therefore; CatSim(Cs, Ct) < 1.
Now, let us recall the problem of accommodations comparison presented in
example 1.3.1. Since the values of attributes are mixed (numeric and symbolic),
the similarity approach for comparing numerical and categorical objects intro-
duced above, can be used for the comparison. These two measures are referred
to as the crisp similarity model. However, this model is not able to handle the
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uncertain (or fuzzy) data (see also Example 4.1.1). How symbolic data types are
interpreted depends on the similarity method being used. Therefore, the question
is: What is the solution in the case when the two student properties are described
by attributes of mixed (or heterogeneous) data types (numerical, categorical and
fuzzy)? Better measures then are required.
5.3 A Uniﬁed Framework of Similarity Measures
for Objects Described by Heterogeneous At-
tributes
In this section, a new approach for comparing objects described by heterogeneous
attributes values is introduced based on the deﬁnitions of crisp similarity model
which has been studied in previous section(s) and the fuzzy similarity model
presented in Chapter 4.
5.3.1 Combining Classical and Fuzzy Similarity Measures
The new method for calculating similarity between two heterogeneously described
objects is proposed and its properties are presented and discussed below and
published in (Bashon et al., 2013).
Deﬁnition 5.3.1. Let O = {O1, O2, . . . , Ok} be a set of k objects. Os and Ot
be two objects in O. Each object is described by a set of p mixed attributes
atOs = {a1, a2, . . . , ap} and atOt = {b1, b2, . . . , bp}; p = r+ n+m, and r, n and m
stand for the number of fuzzy, numerical and categorical attributes, respectively.
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Then similarity between Os and Ot is a mapping Sim : O×O → [0, 1] deﬁned as
follows:
Sim(Os, Ot) = k1ClassicalSim(Os, Ot) + k2FuzzySim(Os, Ot) (5.10)
where the classical similarity measure is deﬁned in terms of numerical and
categorical similarities as:
ClassicalSim(Os, Ot) = αNumSim(Os, Ot) + βCatSim(Os, Ot) (5.11)
Thus:
Sim(Os, Ot) = k1 (αNumSim(Os, Ot) + βCatSim(Os, Ot))+k2FuzzySim(Os, Ot)
(5.12)
Again, for normalisation, we introduce the following similarity measure:
Deﬁnition 5.3.2. A normalised similarity measure between two objects Os, Ot ∈
O is a mapping Simn : O ×O → [0, 1] such that:
Simn(Os, Ot) = NCFSim(Os, Ot) =
Sim(Os, Ot)
k1(α + β) + k2
(5.13)
where parameters k1, α, β and k2 are non-negative values which can be used for
giving weights for the contribution of each attribute in this combined similarity.
However, k1 and k2 can be used to switch between the classical and fuzzy similar-
ity measures as well and k1 +k2 > 0. Figure 5.3 shows the scheme for calculating
similarity between two objects described by diﬀerent data types. On one hand,
it calculates similarity of objects with numerical and categorical attributes using
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Figure 5.3: General Framework for calculating similarity be-
tween two objects that described by diﬀerent data types of
attributes.
classical numerical or categorical measures. On the other hand, for attributes
that can be given fuzzy values, fuzzy similarity can be utilised to measure sim-
ilarity between those objects and then to combine the similarities in the linear
form of Eq. 5.13.
An evaluation for the proposed similarity approach is presented below. The
justiﬁcation of similarity measures will help us to guarantee that this model re-
spects the main properties of similarity measures between any types of objects.
Proposition 5.3.3. The deﬁnitions for similarity measure Simn(Os, Ot) between
the two numerical objects Os and Ot satisfy the similarity properties.
Proof. For Reﬂexivity, sinceNumSim(Os, Os) = CatSim(Os, Os) = FuzzySim(Os, Os) =
1, we have Sim(Os, Os) = k1(α + β) + k2. Hence Simn(Os, Os) = (k1(α +
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β) + k2)/(k1(α + β) + k2) = 1. For any two fuzzy objects Os and Ot, as a
consequence of propositions 4.2.5, 5.2.5 and 5.2.9, we get Sim(Os, Ot) =
Sim(Ot, Os). Therefore Simn(Os, Ot) = Simn(Ot, Os). This justiﬁed the sym-
metry. For maximality, we have NumSim(Ot, Os) < 1, CatSim(Ot, Os) < 1 and
FuzzySim(Ot, Os) < 1; for Ot 6= Os, which implies Sim(Ot, Os) < k1(α+β)+k2.
Therefore, Simn(Ot, Os) <
(k1(α+β)+k2)
(k1(α+β)+k2)
= 1 = Simn(Os, Os).
5.4 Empirical Evaluation
The novelty of our approach is examined in two case studies for an experimental
example (Example 5.4.1) illustrating the performance of our similarity model
for comparing objects with heterogeneous (or mixed) attributes values against a
classical similarity model. In this case we will discuss thoroughly the applicability
of the proposed similarity model in the case of using classical similarity measure
and the combined similarity measure. The performance of the proposed approach
is then examined on a real life 52-record accommodation data set whose features
(or attributes) are heterogeneously described. This is reported and discussed in
Example 5.4.2.
5.4.1 Experimental Work
Example 5.4.1. Let us ﬁrst consider two student accommodations in the same
country (say in the UK) described as in Example 1.3.1. We want now to illustrate
our similarity model by considering the following two cases:
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Case I. Using Classical Similarity Measure
Let P1 and P2 denote the two properties in Figure 5.4. In this case, the Quality
attribute is represented as categorical (ordinal/interval), Price and PropArea are
numerical attributes with continuous domain, NumOfBedroom is given as numer-
ical discrete numbers and PropType is a nominal attribute. Accordingly, the base
domains for each attribute are deﬁned as follows:
Figure 5.4: Two properties described by numerical and cate-
gorical attributes.
• we deﬁne the quality domain of each property as an interval of degrees
between 0 and 1; e. i., Dq = [0, 1]. Assume this ordinal attribute consists
of the following categories: CDq = {1− low, 2− average, 3− high}, where
the range with its linguistic terms is mapped to integers in equal way.
• for the price, let us deﬁne the interval Dp = [100, 700] as a basic domain.
• for the number of bedrooms, the basic domain is deﬁned as a set of discrete
numbers Dnob = {1, 2, 3, 4, 5, 6}.
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• the property type domain is deﬁned as a set of linguistic terms as Dpt =
{house, flat, bungalow, land, commercialproperty}, and
• the property area domain is deﬁned as interval Dpa = [0, 300].
In order to know how similar the two properties are, we will ﬁrst mea-
sure similarity between the corresponding attributes of both of them by follow-
ing the process that has been discussed in the previous sections. Let atP1 =
{a1, a2, a3, a4, a5} and atP2 = {b1, b2, b3, b4, b5} denote the sets of properties at-
tributes, atC1 = {a1, a2} and atC2 = {b1, b2}, denote the sets of categorical at-
tributes of both properties which are Quality and PropType respectively. Let
the Quality attribute of the two properties be denoted by a1 and b1. Then
ai1, bi1 ∈ CDq; for i = 1, 2, 3. It is obvious that a1 = a11 and b1 = b21.
Thus dC(a1, b1) = δ2(ai1, bi1) = |a11 − b21|/|3 − 1| = |3 − 2|/|3 − 1| = 1/2
which implies that SC(a1, b1) = 1 − dC(a1, b1) = 1/2. Now, let the PropType
attribute of the two properties be denoted by a2 and b2, where a2 = a12 = house
and b2 = b32 = bungalow Then dC(a2, b2) = δ1(ai2, bi2) = 1 which implies
SC(a2, b2) = 1 − dC(a2, b2) = 0. Hence, by giving α1 = 0.8 and α2 = 0.5 as
weight for a1 and a2 respectively, we get:
CatSim(P1, P2) =
sum2j=1αjSC(aj, bj)∑2
j=1 αj
=
α1SC(a1, b1) + α2SC(a2, b2)
(α1 + α2)
=
0.8(0.5) + 0.5(0)
1.3
≈ 0.31
107
5.4 Empirical Evaluation
Now, let atN1 = {a3, a4, a5} and atN2 = {b3, b4, b5}, denote the sets of numeri-
cal attributes which are Price, NumOfBedroom and PropArea respectively. The
Manhattan distance is used to calculate dissimilarity between two numerical at-
tributes which is the sum of the absolute diﬀerences of their corresponding values.
Then d(a3, b3) = |450− 250| = 200. Thus
dN(a3, b3) = min
(
(max
(
d(a3, b3)−m
M −m , 0
)
, 1
)
= min
(
(max
(
200− 100
700− 100 , 0
)
, 1
)
= 1/6
which implies SN(a3, b3) = 1−dN(a3, b3) = 5/6. Similarly, we can get SN(a5, b5) =
0.83 for PropArea. For NumOfBedroom attribute, we use Eq. 5.1 to normalise the
distance d. So, dN(a4, b4) = (1−0)/(5−0) = 1/5 which implies SN(a4, b4) = 4/5.
Hence, by assuming α3 = 0.8, α4 = 0.9 and α5 = 0.25 as weight for a3, a4 and a5
respectively, we get
NumSim(P1, P2) =
∑5
j=3 αjSNaj, bj)∑5
j=3 αj
=
0.8(0.83) + 0.9(0.8) + 0.25(0.83)
1.95
)
= 0.82.
Therefore, assuming α = β = 1, we get: Sim(P1, P2) = ClassicalSim(P1, P2) =
αNumSim(P1, P2) + βCatSim(P1, P2) = 0.31 + 0.82 = 1.13. Consequently, the
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Figure 5.5: Two properties described by numerical and cate-
gorical attributes as well as fuzzy attributes.
similarity between the objects
Simn(P1, P2) = NCSim(P1, P2) = Sim(P1, P2)/2 = 0.56.
Case II. Using Combined Similarity Measure
Some attributes of the case I can be represented by heterogeneous data. In
this case, the attributes Quality, Price and PropArea are represented as fuzzy
attributes, NumOfBedroom is given as numerical discrete numbers and PropType
is a nominal attribute (see Figure 5.5).
Basic domains for each property attributes are deﬁned as above. But we need
to deﬁne fuzzy domains for quality, price and propArea for each property. Those
domains are built over the basic domain of each attribute (Zadeh, 1965). Figure
5.6 shows fuzzy representation for those attributes. Accordingly, we include the
following:
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• the quality fuzzy domain is deﬁned as FDq = {low, average, high},
• for the price, we deﬁne FDp = {cheap,moderate, expensive} as its fuzzy
domain,
• for the number of bedrooms, the basic domain is deﬁned as a set of discrete
numbers Dnob = {1, 2, 3, 4, 5, 6},
• the property type domain is deﬁned as a set of linguistic terms as
Dpt = {house, flat, bungalow, land, commercialproperty}, and
• the property area fuzzy domain is deﬁned as: FDpa = {small,medium, big}.
Again, let atP1 = {a1, a2, a3, a4, a5} and atP2 = {b1, b2, b3, b4, b5} denote the
sets of properties attributes. We will assume atF1 = {a1, a2, a5} and atF2 =
{b1, b2, b5}, denote the sets of fuzzy attributes which are Quality, Price and Pro-
pArea respectively, atN1 = {a3} and atN2 = {b3} denote the numerical attribute
NumOfBedroom and atC1 = {a4} and atC2 = {b4} denotes the sets of categorical
attribute PropType.
Here we assumed only three fuzzy subsets(mj = 3) to represent the terms of
each fuzzy attribute; where j = 1, 2, 5. We then calculate the similarity among
the fuzzy attributes as follows. According to the fuzzy representation shown in
Figure 5.6, the Quality attribute values a1 and b1 are given as
a1 = {0.00/Low, 0.32/Regular, 0.46/High},
b1 = {0.01/Low, 0.61/Regular, 0.14/High}.
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Figure 5.6: Fuzzy representation for Quality, Price and pro-
pArea attributes.
Now similarity between these attributes can be measured for x = 0.75 and y =
0.60 by:
d(a1, b1) =
(∑m1
i=1 |µAi1(x)− µAi1(y)|2
m1
)1/2
=
( |0.0− 0.01|2 + |0.32− 0.61|2 + |0.46− 0.14|2
3
)1/2
= 0.25.
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Hence, the similarity between a1 and b1 for some k1 ≥ 0:
S(a1, b1) =
1− 0.25
1 + ka1(0.25)
.
We can get diﬀerent similarity measures between the attributes, by assum-
ing diﬀerent values for ka1 , for simplicity, take ka1 = 1. Therefore, we get:
S(a1, b1) = 0.60. a2 = {0.00/cheap, 0.84/moderate, 0.25/expensive} and b2 =
{0.25/cheap, 0.61/moderate, 0.01/expensive} are the fuzzy values for the prices
and a5 = {0.00/small, 0.41/medium, 0.75/big} and b5 = {0.02/small, 0.88/med−
ium, 0.33/big} are the fuzzy values for the areas of the properties. Therefore, we
can calculate their similarities by following the procedure that has been done for
the quality attribute above. Thus, we get S(a2, b2) = 0.67 and S(a5, b5) = 0.47.
For computing the similarity between the two properties, once again, we will give
the attributes the same weight as in case I. Hence, we get FuzzySim(P1, P2) =
(0.8(0.60) + 0.8(0.67) + 0.25(0.47))/1.85 = 0.28, NumSim(P1, P2) = 0.9(0.8) =
0.72 and CatSim(P1, P2) = 0.5(0) = 0. So, for α = β = 1, we get ClassicalSim(P1,
P2) = αNumSim(P1, P2)+βCatSim(P1, P2) = 0.72. By considering k1 = k2 = 1,
we get the combined similarity
Sim(o1, o2) = k1(αNumSim(o1, o2) + βCatSim(o1, o2)) + k2FuzzySim(o1, o2)
= 0.72 + 0.28 = 1
Therefore
Simn(P1, P2) = Sim(P1, P2)/3 = 0.33.
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According to what have been illustrated above, we conclude that the two
properties can be compared with two diﬀerent methods according to the char-
acterisation of their attributes. However, for the comparison, we have used the
proposed similarity measure in both cases.
Example 5.4.2 (Working on a Real Data Set). A real data set with 52
student properties for rent has been collected from the Rightmove website ("http://
www.rightmove.co.uk/") with the following features (or attributes): quality, price,
number of bedrooms, property type, property size letting type, furnishing and the
distance from University (or Quality, Price, NumOfBeds, PropType, PropSize,
Letting Type, Furnishing and DFUni, respectively).
Each attribute value is expressed with its possible data types, for instance,
the price of each property can be either described by a numerical value or with
linguistic labels as a fuzzy type. i.e. each linguistic label is associated with a
degree of membership, (see Table A.1 for more information). The implementation
of the proposed similarity model is discussed below.
The data is collected according to the features (or attributes) description and
based on some images provided in the web source and associated with each prop-
erty. The previous two cases in Example 5.4.1 are considered in order to examine
the performance of the proposed similarity model in a real data set. Our target is
a property described with the following features (attributes): high quality, around
¿260 monthly renting price, 3 bedroom, apartment, large size, average term let-
ting, furnished and close to the University. At this stage, we should choose an
appropriate similarity measure for each data type under consideration.
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First, let us consider Price, NumOfBedroom and DFUni as numerical data
type attributes and the remaining attributes as categorical data types, such that:
Quality, PropSize and LettingType are considered as ordinal and PropType and
Furnishing as nominal. Accordingly, we have calculated the attribute (or local)
similarity degrees between our target property and all student properties in the
data set by using a classical measure, and we have obtained the results shown in
Table A.2.
It is important to note that the proposed fuzzy similarity measure is also
applicable for numerical attribute values; this can be performed by computing
their corresponding fuzzy values from the fuzzy domain that is built over the
basic domain of that attribute. Since the common action for missing or undeﬁned
values (e g. distance of 3+ miles from the university) using the classical model is
to ignore those values; as in the case of price and DFUni attributes (see Table A.2,
where the similarity degrees in these cases are 0). However, here, we dealt with
such attribute values by deﬁning the fuzzy representation of each value in each
possible (basic) domain , taking in account both columns that describe each
attribute as explained previously. Therefore, the similarity degrees for both; the
price attribute values and DFUni attribute values, have been calculated using
fuzzy similarity measure as shown in Figure 5.7 and Table A.3 (for example,
property P2 is described by medium (fuzzy type) price, but its numerical value
is missing and by veryFar (fuzzy type) the distance from the university, but 3+
mile is an undeﬁned numerical value).
We can summarise the results of computing local similarity degrees for stu-
dent properties attributes in Table 5.1
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Table 5.1: Similarity degrees and similarity types used for
each attribute.
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Figure 5.7: Fuzzy similarity degrees (a) for Prices and (b) for
DFUni.
Next, the overall (or global) similarity degrees between the target property and
each comparative student property are measured with three diﬀerent measures;
Weighted Average Similarity measure (WASim), Classical (Numerical/Categorical)
Similarity measure (NCSim) and the Combined (Numerical/Categorical/Fuzzy)
Similarity measure (NCFSim) proposed in this chapter. Table A.4 presents an
overview of the calculation results of both the classical model and our proposed
combined similarity model for the used data set.
5.4.2 Discussion
It should be mentioned here that in the experiments, the weighted average oper-
ator is preferred for aggregating the attributes (local) similarities for each case.
In Figure 5.8 we can observe that properties P21, P35 and P36 are most sim-
ilar to our target with average similarity > 0.7, while properties P6, P33 and
P51 are less similar with average similarity < 0.3 Also, we noticed from Fig-
ure 5.9 that the largest number of properties are similar to the required prop-
erty with degree of similarity between 0.4 and 0.6. correl(NCSim,NCFSim)=
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Figure 5.8: The Xbar for Similarity degrees using three sim-
ilarity measures: WASim, NCSim and NCFSim.
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Figure 5.9: Histogram of the three similarity measures:
WASim, NCSim and NCFSim.
0.09387429. (See Figure 5.10). We observed, in most cases, that the WASim
similarity measure is correlated with NCSim, but its correlation with NCFSim
is less marked against some cases, similarly, correlation of NCSim with NCFSim
is less marked against some cases, where correl(WASim,NCSim)= 0.950446075,
correl(WASim,NCFSim)= 0.031281635 and
Below t-test paired two-sample (Sprinthall & Fisk, 1990) is applied to the
similarity results presented in Table A.5, Table A.6 and Table A.7 to show if
there are signiﬁcant diﬀerences between diﬀerent approaches being used in this
experiment (WASim, NCSim and NCFSim) for measuring the similarity values
between the target student property and the other properties in the data set.
We consider the Null hypothesis H0 stating that there is no signiﬁcant diﬀerence
between the results regarding the diﬀerent similarity measures for level of signiﬁ-
cance α = 0.05. The alternative hypothesis H1 is used where there is a signiﬁcant
diﬀerence between them. According to the results obtained from the t-test (see
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Figure 5.10: Correlations between similarity measures (a)
WASim with NCSim, (b) WASim with NCFSim and (c) NC-
Sim with NCFSim.
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Table A.5, Table A.6 and Table A.7), we conclude the following:
• In the case of the two similarity measures (WASim, NCSim), we reject the
Null hypothesis, because p− value = 0.00046 < α (where the p-value is the
probability of observing a test statistic that is as extreme or more extreme
than currently observed assuming that the null hypothesis is true). This
provides suﬃcient evidence that there is a diﬀerence between the two simi-
larity measures. Nevertheless, the correlation between them (0.950446075)
is very strong, and indeed both similarity measures are calculated for the
classical (e.g. numerical and categorical) similarity models.
• In the case of the two similarity measures (WASim, NCFSim), where the
ﬁrst one is applied to numerical and categorical values, and the second one
Figure 5.11: Face plot for WASim, NCSim and NCFSim of
each student property.
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is applied to combined (classical and fuzzy) values, we accept the Null hy-
pothesis, because p− value = 0.21891 > α. Therefore, there is no suﬃcient
evidence that there is a signiﬁcant diﬀerence between these two measures.
There is a very weak correlation between them (0.031281635) as NCFSim
measure is based on both the classical and fuzzy similarity models, so using
one measure does not depend exhaustively on the other.
• The case of the two similarity measures (NCSim, NCFSim) is the same as
the second case as the p− value = 0.75099 > α.
We learn from these results that when data objects are described with heteroge-
neous attributes (numerical, categorical and fuzzy) values, the proposed combined
similarity measure NCFSim is a good alternative choice for the classical measures
(that deal only with numerical and/or categorical data types). The conclusion
is that indeed the new measure proposed comes with similar performance while
approaching the results diﬀerently.
As you can see, in Figure 5.11, a face plot is created from the student prop-
erties data set. A face plot represents each observation (data object/student
property) as a "face," whose ith facial feature is drawn with a characteristic pro-
portional to the ith coordinate (the similarity values produced from the three
diﬀerent similarity functions: WASim, NCSim and NCFSim) of that student
property. We observe that student property 35 is most similar to our target
property with WASim = 0.75, NCSim = 0.74 and NCFSim = 0.81 (its attribute
values are: high quality, low/175 price, 2 bedrooms, apartment, small in size,
medium/averageTerm letting, furnished and medium/1.30 mile distance from
University). Also, student properties 33 and 51 are the least similar to our
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target property with WASim = 0.22, NCSim=0.26 and NCFSim=0.49 (its at-
tribute values are: low quality, medium/185 price, 6 bedrooms, house, small in
size, short/shortTerm letting, unfurnished and veryFar/3.60 mile distance from
University). The most similar property using classical similarity is property 36
(with attribute values: average quality, medium/245 price, 2 bedrooms, apart-
ment, large in size, medium/averageTerm letting, furnished and medium/1.80
mile distance from University). WASim=0.89083 and NCSim=0.88778, whereas
according to combined similarity, we get NCFSim=0.56415.
5.5 Summary
Measuring similarity between objects described by diﬀerent types of attributes
raises computational challenges. For each attribute, diﬀerent similarity measures
have been discussed in a variety of contexts. In this chapter, we have brought
together several such measures and presented the similarity framework proposed
in (Bashon et al., 2013) as an extension of the approach proposed in (Bashon
et al., 2010). This has been carried out in order to compare objects described
by heterogeneous attributes, which combine classical and fuzzy approaches in a
uniﬁed similarity measure. Such approach opens the opportunity to develop and
apply previously used clustering algorithms to data of greater variety of formats,
as heterogeneous combinations of numerical, categorical and vague (or fuzzy)
values, as will be studied and discussed in Chapter 7.
Experimental examples reveal that this measure enables us to handle the
diﬀerent characteristics of such objects, since it permits us to calculate similarity
among either numerical objects, categorical objects or both by using a classical
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similarity model as well as fuzzy objects using a fuzzy model or even a combination
of them.
123
Chapter6
Fuzzy Set Theoretical Model for
Comparing Fuzzy Objects (FSTM)
6.1 Introduction
In this chapter we develop the similarity measure introduced by the Tversky con-
trast model (TCM) and apply it to fuzzy sets using the cardinality of fuzzy sets
and their operations. This model systematizes the feature approach in which
similarity is determined by common and distinctive features of the objects com-
pared (Tversky, 1977). Therefore, we need here to recall the deﬁnition of TCM
and then present its modiﬁed version for fuzzy objects.
Let a and b be any two objects. Then the similarity s(a, b) is deﬁned as the
similarity degree of A and B, i.e., s(a, b), is expressed as a linear combination of
the measure of common and distinctive features can be deﬁned as follows:
s(a, b) = S(A,B) = θf(A ∩B)− αf(A−B)− βf(B − A). (6.1)
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The ratio model of(TCM) is deﬁned as follows:
s(a, b) = S(A,B) =
θf(A ∩B)
θf(A ∩B)− αf(A−B)− βf(B − A) . (6.2)
The term A∩B represents the features (or attributes) that sets A and B have
in common. A − B represents the features that A has but B does not. B − A
represents the features that B possesses but A does not. The terms θ, α and
β reﬂect the weights given to the common and distinctive components, and the
function f is often assumed to be additive.
The similarity deﬁnition in Eq. 6.2 is a normalised function; in Tversky's
model f is considered to be a feature/attribute-matching function that measures
the degree to which two sets of attribute's values match each other rather than
just measuring the distance between two points in the attribute's domain space
such that f should satisfy f(A ∪B) = f(A) + f(B), where A and B are disjoint
crisp sets.
Our purpose in this chapter is to present a new family of similarity measures,
used to compare fuzzy objects based on fuzzy-set-theoretical concepts, which fol-
low and extend the work reported in (Bouchon-Meunier et al., 1996) and (Santini
& Jain, 1996). The new approach of similarity employ fuzzy set-theory and gener-
alise (TCM) similarity deﬁnition for comparing fuzzily described objects (Bashon
et al., 2011). The deﬁnition of this extended similarity model is introduced and
some of its properties are discussed in detail below.
In this approach, we consider as fuzzy objects those objects having imprecise,
vague and uncertain attributes/features. Attributes of fuzzy objects are repre-
sented by fuzzy sets and we will make use of fuzzy set operations for processing
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them. This work is also a generalisation for cases where values of an object at-
tribute are crisp values; the crisp sets are considered as particular cases of fuzzy
sets that represent precise and certain features (attributes).
Therefore, this chapter is organised as follows: In section 6.2, cardinality and
operations of fuzzy sets are presented and studied in detail in order to deﬁne the
generalised similarity measure between fuzzy sets based on TCM. The similarity
measure of fuzzy attributes is deﬁned in section 6.3 using the similarity deﬁnition
presented in section 6.2, and then a set of aggregation operators deﬁned in order
to calculate the overall similarity between fuzzy objects, is proposed in this section
as well. We ﬁnally illustrate our discussion by experimental example to evaluate
the eﬃciency of the proposed similarity approach in section 6.4. The chapter
ends with a summary and conclusion.
6.2 A Generalisation of Tversky Contrast Model
(TCM) to Fuzzy Sets
In this section, we use fuzzy logic and fuzzy set theory to extend the domain of
applicability of the generalised Tversky's model, since our goal is to ﬁnd a formal
deﬁnition of the perceptive concept of similarity between objects described by
fuzzy attributes, we clarify the perception that the comparison of any two fuzzy
sets A and B deﬁned on a given universe of discourse U is related on one hand to
their commonality (the elements of the universe which belong to both of them),
and on the other hand to the diﬀerence between them (the elements belonging to
A but not to B, and conversely). Therefore, the more commonality they share,
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the more similar they are, and the more diﬀerences they have, the less similar
they are. This is the same intuition about similarity presented in (Lin, 1998).
6.2.1 Cardinality-Based Similarity Measurements
In this section, we use TCM similarity model stated above to calculate the simi-
larity between two fuzzy attributes and then, an aggregation function to compute
the similarity between two objects described by such fuzzy attributes as detailed
below.
The similarity between two fuzzy sets is deﬁned as in (Bouchon-Meunier et al.,
1996) by a mapping s : F (U)× F (U)→ [0, 1] such that
s(A,B) = Fs(f(A ∩B), f(A−B), f(B − A))
where Fs : R
+ × R+ × R+ → [0, 1] is deﬁned by the generalised Tversky's model
(TCM)and f is deﬁned by equations 6.3 and 6.4 as follows.
Scalar Cardinality of a Fuzzy Set
In our approach, we deﬁne the cardinality of a fuzzy set for a ﬁnite universe U
as a mapping f : F (U) → R+ that assigns to each ﬁnite fuzzy set a single ordi-
nary cardinal number (or non-negative real number). Let U be a ﬁnite universe.
Therefore, cardinality of a fuzzy set A ∈ F (U) can be deﬁned in terms of mem-
bership values that characterise that fuzzy set as follows:
f(A) = card(A) = |A| =
∑
x∈U
µA(x) (6.3)
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for a discrete fuzzy set A, and
f(A) =
∫
x∈U
µA(x)dx (6.4)
for a continuous fuzzy set A.
Our work is based on the complete axiomatic theory of scalar cardinality of
fuzzy sets presented in (Wygralak, 2000, 2001, 2003). The cardinality of fuzzy
sets is also understood as a convex fuzzy set of the set of natural numbers N .
The fuzzy approach with its axiomatic theory was introduced in (Casasnovas
& Torrens, 2003). There are other approaches which deﬁne fuzzy cardinalities
as fuzzy quantities (see for example, (Dubois & Prade, 1985; Ralescu, 1995).
However, in this chapter we focus on using deﬁnition of Eq. 6.3 as it is easier in
calculation than the integral form.
Deﬁnition 6.2.1. A function σ : F (U)→ R+ ∩ 0 is called a scalar cardinality if
the following axioms are satisﬁed for each a, b ∈ [0, 1], x, y ∈ U , and A,B ∈ F (U)
(Wygralak, 2003):
axiom 1) σ(1/x) = 1,
axiom 2) if a ≤ b, then σ(a/x) ≤ σ(b/x), and
axiom 3) if A ∩B = φ, then σ(A ∪B) = σ(A) + σ(B).
Proposition 6.2.2. Let A ∈ F (U). Then the function f(A) deﬁned by 6.3 is a
scalar cardinality of A.
Proof. Since 1/x for some x is a singleton supported by an element x and has a
membership degree 1, then f(1/x) = |1/x| = ∑x ∈ UµA(x) = 0+. . .+0+1+0+
128
6.2 A Generalisation of Tversky Contrast Model (TCM) to Fuzzy Sets
. . .+0 = 1, x ∈ U . As a consequence of summation properties, and since a ≥ b, we
get f(a/x) =
∑
x∈U µA(x) =
∑
x∈U a ≥
∑
x∈U b = f(b/x). For disjoint A and B:
f(A∪B) = ∑x∈U µ(A∪B)(x) = ∑x∈U µA(x) +∑x∈U µB(x) = f(A) + f(B).
Theorem 6.2.3. Let A,B ∈ F (U) and Ae ∈ F (U) for each e ∈ J . The following
properties are then satisﬁed by function f :
(a) f(
⋃
e∈J Ae) =
∑
e∈J f(Ae) if Ae ∩ Ae´ = φ; for each e 6= e´ (ﬁnite additivity)
(b) A ∈ C(U)⇒ f(A) = |supp(A) (coincidence)
(c) A ⊂ B ⇒ f(A) ≤ f(B) (monotonicity)
(d) |core(A)| ≤ f(A) ≤ |supp(A)| (boundedness)
(e) f(A) + f(B) = f(A ∪B) + f(A ∩B) (valuation)
(e) f(
⋃
e∈J(Ae) ≤
∑
e∈J f(Ae) (ﬁnite subadditivity)
Proof. It is obvious that (a) follows from axiom 3, where b) is a consequence of a)
and axiom 1. For c), from a) and axiom 2 and A ⊂ B ⇒ supp(A) ⊂ supp(B)⇒
A ∩B = A 6= 0 and then
|supp(A)| ≤ |supp(B)| ⇒ f(A) = ∑x∈supp(A) µA(x) ≤ f(B).
From b) and c) and since core(A) ⊂ A ⊂ supp(A) , we will get d). As a
consequence of a) and Axiom 3 and the deﬁnition of A ∪B and A ∩B:
f(A ∪B) + f(A ∩B) = ∑x∈U µ(A ∪B)(x) +∑x∈U µ(A ∩B)(x)
=
∑
x∈U [maxx∈U(µA(x), µB(x))] +
∑
x∈U [minx∈U(µA(x), µB(x))]
=
∑
x∈U [maxx∈U(µA(x), µB(x)) + minx∈U(µA(x), µB(x))]
= f(A) + f(B).
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From e) since f(A)+f(B) = f(A∪B)+f(A∩B), then f(A∪B) ≤ f(A)+f(B)
and therefore property f) is justiﬁed.
Fuzzy Set Operations
The intersection and the diﬀerence between two fuzzy sets are deﬁned in terms
of their membership functions to describe the elements belonging to A and B,
and the elements belonging to only one of them. Here we will apply the usual
deﬁnition of intersection A ∩B as in Eq. 6.5:
µA∩B = min
x∈U
[µA(x), µB(x)] (6.5)
The diﬀerence A−B, in the case of crisp subsets A and B of U , is deﬁned as
A ∩ Bc in U or, equivalently as A − B = {x ∈ U |x ∈ A and x 6∈ B}. However,
in the case when A,B ∈ F (U), we deﬁne a new operation which generalise the
crisp one as follows:
A−B = {x ∈ U |x ∈F A and x 6∈F B},
where the membership relation is deﬁned as a mapping ∈F : U × F (U) → [0, 1]
such that ∈F (x,A) = µA(x); consequently, we deduce that the non-membership
relation 6∈F (x,A) = 1 − µA(x). Therefore, we deﬁne the diﬀerence A − B
between A and B can then be deﬁned in terms of membership function (denoted
by µ(A−1 B)) as follows:
µA−1B(x) = min
x∈U
[µA(x), 1− µB(x)] ∀x ∈ U (6.6)
This operation achieves the deﬁnition of elements of the universe which belong
to A but not to B.
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Two other examples of diﬀerence operations presented in (Bouchon-Meunier
et al., 1996; Zadeh, 1965) can also be listed here:
µA−2B(x) = max
x∈U
[0, µA(x)− µB(x)] (6.7)
µA−3B(x) =
 µA(x) if µB(x) = 00 if µB(x) > 0 (6.8)
According to the deﬁnitions of Equations 6.6, 6.7 and 6.8 of the diﬀerence
operation, we observe that µA−1B(x) > µA−2B(x) whereas µA−3B(x) < µA−2B(x)
for x ∈ U . Consequently, the similarity degree between two fuzzy sets will be
diﬀerent according to the diﬀerence operation used in the deﬁnition 6.2. Figure
6.1 shows an example of using the diﬀerence operations that are stated above.
We prefer to use the diﬀerence operation −2 within the deﬁnition because
it gives us the opportunity to get more information about uncertainty rather
than using the other operations: it reﬂects more qualitative information about
elements in A but not in B.
It is trivial to validate the diﬀerence operation −2 in the following cases shown
in Figure 6.2 (each case is depicted by two pictures, the top ones show diﬀerent
possible positions of the two fuzzy set operands A and B, and the bottom pictures
show A−2 B). For example, in (a) we have the case when two fuzzy sets A and
B are disjoint. In (h) and (i), we have B ⊂ A and A ⊂ B respectively, and the
case when A = B in (j).
In the following proposition and the upcoming sections, the notation of dif-
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(a) Two fuzzy sets A and B
(b) A−1 B
(c) A−2 B
(d) A−3 B
Figure 6.1: Computing the fuzzy diﬀerence between two
fuzzy sets using various deﬁnitions.
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Figure 6.2: Diﬀerent cases of the fuzzy diﬀerence between
two fuzzy sets using −2 operation.
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ference operation −2 will be replaced by − for the simpliﬁcation.
Proposition 6.2.4. For any two fuzzy subsets A,B ∈ F (U), the diﬀerence op-
eration − on F (U) satisﬁes the properties:
1) if A ⊆ B, then A−B = φ,
2) if A ⊆ A′, then A−B ⊆ A′ −B. (monotonicity w.r.t. A)
Proof. For 1: since ⊆ B ⇔ µA(x) ≤ µB(x) ∀ x ∈ U , then µA(x) − µB(x) ≤ 0,
and from (6.7) we deﬁne A−B as
µA−B(x) = max[0, µA(x)−µB(x)]; ∀ x ∈ U ⇒ µA(x)−µB(x) = 0⇒ A−B = φ.
For 2: we have A ⊆ A′ ⇒ µA(x) ≤ µA′(x) ⇒ µA(x)−µB(x) ≤ µA′(x)−µB(x)⇒
max[0, µA(x)] − µB(x)) ≤ max[0, µA′(x) − µB(x)] ⇒ µA−B(x) ≤ µA′−B(x) ⇒
A−B ⊆ A′ −B.
Now, we are going to employ the cardinalities of the intersection and the
diﬀerence between two fuzzy sets. This enables us to evaluate the inﬂuence of
the part of the universe that is common to any two fuzzy subsets A,B ∈ F (U)
if f(A ∩ B) = card(A ∩ B) = |A ∩ B|. Also, we evaluate the inﬂuence of the
part that belongs to A but not to B, and conversely if we consider f(A−B) and
f(B − A) respectively. Thus, from 6.3, 6.5 and 6.7, we get:
f(A ∩B) = card(A ∩ B) = |A ∩B| =
∑
x∈U
µA∩B(x) =
∑
x∈U
[
min
x∈U
[µA(x), µB(x)]
]
(6.9)
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and
f(A−B) = card(A− B) = |A−B| =
∑
x∈U
µA−B(x) =
∑
x∈U
(max
x∈U
[0, µA(x)−µB(x)])
(6.10)
We can rewrite the equation 6.2 in order to measure the similarity between
two fuzzy sets as follows:
S(A,B) =
α|A ∩B|
α|A ∩B|+ β|A−B|+ γ|B − A| (6.11)
for α > 0 and β, γ ≥ 0, where we add a new parameter α to contribute
with the common part of the fuzzy sets. These parameters provide the user with
opportunity to tune the similarity or even deﬁne a new one according to his/her
needs (for example, a symmetric similarity measure can be deﬁned by taking
β = γ). This can be implemented either by means of machine (e.g.,learning a set
of data if available) or simply by choosing the values (for example, proposed by
an expert in the application domain).
6.3 The Proposed Similarity Measure for Com-
paring Fuzzy Objects
In the previous section we introduced the deﬁnition of calculating the similarity
degree between two fuzzy sets based on TCM and fuzzy set theory. In this section,
a set of similarity measures is presented to compare two objects whose attributes
values are described by fuzzy terms.
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6.3.1 Similarity Measure for Comparing Fuzzy Attributes
Based on Tversky Similarity Model
Suppose that o1 and o2 are two fuzzy objects of the same class and let ato1 =
{a1, a2, ..., an} and ato2 = {b1, b2, ..., bn} denote the sets of n attributes for each
object, where n stands for the number of attributes for each object. Basically, for
each pair of corresponding attributes, a basic domain (a universe of discourse)
should be deﬁned in which a fuzzy domain can be built on. The fuzzy domains
are deﬁned in order to represent fuzzy object attributes. Each attribute is given
a fuzzy value which is either represented as:
1) A set of fuzzy subsets of the universe U as follows:
ai = {Ai1, Ai2, ..., Aimi} and bi = {Bi1, Bi2, ..., Bimi} wheremi stands for the
number for fuzzy subsets describing the ith attribute and i = 1, 2, . . . , n. For
example, the age of a person: Age = {(0.2/young), (0.75/middelage)},
2) A fuzzy value that is characterised by a unique fuzzy subset: ai = {Aimai},
and bi = {Bimbi} where mai ,mbi ∈ {1, 2, ...,mi}. For example, Age is
young, where Age is a person age domain (an attribute domain) variable
and young is a fuzzy value (an attribute value).
The ﬁrst situation has been addressed in our previous work (Bashon et al.,
2010) and presented in Chapter 4, where we proposed a fuzzy geometric model
of similarity for the problem of fuzzy object comparison. The generation of Eu-
clidean distance is used to calculate the dissimilarity between fuzzy sets that
describe those attributes of fuzzy objects. In this chapter we focus on the second
situation; when each object attribute is described using a single fuzzy set and we
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introduce another family of similarity measures based on the concepts of fuzzy
set-theory and cardinality of fuzzy sets proposed in (Bashon et al., 2011).
Deﬁnition 6.3.1. A similarity measure between two attributes is a mapping
S : ato1 × ato1 → [0, 1] such that S(ai, bi) = s
(
Aimai , Bimbi
)
, for a given mapping
S : F (Ui)× F (Ui)→ [0, 1] that is deﬁned by the equation 6.11. Thus:
S (ai, bi) =
α|Aimai ∩Bimbi |
α|Aimai ∩Bimbi |+ β|Aimai −Bimbi |+ γ|Bimbi − Aimai |
(6.12)
for α > 0 and β, γ ≥ 0, where ai and bi are two attributes of two fuzzy objects
o1 and o2, respectively, and Ui is the domain of i
th attribute.
Using equation 6.12 allows us to determine to what extent the attributes of
two objects have common points, or are diﬀerent from each other. However, the
validation of this similarity relation should be examined.
Now, is the similarity model maximal? (i.e., S(a, b) ≤ 1 and S(a, b) = 1 if and
only if a = b). Let us consider two objects having attributes characterised with
the same fuzzy value, say for example, Tom is 18 years old and John is 27 years
old. We can notice that both of them are young, so, S (TomAge, JohnAge) =
S (young, young) = 1. But this result contradicts the crisp approach. How-
ever, it is not necessary that fuzzy perception should be practically the same
as crisp perception. In our approach, two fuzzy attributes are considered to be
identical if they have the same fuzzy value, even if their crisp values are diﬀer-
ent. Conversely, two diﬀerent fuzzy values may be given to the same attribute
of the compared objects, for example, this happens when John is considered to
be young and David is a middle-aged person, at the time they are both 27 years
old. So, S (JohnAge,DavidAge) = S (young,middle− aged) 6= 1. Consequently
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the assumption that S is maximal is inequitable in some cases as shown in the
examples.
For symmetry, we notice that S(a, b) 6= S(a, b) since s(A,B) 6= S(B,A) when
β 6= γ. The symmetry of s is is satisﬁed only when β = γ or if f(A − B) =
f(B − A). We further proved that function f used in the model S(A,B) =
f(A∩B,A−B,B−A) is non-decreasing with respect to A∩B and non-increasing
with respect to A−B and B − A.
From these justiﬁcations, it seems that the geometric approach faces several
diﬃculties when dealing with fuzzy data. As pointed out in (Tversky, 1977), for
similarity analysis, the applicability of the dimensional hypothesis is limited, and
the metric axioms are doubtful. Speciﬁcally, maximality is somewhat problem-
atic, symmetry appears to be false in most cases, and the triangle inequality is
hardly compelling.
6.3.2 Computing The Overall Similarity Using Aggrega-
tion Operators
Assume that we have a set ofm fuzzy objects of the same classOF = {o1, o2, ..., om}.
Each object is described by a set of n fuzzy attributes. In this section we deﬁne
the similarity measure between any two fuzzy objects:
Deﬁnition 6.3.2. A similarity measure between two fuzzy objects os, ot ∈ OF is
a mapping Sim : OF ×OF → [0, 1]:
Sim(os, ot) = ⊗Sim (S(a1, b1), S(a2, b2), ..., S(an, bn)) (6.13)
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where ⊗Sim : [0, 1]n → [0, 1] is an aggregation operation that is deﬁned in
(Bashon et al., 2010) and presented in Chapter 4.
The following deﬁnitions from a range of possibilities have been chosen in
order to compare their performance to compute the overall similarity between
the objects:
1) Weighted average of the similarities of attributes (WA): Let us consider
that each attribute ai has an associated weight wi that points out the im-
portance that the similarity in this attribute must have when computing
the similarity degree between objects of the same class. We are going to
consider that ∀i;wi ∈ [0, 1] (the weight (or importance) wi can be assessed
as mentioned in Chapter 4):
Sim(os, ot) =
∑n
i=1wiS(ai, bi)∑n
i=1 wi
;wi ∈ [0, 1] (6.14)
2) Minimum of the similarities among attributes (Min):
Sim(os, ot) = min[S(a1, b1), S(a2, b2), ..., S(an, bn)] (6.15)
3) The similarity ratio for the similarities among attributes (Min/Max):
Sim(os, ot) =
min[S(a1, b1), S(a2, b2), ..., S(an, bn)]
max[S(a1, b1), S(a2, b2), ..., S(an, bn)]
(6.16)
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6.4 Empirical Evaluation
For this section, we developed a MATLAB program to study the proposed method
for comparing fuzzy objects. MATLAB fuzzy toolbox membership functions are
used for building the fuzzy domain for each fuzzy object attribute.
6.4.1 Experimental Work
Example 6.4.1. Given a list of 36 student rooms described by their quality, price
and distance from University dfUni (see Table B.1) we want to asses which room
is closer to a particular target described by high quality, moderate price and close
to the University. To achieve that, we follow the steps:
1) Deﬁne the basic domain for each fuzzy attribute: For each room let Do =
[0, 1] be the basic quality domain, Do = [0, 600] be the basic price domain
and DdfUni = [0, 10]. The units are speciﬁed as per-cent, British pound(s)
and mile(s) respectively.
2) Deﬁne fuzzy domain for each attribute by using fuzzy sets built over the
attribute basic domain: We determined a fuzzy domain of room quality by
deﬁning three fuzzy subsets FDo = {low, average, high} over the domain
Do. The fuzzy domain for price is deﬁned as FDP = {cheap,moderate,
expensive}. Finally, the fuzzy domain for dfUni is deﬁned with two fuzzy
subsets FDdfUni = {close− to, far − from}, (see Figure 6.3).
3) Calculate the similarity among the corresponding attributes: Similarity ma-
trices of the room attributes are calculated using Eq. 6.12 and by assuming
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α = β = γ = 1, we get the result shown in Tables 6.1, 6.2 and 6.3. Ac-
cordingly, we have obtained similarity degrees between the requested room
attributes and corresponding student rooms attributes in the data set (see
Table B.1), as depicted in Figure 6.4.
Table 6.1: Similarity matrix of the fuzzy attribute Quality
s low average high
low 1.0000 0.1130 0.0024
average 0.1130 1.0000 0.0818
high 0.0024 0.0818 1,0000
Table 6.2: Similarity matrix of the fuzzy attribute Price
s cheap moderate expensive
cheap 1.0000 0.1813 0.0476
moderate 0.1813 1.0000 0.1813
expensive 0.0476 0.1813 1,0000
Table 6.3: Similarity matrix of the fuzzy attribute DFUni
s close-to far-from
close-to 1.0000 0.0545
far-from 0.0545 1.0000
4) aggregate or calculate the average over all similarities: we used Equations
6.14, 6.15 and 6.16 for calculating similarity values among the given rooms
as shown in Table B.1 in order to produce the ﬁnal judgement to how
similar the requested room and other student rooms are. Figure 6.5 shows
the results in each case. Of course, diﬀerent weights or importance values
are given to each attribute by using Eq. 6.14), for example, Figure. 6.5a
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Figure 6.4: Similarity values between the requested room
attributes and the corresponding student rooms attributes
for α = β = γ = 1; (a) for quality, (b) for price and (c) for
dfUni.
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shows the similarity results when wquality = wprice = wdfUni = 1; in Figure.
6.5b wquality = 0.8, wprice = 0.5, wdfUni = 1. Figures 6.5c and 6.5d depict
the results obtained from using Equations 6.15 and 6.16 in order to get
the (min and min/max) similarities between the target room and the other
rooms in the data set.
Obviously, more weights can be considered based on how the attributes can
be determined (or which attribute is more signiﬁcant). Similarity results
are aﬀected by diﬀerent factors such as fuzzy representations of objects
attributes, parameters α, β and γ (6.12) and attributes weights in (6.14).
6.4.2 Discussion
We investigated the performance and eﬀectiveness of our approach with some
experimental cases from a dummy fuzzy data set. However the set of similarity
measures that we presented can be applied in more general situations. Our ex-
perimental results illustrates that WA operator performs better than Min and
Min/Max according to the fuzzy representation of the given data set and the
given attributes weights.
We have also investigated the asymmetry of fuzzy set-theoretical model of
similarity considering diﬀerent values for the parameters α, β and γ in Eq.
6.12. For example, using the same data set presented in Table B.1, we have
got diﬀerent similarity degrees among the fuzzy values of room quality attribute;
s(average, high) = 0.1325, s(high, average) = 0.1107 with α = 1, β = 0.5 and
γ = 0.8, whereas, s(average, high) = 0.1107, s(high, average) = 0.1325 with
α = 1, β = 0.8 and γ = 0.5. This is shown in tables 6.4 and 6.5.
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Figure 6.5: Similarity degrees of the requested room and
other student rooms (a) and (b) for WA, (c) for Min and
(d) for Min/Max
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6.5 Summary
One needs more understanding of how a similarity measure handles the dif-
ferent characteristics that represent a fuzzy data set, and this certainly needs
to be studied with further research. It may be possible to construct measures
that draw on the strengths of a number of measures in order to obtain superior
performance.
Table 6.4: Similarity Matrix of The Attribute Quality : the
case for α = 1, β = 0.5 and γ = 0.8
s low average high
low 1.0000 01529 0.0037
average 0.1765 1.0000 0.1325
high 0.0036 0.1107 1,0000
Table 6.5: Similarity Matrix of The Attribute Quality : the
case for α = 1, β = 0.8 and γ = 0.5
s low average high
low 1.0000 0.1765 0.0036
average 01529 1.0000 0.1107
high 0.0037 0.1325 1,0000
6.5 Summary
In this chapter, we studied the expression of a similarity measure and introduce
a fuzzy extension of Tversky Contrast Model (TCM); the conventional similar-
ity that is currently in use by many scientiﬁc community. The TCM similarity
measure is generalised on fuzzy sets using the cardinality of fuzzy sets and their
operations. Taking advantage of this similarity deﬁnition we introduce a new
set/family of measures in order to compare fuzzy objects.
146
Chapter7
Similarity-Based Fuzzy Clustering
Techniques
7.1 Introduction
Data Clustering plays the major role in almost every ﬁeld of life. One has to clus-
ter many things on the basis of similarity either consciously or unconsciously. The
use of data clustering has its own values, especially in data mining approaches and
the ﬁeld of information retrieval. A number of algorithms have been developed
for use in clustering objects on the basis of similarity.
In this chapter, we need to discuss the role of fuzzy data sets, and to exam-
ine the applicability of the theory of similarity that we have developed towards
achieving the aim of handling the uncertainty successfully and eﬀectively, by in-
corporating it into the fuzzy clustering process as a Data Mining application.
In real applications of clustering, we are required to perform three tasks (or
stages): partitioning data sets into clusters, validating the clustering results and
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Figure 7.1: The architecture of clustering stages.
interpreting the clusters. Figure 7.1 shows the architecture of those clustering
stages (Jain et al., 1999).
As has been mentioned in Chapter 2, various clustering algorithms have been
designed for the ﬁrst task (Jain et al., 1999). Some techniques are available
for cluster validation in data mining (Pal & Bezdek, 1995). The third task is
application dependent and needs domain knowledge to understand the clusters
(Halkidi et al., 2001) and (Xu et al., 2005).
As we mentioned in Chapter 2, some techniques have been proposed for the
ﬁrst two tasks. We discussed some similarity-based algorithms such as Crisp C-
Means and Fuzzy C-Means clustering algorithms, which are mostly used in data
mining. Most clustering algorithms implicitly assume the existence of disjoint
clusters in data, and therefore fare poorly in the presence of overlaps. In practice,
the separation of clusters is a fuzzy notion (Kahraman, 2008).
Our aim in this chapter is to characterise the spirit of fuzzy clustering by
modifying fuzzy c-means algorithm using our proposed fuzzy similarity measure
in order to handle fuzzy data. We present a new method for fuzzy clustering
called Fuzzy C-Maximum based on (FGM) fuzzy similarity proposed in Chapter
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4, where a set of objects is divided into several clusters in which the intra-cluster
similarity is maximised and the inter-cluster similarity is minimised.
7.1.1 Fuzzy C-Maximum Clustering Algorithm for Fuzzy
Data (FCMax)
This section is dedicated to introducing a new enhancement to the FCM clustering
algorithm for fuzzy data. An overview of its diﬀerent stages is presented. Two
illustrative examples are then presented to explain the proposed idea.
The objective of the algorithm is to form groups within a data set of fuzzy
objects, by means of fuzzy set-theory and the proposed FGM similarity model to
handle uncertain (fuzzy) data. In particular, it is a modiﬁcation of the original
fuzzy c-means(FCM) clustering algorithm (Bezdek, 1984). The main diﬀerences
between FCMax clustering and the FCM clustering lies in following:
• The FCM algorithm has always been chosen as a method to get optimised
fuzzy partitions for numerical attributes, whereas, FCMax is proposed for
clustering objects that are described by fuzzy attributes.
• The computation of similarity/dissimilarity: while FCM uses the common
Euclidean distance, FCMax algorithm computes the expected similarity
between data objects and cluster centroids (centres) based on the fuzzy
similarity model FGM introduced in Chapter 4.
• Euclidean distance takes equal importance to each attribute which eﬀect
the clustering performance, since in most real data objects, attributes are
not equally important. FCMax uses the weighted average WA operator
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for computing the similarity values between objects which allow us to give
diﬀerent importances for the attributes 4.5.
Now, let D = {o1, o2, . . . , on} be a set of p-dimensional objects; where p is the
number of fuzzy attributes that describe each object in the set D. The proposed
algorithm can be summarised in the following steps:
Step 0 Fuzzy domain Df for each attribute is deﬁned based on either user per-
sonal knowledge or by using one of the existing learning algorithms such as
FCM to produce the fuzzy representation for the attributes.
Step 1. Randomly select a set of c objects from Df as the initial cluster cen-
tres: V = {v1, v2, . . . , vc}, and generate initial partition matrix(membership
degrees matrix) by assigning all membership values 1/c for each data object
Step 2. Calculate similarity matrix using Equation 4.5 as follows:
n∑
i=1
c∑
j=1
FuzzySim(oi, vj) (7.1)
Step 3. Update the partition matrix using the following equation:
µij =
c∑
l=1
(
FuzzySim(oi, vl)
FuzzySim(oi, vj)
)2/m−1
(7.2)
Step 4. Assign the data objects to clusters according to their maximum similar-
ities to the clusters' centres.
Step 5. The centres of the clusters are obtained in the form of maximum simi-
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larity between each centre and all objects using.
vj = ot if
nj∑
i=1
sim(ot, oi) = max1≤r≤nj
(
nj∑
q=1
sim(oq, or)
)
(7.3)
where nj is number of objects in j
th cluster and 1 ≤ r ≤ nj
Step 6. Repeat Steps 2)4) until termination. The termination criterion is when
there is no change to the clusters' centres. Convergence can also be deﬁned
based on diﬀerent criteria.
min(FuzzSim(centres, newCentres) > . (7.4)
where  a positive number in the interval [0, 1] and very close to 1.
The goal of step 5 is to select a set of centres (representative objects) such
that:
• maximises the similarity (or minimises the average intra-distance) between
objects and their representative objects,
• maximises the average number of objects in the clusters, and
• minimise similarity (the inter-distance) between centres.
Figure 7.2 illustrates the steps of the algorithm.
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Figure 7.2: Architecture of Fuzzy C-Maximum Clustering
algorithm for Fuzzy Data
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7.2 Cluster Validation Measures: The Assessment
of Fuzzy Clustering
Many measures of cluster validity or partitional clustering schemes are based on
the notation of cohesion or separation. In our experiments in this chapter, we use
cluster validity measure called silhouette index (or width). In (Rousseeuw, 1987),
silhouette refers to a method of validation and interpretation of clusters of data.
It is useful in connection with clustering methods in general, but particularly so
in the context of fuzzy clustering. It reﬂects the strength of a classiﬁcation to the
nearest crisp cluster, compared to the next cluster in which each object ﬁts best.
The width of each bar is the silhouette value, which is one if the object is well
classiﬁed, zero if it is in between the best and second best cluster, and negative
if it is nearest to the second best cluster. Therefore, the average silhouette of the
data can be a good criterion for assessing the natural number of clusters and help
to ﬁnd the optimal number of clusters.
Let sw(oi) denote the silhouette index in the case of dissimilarities. Take
any object oi in the data set, and denote by Cj the cluster to which it has been
assigned. When cluster Cj contains other objects apart from oi, then we can
compute:
a(i) = average dissimilarity of oi to all other objects of Cj. (7.5)
Any measure of dissimilarity can be used but distance measures are the most
common. Let us now consider any cluster Cl which is diﬀerent from Cj, and
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compute:
d(oi, Cl) = average dissimilarity of oi to all objects of Cl. (7.6)
where Cj 6= Cl, Then, the lowest average dissimilarity to oi of any such cluster is
selected. It is denoted by:
b(oi) = min
Cl 6=Cj
d(oi, Cl) (7.7)
The cluster with this lowest average dissimilarity is said to be the "neighbouring
cluster" of oi as it is, aside from the cluster i is assigned, the cluster in which oi
ﬁts best.
Hence, the value of sw(oi) is obtained from Eqs. 7.5 and 7.7 as follows:
sw(oi) =
a(oi)− b(oi)
max[a(oi), b(oi)]
(7.8)
depending od the value of max a(oi), b(oi) Eq. 7.8 can be rewritten as (Rousseeuw,
1987):
sw(oi) =

1− a(oi)
b(oi)
ifa(oi) < b(oi)
0 ifa(oi) = b(oi)
b(oi)
a(oi)
− 1 ifa(oi) > b(oi)
(7.9)
From the above deﬁnition it is clear that:
−1 ≤ sw(oi) ≤ 1
In the case of using similarity instead of dissimilarity, b´(oi) is deﬁned by the
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following equation:
b´(oi) = max
Cl 6=Cj
d(oi, Cl) (7.10)
Hence, sw(oi) can be written as:
sw(oi) =

1− b´(oi)
a´(oi)
if a´(oi) > b´(oi)
0 if a´(oi) = b´(oi)
a´(oi)
b´(oi)
− 1 if a´(oi) < b´(oi)
(7.11)
The silhouette width using Equation 7.11 is deﬁnition that used to evaluate the
clusters produced by FCMax algorithm. However, the inter(intra)-similarity be-
tween objects is deﬁned by Equation 4.5 which proposed for fuzzy data objects.
7.3 Empirical Evaluation
Hereby, we need to use a variety of data sets in order to asses our proposed
algorithm (some of them described with fuzzy data, some with numerical data,
some with categorical data and some with a mixture of (two or all) of these data
types.
7.3.1 Experiments for Fuzzy Data
Example 7.3.1. The performance of the proposed clustering algorithm for fuzzy
data is tested on the 52-record accommodation data set presented in Table A.1.
In this example, two attributes are selected: quality and price where two
experiments are performed with diﬀerent importances for each attribute. We run
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the algorithm with following parameters C = 3 and m = 2 each time. First, the
highest importance is given to the quality with 0.9 and 0.2 to the price. Then more
signiﬁcance is given to the price with 0.9 and the quality with 0.2. Figures 7.3
and 7.4 depict the representations of the objects according to their membership
degrees in each cluster. Table C.1 shows the fuzzy domain for both quality and
price attrbutes. Table C.2 and Table C.3 present the clustered data objects
according to the importances given to quality and price attributes, respectively.
The membership degrees of the objects in each cluster in both cases are provided
in Tables C.4 and C.5.
Two attributes are selected for performing FCMax algorithm: The FCMax
clustering algorithm applied in the context of the proposed fuzzy similarity mea-
sures shows consistent and eﬃcient clustering results as depicted in Figure 7.5.
In this ﬁgure we report clustering results on two selected attributes: quality (as
illustrated in Figure 7.5 (a); in this case the quality attribute is given the highest
priority (90%). Whilst, in Figure 7.5 (b), property price was of the great im-
portance. The clusters in Figure 7.5 (a) have the centres P43 (silhouette width
0.47), P41 (silhouette width 0.23) and P48 (silhouette width 0.57). The clusters
in Figure 7.5 (b) have the centres P3 (silhouette width 0.42), P15 (silhouette
width 0.57) and P36 (silhouette width 0.23) as shown in Figures C.6 and C.7.
Example 7.3.2. [Iris Data Set] For the utility and applicability of the proposed
similarity measure for fuzzy data, we consider the well known UCI machine learn-
ing repository Iris data set. The data set consists of 3 classes (types of Iris plants:
Setosa, Versicolor and Virginica) with 50 instances of each class. There are a to-
tal of four attributes (the sepal length and width, and the petal length and width).
We compare results from traditional case studies (based on numerical data in this
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Figure 7.3: The representations of the objects according to
their quality with membership degrees in each cluster (a) for
c1, (b) for c2 and (c) for c3 .
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Figure 7.4: The representations of the objects according to
their prices with membership degrees in each cluster (a) for
c1, (b) for c2 and (c) for c3 .
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Figure 7.5: Clusters obtained on Student Accommodations
data set using similarity on: (a) quality attribute ; (b) price
attribute.
particular case) with those obtained from our clustering algorithm for fuzzy data.
Our clustering approach produces similar results with the extensively used
C-means and Fuzzy C-means clustering methods (see Table 7.1).
7.3.2 Discussion (Partition and Cluster Interpretation)
Diﬀerent data sets have been used to compare the performance of this algorithm
with the published results of other algorithms. Obviously, traditional algorithms
fail in their ability to process most of the information available in the original
format of our data set as represented in Table A.1, with the challenge of heavy
pre-processing to transform most fuzzy or mixed values in categorical format at
the price of missing some important information we captured though in the fuzzy
formats discussed (Bashon et al., 2013). Figure 7.5 depicts clustering results on
attributes property quality (Figure 7.5a) and price (Figure 7.5b). According to
Table 7.2, the clusters generated by the three algorithms are consistently similar
(in both the number of elements and the silhouette width values) although the
input for the proposed algorithm was based on fuzzy representation.
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Table 7.1: Clusters centres coordinates for the 3-clustering
exercise, for : (a) C-means; (b) Fuzzy C-means; (c) Modiﬁed
Fuzzy C-means (based on the proposed similarity model).
Sepal.Length Sepal.Width Petal.Length Petal.Width
(a) C-means (CM)
1 5.006000 3.428000 1.462000 0.246000
2 5.901613 2.748387 4.393548 1.433871
3 6.850000 3.073684 5.742105 2.071053
(b) Fuzzy C-means (FCM)
1 5.003966 3.414092 1.482810 0.253544
2 5.888869 2.761046 4.363859 1.397267
3 6.774934 3.052360 5.646686 2.053510
(c) Modiﬁed FCM (FCMax)
1 5.0 3.4 1.4 0.2
2 5.8 2.7 3.9 1.2
3 6.7 3.1 5.6 2.4
Through illustrated examples, it has been shown that results of running the
well-known C-means and Fuzzy C-means algorithms are compared with the re-
sults from the clustering algorithm based on the proposed similarity approach
applied to the Iris data set from the UCI ML repository. We deﬁned the exper-
iment of unsupervised clustering as starting the clustering algorithms from the
same initial clusters centres for a number of 3 clusters. We use for comparison
the following criteria: number of items in the ﬁnal clusters and the silhouette
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Table 7.2: Silhouette coeﬃcient results
Method
Cluster1 Cluster2 Cluster3
No of element sw No of element sw No of element sw
c-means 50 0.79814 62 0.430378 38 0.458726
FCM 50 0.796675 60 0.427539 40 0.423538
FCMax 54 0.644575 62 0.146734 34 0.262487
coeﬃcients (Rousseeuw 1987) for each cluster. It should be mentioned that the
original data have been fuzziﬁed in order to examine FCMax for clustering fuzzy
data based on the proposed similarity model. Fuzzy system algorithm called
FIS implemented in R software has been used to deﬁne the fuzzy domain of
each attribute of the Iris data set. For each attribute, three fuzzy terms low,
average and high are used to represent its fuzzy values. Again, Gaussian
membership function is used (without restricting the generality of our proposal)
to characterise the fuzzy terms. Diﬀerent values of Gaussian membership func-
tion parameters are used to tune the shape of the curves. This process can also
be automated by using a machine learning algorithm such as FCM. The pur-
pose of this experiment (in the context of a simple data type collection) is to
demonstrate that the results of clustering algorithms based on our similarity ap-
proach are comparable with the traditional clustering techniques (limited to one
type similarity model-based). In Table 7.1, we report the clusters centres coor-
dinates for the 3-cluster setting: results are very similar for the three diﬀerent
algorithms, C-means in 7.1(a), FCM in 7.1(b) and the proposed clustering ap-
proach based on our similarity model in 7.1(c). In addition, the silhouette results
available in Table 7.2 demonstrate that the clusters obtained in this exercise are
very similar in terms of shape and components. This is an encouraging results
for the proposed similarity-based clustering algorithm FCMax, and signals that
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the proposed fuzzy similarity model (deﬁned by Eq. 4.5) does not disturb (or
reduce) the quality of the clustering results for numerical data sets (see Table 7.1
and Table 7.2 ). Some data objects are not well classiﬁed and this is because of
there is an overlapping between two spices of ﬂowers and also the fuzzy nature
of FCMax. Therefore, the experiment on Iris data set shows that the proposed
method is not preferable but at least comparable to the ones in literatures. The
contribution of the proposed method is to open up a new approach for Fuzzy
clustering algorithms for fuzzy data. It can be shown that there is no absolute
best criterion (or algorithm) which would be independent of the ﬁnal objective
of the clustering. Consequently, it is the user who must pay a contribution to this
criterion (by choosing the values of the input parameters), in such a way that the
clustering result will be suitable their needs.
7.4 Summary
This chapter presented and discussed the main characteristics of the proposed
similarity-based fuzzy clustering algorithm. The conventional fuzzy clustering
algorithm that works on the principles of distance function has been extended to
handle fuzzy data. In this chapter we focused on the conventional fuzzy clustering
algorithms as a base of our proposed fuzzy clustering algorithm. Performance of
the proposed techniques are validated by conducting several experiments on the
well-known assertion type of fuzzy data sets constructed from real life data with
known clustering results.
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Conclusions
Similarity is an important and fundamental concept in many ﬁelds such as data
mining, data analysis, information retrieval and decision- making. This chapter
presents a summary of the work presented in this thesis highlighting the main
contributions and conclusions and suggesting some recommendations for future
work.
8.1 Research Contributions
The research reported in this thesis was devoted to provide a contribution for
object comparison in the context of heterogeneous representation of data. Two
diﬀerent approaches of similarity have been investigated: geometrical similarity
model and set theoretical similarity model. New similarity models have been
proposed to handle the vagueness and heterogeneity that describe the data ob-
jects. This thesis mainly focused on improving existing similarity approaches
and studying new proposals for the object comparison (for those objects that are
described fuzzily and heterogeneously).
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Before introducing the similarity approach, a review was undertaken of some
topics which included fuzzy set-theory, geometric and set-theoretic similarity
models and fuzzy clustering. Following this, applications were implemented for
comparing and organising some data sets according to their types.
Although there are several studies which have attempted to propose methods
to compare fuzzy and mixed data (numeric and symbolic), the work presented in
this thesis diﬀers from such previous studies in some aspects:
• The fuzzy data representation: most of the existing approaches relied on
triangular and trapezoidal fuzzy sets (or so called LR fuzzy numbers) for
handling and representing vague/fuzzy data values. In contrast, the study
in this thesis places no restrictions towards particular types of fuzzy sets.
Each fuzzy attribute value is represented by a number of fuzzy sets (or
membership functions) where the concern is about the membership degrees
of the attribute value to each fuzzy set.
• To the best of the author's knowledge, there is no reported work which is
conceived for managing data objects described by mixed/ heterogeneous
attributes (numerical, categorical and fuzzy data types). However, some
advanced data mining techniques and in particular clustering algorithms
are available for handling non-numerical (categorical) data, but few of them
addressed handling fuzzy data.
In Chapter 2, an extensive and structured literature review has been con-
ducted focusing on research progress, advances and techniques that are mostly
related to the work presented in this thesis. In Chapter 3, the author has intro-
duced basic concepts and deﬁnitions related to diﬀerent topics used throughout
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the thesis. A summary and conclusions of the original contributions that have
been presented for each task are as follows:
Chapter 4 (FGM) has focused on the problem of comparing fuzzy objects
based on the geometrical similarity model. The work presented in this chapter
has addressed diﬀerent ways of representing fuzzy attribute values in order to
deal with vague, imprecise and uncertain data. For similarity measures that
introduced comparison of two fuzzy objects, the author proposed the following:
• deﬁning the basic domain for each fuzzy attribute by determining the range
of the attribute values.
• deﬁning the semantics of the linguistic (fuzzy) labels by using fuzzy sets
(or fuzzy terms which are characterised by membership functions) built
over the basic domains. The membership functions can be constructed
using any fuzziﬁcation technique available in the literature, by taking into
account their values are within the interval [0, 1].
• calculating the similarity (or local similarity) among the corresponding at-
tributes based on a generalisation; of the Euclidean distance into fuzzy sets.
• aggregating similarities of attributes in order to give the ﬁnal judgement on
how similar the two objects are (i.e. the global similarity). Two aggregation
operations are presented in this chapter: 1. the weighted average over all
local similarities or 2. to obtain their minimum.
Experiments in this chapter show that the proposed approach is suitable for
both representing and processing attribute values of the fuzzily described objects
as well as the objects represented with crisp attributes. Two cases have been
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addressed : the comparison of two fuzzy attributes, and the comparison of a
crisp attribute with a fuzzy one (see the examples in section 4.3).
Chapter 5 extends the work presented in Chapter 4 and conducted in (Bashon
et al., 2010) for comparing fuzzy objects and then addresses a new method of
combining crisp (classical) and fuzzy similarity measure to introduce a uniﬁed
similarity model for comparing heterogeneous data objects.
The deﬁnitions of the crisp similarity measures proposed for numerical and
categorical data are presented in this chapter, based on the similarity/dissimilarity
measures introduced in the literature. Then, a new deﬁnition of uniﬁed similar-
ity which is a combination of the crisp and fuzzy similarity models is proposed
for managing mixed data objects (Bashon et al., 2013). In each deﬁnition of
similarity measure the following procedure is considered: ﬁrst distances between
attributes is deﬁned by recalling the most frequently used measures for each data
type; then deriving normalised dissimilarity measures by considering some nor-
malisation processes according the nature of each data type of attributes; and
accordingly, studying some functions that can be used to deﬁne similarity mea-
sures based on the selected distance measures; and ﬁnally, deﬁning the similarity
between the objects by using a suitable aggregation function over all the similar-
ities among their attributes (in this chapter, we used the weighted average WA
and minimum min operators).
Experimental examples presented in this chapter show that this measure en-
ables us to handle the diﬀerent characteristics of complex objects, since it permits
the calculate of similarity among either numerical objects, categorical objects or
both by using a classical similarity model as well as fuzzy objects using a fuzzy
model or even a combination of them.
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Although the geometric approach has theoretical beauty and practical ad-
vantages, many similarity theories proposed in the literature decline some or all
of the geometric distance axioms and its assumptions limit its applicability. As
pointed out in (Tversky, 1977), for similarity analysis, that the applicability of
the dimensional assumptions is limited, and the metric axioms are uncertain.
Tversky Contrast Model (TCM), provided us the foundations to propose a
new family of similarity measures, Fuzzy Theoretical Similarity Model (FSTM)
for comparing fuzzily described objects, This is based on fuzzy-set-theoretical
concepts as presented in Chapter 6 and reported in (Bashon et al., 2011). The new
approach of similarity employs fuzzy set-theory to generalise (TCM) similarity
deﬁnition using the cardinality of fuzzy sets and their operations such as the
intersection and diﬀerence between fuzzy sets. Taking advantage of this similarity
deﬁnition, the author introduced a new approach to compare two objects whose
attributes values are described by fuzzy terms. The generalised (TCM) formula is
used to deﬁne the similarity between fuzzy attributes. The same approach is used
for aggregating the overall similarities among the objects' attributes presented (in
Chapter 4 is used with one more operator called min/max in order to asses the
similarity between two fuzzy objects.
The performance and eﬀectiveness of FTSM approach have been investigated
with some experimental cases from an artiﬁcial fuzzy data set. However, the set of
similarity measures that we presented can be applied in more general situations.
Our experimental results illustrate that the WA operator performs better than
Min and Min/Max according to the fuzzy representation of the given data set
and the given attributes weights.
Besides, the properties of each similarity measure presented in this thesis are
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studied for the justiﬁcation of similarity measures. This helps us to guarantee that
our similarity models satisfy the main properties of similarity measures between
two objects.
For the utility and applicability of the proposed similarity measure for fuzzy
data, a new clustering algorithm known as Fuzzy C-Maximim (or FCMax) cluster-
ing algorithm is proposed in Chapter 7. The proposed algorithm is a modiﬁcation
of the original fuzzy c-means(FCM)for fuzzy data; the computations of the ex-
pected similarity and clusters centroids (centres) are based on the fuzzy similarity
model presented in Chapter 4.
Due to the absence of a publicly available real fuzzy data set, with the possibil-
ity to store imprecise data, the performance of the proposed clustering algorithm
for fuzzy data has been tested on the student accommodation data set presented
in Table A.1; the clusters show good consistency based on diﬀerent importances
of some selected attributes with fuzzy representations. The implementation and
testing of the proposed algorithm show that it is able to produce comparable
results to the crisp (HCM) and fuzzy C-means (FCM) clustering algorithms for
Iris data set.
8.2 Limitations of the Work
The similarity approaches to the objects' comparison which are presented in this
thesis have favourable computational properties. However, there are still some
limitations of the work reported that should be identiﬁed and recognised to pave
way for future.
• In our research work, comparable objects are considered to belonging to the
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same class (or type). Yet, this can be improved by managing the comparison
of objects of diﬀerent classes. This can be done in the data representation
stage. For example, in image retrieval, one can compare sky with sea and
get some degree of similarity, even though they are objects of diﬀerent class.
• Although the fuzzy representation (for both numerical and fuzzy attributes)
using diﬀerent types of fuzzy sets does not eﬀect the deﬁnition of the pro-
posed fuzzy similarity measure, there is still a need for appropriate meth-
ods in constructing fuzzy domains for attributes' values. This study did
not follow a particular empirical method as all the fuzzy representations
are deﬁned by following knowledge. Currently one of the available methods
for performing this task is using fuzzy c-means algorithm. This can help
in constructing membership functions based on the notion of fuzzy clusters
to produce fuzzy sets based upon the actual distribution of a particular
dataset. Unfortunately, this process of constructing the fuzzy domain can
not be applied to the fuzzy or mixed (numerical and fuzzy)data format in-
troduced in this work; it is a challenging task and due to time constraints
and resources the author was unable to pursue this further.
• The work on clustering fuzzy data needs more investigation especially on
the way of determining clusters' centres. The lack of a strong theoreti-
cal framework in the current literature is the limitation of our proposed
clustering algorithm.
• An obvious disadvantage facing FCMax algorithm, based on experiments
performed on both the iris and the student accommodation data sets, is
that FCMax is quite sensitive to the initial centres. This causes diﬀerent
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clustering results each time the algorithm is run.
8.3 Future Work
The approach to objects' comparison using combined similarity measure is pre-
sented in this thesis has favourable computational properties but presents a real
challenge in both ﬁelds of data mining and database modeling. Our fuzzy set-
theoretical similarity approach can be developed in some real-world applications
that belong to data mining or to information retrieval. This is also an aspect of
this work that can be pursued as future work.
• In the fuzzy set-theoretical similarity model presented in Chapter 6, we em-
phasise the use of the scaler cardinality and fuzzy diﬀerence operations for
with the aim of improving the similarity deﬁnition. Replacing the diﬀerence
operation used in the proposed approach by one of those presented in the
literature for fuzzy sets may allow further discrimination in the degree of
similarity between objects.
• Fuzzy objects have been introduced to deal with uncertain or incomplete
information for the eﬃciency of processing fuzzy queries. For these reasons,
most available research works aim to integrate ﬂexible querying to handle
imprecise data or to use fuzzy data mining tools, minimising the transfor-
mation costs (see for example, (Ma, 2005; Ozgur et al., 2009)). Therefore,
another direction that can be taken for more research is to use the simi-
larity framework that is presented in this thesis as a basis for improving
the capabilities of databases for ﬂexible modeling and querying of complex
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data.
At the present time, several other research work related to the area of object
comparison can be suggested. Extension towards the comparison of more complex
data objects is conceptually challenging.
The study in this thesis sheds some light towards aspects of ﬂexible data
modelling, so investigations into its properties seem to hold much promise. Some
of these will be the subjects of future works.
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AppendixA
Appendix A: Student Properties Data
Set and Similarity Results of
Example 5.4.2.
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Table A.1: Student Properties Data Set
173
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Table A.2: Similarity degrees for each attribute using classi-
cal similarity measure.
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Table A.3: Fuzzy similarity degrees for Price and DFUni
fuzzy attributes.
177
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Table A.4: Similarity degrees between our target prop-
erty and a data set of student properties using: Weighted
Average Similarity measure (WASim), Classical (Numeri-
cal/Categorical) Similarity measure (NCSim) and Combined
(NCFSim) Similarity measure.
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Table A.5: T-test results for the Weighted Average Similarity
measure (WASim)and the Classical (Numerical/Categorical)
Similarity measure (NCSim).
Table A.6: T-test results for the Weighted Average Similarity
measure (WASim)and the Combined (NCFSim) Similarity
measure.
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Table A.7: T-test results for the Classical (Numeri-
cal/Categorical) Similarity measure (NCSim) and the Com-
bined (NCFSim) Similarity measure.
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AppendixB
Appendix B: Data Set of Student Rooms
for Example 6.4.1.
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Table B.1: Dummy data set of student rooms
Student Rooms
Room Attributes
quality price dfUni
room1 high expensive close to
room2 average expensive close to
room3 low Cheap close to
room4 average Cheap close to
room5 high moderate close to
room6 low expensive close to
room7 low moderate close to
room8 high expensive close to
room9 low Cheap close to
room10 average moderate close to
room11 average expensive far from
room12 low Cheap far from
room13 high expensive far from
room14 average Cheap far from
room15 low moderate far from
room16 high moderate far from
room17 low Cheap far from
room18 average Cheap far from
room19 low moderate far from
room20 high Cheap far from
room21 low Cheap far from
room22 average moderate far from
room23 low moderate far from
room24 high moderate far from
room25 average Cheap far from
room26 average Cheap close to
room27 low moderate close to
room28 high moderate far from
room29 low Cheap far from
room30 average expensive close to
room31 low Cheap close to
room32 high expensive far from
room33 average Cheap close to
room34 low moderate close to
room35 high moderate far from
room36 low Cheap close to
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AppendixC
Appendix C: Clustering Results for
Student Properties Data Set.
185
Table C.1: Fuzzy representation for Quality and Price at-
tributes.
186
Table C.2: Clustering student properties data set according
to their quality
187
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Table C.3: Clustering student properties data set according
to their price
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Table C.4: Membership degrees for each student property
based on quality importance.
193
Table C.5: Membership degrees for each student property
based on price importance.
194
Table C.6: Silhouette width of the clustering based on Qual-
ity attribute.
195
Table C.7: Silhouette width of the clustering based on Price
attribute.
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