In the present paper we describe the calculation of viscous ow around two nned axisymmetric bodies at angle of attack. The ow past two mortar shells is determined numerically by solving the Reynolds{averaged Navier{Stokes equations. The solution method applies Roe's ux di erence splitting for the inviscid uxes, whereas the viscous uxes are centrally di erenced. Turbulence is taken into account using either the Baldwin{Lomax turbulence model or a k? model.
Introduction
The ight path of an airborne vehicle is predicted by solving the Newtonian equations of motion. In order to integrate the equations of motion, one has to know the aerodynamic forces acting on the body as a function of the ow conditions. At present, the aerodynamics is obtained separately by either wind tunnel testing or theoretical methods. The predetermined aerodynamic properties of the vehicle are then used as a known database for ight path simulations, and no ow eld considerations are involved in the time-integration of the ight.
Computational Fluid Dynamics, representing the theoretical methods, has become an important tool for the determination of the ight characteristics of projectiles 1; 2 . At present, CFD is used mainly for the steady-state aerodynamic forces, whereas the unsteady aerodynamic forces are usually determined using empirical or semi-empirical methods like DATCOM 3 . This is due to the very large computing resources required for time-accurate 3-D viscous simulations. In the future, Navier{Stokes simulations may be an integral part of dynamic ight path simulations 4 .
Although many computer codes have been developed during the past decade, only a limited number of results have been presented for nned projectiles. Cayzec et al. 1 performed inviscid calculations for a geometry that resembles the present application. Sturek and Nietubicz 5 have performed Navier-Stokes simulations for nned projectiles with a constant-diameter body. Dupuis and Berner 6 have studied a four-nned conecylinder projectile using the standard k ? turbulence model with wall functions. Lesage et. al. 7 have simulated numerically the aerodynamics of an explosively formed projectile. Recently, Sailaranta et al. 2 presented results for almost similar projectiles to those studied here, but with a coarser grid.
In this paper we describe Navier{Stokes simulations for two di erent nned projectiles. Lift, drag and pitching moment coe cients are determined by numerical simulations at di erent Mach numbers and angles of attack. In the numerical solution of the Reynoldsaveraged Navier{Stokes equations, the ux-di erence splitting of Roe 8 is applied for the inviscid uxes and the thin-layer approximation for the friction terms. The solution method is implicit time integration with a multigrid scheme for the acceleration of convergence. The range in the calculations is from a low subsonic speed to high transonic ows. At Ma 1 = 0:2 comparisons are made with the wind tunnel results. Detailed results are presented only in one case for both projectiles.
In the computations, turbulence is taken into account using the Baldwin-Lomax 9 model. Better turbulence modelling would be especially important in the base area and near the ns, where the application of an algebraic turbulence model is di cult. Because of this, in one case we apply a k ? model. The k ? model is a step towards more elaborate turbulence modelling. k (E + p + 2 3 k)w wk w 1 C C C C C C C A (2) Above, is the density; the velocity isṼ = u~i+vj+wk; p is the pressure, and E the total internal energy de ned as E = e + Ṽ Ṽ 2 + k (3) where e is the speci c internal energy. (5) where T is a turbulent viscosity coe cient. The resulting viscous terms contain a laminar and a turbulent part. Similarly, the heat ux is written as
For the derivatives of Eqs. (5) and (6) , the thin layer model is applied in the desired coordinate direction
Turbulence Modelling
In our previous calculations the e ects of turbulence were evaluated using the Baldwin-Lomax model 9 , which has been the usual approach for nned projectiles. In recent years, also the k? model has been employed 6; 7 .
The application of the Baldwin{Lomax model, as well as any other algebraic turbulence model, is heavily tied to the walls. Di culties arise in the modelling of wake regions. Ad hoc tuning is often needed when an algebraic model is applied for a new type of geometry. Furthermore, since the Baldwin{Lomax model gives the turbulent viscosity as a function of the local conditions only, no history e ects can be modelled. This is crucial in the present application near the ns and the wake area.
In addition to the use of the Baldwin-Lomax model,
we also apply the k ? model 10 in this study. The results obtained with the k ? model are not necessarily better than those obtained using algebraic models. However, the application is more straightforward, and it is reasonable to expect that the k ? model will behave more reliably in complex ow cases, e.g. near the ns and the wake.
In the standard k? model, a wall function approach is used. This approach has been employed for projectiles by Lesage et. al. 7 . In this way the number of grid points needed inside the boundary layer is small. Another advantage is that the model is not dependent on the walls, except through the boundary conditions. On the other hand, the details of the solution are partly lost, and the accuracy of the wall function is questionable in complicated ow cases and in the case of ow separation. In this study the solution is extended to the wall instead of using a wall-function approach. Near the wall the low-Reynolds number model proposed by Chien 11 is adopted. In this model, the presence of a solid wall is taken into account by modifying the source term. 1 C A (7) where y n is the normal distance from the wall, and y 
The production of turbulent kinetic energy is modelled using Eq. (5 
In the k ? model the turbulent viscosity is calculated
The equations for k and contain empirical coe cients.
In the present study, we have used the following set of coe cients 
where the turbulence Reynolds number is de ned as
The present model is dependent on the distance from the walls. However, this dependency is much weaker than the corresponding dependency of the BaldwinLomax model, i.e. it is e ective only in the vicinity of the walls. The model needs no special tuning when applied to new cases, and the modelling of the wake is physically more reasonable. However, in the 3D calculations, Chien's model has to be somewhat modi ed. The source term and the possible wall correction in the turbulent viscosity are calculated similarly in i-, j-and k-directions. As a result the source term may contain several wall terms, and the wall correction of turbulent viscosity is di erent in di erent coordinate directions, if several walls are present. This treatment was mainly performed because of the easy implementation to the computer code. Near the corners the behaviour of the model is not well established, although it is physically reasonable. Outside the corner regions the wall correction term corresponding to the nearest wall dominates. Hence, the model is not e ectively changed from the original one because of this modi cation.
In the present application, we activate the turbulence models in two directions: from the body surface in the -direction and from the n surfaces in the -direction. In practice, the Baldwin{Lomax model is applied in 
where the sum is taken over the faces of the computational cell. The ux for the face iŝ F = n x F + n y G + n z H (15) Here F, G and H are the uxes de ned by Eqs. (2) through (4) in the x-, y-and z-directions, respectively.
In the evaluation of the inviscid uxes Roe's method 8 is applied. The Cartesian form of the ux is calculated from F(U l ; U r ) = 1 2 F(U l ) + F(U r )] ? 1 U r ? U l . A MUSCL-type approach has been adopted for the evaluation of U l and U r . In the evaluation of U l and U r , primary ow variables ( ; u; v; w; p), and conservative turbulent variables ( k; ) are utilized.
The viscous uxes as well as the derivatives in Eq. (9) 
Boundary conditions
At the free-stream boundary the values of the dependent variables are kept as constants. In the ow eld, k and are limited to their free-stream values. This is necessary because without the limitation the turbulence decays rapidly in the free{stream with the present model. In the calculation of the inviscid uxes at the solid boundary, ux-di erence splitting is not used. Since the convective speed is equal to zero on the solid surfaces, the only contribution to the inviscid surface uxes arises from the pressure terms in the momentum equations. A second-order extrapolation is applied for the evaluation of the wall pressure.
The viscous uxes on the solid surfaces are obtained by setting u = v = w = 0 on the wall. The central expression of the viscous terms is replaced by a secondorder one-sided formula 12 . The wall temperature is either set to a free-stream stagnation temperature or the wall is assumed to be adiabatic. The viscous uxes of k and are also set to zero at the wall. In this way there is no need to specify the surface values of the turbulence quantities.
Solution Algorithm
The discretized equations are integrated in time by applying the DDADI-factorization 13 . This is based on the approximate factorization and on the splitting of the Jacobians of the ux terms. The resulting implicit stage consists of a backward and forward sweep in every coordinate direction. The sweeps are based on a rst-order upwind di erencing. In addition the linearization of the source term is factored out of the spatial sweeps. The boundary conditions are treated explicitly, and a spatially varying time step is utilized. Eq. (14) . The Jacobians are modi ed in order to stabilize the viscous terms 12 .
The idea of the diagonally dominant factorization is to put as much weight on the diagonal as possible. In the i-, j-and k-direction the tridiagonal equation set resulting from Eq.(18) is replaced by two bidiagonal sweeps and a matrix multiplication.
The matrix inversion resulting from the source term linearization is performed before the spatial sweeps. In order to improve stability, only negative source terms can be linearized. Although the form of the source term indicates that equations may become sti near the walls, the terms related to the walls are not linearized here. Thus the only contribution arises from the dissipation terms of Eq. Since the production term is positive, its linearization is not possible. However, there is a strong coupling between the ow eld, turbulent viscosity and the production term P. The sti ness of the equation set can be reduced by using the following trick @P @U = ? P j U max j
The purpose of this is to limit the maximum change of U caused by P to j U max j. The maximum changes j U max j are evaluated using the current values of k and as j ( k) max j = k=C k j ( ) max j = =C (22) Since the turbulent viscosity is twice as sensitive to changes of k as to changes of , in the present study C was set to 5, and C k = 2C .
The di culty in the simulation of external high{ Reynolds number ows is the region between the essentially laminar free{stream and the turbulent boundary layer. The values of the turbulence quantities may vary by orders of magnitude within a short distance. Occasionally, a tiny change k may be much larger than the current value of k, and it is possible that an unphysically large value of T would result if does not increase correspondingly. Since this cannot be guaranteed, some further limitation in both T and in updating the turbulence quantities is performed 10 .
In order to accelerate the convergence, a multigrid cycling is used. The method of Jameson 15 with a simple V-cycle has been adopted. The spatial discretization applied on the coarse grid levels is of the rst order, which allows the use of a larger CFL-number on those grid levels. The basic implementation of the multigrid cycling is described in 12 and is not changed because of the implementation of the k ? model.
In order to improve stability, the turbulent viscosity is not calculated on the coarse grid levels. Since T is a nonlinear function of the turbulence quantities, the resulting turbulent viscosities on the coarser grid level may di er considerably from those evaluated on the ne grid level. In order to circumvent this, the turbulent viscosities are only calculated on the nest grid level and those values are transferred to the coarser grids. This procedure improves the robustness of the multigrid cycle signi cantly.
Computational grids
Both of the projectiles studied here have 6 ns. Owing to the axial symmetry of the bodies, we used multiblock grids with three equal 144 64 32 blocks describing the space between the adjacent ns. The resulting number of cells is 884 736. Each block formed a 60 sector, and the resulting grid is a half-model of the body, since we assumed symmetry about the angle of attack plane. Fig. 2 illustrates the coordinate system used in the calculations. The pitching moment is calculated around the centre of gravity.
For a slightly simpli ed geometry used in all calculations, the grid density is assumed to be su cient, except for accurate calculation of the boundary layer on the ns. The simpli cations consist of sharpening the tips of the ns and smoothing some kinks near the nose of the body. Moreover, the holes in the tail{tube of the body were not modelled. In comparison with our previous calculations 2 , the present projectiles have slightly more complicated geometries: for example, there is a step in the tail-tube just upstream of the ns which evidently causes a separation bubble on the body surface and moreover increases the turbulence level near the ns. Based on our previous experience 2 , the thin-layer model was also activated in the circumferential direction, even with a low resolution. Fig. 3 shows a detailed plot of the grid near the ns of the blunt-nosed projectile. In comparison with our previous calculations 2 , the present grids are denser and the details of the ns are described much more accurately. In particular, the blunt leading and trailing edges of the ns are now modelled almost exactly. The grid density was somewhat limited by the memory size of the computer. Owing to the limited grid density at the leading and trailing edges of the tips of the ns, the grid is highly stretched and contains some kinks. The surface-grids of the projectiles are plotted in Figs. 4 and 5. 
Computational Results

Sharp-nosed nned projectile
The sharp-nosed projectile ies at speeds ranging from low subsonic Mach numbers up to high transonic speeds. The aerodynamic properties were calculated at several Mach numbers between 0:2 and 1:05, and as a result the density, velocity and pressure elds around the body were obtained. Here we present mainly results at Ma 1 = 1:05, because it is of great interest as a compressible viscous case. For the sharp-nosed projectile, only the Baldwin{Lomax turbulence model was used. Fig. 7 , while Fig. 8 shows the pressure coe cient distribution on the surface at the upper symmetry plane ( = 0 ), at the horizontal plane ( = 90 ) and at the lower symmetry plane ( = 180 ) for the same case. The pressure rise on the leeward side is seen to be moderate, and according to Fig. 7 the boundary layer remains attached over almost the whole body. The ow separates on the fuze and at the slot at mid-body, as seen from the skin-friction coe cients displayed in Fig. 9 . The ow on the tail-cone is about to separate, but remains attached, except at the leading edge of the ns. 
Blunt-nosed nned projectile
The maximum velocities of the blunt-nosed projectile are somewhat lower than those of the sharp-nosed one. Here we present only the main results at the maximum speed Ma 1 = 0:6. Fig. 11 . According to the surface-streamline plot, the ow remains attached over the body except at the kink at the nose of the body and at the leading edge of the ns. A separation bubble is seen to develop on the surface of the n at the symmetry plane.
The pressure coe cient distribution on the surface of the body is shown in Fig. 12 for the case = 5 . The local skin-friction coe cient distribution for the same case is plotted in Fig. 13 . The suction peak at x 0:16 is caused by the bump on the surface. On the leeward side of the body, the ow is close to separation. This can be deduced from the small skin friction coe cients. The pressure coe cient distribution in the symmetry plane is compared in Fig. 12 with the result obtained using the Baldwin-Lomax model. The corresponding friction coe cient is shown in Fig. 13 . There is a large di erence in the friction coe cient distributions. With the k ? model the ow is separated on the tail-cone. Although not shown, a closer look at the k -distribution reveals that the kinetic energy of turbulence is spread upstream from the nose of the body. Also on a large region above the projectile, the speci ed upper limit T = 5 000 was reached. An explanation for the high viscosity values lies in the -distribution. Outside the boundary layer is signi cantly smaller than k. The reason for this may be di usion: the di usion of the kinetic energy from the boundary layer is stronger than the di usion of , since = 1:3. Also, the free-stream values have a signi cant e ect on the results.
Application to Flight Path Simulation
The range in the computations was from a low speed to high transonic ows. At Ma 1 = 0:2 comparisons were made with wind tunnel results. The forces and moments were measured in a low-speed wind tunnel with a 2 m 2 m test section and a maximum velocity of 70 m/s. For the sharp-nosed projectile the calculated zero-lift drag C D0 was about 40 % higher than the measured value, whereas for the blunt-nosed projectile the corresponding di erence was only 20 %. For trajectory calculations, the error in the low Mach number regime could be reduced using a correction procedure 2 .
The calculated zero-lift drag coe cient of the sharpnosed projectile is compared with the results from test rings and wind tunnel measurements in Fig. 14 . The computational result is seen to be worst at low Mach numbers, whereas at Ma 1 0:6 the computed result is good.
In order to simulate the dynamic behaviour correctly, the stability derivates C mq and C m _ were also taken into account. Their values were estimated utilizing the method of DATCOM 3 together with a panel method. The trajectory model employed was a 6-degree-of-freedom method modi ed in such a way that the body-xed frame is not allowed to spin with the projectile 16 . The Euler's equations of motion were integrated numerically using the 4th order Runge-Kutta scheme.
Conclusions
A computational method for the prediction of the aerodynamic properties of nned projectiles has been developed. The viscous ow past two projectiles has been calculated and their main aerodynamic properties have been resolved. Either the algebraic turbulence model of Baldwin & Lomax or the low-Reynolds number k ? model of Chien was used for the evaluation of the e ects of turbulence.
Results from two cases were presented. Based on the test rings, the results with the Baldwin-Lomax model are considered to be good in a transonic ow regime. At subsonic velocities, the results are poor, but before the trajectory calculations the aerodynamic coe cients can be corrected. With the wind tunnel correction in a subsonic ow regime, the results are considered to be applicable for practical trajectory calculations.
Contrary to expectations, the performed k ? simulation produced very bad results. It is felt, however, that the k ? results can be improved in the future.
Research in this eld is needed, especially for the evaluation of the e ect of the given initial and boundary conditions.
In future calculations, a denser grid, especially near the ns, will be used. The maximum changes during the iteration took place near the corners of the ns, where the quality of the present grids is poor. Furthermore, the resolution of the present grid was not high enough for the accurate resolution of the boundary layers on the ns. Better grid quality and su cient resolution for detailed boundary layer modelling would be obtained by doubling the grid density in the circumferential direction and by increasing the number of grid points on the n surfaces.
