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Abstract
Proximal algorithms are well-suited for nonsmooth and constrained large-scale op-
timization problems and therefore suitable for applications in many areas of science.
There are essentially four proximal algorithms based on fixed-point iterations cur-
rently known: forward-backward splitting, forward-backward-forward or Tseng split-
ting, Douglas-Rachford, and the Davis-Yin three operator splitting. In addition, the
alternating direction method of multipliers (ADMM) is also closely related. In this
paper we show that all of these algorithms can be derived as different discretizations
of a single differential equation, namely the simple gradient flow. This is achieved
through splitting methods for differential equations. Moreover, employing similar dis-
cretization schemes to a particular second-order differential equation, which we refer
to as the accelerated gradient flow, results in accelerated variants of each respective
proximal algorithm; we simultaneously consider two types of acceleration, although
other choices are also possible. For instance, we propose accelerated variants of Davis-
Yin and Tseng splitting, as well as accelerated extensions of ADMM. Interestingly,
we show that ADMM and its accelerated variants correspond to rebalanced splittings,
which is a recent technique designed to preserve steady states of the underlying differ-
ential equation. We show that all derived algorithms are valid first-order integrators
under suitable assumptions. Our results strengthen the connections between opti-
mization and continuous dynamical systems, offer a unified perspective on accelerated
algorithms, and provide new accelerated algorithms.
∗guifranca@gmail.com
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1 Introduction
Acceleration strategies in the context of optimization have proved to be powerful. One
example, termed heavy ball acceleration, was introduced by Polyak [1], while perhaps the most
influential form of acceleration was introduction by Nesterov [2] and is often called Nesterov
acceleration. Although neither are intuitive in their precise design, it has recently been shown
that both can be obtained as explicit Euler discretizations of a certain second-order ordinary
differential equation (ODE), and correspond to accelerated variants of gradient descent. This
perspective has helped demystify the “magic” of acceleration techniques in optimization.
There is an increasing interest in understanding the connections between optimization
and continuous dynamical systems, especially for accelerated gradient based methods [3–
11]. More recently, extensions of these connections to nonsmooth settings using proximal
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methods have started to be considered [12–18]. Proximal algorithms play an important
role in optimization since they can enjoy improved stability and be applied under weaker
assumptions, and in many cases the associated proximal operators have simple closed form
expressions. The majority of known proximal algorithms fall into the following types:
• forward-backward splitting [19–21];
• forward-backward-forward or Tseng splitting [22];
• Douglas-Rachford [19,23];
• Davis-Yin three operator splitting [24]; and
• alternating direction method of multipliers (ADMM) [25,26].
Many more sophisticated methods are extensions or variations of these themes. The first
three were the only known methods for quite a long time. Only recently have Davis and
Yin [24] solved the problem of obtaining a three operator splitting that cannot be reduced
to any of the existing two operator splitting schemes. Such proximal methods are based on
fixed-point iterations of nonexpansive monotone operators. A different technique based on
projections onto separating sets has recently been proposed but will not be considered in
this paper; see [27] and the references therein. ADMM dates back to the 70’s and has gained
popularity due to its effectiveness in solving large-scale problems with sparse and low rank
regularizations [28].
We will focus on proximal algorithms that have previously been introduced from an
operator splitting approach.1 The literature on operator splitting is huge, so here we simply
mention that these methods have origins in functional analysis and differential equations
[29–31], and were later explored in convex analysis and optimization; see [32–37]. (See
also [38, 39] for an introduction and historical account.)
1.1 Summary of main results
We consider algorithms for solving
min
x∈Rn
{F (x) ≡ f(x) + g(x) + w(x)} (1.1)
where f , g and w are functions from Rn into R obeying the following condition.
Assumption 1.1. The functions f and g are proper, closed, and convex. The function w
is differentiable.
1One should not confuse operator splitting in convex analysis with splitting methods for ODEs.
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This assumption will be used throughout the paper. The convexity requirements ensure
that the proximal operators associated to f and g are well-defined, i.e., have a unique solu-
tion. For simplicity, in the discussion below we also assume that f and g are differentiable,
however this condition can be relaxed.
Perhaps surprisingly, we show that all of the above mentioned (bulleted) proximal algo-
rithms can be obtained as different discretizations (more precisely first-order integrators) of
the simple gradient flow introduced by Cauchy [40] and given by
x˙ = −∇F (x), (1.2)
where x = x(t) ∈ Rn, t is the time variable, and x˙ ≡ dx/dt. Our approach makes connections
between optimization algorithms with ODE splitting methods [41, 42], which is a powerful
approach for designing algorithms. Interestingly, within this approach, ADMM emerges as
a rebalanced splitting scheme, which is a recently introduced technique designed to preserve
steady states of the underlying ODE [43]. We show that the dual variable associated with
ADMM is precisely the balance coefficient used in this approach. We show that the other
algorithms also preserve steady states of the gradient flow, but for different reasons, which
in turn sheds light on the connections between ODE splitting ideas and operator splitting
techniques from convex analysis.
The emphasis of this paper is on accelerated algorithms. We show that by employing
similar discretization strategies to the accelerated gradient flow given by
x¨+ η(t)x˙ = −∇F (x), (1.3)
where x¨ ≡ d2x/dt2 and η(t) is a damping coefficient chosen to be either
η(t) = r/t (decaying damping with r ≥ 3) (1.4)
or
η(t) = r (constant damping r > 0), (1.5)
one obtains accelerated variants of the respective algorithms. The vanishing damping (1.4) is
related to the ODE from which Nesterov’s accelerated gradient method may be obtained [3],
while the constant damping (1.5) is related to the ODE associated with Polyak’s heavy ball
method [1]. We will refer to algorithms arising as discretizations of (1.3) derived with (1.4)
as accelerated variants with “decaying damping,” and those derived with (1.5) as accelerated
variants with “constant damping.” In our analysis we treat both types in a unified manner.
We also note that choices other than (1.4) and (1.5) are possible and would be automatically
covered by our framework. To the best of our knowledge, the accelerated frameworks that
we introduce are new, although some recover known methods as special cases. We show that
they are all first-order integrators that preserve steady states of the accelerated gradient
flow (1.3).
We also show how this continuous-to-discrete analysis can be extended to monotone
operators using two approaches: differential inclusions (nonsmooth dynamical systems) and
the combination of ODEs and Yosida regularized operators.
4
convex strongly convex
gradient flow (1.2) O (t−1) O (e−mt)
accelerated gradient flow (1.4) O (t−2) O (t−2r/3)
accelerated gradient flow (1.5) O (t−1) O(e−√mt)
Table 1: Convergence rates of gradient flow (1.2) vs. accelerated gradient flow (1.3) with
decaying damping (1.4) and constant damping (1.5). Let F ? ≡ infx∈Rn F (x) and x? be the
unique minimizer of an m-strongly convex function F . We show rates for F (x(t))−F ? when
F is convex, and for ‖x(t) − x?‖2 when F is strongly convex. Note the tradeoff between
decaying and constant damping for convex vs. strongly convex functions. These rates follow
as special cases of the analysis in [18].
Overall, this paper brings an alternative perspective on the design of proximal optimiza-
tion algorithms by establishing tight relationships with continuous dynamical systems and
numerical analyses of ODEs. Since the dynamical systems (1.2) and (1.3) play a central
role in the paper, we summarize their convergence rates in Table 1. One expects that a
suitable discretization would, at least up to a small error, preserve the same rates. However,
a discrete analysis is still necessary to formalize such results.
1.2 Basic building blocks
Standard discretizations of the derivatives appearing in the first- and second-order systems
(1.2) and (1.3), respectively, are
x˙(tk) = ±(xk±1 − xk)/h+O(h), (1.6)
x¨(tk) = (xk+1 − 2xk + xk−1)/h2 +O(h), (1.7)
where tk = kh for k ∈ {0, 1, 2, . . . }, xk is an approximation to the true trajectory x(tk), and
h > 0 is the step size. To discretize (1.3) it will be convenient to define
xˆk ≡ xk + γk(xk − xk−1) with γk =
{
k
k+r
for decaying damping (1.4),
1− rh for constant damping (1.5). (1.8)
Using this notation and the “minus” choice in (1.6), one can verify that
x¨(tk) + η(tk)x˙(tk) = (xk+1 − xˆk)/h2 +O(h). (1.9)
As usual, we will often keep the leading order term and neglect O(h) terms. We note that
although we consider (1.8), other choices of damping η(t) in (1.3) are possible, which would
lead to the same discretization (1.9) but with a different γk in (1.8).
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Since this paper focuses on proximal methods, the resolvent operator plays a central
role, and from a dynamical systems perspective so do implicit discretizations. For example,
consider the implicit Euler discretization of (1.2) given by
(xk+1 − xk)/h = −∇F (xk+1). (1.10)
This nonlinear equation in xk+1 can be solved using the resolvent,
2 which for an operator A
and spectral parameter λ ∈ C is defined as
JλA ≡ (I + λA)−1 . (1.11)
We are interested in cases where A is a maximal monotone operator (see Section 4) and will
always use λ > 0 as a real number related to the discretization step size. For instance, when
A = ∇F , λ > 0, and the proximal operator proxλF of F is well-defined, it follows that the
resolvent is equal to3
Jλ∇F (v) ≡ proxλF (v) ≡ arg min
x
(
F (x) + 1
2λ
‖x− v‖2) . (1.12)
It follows from (1.10), (1.11), and (1.12) that
xk+1 = Jh∇F (xk) = proxhF (xk), (1.13)
which is the proximal point algorithm [44, 45] (see [36, 46, 47] for a thorough analysis and
generalizations). When F is convex, the proximal point algorithm is known to converge when
a minimizer exists. In practice, it is often more stable than gradient descent and allows for
a more aggressive choice of step size, as is common for implicit discretizations. Although
the proximal point algorithm has the cost of computing the operator in (1.12), it can be
employed even when F is nondifferentiable.
The result below follows from (1.13) for the case of gradient flow, and from (1.8), (1.9),
and (1.11) for the case of accelerated gradient flow. This lemma is a key building block for
the design of the algorithmic frameworks in this paper.
Lemma 1.2. An implicit Euler discretization of the gradient flow (1.2) and the accelerated
gradient flow (1.3) with stepsize h > 0 yields, respectively, the updates
xk+1 =
{
Jh∇F (xk) for the gradient flow (1.2),
Jh2∇F (xˆk) for the accelerated gradient flow (1.3),
(1.14)
where xˆk is defined in (1.8) based on which type of damping is used.
2The resolvent was introduced by Fredholm in the late 19th century to study integral equations related
to partial differential equations. This name was coined by Hilbert who used it extensively to develop the
theory of linear operators. Usually, the resolvent is defined as R(λ) ≡ (A−λI)−1 when studying the spectral
decomposition of A. However, in convex analysis the resolvent is defined as (1.11), but both are related via
JλA = λ
−1R(−λ−1).
3This holds for nondifferentiable functions as well where A = ∂F is the subdifferential of F . In this case
the differential equation (1.2) is replaced by a differential inclusion (see Section 4). Thus, although we often
denote the proximal operator by Jλ∇F due to the connection with ODEs, the reader should keep in mind
that this applies to nonsmooth functions as well and the resulting algorithm does not require differentiability.
Recall also that ∂F (x) = {∇F (x)} when F is differentiable.
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The update (1.14) is a proximal point computation associated with either xk or xˆk,
depending on whether acceleration is used. In the accelerated case, since these updates
result from the discretization of (1.3), we obtain an intuitive interpretation: in the case of
(1.8) the parameter r controls the amount of friction (dissipation) in the system, and for
the first choice the friction is decaying over time, while for the second choice the friction is
constant. Other choices are also possible.
1.3 Outline
In Section 2, we introduce the balanced and rebalanced splitting approaches recently pro-
posed in [43]. However, we propose two modifications to this scheme that will enable us to
make connections with existing optimization algorithms as well as propose new ones. In Sec-
tion 3, we derive accelerated extensions of ADMM, accelerated extensions of the Davis-Yin
method (forward-backward and Douglas-Rachford follow as special cases), and accelerated
extensions of Tseng’s method from an ODE splitting approach. We also show that all dis-
cretizations considered in this paper are proper first-order integrators that preserve steady
states of the underlying ODE. In Section 4, we argue that our analysis extends to the non-
smooth setting, and to maximal monotone operators more generally. Finally, numerical
results in Section 5 illustrate the speedup achieved by our accelerated variants.
2 Splitting Methods for ODEs
Assume that solving or simulating the ODE
x˙ = ϕ(x) (2.1)
is an intractable problem, i.e., the structure of ϕ makes the problem not computationally
amenable to an iterative numerical procedure. We denote the flow map of (2.1) by Φt. The
idea is then to split the vector field ϕ : Rn → Rn into parts, each integrable or amenable to
a feasible numerical approximation. For simplicity, consider
ϕ = ϕ(1) + ϕ(2) (2.2)
and suppose that both
x˙ = ϕ(1)(x), x˙ = ϕ(2)(x), (2.3)
are feasible, either analytically or numerically, with respective flow maps Φ
(1)
t and Φ
(2)
t . For
step size h, it can be shown that the simplest composition [48]
Φˆh = Φ
(2)
h ◦ Φ(1)h (2.4)
provides a first-order approximation in the following sense.
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Definition 2.1. Consider a map Φˆh : Rn → Rn, with step size h > 0, which approximates
the true flow Φt of the ODE (2.1) with vector field ϕ : Rn → Rn. Then Φˆh is said to be an
integrator of order p if, for any x ∈ Rn, it holds that
‖Φh(x)− Φˆh(x)‖ = O(hp+1). (2.5)
This implies a global error ‖Φtk(x)− (Φˆh)k(x)‖ = O(h) for a finite interval tk = hk.
There are different ways to compose individual flows, each resulting in a different method.
For instance, one can use a preprocessor map χh : Rn → Rn such that
Φ˜h = χ
−1
h ◦ Φˆh ◦ χh (2.6)
is more accurate than Φˆh with little extra cost. There are many interesting ideas in splitting
methods for ODEs, some quite sophisticated. We mention these options to highlight that
exploration beyond that considered in this paper is possible [41, 48, 49]. Naturally, more
accurate methods are more expensive since they involve extra computation of individual
flows. A good balance between accuracy and computational cost are methods of order
p = 2. Here we will focus on the simple first-order scheme (2.4), which suffices to make
connections with many optimization methods.
2.1 Balanced splitting
In general, splittings such as (2.2) do not preserve steady states of the system (2.1). Recently,
an approach designed to preserve steady states was proposed under the name of balanced
splitting [43]. The idea is to introduce a balance coefficient c = c(t) into (2.1) by writing
x˙ = ϕ(x) + c− c and then perform a splitting as above, which results in the pair of ODEs
x˙ = ϕ(1)(x) + c, x˙ = ϕ(2)(x)− c. (2.7)
We now show how this may be used to preserve steady states of the system (2.1).
First, assume x∞ is a steady state of the system (2.1) so that x∞ = limt→∞ x(t) satisfies
ϕ(1)(x∞) + ϕ(2)(x∞) = 0. If c∞ = limt→∞ c(t) is found to satisfy
c∞ = 12
(
ϕ(2)(x∞)− ϕ(1)(x∞)
)
(2.8)
then x∞ is also a stationary state for both ODEs in (2.7) since
ϕ(1)(x∞) + c∞ = 12
(
ϕ(1) + ϕ(2)
)
(x∞) = 0, (2.9a)
ϕ(2)(x∞)− c∞ = 12
(
ϕ(2) + ϕ(1)
)
(x∞) = 0. (2.9b)
To establish a result for the other direction, now assume that x∞ is a steady state of both
ODEs in (2.7). It follows that
c∞ = ϕ(2)(x∞) = −ϕ(1)(x∞) = 12
(
ϕ(2)(x∞)− ϕ(1)(x∞)
)
. (2.10)
8
From (2.10) and the fact that x∞ is stationary for both systems in (2.7) gives
0 = ϕ(1)(x∞) + c∞ = 12
(
ϕ(1) + ϕ(2)
)
(x∞), (2.11a)
0 = ϕ(2)(x∞)− c∞ = 12
(
ϕ(2) + ϕ(1)
)
(x∞), (2.11b)
so that both equations in (2.11) imply that x∞ is stationary for (2.1).
Motivated by (2.10), this can be implemented by computing the updates ck =
1
2
(
ϕ(2)(xk)−
ϕ(1)(xk)
)
during the numerical method, together with discretizations of the ODEs in (2.7).
Note that this approach requires the explicit computation of ϕ(i). In optimization, one might
have ϕ(i) = −∇f (i), in which case it is not well-defined when f (i) is nonsmooth. We address
this concern in the next section.
2.2 Rebalanced splitting
The rebalanced splitting approach was proposed by [43], and claimed to be more stable
than the balanced splitting of Section 2.1. Importantly, for our purposes, it allows for the
computation of a balance coefficient using only the previous iterates so that, in particular,
no evaluation of ϕ(i) is needed.
Let tk = kh for k ∈ {0, 1, 2, . . . } and step size h > 0. We then integrate x˙ = ϕ(1)(x) + ck
with initial condition x(tk) = xk over the interval [tk, tk + h] to obtain xk+1/2, and then
integrate x˙ = ϕ(2)(x) − ck over the interval [tk, tk + h] with initial condition x(tk) = xk+1/2
to obtain xk+1 (note that ck is kept fixed during this procedure). The resulting integrals are
given by
xk+1/2 = xk +
∫ tk+h
tk
(
ϕ(1)(x(t)) + ck
)
dt, (2.12a)
xk+1 = xk+1/2 +
∫ tk+h
tk
(
ϕ(2)(x(t))− ck
)
dt. (2.12b)
In light of (2.10), two reasonable ways of computing ck+1 are given by the average of either
1
2
(ϕ(1) − ϕ(2)) or ϕ(2) over the time step, which with (2.12) gives, respectively,
ck+1 =
1
h
∫ tk+h
tk
ϕ(2)(x(t))− ϕ(1)(x(t))
2
dt = ck +
1
h
(
xk+1 + xk
2
− xk+1/2
)
, (2.13a)
ck+1 =
1
h
∫ tk+h
tk
ϕ(2)(x(t))dt = ck +
1
h
(
xk+1 − xk+1/2
)
. (2.13b)
In contrast to the balanced case in Section 2.1, both of these options need not compute
ϕ(i) to obtain ck+1 as shown in (2.13). Thus, the above approaches are better suited for
nonsmooth optimization since they do not require explicit gradient computations.
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Both options in (2.13) are slight variations of the approach proposed in [43]. To motivate
the potential usefulness of (2.13b) compared to (2.13a), let us first remark that the updates
to the balance coefficient play an important role in the stability of the numerical method [43].
For example, if ϕ(2) is much more “stiff” than ϕ(1), the method may be unstable for large
step sizes. In an optimization context where ϕ(2) may be related to a regularizer (e.g.,
ϕ(2)(x) = ∂‖x‖1), it may be desirable to preserve steady states only through the first system
in (2.7), which leads to the choice (2.13b). In Section 3.1, we show that this type of rebalanced
splitting is related to the ADMM algorithm since the dual variable is precisely the balance
coefficient in (2.13b).
3 Proximal Algorithms from ODE Splittings
We now use the previous ideas to construct implicit discretizations of both the gradient
flow (1.2) and the accelerated gradient flow (1.3). However, our emphasis is on the latter
since the analysis is more involved and can be easily adapted to the former. In addition to
Assumption 1.1, throughout this section we assume the following conditions.
Assumption 3.1. The functions f , g and w in the optimization problem (1.1) are contin-
uous differentiable with Lipschitz continuous gradients.
Lipschitz continuity of the gradients ensures uniqueness of solutions of the ODEs [50].
Finally, in continuous-time both the gradient flow (1.2) and the accelerated gradient flow
(1.3), with damping as in (1.4) or (1.5), asymptotically solve the optimization problem (1.1)
since these systems are stable and their trajectories tend to lower level sets of F [17,18]. In
the following we construct suitable discretizations of these ODEs.
3.1 Accelerated extensions of ADMM
Let us introduce a balance coefficient c = c(t) and write (1.3) as a first-order system:
x˙ = v, v˙ = −η(t)v −∇f(x)−∇w(x)︸ ︷︷ ︸
ϕ(1)
−∇g(x)︸ ︷︷ ︸
ϕ(2)
+c− c. (3.1)
Splitting the second ODE above as indicated, we obtain the two independent systems{
x˙ = v
v˙ = −η(t)v −∇f(x)−∇w(x) + c,
{
x˙ = v
v˙ = −∇g(x)− c. (3.2)
Note that we are only splitting the second equation in (3.1). It will be convenient to treat
each of these respective systems in their equivalent second-order forms:
x¨+ η(t)x˙ = −∇f(x)−∇w(x) + c, x¨ = −∇g(x)− c. (3.3)
10
We now discretize these systems using the results from Lemma 1.2, although we introduce
some intermediary steps that will be justified by our analysis later. To this end, let us choose
a step size parametrized as h ≡ √λ, and then use (1.9) (after dropping the O(h) error term)
and a semi-implicit discretization on the first equation of (3.3) to obtain the equation
xk+1/2 − xˆk = −λ∇f(xk+1/2)− λ∇w(xˆk) + λck. (3.4)
This can now be solved with the resolvent (1.11) (i.e., in an analogous way as the second
relation in (1.14)) to obtain the equation
xk+1/2 = Jλ∇f
(
xˆk − λ∇w(xˆk) + λck
)
. (3.5)
For the second ODE in (3.3) we use (1.7) (after dropping the O(h) term) and an implicit
discretization to obtain the equation
x˜k+1 − 2xk+1/2 + xˆk = −λ∇g(xk+1)− λck (3.6)
where
x˜k+1 = xk+1 + (xk+1/2 − xˆk). (3.7)
Note that the endpoint x˜k+1 is related to the other endpoint xk+1 via the momentum term
(xk+1/2 − xˆk) based on the first splitting, and together this results in4
xk+1 − xk+1/2 = −λ∇g(xk+1)− λck. (3.8)
This implicit equation can again be solved with the resolvent (1.11) yielding
xk+1 = Jλ∇g
(
xk+1/2 − λck
)
. (3.9)
For the balance coefficient c, we use the update (2.13b) based on ϕ(2) = −∇g (see (3.1)).
An implicit discretization is equivalent to approximating the integral by its upper limit,
which in this cases results in
ck+1 =
1
h
∫ tk+h
tk
ϕ(2)(x(t))dt = −∇g(xk+1) +O(h). (3.10)
Using (3.8), and neglecting O(h) terms, we thus obtain
ck+1 = ck + λ
−1 (xk+1 − xk+1/2) . (3.11)
Collecting the updates (3.5), (3.9), (3.11), and (1.8) we obtain Algorithm 1.
We would like to stress some important aspects of Algorithm 1.
4Note that x˜k+1 in (3.7) is a little further away from xk+1, which makes the algorithm “look ahead” and
implicitly introduces dependency on the curvature of g in the resulting update.
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Algorithm 1 Accelerated extension of ADMM for solving problem (1.1).
Choose λ > 0, and initialize c0 and xˆ0.
Choose r ≥ 3 if decaying damping (1.4), or r > 0 if constant damping (1.5).
for k = 0, 1, . . . do
xk+1/2 ← Jλ∇f (xˆk − λ∇w(xˆk) + λck)
xk+1 ← Jλ∇g(xk+1/2 − λck)
ck+1 ← ck + λ−1
(
xk+1 − xk+1/2
)
Using h =
√
λ and r, compute γk+1 and xˆk+1 from (1.8).
end for
• The standard ADMM [25, 26] is recovered from Algorithm 1 when w = 0 in prob-
lem (1.1) and no acceleration is used, i.e., when γk = 0 so that xˆk = xk for all k.
Algorithm 1 extends ADMM to handle the case w 6= 0 in problem (1.1) by incorporat-
ing ∇w in the update to xk+1/2 in (3.5).
• The dual vector update in ADMM is here represented by the update to the balance co-
efficient ck, which as described earlier aims to preserve critical points of the underlying
ODE. This brings new meaning to the dual vector.
• Acceleration through the update to xˆk based on vanishing and constant damping
in (1.8) have been considered. However, one is free to consider other damping functions
η(t) in the dynamical system (1.3) as well. By a suitable discretization, this would lead
to a new update to γk in (1.8). For example, choosing η(t) = r1/t + r2 for constants
{r1, r2} ⊂ (0,∞) yields
γk = k/(k + r1) + r2. (3.12)
This observation is valid for every accelerated algorithm derived in this paper.
• When decaying damping is chosen in (1.8) and w = 0 in problem (1.1), Algorithm 1
is similar to the Fast ADMM proposed in [51]. They differ in that the latter also
“accelerates” the dual variable c (i.e., the Lagrange multiplier update). Connections
between Fast ADMM and continuous dynamical systems was recently considered in [17,
18] and corresponds to system (1.3) with w = 0. However, in this case the discretization
is not a rebalanced splitting.
• The choice of discretization leading to (3.8), which involves relating x˜k+1 to xk+1 (recall
(3.7)), is motivated by obtaining updates similar to ADMM. This choice is formally
justified by Theorem 3.3, which shows that the discretization has a local error of O(h2)
compared to the continuous trajectory.
Remark 3.2 (non-accelerated algorithms via gradient flow). Although we focus on accelerated
algorithms, similar (and easier) analyses apply to the gradient flow (1.2) which lead to non-
accelerated variants of the respective algorithm. For example, as in (3.1), one can introduce
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a balance coefficient c and split the system (1.2) into
x˙ = −∇f(x)−∇w(x) + c, x˙ = −∇g(x)− c. (3.13)
Then, as for (3.4), a semi-implicit discretization of the first equation yields
xk+1/2 = Jλ∇f (xk − λ∇w(xk) + λck), (3.14)
where now h ≡ λ in (1.6). An implicit discretization of the second equation yields xk+1 −
xk+1/2 = −λ∇g(xk+1)− λck, so that xk+1 can be computed as
xk+1 = Jλ∇g(xk+1/2 − λck). (3.15)
The balance coefficient update (3.11) is obtained in an analogous manner as before. Note
that updates (3.14) and (3.15), together with (3.11), are precisely the ADMM algorithm in
the particular case w = 0.
The next result shows that the above discretization is justified since it yields a first-order
integrator for the underlying ODE.
Theorem 3.3. The following hold true:
(i) Algo. 1 is a first-order integrator to the accelerated gradient flow (1.3);
(ii) Algo. 1 with γk = 0 for all k ≥ 0 is a first-order integrator to the gradient flow (1.2).
Proof. For f satisfying Assumption 1.1 and Assumption 3.1 it holds that y = Jλ∇f (x) if and
only if y = x− λ∇f(y) (see (1.11)). Thus, Assumption 3.1 gives
y = Jλ∇f (x) = x− λ∇f(x− λ∇f(y)) = x− λ∇f(x) +O(λ2), (3.16)
where the ‖∇f(y)‖ that normally appears in the O term is suppressed because it is bounded
independently of λ for all λ on a compact set as a consequence of y = Jλ∇f (x) and Assump-
tion 3.1. (A similar convention is used in (3.17) and (3.18) below.) Thus, this equality and
a Taylor expansion on ∇f in the first update of Algo. 1 give
xk+1/2 = xˆk − λ∇w(xˆk) + λck − λ∇f(xˆk) +O(λ2). (3.17)
Similarly, the second update of Algo. 1 leads to
xk+1 = xk+1/2 − λck − λ∇g(xk+1/2) +O(λ2)
= xˆk − λ∇F (xˆk) +O(λ2)
(3.18)
where to derive the second equality we used (3.17) and a Taylor expansion of ∇g. Recall
(1.8) and note that γk = 1− η(t)h for constant damping (η(t) = r), while
γk =
k
k + r
= 1− r
k + r
= 1− rh
tk
(
1 +
rh
tk
)−1
= 1− η(tk)h+O(h2) (3.19)
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for decaying damping (η(t) = r/t). Thus, in either case, we conclude that
xˆk = xk + h
(
1− η(tk)h
)
vk +O(h3) = xk +O(h) (3.20)
where we have defined the velocity variable
vk ≡ (xk − xk−1) /h, (3.21)
which is finite even in the limit h → 0. Using (3.21), both equalities in (3.20), (3.18), and
recalling that λ ≡ h2, we conclude that
vk+1 = vk − hη(tk)vk − h∇F (xk) +O(h2),
xk+1 = xk + hvk+1 = xk + hvk +O(h2).
(3.22)
Now, consider the ODE (1.3), i.e., x˙ = v and v˙ = −η(t)v−∇F (x). Combining this with
Taylor expansions we have
v(t+ h) = v(t) + hv˙(t) +O(h2) = v(t)− hη(t)v(t)− h∇F (x(t)) +O(h2),
x(t+ h) = x(t) + hx˙(t) +O(h2) = x(t) + hv(t) +O(h2). (3.23)
Therefore, by comparison with (3.22) we conclude that
v(tk+1) = vk+1 +O(h2), x(tk+1) = xk+1 +O(h2), (3.24)
i.e., in one step of the algorithm the discrete trajectory agrees with the continuous trajectory
up to O(h2). This means that Definition 2.1 is satisfied with p = 1.
The above argument can be adapted to Algo. 1 with γk = 0 in relation to the gradient
flow (1.2). The derivation is simpler and is thus omitted.
3.2 Accelerated extensions of Davis-Yin
We now split the accelerated gradient flow (1.3) as in (3.1), but without introducing a balance
coefficient, to obtain
ϕ(1) = −η(t)v −∇f(x), ϕ(2) = −∇g(x)−∇w(x). (3.25)
Hence, instead of (3.3), we obtain the following two individual ODEs:
x¨+ η(t)x˙ = −∇f(x), x¨ = −∇g(x)−∇w(x). (3.26)
An implicit discretization of the first system is
xk+1/4 − xˆk = −λ∇f(xk+1/4) (3.27)
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Algorithm 2 Accelerated extension of Davis-Yin for solving problem (1.1).
Choose λ > 0, and initialize xˆ0.
Choose r ≥ 3 if decaying damping (1.4), or r > 0 if constant damping (1.5).
for k = 0, 1, . . . do
xk+1/4 ← Jλ∇f (xˆk)
xk+1/2 ← 2xk+1/4 − xˆk
xk+3/4 ← Jλ∇g
(
xk+1/2 − λ∇w(xk+1/4)
)
xk+1 ← xˆk + xk+3/4 − xk+1/4
Using h =
√
λ and r, compute γk+1 and xˆk+1 from (1.8).
end for
where h ≡ √λ, which as a result of Lemma 1.2 leads to
xk+1/4 ≡ Φ(1)h (xˆk) = Jλ∇f (xˆk). (3.28)
Next, to “inject momentum” in the direction of ∇f , we define the translation operator
Th(z) ≡ z − λ∇f(xk+1/4) (3.29)
for any vector z. Thus, the next point in the discretization is defined to be
xk+1/2 ≡ Th(xk+1/4) = xk+1/4 − λ∇f(xk+1/4) = 2xk+1/4 − xˆk (3.30)
where we used (3.27) to obtain the last equality. Next, we can use (1.7) to obtain a semi-
implicit discretization of the second system in (3.26) given by
xk+3/4 − 2xk+1/4 + xˆk = −λ∇g(xk+3/4)− λ∇w(xk+1/4). (3.31)
This allows us to solve the implicit equation (3.31) in the form
xk+3/4 ≡ Φ(2)h (xˆk) = Jλ∇g
(
xk+1/2 − λ∇w(xk+1/4)
)
. (3.32)
Finally, we apply the inverse T −1h (z) ≡ z + λ∇f(xk+1/4) and use (3.27) to obtain
xk+1 ≡ T −1h (xk+3/4) = xk+3/4 + λ∇f(xk+1/4) = xk+3/4 − (xk+1/4 − xˆk). (3.33)
The collection of (3.28), (3.30), (3.32), and (3.33) results in Algo. 2, and the entire dis-
cretization procedure is illustrated in Fig. 1.
The following comments concerning Algo. 2 are appropriate.
• Algo. 2 reduces to the Davis-Yin method [24] when γk = 0 in (1.8), so that xˆk =
xk for all k, i.e., when no acceleration is used. In this case, it has been shown for
convex functions that the method has a convergence result of O(1/k) in an average or
ergodic sense, and when all functions are strongly convex and satisfy some regularity
conditions that linear convergence holds [24]. In the non-accelerated case, the algorithm
corresponds to the application of a similar discretization of the gradient flow (1.2) with
splitting x˙ = −∇f(x) and x˙ = −∇g(x)−∇w(x) (also see Remark 3.2).
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xk+1 xk+3/4
xˆk xk+1/4 xk+1/2
∇f ∇w
∇g
Φ
(1)
h Th
Φ
(2)
h
T −1h
Figure 1: An illustration of the discretization underlying Algo. 2, consistent with the map-
ping (3.34), that gives the accelerated Davis-Yin method. We indicate the points at which
the gradients act that define the implicit/explicit discretization.
• Algo. 2 is equivalent to the composition
Φˆh = T −1h ◦ Φ(2)h ◦ Th ◦ Φ(1)h . (3.34)
Thus, comparing with (2.6) we see that Th is actually a preprocessor map.
• In Theorem 3.4 we show that the above procedure yields a first-order integrator. Fur-
thermore, in Theorem 3.6 we show that this discretization preserves critical points of
the underlying ODE.
Theorem 3.4. The following hold true:
(i) Algo. 2 is a first-order integrator to the accelerated gradient flow (1.3);
(ii) Algo. 2 with γk = 0 for all k ≥ 0 is a first-order integrator to the gradient flow (1.2).
Proof. The arguments are very similar to the proof of Theorem 3.3. From (3.16) and Taylor
expansions, the first three updates of Algo. 2 yield
xk+1/4 = xˆk − λ∇f(xˆk) +O(λ2), (3.35a)
xk+1/2 = xˆk − 2λ∇f(xˆk) +O(λ2), (3.35b)
xk+3/4 = xˆk − 2λ∇f(xˆk)− λ∇g(xˆk)− λ∇w(xˆk) +O(λ2). (3.35c)
Hence, the fourth update of Algo. 2 becomes
xk+1 = xˆk − λ∇F (xˆk) +O(λ2), (3.36)
which is exactly the same as equation (3.18). Therefore, the remaining steps of the proof
follow exactly as in the proof of Theorem 3.3, and establishes that Algo. 2 is an integrator
with p = 1 according to Definition 2.1.
The proof related to the gradient flow (1.2) (i.e., with γk = 0 in Algo. 2) is similar, but
easier, and therefore omitted.
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In order to show that Algo. 2 preserves critical points of the underlying ODE, we require
the following technical result.
Lemma 3.5. It holds that (∇f +∇g +∇w)(x¯) = 0 if and only if P(x) = x with
P ≡ 1
2
I + 1
2
Cλ∇g ◦ (Cλ∇f − λ∇w ◦ Jλ∇f )− 12λ∇w ◦ Jλ∇f , (3.37)
x¯ = Jλ∇f (x), and Cλ∇f ≡ 2Jλ∇f − I is the Cayley operator.
Proof. The first equation in the statement of the theorem is equivalent to (I + λ∇g)(x¯) =
(I − λ∇f − λ∇w)(x¯) since λ > 0. Using the resolvent (1.11) this yields
x¯ = Jλ∇g ◦ (I − λ∇f − λ∇w) (x¯). (3.38)
Now, making use of the identity
Cλ∇f ◦ (I + λ∇f) =
(
2(I + λ∇f)−1 − I) ◦ (I + λ∇f) = I − λ∇f (3.39)
and substituting Jλ∇g = 12(Cλ∇g + I) into (3.38) we obtain
x¯ = 1
2
(Cλ∇g + I) ◦ {Cλ∇f ◦ (I + λ∇f)− λ∇w} (x¯). (3.40)
Since x ≡ (I + λ∇f)(x¯), or equivalently x¯ = Jλ∇f (x), it follows from (3.40) that
Jλ∇f (x) = 12Cλ∇g ◦ (Cλ∇f − λ∇w ◦ Jλ∇f ) (x) + 12Cλ∇f (x)− 12λ∇w ◦ Jλ∇f (x), (3.41)
which by the definition of the Cayley operator is equivalent to
1
2
x = 1
2
Cλ∇g ◦ (Cλ∇f − λ∇w ◦ Jλ∇f ) (x)− 12λ∇w ◦ Jλ∇f (x). (3.42)
Adding x/2 to each side of the previous equality yields x = P(x), as claimed.
Theorem 3.6. If the iterate sequence {xk} generated by Algo. 2 satisfies {xk} → x∞ for
some x∞, then the vector x¯∞ ≡ Jλ∇f (x∞) satisfies
{xk+1/4} → x¯∞, (∇f +∇g +∇w)(x¯∞) = 0, (3.43)
i.e., x¯∞ is a solution of (1.1) and a steady state of the accelerated gradient flow (1.3). When
γk = 0 for all k ≥ 0, x¯∞ is a steady state of the gradient flow (1.2).
Proof. It follows from the updates in Algo. 2, the definition of Cλ∇f in the statement of
Lemma 3.5, and the definition of P in (3.37) that xk+1 = Φˆh(xˆk) where
Φˆh = I + Jλ∇g ◦ (2Jλ∇f − I − λ∇w ◦ Jλ∇f )− Jλ∇f
= I + Jλ∇g ◦ (Cλ∇f − λ∇w ◦ Jλ∇f )− 12(Cλ∇f + I)
= 1
2
I − 1
2
Cλ∇f + 12 (Cλ∇g + I) ◦ (Cλ∇f − λ∇w ◦ Jλ∇f )
= 1
2
I + 1
2
Cλ∇g ◦ (Cλ∇f − λ∇w ◦ Jλ∇f )− 12λ∇w ◦ Jλ∇f
= P ,
(3.44)
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i.e., that xk+1 = P(xˆk). (Note that P is the operator T studied in [24] and proved to be an
“averaged operator”, which means that P is a nonexpansive operator and thus continuous [38,
Remark 4.34].) Combining this with (1.8) shows that
xˆk+1 = xk+1 + γk+1(xk+1 − xk) = P(xˆk) + γk+1(xk+1 − xk). (3.45)
By assumption there exists some x∞ such that {xk} → x∞, which combined with (1.8) shows
that {xˆk} → x∞. Combining these facts with (3.45) and continuity of P establishes that
P(x∞) = x∞. It now follows from Lemma 3.5 that x¯∞ = Jλ∇f (x∞) satisfies (∇f + ∇g +
∇w)(x¯∞) = 0. Moreover, from the update for xk+1/4 in Algo. 2 and continuity of Jλ∇f we
can conclude that
lim
k→∞
xk+1/4 = lim
k→∞
Jλ∇f (xˆk) = Jλ∇f (x∞) = x¯∞. (3.46)
This completes the proof for this case once we recall that (∇f +∇g +∇w)(x¯∞) = 0.
The same argument applies when γk = 0 (i.e., when xˆk = xk for all k ≥ 0), in which case
Algo. 2 is a discretization of (1.2).
3.2.1 Accelerated extensions of Douglas-Rachford
When Algo. 2 with γk = 0 for all k is applied to problem (1.1) with w = 0, one obtains
the well-known Douglas-Rachford algorithm [19, 23], which has been extensively studied in
the literature (for recent results see [52] and the references therein). Therefore, Douglas-
Rachford is a discretization of the gradient flow (1.2) with w = 0. Also, from Algo. 2 one
obtains accelerated variants of Douglas-Rachford that are discretizations of the accelerated
gradient flow (1.3). For instance, when decaying damping in (1.8) is used, the resulting
method was studied in [53]. We are not aware of previous work on accelerated variants with
constant damping, or other choices such as (3.12).
3.2.2 Accelerated extensions of forward-backward
When Algo. 2 with γk = 0 for all k is applied to problem (1.1) with f = 0, one obtains
the forward-backward splitting method [19–21], i.e., xk+1 = Jλ∇g(xk − λ∇w(xk)). This cor-
responds to a first-order integrator to the gradient flow (1.2). Similarly, for nonzero γk,
Algo. 2 gives accelerated variants of forward-backward, i.e., xk+1 = Jλ∇g
(
xˆk − λ∇w(xˆk)
)
.
From an ODE perspective, this is not a splitting method but rather a semi-implicit dis-
cretization; the first equation in (3.26) is absent (also see Fig. 2 (left) for an illustration).
In any case, Theorem 3.4 ensures that the iterates correspond to first-order integrators, and
Theorem 3.6 shows that critical points are preserved, where the operator in (3.44) reduces
to Jλ∇g ◦ (I − λ∇w).
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Algorithm 3 Accelerated Tseng’s method for solving problem (1.1) when f = 0.
Choose λ > 0, and initialize xˆ0.
Choose r ≥ 3 if decaying damping (1.4), or r > 0 if constant damping (1.5).
for k = 0, 1, . . . do
xk+1/2 ← Jλ∇g (xˆk − λ∇w(xˆk))
xk+1 ← xk+1/2 − λ
(∇w(xk+1/2)−∇w(xˆk))
Using h =
√
λ and r, compute γk+1 and xˆk+1 from (1.8).
end for
3.3 Accelerated extensions of Tseng’s splitting
The final proximal-based method to be considered is the forward-backward-forward splitting
proposed by Tseng [22], which consists of a modification (a perturbation) of the forward-
backward splitting discussed above. In order to propose accelerated extensions of Tseng’s
scheme, we consider the accelerated gradient flow (1.3) with f = 0 written as
x˙ = v, v˙ = −η(t)v −∇g(x)−∇w(x)︸ ︷︷ ︸
ϕ(1)
+∇w(x)−∇w(x)︸ ︷︷ ︸
ϕ(2)
. (3.47)
Splitting this system leads to the two independent ODEs
x¨+ η(t)x˙ = −∇g(x)−∇w(x), x¨ = ∇w(x)−∇w(x). (3.48)
Using h ≡ √λ, (1.9), and a forward-backward discretization of the first equation gives
xk+1/2 = Jλ∇g (xˆk − λ∇w(xˆk)) . (3.49)
This is the same step as in the forward-backward method. For the second equation in (3.48)
we use (1.7) in the form x˜k+1− 2xk+1/2 + xˆk = λ∇w(xˆk)−λ∇w(xk+1/2), where x˜k+1 is given
by (3.7). This gives
xk+1 = xk+1/2 − λ
(∇w(xk+1/2)−∇w(xˆk)). (3.50)
By combining (3.49) and (3.50) we arrive at Algo. 3 (also see Fig. 2).
The original method proposed in [22] is recovered from Algo. 3 by setting γk = 0 for all
k (i.e., without acceleration), in which case the algorithm is a discretization of the gradient
flow (1.2). We believe that the accelerated variants in Algo. 3 have not previously been
considered in the literature.
The next result shows that Algo. 3 is a first-order integrator.
Theorem 3.7. The following hold true:
(i) Algo. 3 is a first-order integrator to the accelerated gradient flow (1.3);
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Figure 2: Left: Illustration of the accelerated forward-backward method, which is a semi-
implicit Euler discretization. Right: Illustration of accelerated Tseng splitting, which adds
a perturbation to the forward-backward method (see (3.50)).
(ii) Algo. 3 with γk = 0 for all k ≥ 0 is a first-order integrator to the gradient flow (1.2).
Proof. The results may be proved using the similar arguments as those used to establish
Theorem 3.3 and Theorem 3.4.
Theorem 3.8. Let f = 0. If λ is sufficiently small and the iterate sequence {xk} generated
by Algo. 3 satisfies {xk} → x∞ for some x∞, then
(∇g +∇w)(x∞) = 0, (3.51)
i.e., x∞ is a solution of problem (1.1) and a steady state of the accelerated gradient flow (1.3).
When γk = 0 for all k ≥ 0, x∞ is a steady state of the gradient flow (1.2).
Proof. From the updates in Algo. 3, it follows that xk+1 = Φˆh(xˆk) where
Φˆh = (I − λ∇w) ◦ Jλ∇g ◦ (I − λ∇w) + λ∇w. (3.52)
Combining this with (1.8) shows that
xˆk+1 = xk+1 + γk+1(xk+1 − xk) = Φˆh(xˆk) + γk+1(xk+1 − xk). (3.53)
Combining {xk} → x∞ with the first equality in (3.53) and (1.8) yields {xˆk} → x∞. Com-
bining these facts with (3.53) and continuity of Φˆh shows that
x∞ = lim
k→∞
Φˆh(xˆk) = Φˆh(x∞). (3.54)
Subtracting λ∇w(x∞) from both sides of the previous inequality gives
(I − λ∇w)(x∞) = (I − λ∇w) ◦ Jλ∇g ◦ (I − λ∇w)(x∞). (3.55)
Next, applying the operator (I − λ∇w)−1, which exists for λ sufficiently small, yields
x∞ = Jλ∇g ◦ (I − λ∇w)(x∞), (3.56)
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which is itself equivalent to
(I + λ∇g)(x∞) = (I − λ∇w)(x∞). (3.57)
Since λ > 0, the previous inequality shows that (∇g +∇w)(x∞) = 0, as claimed.
The same argument applies when γk = 0 (i.e., when xˆk = xk for all k ≥ 0), in which case
Algo. 3 is a discretization of (1.2).
4 Monotone Operators
As indicated by Assumption 3.1, all previously considered operators associated with the
resolvent (1.11) were single-valued. Since proximal algorithms can be generalized to the
more abstract level of monotone operators, in this section we discuss how our previous
analysis applies in this context.
Let us recall some concepts about monotone operators (see [38] for more details). Let H
be a Hilbert space with inner product 〈·, ·〉 : H ×H → C. A multi-valued map A : H ⇒ H
with domA ≡ {x ∈ H |Ax 6= ∅} is monotone if and only if
〈Ay − Ax, y − x〉 ≥ 0 for all x, y ∈ domA. (4.1)
A monotone operator is said to be maximal if no enlargement of its graph is possible.
Every monotone operator admits a maximal extension. Hence, from now on, every operator
A is assumed to be maximal monotone. The resolvent of A with parameter λ is defined
by (1.11) and can be shown to be a single-valued map, i.e., JλA : H → H. Moreover,
x? ∈ zer(A) ≡ {x ∈ H | 0 ∈ Ax} if and only if JλA(x?) = x?.
An important concept is the Yosida regularization of A with parameter µ > 0:
Aµ ≡ µ−1(I − JµA). (4.2)
This operator is single-valued, since JµA is single-valued, and Lipschitz continuous. Moreover,
0 ∈ Ax? if and only if 0 = Aµx?, thus A and Aµ have the same zeros. It can be shown that
in the limit µ ↓ 0 one has Aµx → A0x, where A0x ∈ Ax is the element of minimal norm.
Often, one is faced with the resolvent of the Yosida regularization JλAµ = (I+λAµ)
−1, which
can be expressed in terms of the operator A by using
JλAµ = (µ+ λ)
−1 (µI + λJ(µ+λ)A) . (4.3)
Importantly, in the limit µ ↓ 0 we see that (4.3) recovers the resolvent JλA.
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4.1 Differential inclusions
Consider the following two differential inclusions (we refer to [54] for background on nons-
mooth dynamical systems):
x˙ ∈ −Ax−Bx− Cx, (4.4)
x¨+ η(t)x˙ ∈ −Ax−Bx− Cx, (4.5)
with η(t) given by (1.4) or (1.5), and under the following assumption.
Assumption 4.1. The operators A,B : H ⇒ H are maximal monotone. The operator
C : H → H is maximal monotone and single-valued.
Under Assumption 4.1, the differential inclusions (4.4) and (4.5) have a unique solution
[54]. The previous discretizations of the gradient flow (1.2) and the accelerated gradient flow
(1.3) extend naturally to (4.4) and (4.5), respectively. This is a consequence of the resolvent
(1.11) being a single-valued map, which we illustrate through an example. Consider the
procedure of Section 3.2 that led to Algo. 2. Using a similar procedure, we use a splitting
of (4.5) to obtain the differential inclusions
x¨+ η(t)x˙ ∈ −Ax, x¨+ Cx ∈ −Bx. (4.6)
An implicit discretization of the first inclusion yields (I + λA)(xk+1/4) 3 xˆk, while a semi-
implicit discretization of the second inclusion together with the definition (3.30) yield (I +
λB)(xk+3/4) 3 xk+1/2 − λCxk+1/4. Since under Assumption 4.1 the resolvents of A and B
are single-valued, we can invert these relations to obtain
xk+1/4 = JλA(xˆk), (4.7a)
xk+1/2 = 2xk+1/4 − xˆk, (4.7b)
xk+3/4 = JλB(xk+1/2 − λCxk+1/4), (4.7c)
xk+1 = xk+3/4 − (xk+1/4 − xˆk), (4.7d)
xˆk+1 = xk+1 + γk(xk+1 − xk), (4.7e)
where the second to last update follows from (3.33), and the last update from (1.8). The
algorithm given by updates (4.7) is the “operator analog” of Algo. 2 that aims to find a
vector x∗ satisfying 0 ∈ (A+B + C)(x?).
Setting C = 0 into (4.7) one obtains the operator analog of the accelerated Douglas-
Rachford (see Section 3.2.1), while setting A = 0 one obtains the operator analog of the
accelerated forward-backward method (see Section 3.2.2). Operator analogs of Algo. 1 and
Algo. 3 follow in a similar manner. One can also remove acceleration by setting γk = 0 for
all k ≥ 0, in which case these algorithms are discretizations of the first-order differential
inclusion (4.4) (also see Remark 3.2).
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Remark 4.2. We mention a subtlety regarding the order of accuracy of a discretization such
as (4.7) to a differential inclusion such as (4.4) or (4.5). In the smooth case we concluded
that such a discretization is a first-order integrator; see Definition 2.1 and Theorems 3.3,
3.4, and 3.7. An important ingredient was the Taylor approximation of the resolvent (3.16).
However, for a maximal monotone operator A only the following weaker approximation is
available [38, Remark 23.47]:
JλA = I − λA0 + O(λ) (4.8)
where the action of A0 = limµ↓0Aµ on a vector x ∈ dom(A) gives the minimal norm element
of the set Ax. Thus, by the same argument used in the proofs of Theorems 3.3 and 3.4,
but now using (4.8) and assuming that one can expand A0(x +O(λ)) = A0(x) +O(λ) and
similarly for B0 and C0, one concludes that the discrete and continuous trajectories agree up
to O(h). This is in contrast with the O(h2) approximation that we proved for the smooth
setting considered in Section 3.
4.2 Regularized ODEs
There is an alternative to considering the differential inclusions (4.4) and (4.5), which is to
consider the respective ODEs
x˙ = −Aµx−Bµx− Cx, (4.9)
x¨+ η(t)x˙ = −Aµx−Bµx− Cx, (4.10)
with the multivalued operators replaced by their respective Yosida regularization (4.2), which
are single-valued and Lipschitz continuous. Thus, both ODEs admit a unique global solution.
Note, however, that
zer(A+B + C) 6= zer(Aµ +Bµ + C) (4.11)
so that the ODEs (4.9) and (4.10) do not have steady states that are compatible with zeros
of the operator sum A+B+C. Nevertheless, after discretizing these regularized ODEs, one
can take the limit µ ↓ 0 to recover iterates aimed at finding zeros of A+B+C. We stress that
this procedure will give exactly the same updates as if one discretizes the original differential
inclusions because of the identity (4.3); let us illustrate with an example. Consider the
discretization procedure of Section 3.2 but applied to the ODE (4.10). Similarly to (3.28)–
(3.33), together with the accelerated variable xˆk in (1.8), we immediately obtain with the
help of (4.3) the updates
xk+1/4 = (µ+ λ)
−1(µI + λJ(µ+λ)A)(xˆk), (4.12a)
xk+1/2 = 2xk+1/4 − xˆk, (4.12b)
xk+3/4 = (µ+ λ)
−1(µI + λJ(µ+λ)B)(xk+1/2 − λCxk+1/4), (4.12c)
xk+1 = xk+3/4 − (xk+1/4 − xˆk), (4.12d)
xˆk+1 = xk + γk(xk+1 − xk). (4.12e)
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Taking the limit µ ↓ 0 above results in the updates (4.7), which we can recall as a discretiza-
tion of the differential inclusion (4.5).
Remark 4.3. It is possible to generalize Lemma 3.5 to general maximal monotone operators,
i.e., 0 ∈ (A+B + C)(x¯) if and only if P(x) = x where
P ≡ 1
2
I + 1
2
CλB ◦ (CλA − λC ◦ JλA)− 12λC ◦ JλA (4.13)
and x¯ = JλAx. The proof is similar to the one of Lemma 3.5, although one needs to be
careful in replacing equalities by appropriate inclusions and using the fact that the resolvent
of a maximal monotone operator is single-valued. Therefore, by the same arguments as in
Theorem 3.6, the updates (4.7) preserve zeros of A+B + C.
Remark 4.4. To place the above concepts within an optimization context, consider the case
where A = ∂f is the subdifferential of a nonsmooth convex function f . Then, the Yosida
regularization (4.3) becomes
∇fµ(x) = µ−1(x− proxµf (x)), (4.14)
which is the gradient of the Moreau envelope fµ(x) ≡ miny
(
f(y)+ 1
2µ
‖y−x‖2). The Moreau
envelope is always differentiable and has the same minimizers as f .
5 Numerical Experiments
Based on the continuous rates of Table 1, we expect that the accelerated algorithms that we
have introduced will converge faster than their non-accelerated counterparts. In this section
we investigate this numerically.
5.1 LASSO
Consider the well-known LASSO regression problem
min
x∈Rn
{
F (x) = 1
2
‖Ax− b‖2 + α‖x‖1
}
(5.1)
where A ∈ Rm×n is a given matrix, b ∈ Rm is a given signal, and α > 0 is a weighting
parameter. We generate data by sampling A ∼ N (0, 1), where N (µ, σ) denotes a normal
distribution with mean µ and standard deviation σ, and then normalizing its columns to
have unit two norm. We sample x• ∈ Rn ∼ N (0, 1) with sparsity level 95% (i.e., only 5% of
its entries are nonzero), and then add noise to obtain the observed signal b = Ax•+ e, where
the entries of e are chosen i.i.d. from a normal distribution with mean zero and standard
deviation 10−3. We choose m = 500 and n = 2500. The resulting signal-to-noise ratio is on
the order of 250, and x• has 125 nonzero entries. The parameter α is set as α = 0.1αmax where
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Figure 3: Performance of our twelve tested algorithm variants on problem (5.1). We perform
10 Monte-Carlo runs and show the mean and standard deviation of the relative error between
Fk = F (xk) and F
∗, where F ? is the solution obtained by CVXPY.
αmax = ‖AT b‖∞ is the maximum value for α such that (5.1) admits a nontrivial solution.
We evaluate methods by computing the relative error |Fk − F ?|/F ? where Fk ≡ F (xk) and
F ? is the value of the objective obtained with the default implementation of CVXPY.
We compare four frameworks: ADMM and Douglas-Rachford (DR) (these correspond to
Algo. 1 and Algo. 2, respectively, with f(x) = 1
2
‖Ax − b‖22, g(x) = α‖x‖1, and w(x) = 0),
and forward-backward (FB) splitting and Tseng splitting (these correspond to Algo. 2 and
Algo. 3, respectively, with f(x) = 0, g(x) = α‖x‖1, w(x) = 12‖Ax − b‖22). For each of these
four frameworks, we consider three variants: no acceleration (i.e., setting γk = 0 for all k),
acceleration based on decaying damping (i.e., setting γk by (1.8) with damping coefficient
defined in (1.4)), and acceleration based on constant damping (i.e., setting γk by (1.8) with
damping coefficient defined in (1.5)). This results in a total of twelve algorithms that we
denote by ADMM, ADMM-decaying, ADMM-constant, DR, DR-decaying, DR-constant, FB,
FB-decaying, FB-constant, Tseng, Tseng-decaying, Tseng-constant. In all cases, we choose
a step size of λ = 0.1 for the proximal operators. For decaying damping we choose r = 3,
and for constant damping r = 0.5.
In Fig. 3 we report the mean and standard deviation (errorbars) across 10 randomly
generated instances of problem (5.1) for various methods. The figure shows that the accel-
erated variants of each method improve over the non-accelerated variant. In particular, the
constant damping accelerated variant is the fastest in this example.
5.2 Nonnegative matrix completion
We now consider a matrix completion problem where the entries of the matrix are constrained
to lie in a specified range. Suppose that for a low-rank matrix M ∈ Rn×m, we only have
access to certain entries whose ordered pairs are collected in a set Ω; let the operator PΩ :
Rn×m → Rn×m denote the projection onto these observable entries. The observable data
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matrix is given by Mobs = PΩ(M) where [PΩ(M)]ij = Mij if (i, j) ∈ Ω and [PΩ(M)]ij = 0
otherwise. The goal is then to estimate the missing entries of M . One popular approach is
to solve the convex optimization problem min{‖X‖∗ | PΩ(X) = PΩ(M)}, where ‖X‖∗ is the
nuclear norm of X [55]. We consider a modification of this approach by imposing constraints
of the form a ≤ Xij ≤ b for given constants a and b. Specifically, we solve
min
X∈Rn×m
{
F (X) = α‖X‖∗︸ ︷︷ ︸
f(X)
+ I[a,b](X)︸ ︷︷ ︸
g(X)
+ 1
2
‖PΩ(X)− PΩ(M)‖2F︸ ︷︷ ︸
w(X)
}
(5.2)
where ‖ · ‖F denotes the Frobenius norm, I[a,b](X) = 0 if a ≤ Xij ≤ b for all (i, j) and
I[a,b](X) = ∞ otherwise, and α > 0 is a weighting parameter such that larger values of α
promote lower rank solutions [55] in problem (5.2).
We generate the low-rank matrix as M = L1L
T
2 where {L1, L2} ⊂ R100×5 with entries
chosen i.i.d. from N (3, 1). This ensures M has rank 5 (with probability one) and that
each entry is positive with high probability (each test instance was verified to have positive
entries). We sample sn2 entries of M uniformly at random, with a sampling ratio s = 0.4,
i.e., 40% of the matrix M is observed in Mobs. We choose
a = min{[Mobs]ij | (i, j) ∈ Ω} − σ/2,
b = max{[Mobs]ij | (i, j) ∈ Ω}+ σ/2
(5.3)
where σ is the standard deviation of all entries of Mobs.
We compare two frameworks: Davis-Yin (DY) (see Algo. 2) and ADMM (see Algo. 1). For
each of these two frameworks, we consider the same three variants discussed in the previous
section: no acceleration, acceleration based on decaying damping, and acceleration based
on constant damping. These six algorithms are denoted by DY, DY-decaying, DY-constant,
ADMM, ADMM-decaying, and ADMM-constant. Problem (5.2) can be solved using these
algorithms with the proximal operator Jτ∂‖·‖∗(X) = UDτ (Σ)V
T , where X = UΣV T is the
singular value decomposition of X and [Dτ (Σ)]ii = max{Σii− τ, 0}; see [55] for details. The
proximal operator of g is just the projection
[
Jλ∂I[a,b](X)
]
ij
= max{a,min(Xij, b)}. Finally,
∇w(X) = PΩ(X−M). In terms of algorithm parameters, we choose a step size of λ = 1 (for
all variants), r = 3 for decaying damping, and r = 0.1 for constant damping. To evaluate
algorithm performance, we use the relative error measure
‖Mk −M‖F
/‖M‖F (5.4)
where Mk is the solution estimate obtained during the kth iteration. The stopping criteria
for the optimization algorithms is ‖Mk+1 −Mk‖F
/‖Mk‖F ≤ 10−10, which was satisfied for
every problem instance even though it is a relatively tight tolerance.
In Fig. 4 we report the mean and standard deviation (errorbars) across 10 randomly
generated instances of problem (5.2) with α = 3.5 for the above algorithm variants. All
methods terminate successfully and recover a matrix with the correct rank of five and a final
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Figure 4: Performance of algorithms on problem (5.2) with α = 3.5. We perform 10 Monte
Carlo runs and indicate the mean and standard deviation for the relative error between the
ground truth matrix M and the kth iterate Mk (left), and the number of iterations needed
by the method to reach the termination tolerance (right).
relative error of ≈ 5× 10−3. The total number of iterations performed by each method are
also shown in Fig. 4.
Motivated by the relatively large final relative error achieved for the single value of α
in the previous paragraph, next we consider an annealing schedule on α that improves the
relative error of the computed solutions. We follow the procedure of [56] as follows. Given
a sequence α1 > α2 > · · · > αL = α¯ > 0 for some α¯, we run each algorithm with αj and
then use its solution as a starting point for the solution to the next run with αj+1; all other
parameters are kept fixed. Such an approach has been used in compressed sensing [57] and
matrix completion [56]. Starting with α0 = δ‖Mobs‖F for some δ ∈ (0, 1), we use the schedule
αj+1 = max{δαj, α¯} until reaching α¯. In our tests we choose δ = 0.25 and α¯ = 10−8. We use
the same algorithm parameters as those used in creating Fig. 4, except that for the constant
damping variants we now use r = 0.5 since it performs better.
In Fig. 5 we report the mean and standard deviation (errorbars) across 10 randomly gen-
erated instances of problem (5.2). All methods successfully reach the termination tolerance,
as for the previous test, but now achieve a much better reconstruction accuracy (compare
Fig. 4 and Fig. 5). The total number of iterations for each method are also shown in Fig. 5.
In this example the decaying damping variants do not improve over the non-accelerated
method, but the constant damping variants still provide a speedup. We believe these find-
ings can be explained by the fact that the accelerated gradient flow with constant damping
attains exponential convergence on strongly convex problems, as opposed to the decaying
damping (see Table 1).
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Figure 5: Performance of algorithms on problem (5.2) when annealing is used for α. We
perform 10 Monte Carlo runs and indicate the mean and standard deviation for the relative
error between the ground truth matrix M and the kth iterate Mk (left), and the number of
iterations needed to reach the termination tolerance (right).
6 Final Remarks
We showed that four types of proximal algorithms, namely forward-backward, Tseng split-
ting, Douglas-Rachford, and Davis-Yin, correspond to different discretizations of the gradient
flow (1.2). We also showed that several accelerated variants of each of these methods arise
from a similar discretization to the accelerated gradient flow (1.3). Such algorithms are
steady-state-preserving first-order integrators to the associated ODE. Moreover, we showed
that ADMM and its accelerated variants correspond to a rebalanced splitting, which is a
technique recently introduced in the literature [43] to obtain discretizations that preserve
steady states.
The new accelerated frameworks (see Algos. 1, 2, and 3), which are new in general, reduce
to known methods as special cases. Our frameworks provide different types of acceleration
depending on the choice of damping strategy such as (1.8) or (3.12), although other choices
are also possible.
Our derivations provide a new perspective on the important class of “operator splitting
methods” by establishing tight connections with splitting methods for ODEs. Such an ap-
proach endows the gradient flow (1.2) and the accelerated gradient flow (1.3) with a unifying
character for optimization since they capture the leading order behavior of several known
algorithms. However, a complete understanding of a particular algorithm requires a more
refined analysis and is an interesting problem.
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