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A b s t r a c t  
The e x i s t e n c e  and t h e  e x p l i c i t  form of t h e  minimal 
Markov p r o c e s s  which c o n t a i n s  a s  a  component a  g i v e n  
s t a t i o n a r y  p r o c e s s  a r e  e s t a b l i s h e d .  I t  i s  shown i n  
p a r t i c u l a r  t h a t  t h e  f u t u r e / p a s t  s p l i t t i n g  subspace  of  t h e  
m u l t i v a r i a t e  s t a t i o n a r y  p r o c e s s  i s  f i n i t e - d i m e n s i o n a l  i f  
and o n l y  i f  t h e  p r o c e s s  h a s  a  r a t i o n a l  s p e c t r a l  d e n s i t i e s  
m a t r i x .  
The p r o p e r t y  of  be ing s t o c h a s t i c a l l y  c o n t i n u o u s  i s  
o b t a i n e d  a s  t h e  c o n d i t i o n  f o r  c o n t i n u a t i o n  of t h e  a - a l g e b r a s  
a s s o c i a t e d  w i t h  a  p r o c e s s  w i t h  independent  inc rements  which 
u s u a l l y  r e p r e s e n t s  a  s t o c h a s t i c  d i s t u r b a n c e  of  t h e  system 
c o n s i d e r e d .  T h i s  p r o p e r t y  g i v e s  u s  t h e  l e f t - s i d e  c o n t i n u -  
a t i o n  of t h e  a - a l g e b r a s  i n  t h e  c a s e  of  t h e  a r b i t r a r y  
p r o c e s s  i n  a  metric space .  

On Two S e l e c t e d  T o p i c s  Connected 
w i t h  S t o c h a s t i c  Sys tems  Theory* 
Yu. A.  Rozanov 
I .  Markov - S t a t e  - R e p r e s e n t a t i o n  
For  c o n t r o l  o f  a  s t o c h a s t i c  s y s t e m  it i s  d e s i r a b l e  t o  
choose  a  p h a s e - s t a t e  s u c h  t h a t  t h e  s y s t e m  e v o l u t i o n  i n  t i m e  
fo rms  a  M a r k o v - p r o c e s s .  Of c o u r s e  t h i s  i s  n o t  a l w a y s  p o s s i b l e  
i f  one  i s  r e s t r i c t e d  t o  u s i n g  a  s t a t e - s p a c e  o n l y  o f  a  c e r t a i n  
t y p e  ( s a y ,  a  f i n i t e - d i m e n s i o n a l  v e c t o r  s p a c e ) ;  when it i s  
p o s s i b l e ,  t h e n  t h e r e  a r e  many ways o f  d o i n g  s o .  I n  [ I ]  t o  [ 4 ]  
some r e l e v a n t  p rob lems  w e r e  c o n s i d e r e d  f rom t h e  v i e w p o i n t  o f  
s y s t e m s  t h e o r y .  
L e t  u s  c o n s i d e r  t h e  s i t u a t i o n  i n  a  c a s e  o f  G a u s s i a n  s t a t i o n -  
a r y  P r o c e s s e s .  L e t  x ( t )  = { x a ( t )  } be  an  a r b i t r a r y  f a m i l y  o f  
u n i v a r i a t e  G a u s s i a n  s t a t i o n a r y  p r o c e s s e s  x a ( t ) ;  -m < t < 
t -t t+ H ( x )  a  l i n e a r  c l o s u r e  o f  a l l  v a r i a b l e s  x a ( t ) ;  H and  H a  
S l i n e a r  c l o s u r e  o f  a l l  s u b s p a c e s  H ( x ) ,  r e s p e c t i v e l y ;  s - < t ,  and 
~ ' ( x ) ,  s 2 t ,  i n  a  H i l b e r t  s p a c e  o f  random v a r i a b l e s  w i t h  t h e  
u s u a l  i n n e r  p r o d u c t  ( h l  , h 2 )  = Eh h  1 2' 
L e t  p - t ( x )  b e  t h e  o r t h o g o n a l  p r o j e c t o r  o n t o  H - ~  (x )  . The 
p r o c e s s  x  ( t )  i s  Markovian i f  
L e t  u s  s a y  t h a t  t h e  Plarkov p r o c e s s  x ( t )  g i v e s  a  Pilarkov 
* 
T h i s  p a p e r  was i n i t i a t e d  by p e r s o n a l  d i s c u s s i o n  w i t h  
G.  P i c c i  and S.R. M i t t e r  a t  Padova i n  December 1975. 
s t a t e  r e p r e s e n t a t i o n  f o r  a  s t a t i o n a r y  p r o c e s s  y ( t )  i f  
t 
Ht ( y )  c H ( x )  . ( 2 )  
I n  a  c a s e  o f  f i n i t e  d i m e n s i o n a l  v e c t o r  p r o c e s s e s  t h i s  means t h a t  
where C i s  a  c o n s t a n t  m a t r i x .  
The re  i s  a  f e e l i n g  t h a t  f o r  any g i v e n  y ( t )  t h e r e  must  be a n  i n  
some s e n s e  minimal  p r o c e s s  x ( t )  t h a t  p r o v i d e s  t h e  Markov s t a t e  
r e p r e s e n t a t i o n .  How c a n  w e  d e s c r i b e  t h i s  min imal  Markov p r o c e s s  
i f  it e x i s t s ?  
L e t  u s  c o n s i d e r  a  c l a s s  of a l l  Markov p r o c e s s e s  x ( t )  s a t i s -  
f y i n g  t h e  c o n d i t i o n  ( 2 )  w i t h  t h e  same " i n n o v a t i o n "  a s  y ( t )  namely 
s u c h  t h a t  
-t -t -t 11 ( x )  = H ( Y )  = H ( 3 )  
W e  have 
and 
p - t H t +  c YtHt+ t ( Y )  - ( x )  = II (x) 
-t -t 
where P - ~  = P  ( x )  = P  ( y )  . Thus f o r  t h e  Markov p r o c e s s  x  ( t )  ,
p-tHt+ t ( y )  & (x) , ( 4 )  
where P - ~ H ~ '  ( y )  i s  t h e  s u b s p a c e  " s p l i t t i n g "  t h e  f u t u r e  H t+ ( y )  
and t h e  p a s t  H - ~ ( ~ )  o f  t h e  p r o c e s s  y ( t )  , -a < t < a. 
L e t  u s  form a  s t a t i o n a r y  p r o c e s s  Y ( t ) ,  -a < t < m, w i t h  
t H (il) = P -t$+ ( Y )  ; 
where Vtl -a < t < a, means a family of unitary operators in our 
Hilbert space, generated by equations 
xa (t+s) = Vtxa (s) ; -a < SI t < a . 
Obviously 
rrt (Y) c H -t n R ~ + ( ~ )  c H ~ ( Y )  
and the stationary process Y (t) has the same innovation as y(t) : 
-t H (Y) = H - ~  .
Let us show that Y(t) is a Markovian process. ~ndeed, for 
any h € HO (Y) there is ht€ HO+ (y) such that 
-0 + P h = h  1 h+-h 1 H-O 
and so 
+ -t Vt(h -h) = vth+ - Vth 1 H I 
-0 -t H g I1 I vth+ - Vth 1 13-0 t > O  - . 
We have 
-0 P (vth+ - Vth) = 0 
-0 P (Vth) = p-O(vth+) € HO(y) 
because for t 2 0 
vth+ c HO-' (y) if 1' c HO+(~) . 
Thus 
which w e  needed t o  p r o v e .  
A s  a  r e s u l t  w e  o b t a i n  t h e  f o l l o w i n g .  
t Theorem 1 .  T h e r e  i s  t h e  Markov p r o c e s s  Y ( t )  whose s p a c e  H ( Y )  
t+ 
c o i n c i d e s  w i t h  t h e  min imal  s u b s p a c e  s p l i t t i n g  t h e  f u t u r e  H ( y )  
-t 
and  t h e  p a s t  H ( y )  o f  y ( t ) .  T h i s  p r o c e s s  y ( t )  g i v e s  t h e  min imal  
Markov s t a t e  r e p r e s e n t a t i o n  f o r  y ( t )  i n  t h e  s e n s e  t h a t  
f o r  a n y  o t h e r  Markov p r ~ e s s  x ( t )  i f  r e l a t i o n  ( 2 )  h o l d s .  
L e t  u s  now f i n d  a  c o n d i t i o n  f o r  e x i s t e n c e  o f  f i n i t e - d i m e n -  
s i o n a l  Markov s t a t e  r e p r e s e n t a t i o n .  IJe c o n s i d e r  a  f i n i t e - d i m e n -  
s i o n a l  Markov v e c t o r  p r o c e s s  x ( t ) .  I n  a  c a s e  o f  d i s c r e t e  t i m e  
t = O 1  + I # . . .  w e  have  
where A ,  a a r e  c o n s t a n t  m a t r i c e s  o f  a  p r o p e r  s i z e  and u ( t )  
means t h e  c o r r e s p o n d i n g  i n n o v a t i o n  p r o c e s s .  The s p e c t r a l  t r a n s f e r  
m a t r i x  f u n c t i o n  c a n  be  found  a s  
and  i f  y ( t )  = C x ( t )  t h e n  $I = C @ x u l  s o  t h e  s p e c t r a l  d e n s i t i e s  
YU 
* 
m a t r i x  $I - 
- oyu ' myu o f  p r o c e s s  y ( t )  mus t  h e  a  r a t i o n a l  func -  Y Y  




SO @Yu - Wxu and t h e  s p e c t r a l  d e n s i t y  f  = @yu@yu i s  a YY 
r a t i o n a l  f u n c t i o n  of  z = i X .  
A s  i s  w e l l  known, f o r  t h i s  t y p e  of s t - a t i o n a r y  p r o c e s s  y ( t )  
t h e r e  is  t h e  e x p l i c i t  f i n i t e - d i m e n s i o n a l  Markov s t a t e  r e p r e s e n -  
t a t i o n .  For example t h e  c o r r e s p o n d i n g  Markov p r o c e s s  x  ( t )  can 
be t a k e n  a s  f o l l o w s .  L e t  
and l e t  
be a  s p e c t r a l  r e p r e s e n t a t i o n  of y ( t )  upon i t s  mult i -d imer-s ional  
i n n o v a t i o n  p r o c e s s  u ( t )  w i t h  @ a s  t h e  maximal ( r a t i o n a l )  f a c t o r  
YU 
i n  t h e  f a c t o r i z a t i o n  
see [ 5 ] .  L e t  
be a  polynomial  w i t h  a  non-degenera te  c o e f f i c i e n t  q o ( d e t  q  # o ) ,  0 
such t h a t  
i s  a l s o  a  polynomial  m a t r i x .  Say i f  $ i s  polynomial  i t s e l f  
YU 
t h e n  one  c a n  t a k e  Q = I .  L e t  u s  se t  
and 
where 
x  ( t )  = x o ( t  - k )  ; k  = O l l l . . l  1 ( r  = max m , n ) .  
k  
Obv ious ly  t h e  p r o c e s s  x ( t )  i s  Markovian b e c a u s e  t h e  e q u a t i o n  o f  
t y p e  ( 7 )  h o l d s :  
which g i v e s  u s  t r e p r e s e n t a t i o n  ( 2  ' ) . 
One c a n  p r o c e e d  s i m i l a r l y  i n  a  c a s e  o f  c o n t i n u o u s  t i m e  t .  
A s  a n  a d d i t i o n a l  r e s u l t  w e  o b t a i n e d  t h e  f o l l o w i n g .  
Theorem 2 .  The minimal  s u b s p a c e  s p l i t t i n g  o f  t h e  f u t u r e  and 
t h e  p a s t  i s  f i n i t e - d i r . s n s i o n a 1  i f  and o n l y  i f  t h e  p r o c e s s  y ( t )  
I h a s  t h e  s p e c t r a l  d e n s i t i e s  m a t r i x  w i t h  r a t i o n a l  components .  
'cornpare w i t h  [ 6 ]  where a  s i m i l a r  r e s u l t  was o b t a i n e d  f o r  
u n i v a r i a t e  p r o c e s s e s  i n  a  q u i t e  c o m p l i c a t e d  a n a l y t i c a l  way. 
As is well known, for univariate process y(t) with 
spectral density 
P (where f = - is the outer factor) the minimal splitting subspace Q 
is generated by functions 
e 
ih (t-k) 
Q I k = O,.. .,r-1 
in a case of discrete time, and 
k iht (ih) e 
- Q I k = O,.. . ,r-1 
for continuous time where r is a maximal degree of the poly- 
nomial p, Q (see for example [ 6 ]  ) . 
The explicit description of minimal splitting subspace for 
multidimensional processes with rational spectrum still seems 
to be an open problem. Another open problem concerns analysis 
of the Markov state representations by means of processes x(t) 
with different innovations u(t), -rn < t < rn, i.e., such 
that 
(Note that the innovation type and the richness of the past 
-t H (x) can be characterized completexy by the inner factor in 
* 
the corresponding factorization f = 
YY myu $yu . )  
Note that some results similar to theorem 1 can be obtained for 
non-stationary processes. 
11. I n n o v a t i o n  C o n t i n u i t y  
L e t  x ( t )  b e  a random p r o c e s s  o n  a n  i n t e r v a l  o f  t h e  rea l  
l i n e ,  a n d d t  a c o m p l e t e  a - a l g e b r a  g e n e r a t e d  by  t h e  v a r i a b l e s  
x ( s ) ,  s - < ,t. The a - a l g e b r a s  .d g r o w  a s  t i n c r e a s e s .  W e  c o n -  t 
s i d e r  t h e  q u e s t i o n  o f  c o n t i - n u i t y  o f  t h e C d t  g r o w t h ,  w h i c h  i s  q u i t e  
i m p o r t a n t  f o r  d i f f e r e n t  a p p r o a c h e s  t o  s t o c h a s t i c  o p t i m a l  c o n t r o l  
a s  w e l l  a s  f o r  t h e  g e n e r a l  t h e o r y  o f  random p r o c e s s e s  (see f o r  
e x a m p l e  [ 7 ]  ) . 
L e t  Ht  = L~ (.-w' ) h e  t h e  s u b s p a c e  o f  a l l  random v a r i a b l e s  h ,  t 
~h~ _, m e a s u r a b l e  w i t h  r e s p e c t  t o  t h e  o - a l g e b r a  . .dt  It i s  
c o n v e n i e n t  t o  t r e a t  H as  t h e  s u b s p a c e  i n  t h e  H i l b e r t  s p a c e  o f  t 
a l l  random v a r i a b l e s  h ,  ~h~  < w i t h  t h e  i n n e r  p r o d u c t  E  ( h l  oh2) .  
B e c a u s e  o f  t h e  o b v i o u s  c o r r e s p o n d e n c e  b e t w e e n  .dt a n d  Ht w e  
c o n s i d e r  m a i n l y  t h e  f a m i l y  H t r e a t e d  as  a f u n c t i o n  o f  t . t 
L e t  u s  se t  
tlie f o r m e r  means  t h e  c l o s u r e  o f  a l l  s u b s p a c e s  Ms, s .: t .  
W e  h a v e  
a n d  t h e r e  c a n  b e  a g a p  b e t w e e n  H a n d  Ht a s  w e l l  a s  b e t w e e n  H t  
t -0  
a n d  H t + o .  s a y  t h i s  o c c u r s  i f  t i s  a f i x e d  p o i n t  o f  d i s c o n t i n u i t y  
of t h e  random p r o c e s s  x ( = ) .  So  c o n s i d e r i n g  c o n d i t i o n s  f o r  t h e  
f a m i l y  Ht t o  b e  c o n t i n u o u s  we a s s u m e  t h a t  t h e  p r o c e s s  x ( t )  i n  
a metric  p h a s e - s p a c e  R i s  s t o c h a s t i c a l l y  c o n t i n u o u s :  
f o r  any E > 0; h e r e  p (:cl , x 2 )  means t h e  d i s t a n c e  between p o i n t s  
X 1 ' X 2 ' €  R. 
One c a n  v e r i f y  t h a t  unde r  t h i s  a s sumpt ion  
To c l a r i f y  t h i s ,  l e t  u s  r e c a l l  t h a t  a  p r o b a b i l i t y  d i s t r i b u t i o n  
i n  a  metric s p a c e  i s  r e g u l a r ;  namely f o r  any  m e a s u r a b l e  s e t  B I  
i n f  P  ( B \ F )  = 0 
FCB 
- 
where i n f  i s  o v e r  a l l  c l o s e d  se ts  F, F  s B. For  any  c l o s e d  set  
F w e  have  
i n f  P  ( G \ F )  = 0 
GIF 
d h e r e  i n f  i s  o v e r  a l l  open sets G I  G 3 - F,  w i t h  b o u n d a r i e s  6 G  o f  
z e r o  p r o b a b i l i t y  P(6G) = 0 .  Say one  t a k e s  t h e  p r o p e r  
w i t h  t h e  b o u n d a r i e s  
6 G  c t x :  p ( x I F )  = r }  
- 
which a r e  d i s j o i n t  f o r  d i f f e r e n t  r ;  t h e n P ( 6 G )  = O e x c e p t f c l r n o t m o r e  
t h a n  a  c o u n t a b l e  number o f  r. Thus any event .  I x ( t )  € B I  can  be  
approx ima ted  by a  p r o p e r  e v e n t  { x ( t )  C G I  w i t h  ~ I x ( t )  € 6 G 1  = 0.  
Event  { x ( t )  E G )  i t s e l f  c a n  b e  approxi ina ted  by e v e n t s  
I x ( s )  E G), s < t .  I n d e e d ,  
i f  w e  c o n s e q u e n t l y  t a k e  
2nd s -+ t - o ,  E -+ O .  Applying t h i s  t o  t h e  o t h e r  open se t  
G I  = R \ ( G  U 6 G )  w i t h  t h e  same boundary 6c' = & G I  we o b t a i n  
Thus t h e  a - a l g e b r a  --it g e n e r a t e d  by t h e  e v e n t s  { x ( s )  E B } ,  s 5 t ,  
c o i n c i d e s  w i t h  t h e  a - a l g e b r a  .@' g e n e r a t e d  by t h e  e v e n t s  
t -0  
{ x ( s )  E B ) ,  s < t .  
L e t  u s  now c o n s i d e r  t h e  r i g h t - c o n t i n u i t y  of  t h e  f a m i l y  H t :  
G e n e r a l l y  t h i s  p r o p e r t y  d o e s  n o t  hold even f o r  a  v e r y  smooth 
p r o c e s s  x  ( t )  ; moreover it car1 be  a n  a r b i t r a r y  t y p e  of  d i s c o n t i n u i t y  
(see f o r  example [ 8 1 ) .  But it h o l d s  f o r  a  c a s e  o f  s t o c h a s t i c a l l y  
c o n t i n u o u s  p r o c e s s e s  w i t h  indegenden t  inc rements  (which a r e  more 
and more used i n  t h e  m a r t i n g a l e  approach t o  s t o c h a s t i c  o p t i m a l  
c o n t r o l ) .  Apar t  from t h e  Wiener p r o c e s s  c a s e ,  w e  d o n ' t  know where 
t h i s  phenomenon i s  d e s c r i b e d ,  though it l o o k s  l i k e  one of  t h e  
c l a s s i c a l  r e s u l t s  of p r o b a b i l i t y  t h e o r y ,  be ing  t h e  d i r e c t  genera l -  
i z a t i o n  of  t h e  famous 0-1 low. 
Theorem. For  a  s t o c h a s t i c a l l y  c o n t i n u o u s  p r o c e s s  w i t h  independent  
inc rements ,  
The proof  of  t h e  theorem i s  based on t h e  f o l l o w i n g  
Lemrna. The o r t h o g o n a l  complement 11 o Ht  i n  HU t o  t h e  subspace  
u  
Ht, t < u ,  i s  a  l i n e a r  c l o s u r e  of  v a r i a b l e s  
where ht f Ht and  
(1  a r e  i n d i c a t o r s  o f  t h e  e v e n t s  
Ak 
Indeed  t h e  s u b s p a c e  HU c o i n c i d e s  w i t h  t h e  l i n e a r  c l o s u r e  
of  e l e m e n t s  
(where Ak a r e  t h e  e v e n t s  o f  t h e  t y p e  Ak = { x  ( tk) E Bk} ; 
t l  < " ' <  < t )  t o g e t h e r  w i t h  e l e m e n t s  o f  t y p e  ( 1 3 ) ,  and t h e  tn  - 
l a s t  a r e  o b v i o u s l y  o r t h o g o n a l  t o  t h e  s u b s p a c e  H t .  
AS was a c t u a l l y  shown i n  t h e  c a s e  of a  s t o c h a s t i c a l l y  con-  
t i n u o u s  p r o c e s s  by t h e  p r o o f  o f  t h e  e q u a t i o n  ( l l ) ,  a n y  e v e n t  
c a n  b e  app rox ima ted  by t h e  e v e n t  
and t h e r e f o r e  any  e l e m e n t  h  o f  t y p e  ( 1 3 )  c a n  b e  a p p r o x i m a t e d  
by a  s i m i l a r  e l e m e n t  h '  which i s  o b t a i n e d  from h  by t h e  s u b s t i t u t i o n  
o f  t h e  second  f a c t o r :  
Thus any e l e m e n t  h  t+o f rom t h e  o r t h o g o n a l  complement H t + o Q  ijt 
in H t + o  t o  t h e  s u b s p a c e  H t  as  a n  e l e m e n t  o f  t h e  s u b s p a c e  H = H t  u  
c a n  b e  a p p r o x i m a t e d  by t h e  l i n e a r  c o m b i n a t i o n  o f  t h e  p r o p e r  
e l e m e n t s  h ' .  A c c o r d i n g  t o  t h e  lemma t h e y  b e l o n g  t o  t h e  s u b s p a c e s  
H u Q H t + & ,  s o  t h e y  are  o r t h o g o n a l  t o  Ht+o  C H t + & .  Because  t h e  e l e m e n t  
h t + o  b e l o n g s  t o  Ht+o w e  c o n c l u d e  t h a t  ht+o = 0 and  t h u s  Ht+o = H t .  
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