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Introduction
Time dependent density functional theory (TDDFT) [1] is a convenient and often quite accurate method for the study of (low lying) electronic excited states in small to medium size molecular systems [2] . In several situations it affords quality in transition energies which is far superior to virtual-occupied Kohn-Sham (KS) state energy differences, and not unusually comparable to higher level ab initio methods or even experiment. The application of TDDFT to a growing number of systems of chemical interest has however unveiled a number of rather severe limitations, as in the treatment of radicals [3] and diradicals [4] , diatomic molecules approaching the dissociation regime [5] , transitions involving extended p states [6] and charge transfer (CT) excitations between molecules [7] .
Such shortcomings should be attributed to unavoidable approximations introduced in actual implementations, rather than to intrinsic deficiencies of the TDDFT formalism. At least two fundamental quantities in TDDFT cannot be expressed without recurring to some approximate form: (a) the (local) exchange-correlation potential v xc describing ground state correlations in the electron motion; (b) the nonlocal exchange-correlation kernel f rs (r,r 0 ), accounting for the many-body relaxation of the electronic medium upon excitation and, possibly, for the screened particle-hole pair interaction. Good approximations for v xc are essential in describing excitations in finite systems, and refinements in v xc alone are likely to result in more accurate excitation energies, f rs (r,r 0 ) often playing only a secondary role. The situation is somehow reversed in the condensed phase, where it is the reliability of f rs (r,r 0 ) (even combined with very simple approximations to v xc ) which is the main condition for a satisfactory description of features like exciton peaks in the absorption spectrum of semiconductors and insulators [8] . Molecules in solution belong to a class which is intermediate between gas phase systems, characterised by transitions between states more or less localised in the same small region of space, and condensed phase (crystalline) systems, in which collective excitations between delocalised electronic states often dominate the optical response of the sample. One or the other limiting situations may be representative of the actual electronic structure of a solvated molecule depending on the degree of chemical interaction (orbital mixing) between solute and solvent states. As a prototypical case study of the weak solute/solvent electronic coupling limit, we have recently analysed in detail the finite temperature absorption spectrum of acetone in water [9] . This system has often been used as a model for the effect of solvation on intra-molecular valence transitions (see e.g. [10] , for aqueous formamide see [11] ). Consistent with the molecular nature of these excitations, the solvatochromic shift of the n fi p * band can be reproduced within the QM/ MM approximation taking into account only electrostatic interactions with solvent molecules [12] . The result we obtained for this shift applying (adiabatic) time dependent density functional response methods to the electronic structure of the full extended system (solute + solvent) was also in good agreement with experiment [9] . These calculations were based on the usual adiabatic approximation at the GGA (BLYP) level of theory.
Our main concern in the previous study, and again in the present work, are the complications encountered when the solvent molecules are treated in the same approximation. These complications arise from degeneracies in the spectrum of Kohn-Sham (KS) energy levels [9] . The carbonyl n level of aqueous acetone is located near the upper edge of the valence band (VB) of the solvent, which consists of linear combinations of water n states. Similarly the p * energy was found nearly to coincide with the solvent LUMO which, for small sample size (30-60 molecules), is a semi localised state set apart from the conduction band (CB) of liquid water. These degeneracies give rise to CT excitations between solute and solvent molecules in the zero order (uncoupled) spectrum which appear at the same frequency as the n fi p * solute band. Several of these spurious transitions persist in the GGA based response calculations. The degeneracy of the two virtual orbitals is most likely accidental, and related to the underestimation of the band gap in insulators as computed using GGA functionals. This suggests that the resonance with the corresponding solute fi solvent CT excitations can be removed by improvements in the self consistent potential. The degeneracy of the occupied non-nonbonding (n) states, on the other hand, is intrinsic and characteristic of the chemistry of the molecules involved. The problem of the solvent fi solute CT transition can therefore only be addressed at the level of the response kernel.
Owing to the negligible degree of mixing between the solute n and p * KS orbitals with solvent states, we were able to assign all relevant transitions and thus isolate the n fi p * transition peak from other low energy features. Approaching the Ôcondensed phaseÕ limit (strong solute/solvent orbital interaction) such a posteriori analysis of the calculated spectral profile would, however, rapidly become unattainable and a more fundamental approach to the CT problem in molecular solutions is needed. It can be expected that this situation is common to a large number of optically active solutes. The acetone in water system is therefore also from this (theoretical) perspective an instructive model system.
The failure of TDDFT in estimating CT excitation energies has been addressed in a recent publication by Dreuw et al. [7] , and possible means by which such a limitation may be overcome in calculations on gas phase molecular systems indicated. The argument in [7] shows that within the adiabatic approximation (and with GGA type, i.e., local exchange-correlation kernels) a suitable approximate treatment of long-range CT transitions can be accomplished through the inclusion of a fraction of exact (Hartree-Fock) exchange in the solution of the TDDFT equations, as in conventional hybrid exchangecorrelation functionals for ground state calculations. In this Letter, we asses the applicability of similar ideas to a solvated molecular system. We demonstrate that hybrid TDDFT is indeed able to cure several of the above mentioned deficiencies of BLYP (and, presumably, of other conventional gradient corrected functionals). In particular, we prove that the large underestimate in the energy of electronic transitions involving states with significant solvent character is (at least partially) corrected by exact exchange TDDFT. The intramolecular n fi p * transition energy is predicted to very good accuracy, as for pure density functionals. We also address the effects of finite temperature solvent relaxation on the solute absorption, which allows us to establish a direct link with available experimental data for transition energies, intensities and the n fi p * solvent shift.
Computational details
Under the simplifying assumption of real KS orbitals (a condition which can always be enforced in calculations involving finite systems, and in periodic systems treated within the super-cell approximation [13] ), excitation energies in TDDFT are obtained through the solution of a non-Hermitian eigenvalue problem of the form [7, 14, 15] 
The eigenvalues x I of this equation are the transition energies, and the eigenvectors X I and Y I yield the corresponding transition intensities [9] . In the most general case of a hybrid (i.e. including a fraction c HF of Hartree-Fock-exchange) ground state exchange-correlation functional, the elements of the matrices A and B are formally written as [7] 
where 
with energies a,b(i,j) and Greek indices indicate spin variables. As is common practice in quantum chemical calculations, the nonlocal kernel is approximated by a local form
For transitions between disjoint states (/ i (r) * / a (r) . 0), and under the assumption (5), the matrix elements (2) and (3) reduce to
i.e., the TDDFT shift in KS transition energies corresponds to the classical Coulomb attraction between the particle and hole distributions, and depends on their degree of localisation (note that Eqs. (6) and (7) follow even for non-local kernels f rs (r,r 0 ) provided the non-locality is a well behaved integrable function of position). This correction is largest for localised states and decreases with the reciprocal of the particle-hole distance. This implies that particle and hole remain undressed when the time dependent correction is applied in the limit of large separations unless some Hartree-Fock exchange is included. The first term on the r.h.s. in (6) corresponds to the difference between electron affinity and ionisation potential for the neutral system(see however [16] ). For molecular systems this contribution to the excitation energy is severely overestimated in Hartree-Fock theory, and, to a lesser extent, in hybrid Hartree-Fock/ density-functional approaches.
The work presented in this Letter, is based on an implementation of the above formalism using a plane-wave basis set, as described in [9, 17] . Gas-phase acetone was modelled within the super-cell approximation using a periodically repeated cell of size a = 10.5835 Å . For the solvated molecule we used a cell of size a = 8.0120 Å containing one acetone and 14 water molecules. Car-Parrinello [18] molecular dynamics simulations at 298 K were performed at the BLYP level of theory. We used the ab initio molecular dynamics package CPMD [19] . KS eigenvectors were expanded in planewaves up to a kinetic energy cutoff of 81 Ry. Standard normconserving Troullier-Martins BLYP pseudopotentials were used in all calculations. A constant background charge was added to avoid the G = 0 divergence in the exchange potentials (for a technical review see [20] ). The TDDFT equations were solved within the Tamm-Dancoff approximation [21] .
Results and discussion

Features of BLYP, B3LYP and PBE0 absorption spectra
The changes in the absorption profile of the solvated molecule brought about by the use of hybrid functionals are represented in Fig. 1 . All three spectra were obtained based on the same atomic configuration, extracted from a room temperature Car-Parrinello trajectory. The BLYP result is consistent with the findings of Bernasconi et al. [9] . The non vanishing oscillator strength associated with the n fi p * transition is explained by the breaking of molecular symmetry caused by finite temperature effects and interaction with the solvent environment. Its absolute value compares favourably with experimental estimates (Table 1 ). The small residual transition intensity observed in the optimised molecular structure is likely to arise from asymmetries introduced by the unconstrained optimisation or spurious interactions between molecular units in neighbouring supercells. The two hybrid functionals (middle and lower panel) do not modify substantially the position of the n fi p * peak and its absolute intensity. Transitions involving states with large solvent character estimated through B3LYP and PBE0 do however appear at much higher energies compared to BLYP, and well separated from the n fi p * peak. The lowest of such excitations, involving several solvent molecules, approach energies comparable to the onset of the optical absorption in liquid water (6-6.5 eV [22] ).
In Fig. 2 we compare the effect of the TDDFT correction on the KS energy differences for the three functionals. The two hybrid functionals yield KS energy differences which are rather close to each other and $1 eV higher than the BLYP estimates. The n fi p * gap falls at 5.321 eV with B3LYP and 5.522 eV with PBE0. Both values are $1 eV higher than the BLYP one, which, disregarding thermal relaxation effects, is in reasonable agreement with the experimental estimate (4.5-4.7 eV [23] [24] [25] [26] ). The time dependent correction is modest and positive for all transitions in BLYP, whereas marked selectivity is apparent in the two hybrid functionals. In particular, the n fi p * transition energy is shifted downwards by about 1 eV, bringing it into agreement with the BLYP value to within 0.1 eV. Other transitions are again only modestly blue-shifted.
The time dependent response correction to the n fi p * KS energy difference is dominated by the particle-hole attraction term, with only small contributions arising from the Hartree and exchange-correlation relaxation (second and fourth term on r.h.s. of Eq. (2)). In BLYP (c HF = 0) these are the only non-zero terms, and they combine to bring about an overall shift of + 0.03 eV. This value is negligible compared to the nÀp * KS energy difference (4.591 eV). In B3LYP and PBE0 the situation is reversed, and the overall shifts (À0.768 and À0.982 eV, respectively) are substantial, not withstanding the (largely overestimated) nÀp * KS energy differences (5.321 and 5.522 eV).
These findings should be compared to the results of analogous calculations performed on an acetone molecule (optimised geometry) in the gas phase (see Table  1 ), for which we computed a time dependent shift in n fi p * transition energy of +0.155 eV ðwith x TD n!p Ã ¼ 4:265 eVÞ in the case of BLYP and À1.328 eV ðx TD n!p Ã ¼ 4:413 eVÞ in the case of PBE0. The increase in the BLYP shift compared to the solvated molecule is attributable to the larger relative importance of the Hartree relaxation in the finite system [8] . The same effect, which brings about a positive term in the time dependent energy correction, partially cancelling the negative contribution from the particle-hole attraction, Table 1 TDDFT BLYP and PBE0 n fi p * transition energy x TD n ! p Ã and intensity f in gas phase and solvated acetone System BLYP PBE0 Exp. is likely to be responsible for the difference between the overall negative PBE0 shift in the solvated compared to the free molecule. In contrast, the energy shift of transitions involving delocalised solvent states is essentially independent of the exchange-correlation functional, and it is always small and positive: mean time dependent shifts are 0.04 eV (BLYP), 0.07 eV (B3LYP) and 0.09 eV (PBE0). This is a consequence of the fact that the exact exchange related particle-hole attraction vanishes when one or both states become delocalised with a small Hartree contribution remaining in all functionals. Overall the final energy of such transitions is therefore largely determined by the KS eigenvalue energies alone.
Finite temperature spectrum and n fi p * solvatochromic shift
We compare in Fig. 3 the PBE0 absorption spectrum of solvated acetone (including only the five lowest excitations) and a gas-phase acetone molecule (including only the n fi p * transition), obtained from Car-Parrinello simulations at 298 K. The overall simulation times were 4 and 6 ps for the solvated and gas phase molecule, respectively. The procedure for the calculation of spectral profiles from a finite temperature simulation has been detailed elsewhere [9] . The separation between n fi p * and solvent transitions is again evident, though the large thermal broadening ($1 eV) is sufficient to bring about detectable though very small overlap between the respective bands in the spectrum. We emphasise nonetheless that the separation of features attributable to one or the other class of transitions is now achieved without the additional cost of detailed assignments as was necessary for the BLYP case described in [9] .
An overall blue-shift of the n fi p * transition band in the solvated molecule is apparent w.r.t. the gas phase system. The mean transition energy can be estimated from the spectral profile through
where the sums run over instantaneous ion configurations i, and N c = 50 for gas phase acetone and N c = 40 for the solution. We computed an absolute transition energy hx Table 1 ). This value is in excellent agreement with experimental estimates, within the range 0.19 eV [23] to 0.21 eV [24] [25] [26] , and with recent theoretical (BLYP-TDDFT) values 0.19 eV [9] and 0.25 eV [12] .
The n fi p * oscillator strength appears to be largely enhanced upon solvation. For the gas phase molecule we computed a mean transition intensity hf gp n!p Ã i ¼ 2:98 Â 10 À4 which compares satisfactorily with experiment (f . 4 · 10 À4 [23] ). The corresponding value for the solvated molecule is hf
Experimental studies [23] point toward a 50% increase in oscillator strength wrt gas phase molecule, which would yield a value f . 6 · 10 À4 . The overestimate in our results is most likely to be caused by finite size effects. The accuracy in transition intensities within our approach is related to the error in the calculation of the dipole moment per unit cell through a single (C) point Berry phase fase formula, which is of the order of a À2 [9] and twice as large in the solution as it is the gas phase (within the super-cell approximation) molecule. The short sampling time and small number of solvent molecules within the unit cell may constitute additional sources of error, and simulation of larger samples is at present beyond reach (see discussion at the end of the following section). Overall the experimental trend in passing from the gas phase to the solvated molecule is nonetheless reproduced, at least semi-quantitatively. ) /au Fig. 3 . TDDFT-PBE0 electronic absorption spectrum of acetone in solution (including 5 lowest excitations) and in the gas phase, computed at T = 298 K. The main panel represent a detail of the low energy tail of the spectrum, a larger portion of which is shown in the inset. A Gaussian smearing of standard deviation r = 0.025 eV has been added in the plots. Spectral features arising solely from the n fi p * transition in the solvated molecule (thick continuous line) are distinguished from the total solution absorption profile (thin line) which also includes a few low energy excitations to solvent states. The dashed line indicates the n fi p * transition band in the gas phase molecule. The vertical arrows mark the time-averaged n fi p * transition energy in the gas phase molecule (dashed) and in solution (continuous), from which the n fi p * solvatochromic shift can be estimated.
Conclusion
TDDFT calculations of the solvent shift in the acetone n fi p * transition using different approximations for the ground state exchange-correlation functional (BLYP, B3LYP, PBE0) have been described. Despite the good agreement of all functionals in predicting absolute transition energy and intensity in the gas phase molecule, a clear cut separation in energy of n fi p * and solvent (CT) transitions in solution is only achieved through the use of the hybrid functionals, with similar results in the two cases. This is related to the peculiarly large and negative response correction to the nÀp * KS energy difference, which compensates almost completely the large up-shift in the KS virtual states in B3LYP and PBE0 compared to BLYP. Such an increase of orbital energy is also observed for all virtual KS states. The particle hole term of Eq. (6) is however nearly negligible for states localised on different molecules (solute or solvent). As a consequence CT transition energies remain unchanged compared to the corresponding KS energy differences. Ultimately this results in the CT and intramolecular transitions being well separated in the TDDFT spectrum.
We computed the full absorption spectrum of the solvated molecule at the PBE0 level, and estimated a solvent shift which is in excellent agreement with available experimental and theoretical estimates. A transition intensity increase upon solvation is also observed, consistent with experiment. To our knowledge, this is the first fully ab initio direct description of such phenomenon in the condensed phase. This result comes, however, at a considerable computational price within our current implementation based on a plane-wave basis set. Adoption of exact exchange orbital functionals in this scheme results in an increase in overall computation time of up to two orders of magnitude compared to analogous calculations carried out using pure (gradient corrected) density functionals. The high added computational cost is due to the large number of Fourier transform operations, one for each overlap of a pair of orbitals, compared to the number of operations needed for regular GGAs which is linear in the number of orbitals (for more details see [20] ). As an indication, the average CPU time per step in the iterative Davidson diagonalisation of the TDDFT matrix for the acetonewater system (including only the five lowest-energy excitations) is 9.2 s with BLYP and 3799.9 s with B3LYP for optimised parallel execution on 8 processor Linux Alpha cluster. The main purpose of the present study was analysis of the effect of exchange in a condensed molecular systems for which our plane wave approach, though expensive, was adequate. However, while some reduction of the computational cost can be achieved, it is difficult to see how a plane wave implementation of exact exchange can compete with localized basis set methods, and it is therefore not recommended.
