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EXACT AND ASYMPTOTIC SYNCHRONIZATION OF A NEW
WEAKLY COUPLED MAPS SYSTEM
Se´bastien He´naff, Ina Taralova and Rene´ Lozi ∗†
Abstract. The paper deals with the synchronization of a new sta-
tistically highly performant function firstly introduced by Lozi. The
synchronization is reached via observers which reconstruct all the
states of the original system, using only a partial information of it.
The map has been rewritten as a piece-wise affine one, which allows
to design two types of observers: an exact (dead-beat) observer, and
an asymptotic observer. Both observers have been analysed and
compared; the dead-beat observer guarantees an exact convergence;
however, synchronization can not be preserved in an autonomous
regime (if the observer is switched off), because the map is highly
chaotic, and the trajectories diverge due to the finite computer pre-
cision. The asymptotic observer is more robust in case of noise,
but the convergence is slower, and the error converges to zero only
asymptotically. In the latter case, several observers have to run in
parallel, and the criteria to select the converging one are derived.
Keywords. chaos, synchronization, discrete-time, observer,
pseudo-random generators.
1 Introduction
Chaos has recently received a growing interest in vari-
ous fields of science and engineering, and in particular,
in secure communications. Several chaotic cryptographic
schemes have been proposed since [1], [2] and can be clas-
sified in three main categories : chaotic masking, chaotic
modulation and chaotic shift keying.
In the cryptographic application, the chaotic genera-
tor must exhibit appropriate features close to those of
the pseudo-random generators. These adapted proper-
ties have been studied more precisely in [3], [4], [5].
Further researchers have then looked for finding appro-
priate systems testing different architectures : traditional
chaotic maps (for example, the logistic map, the He´non
map, the generalized He´non map) [6], piece-wise linear
map, cascaded map [7] or coupled map lattice. In order
to evaluate the features of the system, statistical tests
developed for random and pseudo-random number gen-
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erators (RNG and PRNG) can also be applied to chaotic
maps, in order to gather evidence that the map generates
”good” chaotic signals, i.e. having a considerable degree
of randomness [3] [5].
It appears that most of the maps classically used for
chaotic encryption do not pass successfully these tests,
and don’t exhibit the required features. However, most
of the papers dealing with synchronization and observer
synthesis consider precisely these kinds of maps, highly
inefficient in the context of chaotic encryption. Unlike
these models, Lozi introduced in 2008 a new ultra weakly
coupled maps system [8] to generate pseudo-random sig-
nals which exhibits very good statistical properties.
Synchronization of chaotic systems has received a great
interest since the pioneer work of Pecora and Carroll [9]
and its application to secure communications attracted
lots of works. There are two ways of achieving synchro-
nization: it can be done by the inverse system [10] or by
applying observers [11] [12]. Observers allows to recon-
struct all the states of a system only with few components
of it as shows figure 1. An overview of observers in the
case of secure communications process is avaible in [13]
Figure 1: Observer
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Our previous works on the new weakly coupled map
function introduced by Lozi in 2008 [8] demonstrated its
excellent statistical and spectral properties [14]; two kinds
of observers have been proposed for the synchronization
of the system: an inverse lag, and an exact observer. The
latter consisted of 16 sub-observers which had to run in
parallel in order to guarantee the exact convergence of
one of them.
In comparison with these works, the present paper
deepens and completes the previous results on exact ob-
servers, in particular by taking into account and exploit-
ing the degrees of freedom in the choice of the observation
matrices. The implementation issue related to the finite
machine precision and its impact on the exact synchro-
nization in the case of hyperchaotic maps is also discussed.
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In addition, this paper presents also the novel analyti-
cal and numerical results of the asymptotic synchroniza-
tion of the weakly coupled map system. Indeed, the exact
observers fail in the case of applications when (different
kinds of) noise exist and has to be taken into account, but
this problem can be successfully dealt with by the design
of asymptotic observers.
This paper is organised as follows: after the presenta-
tion of the position of the problem in section two, section
three analyses the observability of the system under con-
sideration. Two types of observers are then designed in
section four for exact convergence and asymptotic conver-
gence. The problem of numerical synchronization is also
discussed. A concluding section ends the paper.
2 Position of the problem
Lozi recently introduced a hyper chaotic system which
generates signal with statistical features [8] competitive
with the classical RNG. The aim of this work concerns the
design of an observer of this particular system. Some pre-
liminary results are available in [15]. A particular design
of observers for the exact convergence is also available
in [14]. This paper expands the previous results on exact
observers analysis and deals with an additional problem:
the asymptotic convergence and implementation aspects.
The system under consideration presented in [8] is com-
posed by a chaotic weakly coupled map. The N -th order
function f can be written as:
x(n+ 1) = f(x(n)) = A Λ(x(n))
with x(n) = (x1(n), x2(n), . . . , xN (n))
where A is a NxN matrix defined by:
A = Aa +Ab
Aa =


ǫ1
ǫ2
...
ǫN

( 1 1 . . . 1 )
Ab = (N − 1)


ǫ1 0 . . . 0
0 ǫ2 . . . 0
...
...
. . .
...
0 0 . . . ǫN


and Λ is the tent function applied to each component
of x ∈ [−1; 1]N :
Λ(x(n)) =


Λ(x1(n))
Λ(x2(n))
...
Λ(xN (n))


Λ(x) =
{
2x+ 1 if x < 0
−2x+ 1 else
ǫi are positive parameters smaller than 1/(n− 1).
Since the function is piece-wise affine, it can be rewrit-
ten under a matrix form, by rewriting the tent map. For
the second order, the general system f is then governed
by :
x(n+ 1) = 2Aix(n) +B
where matrix Ai can take four possible values according
to the regions of definition:
Ai =


A1 if x ∈ [0; 1]2
A2 if x ∈ [−1; 0]× [0; 1]
A3 if x ∈ [−1; 0]2
A4 if x ∈ [0; 1]× [−1; 0]
A1 =
( −(1− ǫ1) −ǫ1
−ǫ2 −(1− ǫ2)
)
A2 =
(
1− ǫ1 −ǫ1
ǫ2 −(1− ǫ2)
)
A3 =
(
1− ǫ1 ǫ1
ǫ2 1− ǫ2
)
A4 =
( −(1− ǫ1) ǫ1
−ǫ2 1− ǫ2
)
B =
(
1
1
)
Then, the output is defined by:{
x(n+ 1) = f(x(n))
y(n) = Cx(n)
with C =
(
1 0
)
3 Observability
Observers allow the reconstruction of the evolution of a
multi-component state thanks to a partial information,
the output signal. But not all systems allow the realisa-
tion of this process: it must exhibit some particular fea-
tures which are studied in detail by observability. It can
be divided into two classes: global observability and local
one. Global observability ensures that a given output de-
scribes only one internal state whereas local observability
indicates that two closed states can be distinguished by
the output.
3.1 Second order system
Local observability of the second order system has been
studied in [14]. As we shall need it further on, the result
is recalled here. An affine system can be written as :{
x(n+ 1) = f(x(n)) = A.x(n) +B
y(n) = Cx(n)
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The function is piece-wise affine, then the matrix A can
be re-written in a generic form by:
An =
(
(1− ǫ1)s10 ǫ1s20
ǫ2s10 (1− ǫ2)s20
)
where
sij =
{
2 if xi(j) < 0
−2 else
A second order affine system is observable if its observ-
ability matrix is a full-rank one :
O =
(
C
CA
)
Here, the system is piece-wise affine, therefore the observ-
ability matrix shall be different according to the region
to which belongs the system state. It is equal to:
O =
(
1 0
2(1− ǫ1)s10 2ǫ1s10
)
which is full-rank since ǫ1 > 0 from the definition of the
system. Therefore, the system is locally observable for
all parameters and for all states, which is not the case of
all systems. For example, the third order system is not
locally observable for all configurations.
3.2 Third order system
A second order system needs the use of at least two iter-
ations to determine weather this system is observable or
not. Equivalently, at least, three iterations are necessary
for a three order system. The observability matrix is:
O =

 CCA
CA2


The third order system is defined by the equation:
 x1(n+ j + 1)x2(n+ j + 1)
x3(n+ j + 1)

 = Aj

 x1(n+ j)x2(n+ j)
x3(n+ j)

+

 11
1


with:
Aj =

 (1− 2ǫ1)s1j ǫ1s2j ǫ1s3jǫ2s1j (1− 2ǫ2)s2j ǫ2s3j
ǫ2s1j ǫ2s2j (1− 2ǫ2)s3j


By replacing these values, it comes:
O =

 1 0 0(1− 2ǫ1)s10 ǫ1s20 ǫ1s30
as11 bǫ1s21 cǫ1s31


with 

a = (1− 2ǫ1)2s10 + ǫ1(ǫ2s20 + ǫ3s30)
b = s10(1− 2ǫ1) + s20(1− 2ǫ2) + ǫ3s30
c = s10(1− 2ǫ1) + ǫ2s20 + s30(1− 2ǫ3)
Out of singularity parameter region, that means
ǫ2 6= ǫ3, 3ǫ2 + 3ǫ3 6= 4ǫ1 and 4ǫ1 + 3ǫ2 + 3ǫ3 6= 4, this
matrix is a full rank one for all possible sij . Then, the
system is globally observable for all states in the whole
phase plane if the parameter combination respects the
above conditions.
4 Observer analysis
The aim of an observer is to recover a complete dynamics
evolution thanks to a partial information only.
Since the considered system is piece-wise affine, the
present section designs a piece-wise linear observer which
would synchronise its dynamics with the original system
and it is suitable to apply a Luenberger observer [16].
But the application of this observer supposes that the ob-
server exactly ”knows” how the states trajectories evolve
and switch from one region to another, which is not the
case. For this reason, some criteria have to be defined
to identify the evolution of the state trajectories. But
first of all, some adapted observers would be presented
in this section, before caring out numerical applications
and dealing with the criteria for exact and asymptotic
convergence.
Before presenting the observer, the second order system
should be rewritten under an affine form on each of the
four domains where it is defined :{
x(n+ 1) = F (x(n)) = A.x(n) +B
y(n) = Cx(n)

 x(n+ 1) =
(
(1− ǫ1)s10 ǫ1s20
ǫ2s10 (1− ǫ2)s20
)
x(n) +B
y(n) =
(
1 0
)
x(n)
with B =
(
1
1
)
The Luenberger observer can be applied on a linear
system. The observer is then defined as:
xˆ(n+ 1) = Aˆxˆ(n) +B +K(Cxˆ(n)− y(n))
K is a predefined gain such that the error e, defined
by e = xˆ − x, tends to zero. Let consider xˆ(n) and x(n)
belonging to the same region of definition. In this case,
Aˆ = A and therefore,
e(n+ 1) = (A+KC)e(n)
The value of the vectorK determines the eigenvalues of
the error matrix (A+KC) and its speed of convergence:
zero eigenvalues would imply that the observer converges
in finite number of iterations whereas singular values less
than one would impose an asymptotic convergence.
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4.1 Exact or dead-beat observer
4.1.1 Analytical convergence
Hereafter, we deal with the second order system. One
can identify the values of the gain K which cancel the
eigenvalues of the matrix (A +KC) as a function of the
affine system model. In this case, since the matrix is
of second order, (A + KC)2 = 0 therefore if the system
states x and its estimates xˆ belong to the same region
of the state space twice consecutively, the estimate shall
synchronise with the original system in two steps.
This will ensure that if the dynamics falls into the same
region twice consecutively, then the convergence is guar-
anteed. However, the observer should also synchronise
when the state trajectories switch from one region of def-
inition to another. The solution of vectors K that satisfy
the synchronization has been found previously in [14]: for
all (i1, i2) ∈ J1; 4K, there exist infinite vectorsKj1 andKj2
such that (Ai1 +Kj1C)(Ai2 +Kj2C) = 0. For example,
for i1 = i2 = 1, a formal resolution of the equation led to
the following result:
Ki1 =
(
2(2− ǫ1 − ǫ2)
−2 1−2ǫ2+ǫ22+ǫ1ǫ2
ǫ1
)
Ki2 =
(
p
−2+p+2ǫ1+2ǫ2−pǫ2
ǫ1
)
for x(n) ∈ [0; 1]2 and x(n+ 1) ∈ [0; 1]2
where p is a number arbitrarily chosen. In this paper, we
go in-depth and enhance the previous studies on exact
convergence, which did not consider the degree of freedom
in the choice of K. Here, this degree of freedom shall be
exploited as shown in the following section.
4.1.2 Implementation aspects
The previous development allows to synchronise exactly
the states of the autonomous system in two iterations.
This can be obtained by an ideal system but it is known
that all processors represent the numbers with a finite
precision so the calculation of an operation does not give
the exact result and this approximation would not al-
low to synchronise perfectly. This section deals with the
implementation problems and simulates numerically the
synchronization. To design the final observer, some others
are simulated to approach it step by step. All the simula-
tions are performed under the parameters: ǫ1 = 0.2 and
ǫ2 = 0.1.
Consider the autonomous piece-wise affine system:{
x(n+ 1) = f(x(n))
y(n) = Cx(n)
From the analytical results, it comes that the synchro-
nization can been achieved in two iterations, after what
both observer and original autonomous system have the
same dynamics and they evolve identically. In this first
simulation, the observer system is then designed in two
steps: the Luenberger observer is used for the two first
iterations before leaving its states evolving autonomously.
The following system is then only used for the two first
iterations.
xˆ(n+ 1) = Aˆxˆ(n) +B +K(Cxˆ(n)− y(n))
And, after being synchronised, the system runs au-
tonomously.
xˆ(n+ 1) = f(xˆ(n))
In practice, to synchronise, the previous section has
calculated all possible gains K for all possible evolu-
tion of states and it comes that sixteen observers need
to run simultaneously and generate sixteen different tra-
jectories two iterations later. But, not all of them are
necessary: indeed, the output signal y(n) = x1(n) is a
component of the state so that it brings an information
on the current belonging domain of definition of defini-
tion. On the four possible domains, only two are possi-
ble, for example, if y(n) = x1(n) > 0, then x(n) ∈ [0; 1]2
or x(n) ∈ [0; 1] × [−1; 0]. It is an input-output lineari-
sation [17]. Finally, the observer runs in parallel four
different sub-observers and one of the four generated
states converges exactly to the same dynamics as the au-
tonomous one in two iterations. To identify it, it is pos-
sible to compare both outputs yˆ and y, the one that is
identical is the sub-observer that has converged.
Figure 2 shows the evolution the states, only the con-
vergent sub-observer is represented. In two iterations,
both systems have the same internal states and evolve
identically.
0 5 10 15 20
−1
−0.5
0
0.5
1
Figure 2: evolution of the output y and yˆ - exact syn-
chronisation
The error dynamics e = xˆ − x is reported figure 3. In
two iterations, the quadratic error does not cancel but
only falls to 10−15 due to the finite precision of the com-
puter. The system is chaotic and therefore sensitive to
initial conditions, so the trajectories of two states ini-
tialised as close as wanted to each other would diverge
exponentially. That is why, the residual error increases
exponentially according to the Lyapunov exponents val-
ues until stabilizing to 1, which is the size of the chaotic
attractor.
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Figure 3: evolution of the quadratic error - synchroniza-
tion only in the two first iterations (observer switched off
after)
As a result, an initial synchronization is not sufficient
to ensure its synchronization in time. This paragraph in-
vestigates the possibility of synchronising all the time. To
do so, the convergence of the error during more than two
iterations is considered. For example, in three iterations,
e(3) = (Ai2 +Kj2C)(Ai1 +Kj1C)(Ai0 +Kj0C)e(0)
The value of the vectors K must be chosen such that:{
(Ai1 +Kj1C)(Ai0 +Kj0C) = 0(Ai2 +Kj2C)(Ai1 +Kj1C) = 0
The choice of any particular gains combination for the
resolution of the first equation fixes both Kj0 and Kj1.
Then, as Kj1 is fixed, Kj2 must be chosen such that the
second equation is satisfied if it is possible and so on...
But the simplest solution of the system of equations is
obtained if the vector Kjn depends only on the associ-
ated matrix Ain. In other words, we are looking for the
existence of vectors Ki such that for all possible i and j,
(Ai +KiC)(Aj +KjC) = 0. It is possible to have such a
solution by loosing the degree of freedom p of the results
given in the previous section. By calculating it, it comes
the following gains:
K1 = 2
(
(2− ǫ1 − ǫ2)
1−2ǫ2+ǫ
2
2
+ǫ1ǫ2
ǫ1
)
K2 = 2
(
(ǫ1 − ǫ2)
1−2ǫ2+ǫ
2
2
−ǫ1ǫ2
ǫ1
)
K3 = −2
(
(2− ǫ1 − ǫ2)
1−2ǫ2+ǫ
2
2
+ǫ1ǫ2
ǫ1
)
K4 = −2
(
(ǫ1 − ǫ2)
1−2ǫ2+ǫ
2
2
−ǫ1ǫ2
ǫ1
)
These vectors are defined such that
∀(i, j) ∈ {1; 4}2, (Ai +KiC)(Aj +KjC) = 0
The reconstruction of the states of the original system
would be composed by a simpler algorithm than the one
needed by the vectors defined before. A simulation of
such results has been performed and the evolution of the
quadratic error is reported in figure 4. Its value is re-
lated to the precision of the computer. On the contrary
to the first simulation, this one keeps both systems syn-
chronised.
0 10 20 30 40 50 60 70 80
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Figure 4: evolution of the reconstruction error - perpetual
synchronisation
4.2 Asymptotic observer
Instead of using the exact convergence, it is also possi-
ble to converge asymptotically by positioning the singular
values of the error matrix less than one to ensure its con-
vergence to zero but greater than zero for the asymptotic
aspect. This section analyses both cases of one iteration
matrix and two iteration matrix.
4.2.1 Asymptotic convergence in one step
Let consider the following system:
 x(n+ 1) = 2Aix(n) +
(
1
1
)
y(n) =
(
1 0
)
x(n)
where Ai is one of the four matrices defined in section
two. It is worth noting that the value of the output y can
be an indicator of the value of the matrix A as for exact
convergence: {
y(n) ≥ 0⇒ Ai ∈ {A1;A4}
y(n) < 0⇒ Ai ∈ {A2;A3}
The aim of the following is to construct an observer
which converges asymptotically to the states of the orig-
inal system.
The global system (original system and observer) is de-
fined by:

x(n+ 1) = 2Aix(n) +
(
1
1
)
xˆ(n+ 1) = 2Aˆixˆ(n) +
(
1
1
)
+K(yˆ(n)− y(n))
y(n) =
(
1 0
)
x(n)
yˆ(n) =
(
1 0
)
xˆ(n)
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where the matrices Ai and Aˆi are respectively determined
by the values of the states x(n) and xˆ(n). The error of
the dynamics is then given by:
e(n+ 1) = xˆ(n+ 1)− x(n+ 1)
e(n+ 1) = 2Aˆixˆ(n)− 2Aix(n) +KCe(n)
If Aˆi = Ai, then,
e(n+ 1) = (2Ai +KC)e(n)
The asymptotic convergence can be obtained by placing
both singular values of (2Ai+KC) less than 1. The norm
of the error would then asymptotically decrease to zero.
The formal calculation of the minimum of the singular
values gives that it is obtained for the parameter combi-
nation ǫ1 = ǫ2 = 0.5. Both singular values of (2Ai+KC)
are then equal to 0 and 2 for K = (1 1)t.
So one singular vector is compressed to zero while the
second singular vector increases twice its norm under the
matrix (2Ai +KC), thus for any parameter combination
and for any gain K, it is impossible to have both singular
values less than one. The asymptotic convergence cannot
be reached in this way.
4.2.2 Asymptotic convergence in two steps
An alternative approach consists in considering the sys-
tem under two iterations. The evolution of the error is
still governed by the equations:
e(n+ 2) = (2Ai(n+ 1) +K1C)(2Ai(n) +K2C)e(n)
As before, an asymptotic convergence can be obtained by
placing both singular values of the matrix
(2Ai(n + 1) + K1C)(2Ai(n) + K2C) less than 1. The
smallest singular values are zero - that is also what has
been tuned for the exact convergence.
It is possible to find an instance of gains K1 and
K2 such that both singular values of (2Ai(n + 1) +
K1C)(2Ai(n) +K2C) are less than one and also for the
value of vectors K3 and K4 by considering the matrix
(2Ai(n+2)+K3C)(2Ai(n+1)+K4C) but all gains must
be adapted to each other: K4 must be chosen such that
K3 = K2 for guaranteeing the overall convergence of the
product of all matrices to zero. A particular numerical
solution has been found out for parameters
{ǫ1, ǫ2} = {0.2, 0.1} such that for all possible i and j, the
singular values of all matrix (2Ai+KiC)(2Aj+KjC) are
less than one. 

K1 =
(
3.45
8.35
)
K2 =
(
0.25
7.95
)
K3 =
( −3.45
−8.35
)
K4 =
( −0.25
−7.95
)
Under these values, the singular values are {0, 0.44}.
Then, in each iteration, the euclidean norm of the error
is multiplied by a factor of 0.44 maximum, that means
that the error would decrease to zero with the time.
A simulation has been performed for these values. The
evolution of both original state and observer state is re-
ported in figure 5. The evolution of the output error is
also represented figure 6. The error is converging expo-
nentially to zero so there is an asymptotic convergence
so this convergence is slower than the exact convergence
case.
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1
Figure 5: evolution of the outputs y and yˆ in the case of
asymptotic synchronization
0 10 20 30 40 50 60 70 80
10−20
10−10
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Figure 6: evolution of the error in the case of asymptotic
synchronization
These simulations have been performed assuming that
the observer knows exactly in which domain is located
the state of the original system. But this assumption is
not relevant. The following simulations do not suppose
anything about the value of the state, as it is the case for
all observation problems. The observer should consider
all possibilities of the dynamics evolution.
However, there is no need of studying all these cases.
Indeed, the transmitted output brings an information and
allows to locate the states, for example,
y(n) = x1(n) ≥ 0⇒


x(n) ∈ [0; 1]2
or
x(n) ∈ [0; 1]× [−1; 0]
The consideration of one of both domains lets the
asymptotic synchronization be done whereas the other
can increase the quadratic error. In the case of exact
synchronization, the domain that puts the estimated out-
put to the same value of the real transmitted output is
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identified as being the correct domain but in the case of
asymptotic convergence, the decreasing of the quadratic
error does not give any tendency on the evolution of the
output error yˆ(n)− y(n). In other words, all possible do-
mains of definition must be considered to be sure not to
exclude the dynamics which is synchronising. Two cases
have to be analysed per iteration so that the number of
possible states increases exponentially.
Nevertheless, a criteria can be built to restrict the num-
ber of states to be considered. Let ‖e‖ be the quadratic
error between the state to estimate and the estimation
from the observer. For all possible states,
‖e(n+ 1)‖ < λ‖e(n)‖
‖e(n)‖ < λn‖e(0)‖
where λ denotes the maximal singular value, 0.44 here.
At the initialisation, the error is smaller than√
22 + 22 = 2
√
2 since the state is in the space [−1; 1]2.
Then, ‖e(n)‖ < λn2√2 for all iterations.
And ‖yˆ(n)− y(n)‖‖Ce(n)‖ < ‖e(n)‖ < λn‖e(0)‖.
This last inequality can be exploited to identify the ob-
server which has converged to the original system. So if
the calculated output error does not satisfy this inequal-
ity, the considered domain is not the good one.
This simulation has also been performed and the evolu-
tion of the output error is represented in figure 7. There
is not only one observer state, as several crosses are plot-
ted in the figure for a same instant. The continuous curve
separates the convergence zone from the rest of the space
as the discrimination is done. Figure 8 plots the same
values but in the logarithmic scale.
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Figure 7: evolution of the output error in the case of
asymptotic synchronization and discrimination criteria
for convergence
In conclusion, both asymptotic and exact observers ex-
hibit interesting properties, and the choice between the
asymptotic and the exact one has to be done according
to the particular application. If it is in telecommunica-
tions (e.g. for a chaotic encryption), and the noise could
be assumed to be zero (i.e. already corrected by the phys-
ical layer), than an exact observer seems to be the most
suitable. On the other hand, if the application is such
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Figure 8: evolution of the output error in the case of
asymptotic synchronization and discrimination criteria
for convergence
that the system has to be robust to (different kinds of)
noise, then an asymptotic observer would be more appro-
priate.
5 Conclusion
The majority of the papers devoted to synchronization
and observer synthesis dealt with maps with poor sta-
tistical ans spectral properties. Unlike these authors, in
this work we have proposed the observers design for a
new weakly coupled and highly performant chaotic map,
which beats most of the classical random number genera-
tors. Two kinds of observers have been synthesised: and
exact - or dead-beat observer, and an asymptotic one.
The exact convergence of the dead-beat observer has been
theoretically demonstrated (e.g. two iterations for a sec-
ond order system). In addition, it has been shown that
the exact convergence is not guaranteed anymore if the
system starts to work autonomously (when the observer
is switched off), since the observation error increases up
to the size of the chaotic attractor itself. The asymptotic
observer is more robust in the case of noise, but the error
convergence to zero is slower, and only in an asymptotic
way. In the latter case, it has been shown that several
observers have to run in parallel, and the criteria to iden-
tify the one which has synchronised have been proposed.
In conclusion, both observers are performant but in a dif-
ferent way; therefore, the most appropriate one has to be
chosen according to the particular application which will
be envisaged.
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