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Abstract
We study the decay rate of a false vacuum in gauge theory at the one-loop level. We
pay particular attention to the case where the bounce consists of an arbitrary number
of scalar fields. With a multi-field bounce, which has a curved trajectory in the field
space, the mixing among the gauge fields and the scalar fields evolves along the path
of the bounce in the field space and the one-loop calculation of the vacuum decay rate
becomes complicated. We consider the one-loop contribution to the decay rate with
an arbitrary choice of the gauge parameter, and obtain a gauge invariant expression
of the vacuum decay rate. We also give proper treatments of gauge zero modes and
renormalization.ar
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1 Introduction
The decay of a false vacuum has attracted theoretical and phenomenological interests in
particle physics and cosmology. For example, in the standard model (SM) and models
beyond the SM, there may exist a vacuum whose energy density is lower than that of the
electroweak (EW) vacuum. If this is the case, the EW vacuum becomes a false vacuum and
is not absolutely stable. Thus, the longevity of the EW vacuum often provides an important
constraint on model parameters. In particular, assuming that the standard model is valid
up to the Planck scale, the EW vacuum decays within a timescale shorter than the present
cosmic age if the top-quark mass is too large or the Higgs mass is too small [1–12].#1 In
addition, the decay of the false vacuum is also important for the studies of phase transitions
in cosmological history, which may be related to inflation or the baryon asymmetry of the
Universe. Thus, the precise calculation of the decay rate of the false vacuum is of great
importance.
The calculation of a vacuum decay rate has been formulated in [27, 28], where the field
configuration called the bounce plays a central role. The bounce is a saddle-point solution of
the Euclidean equation of motion, which dominates the path integral for the decay process
of the false vacuum. With the bounce configuration being given, the decay rate of a vacuum
in unit volume is expressed as
γ = Ae−B, (1.1)
where B is the action of the bounce and A contains the effects of the quantum corrections to
the action. At the one-loop level, A is obtained by evaluating the functional determinants
of the fluctuation operators around the false vacuum and those around the bounce. For the
precise determination of a vacuum decay rate, the calculation of A is necessary not only
because it fixes the overall factor but also because it cancels out the renormalization scale
dependence of B at the one-loop level [29].
If scalar fields responsible for the bounce couple to the gauge fields, the gauge invariance
of the prefactor A is non-trivial because, in such a case, the fluctuation operator generally
depends on the gauge-fixing parameter (which we call ξ). On the other hand, the decay
rate of the false vacuum should be independent of ξ because the effective action is gauge
independent at its extrema [30,31]. In [32,33], a manifestly gauge-invariant expression of the
decay rate has been obtained for the case where the bounce consists of a single field (single-
field bounce). In addition, in gauge theory, there exists another difficulty especially when
a gauge symmetry preserved in the false vacuum is broken by the bounce configuration. In
such a case, there appears a flat direction of the action corresponding to the global part of
the gauge symmetry; it can be seen as a gauge zero mode in the calculation of the functional
determinant. Since the fluctuation toward such a flat direction cannot be treated with the
saddle point method in the path integral, we need special treatment; a correct prescription for
the gauge zero mode has been developed for the single-field bounce [33]. The prescriptions to
#1For discussion of the absolute stability of the EW vacuum in the SM, see [13–26].
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calculate the decay rate of false vacuum given in [32,33] are essential to perform a complete
one-loop calculation of the decay rate of the EW vacuum in the SM [10–12], which update
the previous result [1]. In addition, they are also applied to models beyond the SM [12,34].#2
In this paper, we extend the results of [32, 33] to the case where the bounce consists of
more than one field (multi-field bounce). We give a prescription to obtain a gauge-invariant
expression of the vacuum decay rate, adopting two different gauge-fixing conditions; one is
the Fermi gauge and the other is the background gauge. In the Fermi gauge, the treatment
of the gauge zero mode can be understood easily, but the numerical calculation becomes
difficult due to a severe cancellation. On the other hand, in the background gauge, the
treatment of the gauge zero mode is complicated, but the numerical calculation becomes
easier because of better behavior of fluctuation operators. Thus, we give a prescription to
convert the result in the background gauge to that in the Fermi gauge which is guaranteed
to be gauge invariant.
This paper is organized as follows. In Section 2, we explain our basic setup for the
calculation of the vacuum decay rate. We show that the vacuum decay rate (in particular,
the prefactor A) can be expressed by using solutions of a set of differential equations. In
Section 3, we provide a decomposition of the solutions. In Section 4, we construct a set
of solutions and calculate their asymptotic behavior, which is needed for the evaluation ofA. In Section 5, we provide a general method to treat the zero modes and apply it to the
zero modes in association with the gauge and the translational symmetries. In Section 6,
we summarize the analytic results. In Section 7, issues related to the renormalization are
discussed. Section 8 is devoted to conclusions and discussion.
2 Setup and Formulation
2.1 Lagrangian and bounce
We consider a Euclidean four-dimensional gauge theory with a direct-product gauge group,
G. We concentrate on the contributions from scalar fields and gauge fields; the effects of
fermions, if they exist, can be taken into account separately. The Lagrangian is given by
LE = 1
4
F aµνF
a
µν + 12(Dµφ)i(Dµφ)i + V (φ) +L(GF) +L(ghost), (2.1)
where V is a scalar potential, while L(GF) and L(ghost) include the gauge fixing terms and
the terms containing the ghosts, respectively, which will be defined later. In addition, F aµν is
the field strength of the gauge field Aaµ (with a being the adjoint index of G), while φi (with
i = 1−nφ being the index distinguishing scalars) are real scalar fields.#3 Here and hereafter,
the summation over the repeated scalar indices is implicit. The covariant derivative of φ is
#2For other studies about the stability of the electroweak vacuum in models beyond the SM, see, for
example, [35–51].
#3In our convention, complex scalar fields are understood to be decomposed into pairs of real scalar fields.
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defined as
Dµφ = (∂µ + gaAaµT a)φ. (2.2)
In the real basis we are working with, the generators satisfy(T a)T = −T a, (2.3)[T a, T b] = −fabcT c, (2.4)
where the superscript “T” denotes transpose and fabc is the structure constant. The gauge
coupling constants, denoted as ga, can be different for different subgroups of G. We assume
that the scalar potential, V (φ), has two minima, i.e., the false vacuum and the true vacuum
(the false vacuum has higher potential energy than the true vacuum).
For the process of the false vacuum decay, the path integral is dominated by the field
configuration called “bounce,” an O(4) symmetric saddle-point solution of the Euclidean
equations of motion [52, 53]. Due to the gauge symmetry, there exist an infinite number of
solutions. We adopt one solution with Aµ = 0. Then, the bounce configuration, which we
denote as φ¯(r), satisfies
∂2r φ¯i + 3r∂rφ¯i = ∂V∂φi ∣φ→φ¯ , (2.5)
with the following boundary conditions:
∂rφ¯i(0) = 0, (2.6)
φ¯i(∞) = vi, (2.7)
where vi denotes the scalar amplitude at the false vacuum. Here, r ≡ √xµxµ is the radius
from the center of the bounce, and ∂r denotes the derivative with respect to r.
The bounce solution has the following properties. First, since the potential is symmetric
under the infinitesimal gauge transformation φ → φ + δθaT aφ with an arbitrary choice of
transformation parameters δθa,
∂V
∂φi
T aijφj = 0. (2.8)
Differentiating it with respect to φk, we obtain
T aki
∂V
∂φi
= ∂2V
∂φk∂φi
T aijφj. (2.9)
Then, from Eq. (2.5),
∂2r (T aφ¯) + 3r∂r(T aφ¯) = Ω(T aφ¯), (2.10)
where
Ωij = ∂2V
∂φi∂φj
∣
φ→φ¯ . (2.11)
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From Eq. (2.10), we obtain
1
r3
∂rr
3[(∂rφ¯)TT aφ¯] = 1
2
φ¯T [T a,Ω] φ¯ = 0, (2.12)
because Ω is gauge invariant. It implies that (∂rφ¯)TT aφ¯ should be proportional to r−3 or
zero. Since it should vanish at the origin,
(∂rφ¯)TT aφ¯ = 0. (2.13)
For the later convenience, we define
Mia(r) = −gaT aikφ¯k(r), (2.14)
which satisfies
(∂2r + 3r∂r −Ω)M = 0. (2.15)
Using Eq. (2.13), the following relation holds:
MTM ′ = (MT )′M, (2.16)
where M ′ = ∂rM . Notice that the gauge boson mass matrix in the false vacuum is given by
MTM(r →∞).
In our analysis, we concentrate on the case where the following conditions hold:
• The rank of the matrix MTM(r) is unchanged for r <∞. (At the false vacuum, some
of the broken gauge symmetries may be recovered so that the ranks of MTM(r <∞)
and MTM(∞) may be different.)
• There are no zero modes except for the gauge zero modes and the translational zero
modes.
• At a large r, MTM(r) approaches to MTM(∞) exponentially.
The second condition is just for simplicity and our results can be extended to the cases with
additional zero modes. The third condition is violated when the theory has the (approximate)
scale invariance, which has already been discussed for the single-field case [10–12] and the
multi-field case [34].
We define the subset of gauge fields that acquire masses from the bounce at r <∞. Then,
we define the following numbers:
• nG: the number of the gauge bosons which acquire masses from the bounce at r <∞.
• nB: the number of the gauge bosons which remain massive at the false vacuum.
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• nU : the number of the gauge bosons which become massless at the false vacuum (but
are massive at r <∞).
• nϕ: the total number of scalar fields.
• nH : the number of the scalar fields that do not mix with the gauge bosons at r <∞.
Notice that nϕ = nG + nH and nG = nB + nU .
Now we introduce the gauge fixing terms. We consider the following two gauge fixing
conditions:
1. Fermi gauge:
L(GF)Fermi = 12ξ (∂µAaµ)2, (2.17)L(ghost)Fermi = −c¯∂µDµc. (2.18)
2. Background gauge:
L(GF)BG = 12ξ (∂µAaµ + ξgaφTT aφ¯)2 , (2.19)L(ghost)BG = c¯a [−∂µDabµ + ξ(gaT aφ¯)T (gbT bφ)] cb. (2.20)
These gauge fixing terms are consistent with the bounce of our choice since their contributions
to the equation of motion vanish in the limit of Aµ → 0 and φ→ φ¯. They are also consistent
with the spacial translational invariance; it corresponds to the fluctuation of δφ = δxµ∂µφ¯.
As for the global gauge transformation, δφ = δθaT aφ¯, the gauge fixing term of the Fermi
gauge is invariant [33,54]. Then, in the Fermi gauge, a prescription to take care of the gauge
zero modes is available. On the contrary, in the background gauge, the proper treatment of
the gauge zero modes becomes more complicated, as we will discuss. The background gauge
is, however, useful for numerical calculation especially with ξ = 1. Thus, we also discuss how
the prefactors based on these two gauge fixing conditions are related in this paper.
2.2 Fluctuation operators
To evaluate the decay rate of the false vacuum, we integrate out the fluctuations around the
bounce configuration. As is explicitly given in the next subsection, the prefactor is expressed
with the functional determinant of the fluctuation operators, which are the second derivative
of the action with respect to the fluctuations.
In discussing the contributions to the prefactor in our setup, we should consider the
fluctuation operator for the bosons and that for the Faddeev-Popov (FP) ghosts. In the
5
Fermi gauge, they are given by#4
M(Aµϕ) = ((−∂2 +MTM)δµν + (1 − 1ξ )∂µ∂ν (∂νM)T −MT∂ν
2(∂µM) +M∂µ −∂2 +Ω ) , (2.21)
and
M(cc¯) = −∂2, (2.22)
respectively. Note that M(Aµϕ) is an (nG + nϕ) × (nG + nϕ) object and M(cc¯) is nG × nG. In
addition, in the background gauge,
M(Aµϕ)BG = ((−∂2 +MTM)δµν + (1 − 1ξ )∂µ∂ν 2(∂νM)T2(∂µM) −∂2 +Ω + ξMMT) , (2.23)M(cc¯)BG = −∂2 + ξMTM. (2.24)
In order for the following discussion, let us define
M̂ ≡M(r →∞), (2.25)
Ω̂ ≡Ω(r →∞). (2.26)
Then, using Eq. (2.15) as well as M ′(r →∞) = 0, we obtain
Ω̂M̂ = 0. (2.27)
For later convenience, we choose the following basis of the gauge bosons and the scalars:
M̂ = (Ŵ 0
0dcurly
nB
0dcurly
nU
) }nB}nU + nH , (2.28)
Ω̂ = ( 0 0
0dcurly
nB
m̂2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nU + nH
) }nB}nU + nH , (2.29)
where Ŵ and m̂2 are full rank diagonal matrices.#5 Such a choice always exists because of
Eq. (2.27). In this basis, we also define submatrices of M as
M(r) = (MB(r)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nB
MU(r)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nU
) . (2.30)
#4We do not put the subscript “Fermi” on the fluctuation operators in the Fermi gauge for notational
simplicity while we put the subscript “BG” on those in the background gauge.
#5We consider the case where there is no massless physical scalar in the false vacuum, and hence mˆ2 does
not have zero eigenvalues.
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In addition, we define
M0 ≡M(r = 0). (2.31)
The fluctuation around the bounce can be expanded using the hyperspherical functions
on S3, which are functions of xˆµ ≡ xµ/r. The rotational Lie algebra of the four dimensional
Euclidean space is equivalent to SU(2)L×SU(2)R and the hyperspherical functions, YP (xˆµ),
are labeled by indices P = (`,mA,mB). Here, ` = 0,1,2,⋯ is the azimuthal quantum number
and mA and mB are the magnetic quantum numbers that take values of −`/2, `/2+1,⋯, `/2.#6
Using mode functions that depend only on r and the hyperspherical functions, we expand
fields around the bounce as
φ(x) =φ¯(r) + αPϕ (r)YP , (2.32)
Aaµ(x) =αaPS (r)xµr YP + αaPL (r) rL∂µYP+ αaPT1(r)iµνρσV (1)ν LρσYP + αaPT2(r)iµνρσV (2)ν LρσYP , (2.33)
ca(x) =αaPc (r)YP , (2.34)
c¯a(x) =αaPc¯ (r)YP , (2.35)
where the summation over P is implicit. Here, V
(1)
ν and V
(2)
ν are arbitrary two independent
vectors and
Lρσ = i√
2
(xρ∂σ − xσ∂ρ), (2.36)
L = √`(` + 2). (2.37)
Note that (L) and (T ) modes do not have ` = 0 mode. For the following discussion, it is
convenient to define the derivative operator that corresponds to the Laplacian acting on the
modes with the azimuthal quantum number `:
∆` = ∂2r + 3r∂r − L2r2 . (2.38)
Similarly, we define the fluctuation operators at the false vacuum, which can be obtained
by replacement M → M̂ and Ω→ Ω̂. We denote them as M̂(Aµϕ) and M̂(cc¯).
In the following, we will show the hyperspherical expansion of the fluctuation operators
around the bounce and around the false vacuum.
2.2.1 FP ghosts
The fluctuations of the FP ghosts can be expanded by using the hyperspherical functions.
Correspondingly, the fluctuation operator for the FP ghosts can be block-diagonalized as
M(cc¯) = ∞⊕`=0 (M(cc¯)` )2(`+1)2 , (2.39)
#6The variable J used in [32,33] and ` are related as ` = 2J .
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where the power comes from (`+1)2 different choices of (mA,mB) and the complexity of the
FP ghosts. In the Fermi gauge,
M(cc¯)` = −∆`, (2.40)
while in the background gauge,
M(cc¯)`,BG = −∆` + ξMTM. (2.41)
Notice that the fluctuation operators for the ghosts are nG × nG objects.
At the false vacuum, we have a similar block-diagonalization:
M̂(cc¯) = ∞⊕`=0 (M̂(cc¯)` )2(`+1)2 , (2.42)
where, in the Fermi gauge,
M̂(cc¯)` = −∆`, (2.43)
while in the background gauge,
M̂(cc¯)`,BG = −∆` + ξM̂TM̂. (2.44)
2.2.2 Gauge bosons and scalars
Due to the mixing between the gauge bosons and the scalars, we cannot discuss their effects
separately. Since only the mode functions with the same P = (`,mA,mB) mix, the fluctuation
operator M(Aµϕ) can be block-diagonalized as
M(Aµϕ) =M(Sϕ)0 ⊕ [ ∞⊕`=1 (M(SLϕ)` )(`+1)2]⊕ [ ∞⊕`=1 (M(T )` )2(`+1)2] . (2.45)
Here, independently of the choice of the gauge fixing, the fluctuation operator for the (T )
modes is given by
M(T )` = −∆` +MTM. (2.46)
Meanwhile, the fluctuation operators of (S), (L), and (ϕ) modes depend on the gauge fixing.
In the Fermi gauge,
M(Sϕ)0 = ( −1ξ∆1 +MTM (M ′)T −MT∂r2M ′ +M 1r3∂rr3 −∆0 +Ω ) , (2.47)
M(SLϕ)` = ⎛⎜⎝
−∆` + 3r2 +MTM −2Lr2 (M ′)T −MT∂r−2Lr2 −∆` − 1r2 +MTM −LrMT
2M ′ +M 1r3∂rr3 −LrM −∆` +Ω
⎞⎟⎠
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+ (1 − 1
ξ
)⎛⎜⎝
∂2r + 3r∂r − 3r2 −L (1r∂r − 1r2 ) 0
L (1r∂r + 3r2 ) −L2r2 0
0 0 0
⎞⎟⎠ . (2.48)
Note that M(Sϕ)0 is (nG + nϕ) × (nG + nϕ), while M(SLϕ)` is (2nG + nϕ) × (2nG + nϕ).
Meanwhile, in the background gauge,
M(Sϕ)0,BG = (−1ξ∆1 +MTM 2(M ′)T2M ′ −∆0 +Ω + ξMMT) , (2.49)
M(SLϕ)`,BG = ⎛⎜⎝
−∆` + 3r2 +MTM −2Lr2 2(M ′)T−2Lr2 −∆` − 1r2 +MTM 0
2M ′ 0 −∆` +Ω + ξMMT
⎞⎟⎠
+ (1 − 1
ξ
)⎛⎜⎝
∂2r + 3r∂r − 3r2 −L (1r∂r − 1r2 ) 0
L (1r∂r + 3r2 ) −L2r2 0
0 0 0
⎞⎟⎠ . (2.50)
At the false vacuum, similar block-diagonalizations hold. For the (T ) mode,
M̂(T )` = −∆` + M̂TM̂. (2.51)
The fluctuation operator for (SLϕ) modes at the false vacuum can be further block-
diagonalized thanks to the choice of the basis of Eqs. (2.28) and (2.29). For ` > 0, the
fluctuation operator can be expressed as
M̂(SLϕ)` = M(SLϕ)` ∣φ¯→v = M̂(B)` ⊕ M̂(U)` ⊕ M̂(σ)` , (2.52)
corresponding to the contributions from massive gauge bosons and Nambu-Goldstone (NG)
bosons (due to broken gauge symmetry), massless gauge bosons (in association with unbroken
gauge symmetry), and physical scalars. Firstly, contributions to M̂(B)` are from (S) and(L) modes of gauge bosons corresponding to broken symmetries (a = 1, . . . , nB) and the
corresponding NG modes (i = 1, . . . , nB). Then, M̂(B)` is a 3nB × 3nB object and is given by
M̂(B)` = ⎛⎜⎝
−∆` + 3r2 + Ŵ T Ŵ −2Lr2 −Ŵ T∂r−2Lr2 −∆` − 1r2 + Ŵ T Ŵ −Lr Ŵ T
Ŵ 1r3∂rr
3 −Lr Ŵ −∆`
⎞⎟⎠
+ (1 − 1
ξ
)⎛⎜⎝
∂2r + 3r∂r − 3r2 −L (1r∂r − 1r2 ) 0
L (1r∂r + 3r2 ) −L2r2 0
0 0 0
⎞⎟⎠ . (2.53)
Secondly, contributions to M̂(U)` are from massless gauge bosons in (S) and (L) modes. We
obtain a 2nU × 2nU fluctuation operator as
M̂(U)` = (−∆` + 3r2 −2Lr2−2Lr2 −∆` − 1r2) + (1 − 1ξ )(∂2r + 3r∂r − 3r2 −L (1r∂r − 1r2 )L (1r∂r + 3r2 ) −L2r2 ) . (2.54)
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For the other massive scalars,
M̂(σ)` = −∆` + m̂2, (2.55)
which is an (nU + nH) × (nU + nH) object.
Similarly, for ` = 0, we obtain
M̂(Sϕ)0 = M̂(B)0 ⊕ M̂(U)0 ⊕ M̂(σ)0 , (2.56)
where
M̂(B)0 = (−1ξ∆1 + Ŵ T Ŵ −Ŵ T∂rŴ 1r3∂rr3 −∆0 ) , (2.57)M̂(U)0 = −1ξ∆1, (2.58)M̂(σ)0 = −∆0 + m̂2. (2.59)
2.3 Prefactor and functional determinant
The prefactor A is expressed as
A = A(cc¯)A(Aµϕ), (2.60)
where A(cc¯) denotes the contributions from the FP ghosts and A(Aµϕ) denotes those from
the gauge bosons and the scalars. For the evaluation of the prefactor at the one-loop level,
the following quantities are necessary [28]:
A(cc¯) = DetM(cc¯)
DetM̂(cc¯) = ∞∏`=0 ⎛⎝DetM
(cc¯)
`
DetM̂(cc¯)` ⎞⎠
(`+1)2
, (2.61)
A′(Aµϕ) = [Det ′M(Aµϕ)
DetM̂(Aµϕ) ]
−1/2
= ⎛⎝Det ′M(Sϕ)0DetM̂(Sϕ)0 ⎞⎠
−1/2 ⎛⎝Det ′M(SLϕ)1DetM̂(SLϕ)1 ⎞⎠
−2
× ⎡⎢⎢⎢⎢⎢⎣
∞∏`=2 ⎛⎝DetM
(SLϕ)
`
DetM̂(SLϕ)` ⎞⎠
−(`+1)2/2⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
∞∏`=1 ⎛⎝DetM
(T )
`
DetM̂(T )` ⎞⎠
−(`+1)2⎤⎥⎥⎥⎥⎥⎦ . (2.62)
Here and hereafter, the “prime” is used for quantities after the proper subtraction of the
zero modes if necessary. In particular, because of the translational invariance, the ` = 1
contribution inevitably contains the effects of translational zero modes [28]. In addition, if
nU > 0, both M(Sϕ)0 and M(Sϕ)0,BG have zero eigenvalues. More details about the zero mode
subtraction and the relation between A(Aµϕ) and A′(Aµϕ) will be explained in Section 5.
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To evaluate the ratio of two functional determinants, we adopt the method developed
in [55–59]. Let M(X)` and M̂(X)` be n × n fluctuation operators. We first prepare n linearly
independent n-dimensional functions ψ
(X)(I)
` (r) and ψ̂(X)(I)` (r) (with I = 1 − n) that satisfyM(X)` ψ(X)(I)` = 0, (2.63)M̂(X)` ψ̂(X)(I)` = 0, (2.64)
and are regular at r → 0. Then, we define n × n objects Ψ(X)` (r) and Ψ̂(X)` (r) as
Ψ
(X)
` (r) ≡ (ψ(X)(1)` (r) ⋯ ψ(X)(n)` (r)) , (2.65)
Ψ̂
(X)
` (r) ≡ (ψ̂(X)(1)` (r) ⋯ ψ̂(X)(n)` (r)) , (2.66)
with which the ratio of functional determinants can be evaluated as
DetM(X)`
DetM̂(X)` = ⎛⎝det Ψ
(X)
` (r0)
det Ψ̂
(X)
` (r0)⎞⎠
−1 ⎛⎝det Ψ(X)` (r∞)det Ψ̂(X)` (r∞)⎞⎠ , (2.67)
where r0 and r∞ are abbreviations of r → 0 and r →∞, respectively.
Thus, for the evaluation of the prefactor A, we need to understand the asymptotic be-
havior of Ψ
(X)
` and Ψ̂
(X)
` (and hence those of det Ψ
(X)
` (r) and det Ψ̂(X)` (r)) at r → 0 and
r →∞. In particular, the behavior of det Ψ(SLϕ)` and det Ψ(Sϕ)0 is non-trivial because of the
mixing among (S), (L), and (ϕ) modes. In the following sections, we discuss how we can
evaluate those quantities.
3 Decomposition of Solutions
In this section, we provide a decomposition of the set of solutions Ψ
(SLϕ)
` and Ψ
(Sϕ)
0 , gener-
alizing the results of [32,33].
3.1 ` > 0
Let us consider the solutions of the following equation in the Fermi gauge:M(SLϕ)` Ψ(SLϕ)` = 0. (3.1)
Because M(SLϕ)` is (2nG + nϕ) × (2nG + nϕ), there exist (2nG + nϕ) linearly independent
solutions of Eq. (3.1).
Solutions of Eq. (3.1) can be decomposed by using four functions, χ, η, ζ, and λ:
Ψ
(SLϕ)
` = ⎛⎜⎜⎝
Ψ
(top)
`
Ψ
(mid)
`
Ψ
(bot)
`
⎞⎟⎟⎠ =
⎛⎜⎝
∂rχ
L
r χ
Mχ
⎞⎟⎠ +
⎛⎜⎝
(MTM)−1 [Lr η − 2(M ′)Tλ](MTM)−1 1r2∂rr2η
λ
⎞⎟⎠ +
⎛⎜⎝
[∂r(MTM)−1]ζ
0
M(MTM)−1ζ
⎞⎟⎠ . (3.2)
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Here, the functions χ, η, ζ, and λ are dependent on the azimuthal quantum number `; the
subscript “`” is omitted from these functions for notational simplicity. The shape of χ, η,
and ζ is nG × (2nG + nϕ), while that of λ is nϕ × (2nG + nϕ); here, the (2nG + nϕ) columns
are linearly independent and are distinguished by the boundary conditions at r = 0.
The evolution of functions χ and ζ is governed by the following differential equations:
M(cc¯)` χ =[∂r(MTM)−1]Lr η − 2r3∂rr3(MTM)−1(M ′)Tλ−M(cc¯)0 (MTM)−1ζ − 1r3∂rr3(MTM)−1∂rζ + ξζ, (3.3)M(cc¯)` ζ =0, (3.4)
while η and λ satisfy
∆`η =MTM [η − {∂r(MTM)−1} 1
r2
∂rr
2η] − 2L
r
M ′Tλ + L
r
MTM[∂r(MTM)−1]ζ, (3.5)
∆`λ =Ωλ − 4M ′(MTM)−1M ′Tλ + 2L
r
M ′(MTM)−1η − 2M ′(MTM)−1ζ ′
+M [− 2
r3
∂rr
3(MTM)−1M ′Tλ + L
r
{∂r(MTM)−1}η − {∂r(MTM)−1}ζ ′] . (3.6)
In addition, λ satisfies the following constraint:
MTλ = 0. (3.7)
The above constraint is consistent with the evolution equations; one can derive ∆`(MTλ) = 0,
so that Eq. (3.7) holds if it is satisfied at r = 0.
So far, we have discussed in the Fermi gauge. We note here that the decomposition given
in Eq. (3.2) is also applicable in the background gauge if we replace M(cc¯)` in Eqs. (3.3) and
(3.4) by M(cc¯)`,BG given in Eq. (2.41). (In the background gauge, the relation M(cc¯)`,BG(MTλ) = 0
holds. Thus, the condition MTλ = 0 is again consistent with the evolution equations.)
From Eqs. (3.2) – (3.6), we can derive the following equations:
M(cc¯)` (rΨ(mid)` ) = − 1r3∂rr4η + ξLζ, (3.8)
Ψ
(top)
` = 1L∂r (rΨ(mid)` ) − rLη, (3.9)
Ψ
(bot)
` = rLMΨ(mid)` −M(MTM)−1 1Lr∂rr2η + λ +M(MTM)−1ζ. (3.10)
These expressions are useful to derive the asymptotic behaviors of the solutions. Notice that,
in the background gauge, Eq. (3.8) is replaced by
M(cc¯)`,BG (rΨ(mid)`,BG ) = − 1r3∂rr4η + ξr∂rr2η, (3.11)
while Eqs. (3.9) and (3.10) are unchanged.
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3.2 ` = 0
For ` = 0 mode, we need solutions of
M(Sϕ)0 Ψ(Sϕ)0 = 0. (3.12)
The solutions can be decomposed as
Ψ
(Sϕ)
0 = (Ψ(top)0Ψ(bot)0 ) = (∂rχMχ) + (−2(MTM)−1(M ′)Tλλ ) + ([∂r(MTM)−1]ζM(MTM)−1ζ ) , (3.13)
where χ, ζ, and λ for ` = 0 satisfy Eqs. (3.3), (3.4), and (3.6) with replacing `→ 0 and η → 0.
Notice that now χ and ζ are nG × (nG + nϕ) objects and λ is nϕ × (nG + nϕ); the columns
correspond to (nG + nϕ) independent choices of the boundary conditions at r = 0. Thus,
Ψ
(Sϕ)
0 is an (nG + nϕ) × (nG + nϕ) object.
4 Functional Determinants
In this section, we study the behavior of the functional determinants of the fluctuation
operators in the Fermi gauge. Equivalence to the results in the background gauge is also
discussed.
4.1 ` > 0
Let us consider the case with ` > 0. For the study of the functional determinants, we should
first understand the behavior of the solutions of Eq. (3.1). For this purpose, we define an
r-dependent nϕ × nH matrix VH , which is given by
VH = (u1 ⋯ unH) , (4.1)
with up (p = 1,⋯, nH) being zero eigenvectors of MT , i.e.,
MTup = 0, uTp up′ = δpp′ . (4.2)
The columns of the solution of Eq. (3.1) can be classified into the following three types:
• Type 1: η(1) = λ(1) = ζ(1) = 0.
• Type 2: ζ(2) ≠ 0.
• Type 3: ζ(3) = 0, with non-vanishing η(3) and λ(3),
13
where the superscripts “(1),” “(2),” and “(3)” indicate solutions for the Type 1, 2, and 3,
respectively. Note that the Type 1, 2, and 3 solutions include nG, nG, and nϕ independent
solutions, respectively. The full matrix of solutions is constructed as
η = (η(1)dcurly
nG
η(2)dcurly
nG
η(3)dcurly
nϕ
) , (4.3)
and similar for χ, λ, and ζ. For each type of solutions, the boundary conditions at r → 0 are
imposed as follows.
• Type 1: We take
χ(1)(r) = r`IG, (4.4)
where IG is the nG × nG unit matrix. Then, from Eq. (3.2), we obtain
Ψ
(SLϕ)(1)
` (r → 0) ≃ ⎛⎜⎝
`r`−1IG
Lr`−1IG
Mr`´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nG
⎞⎟⎠
}nG}nG}nϕ . (4.5)
• Type 2: We take
ζ(2)(r) = r`IG. (4.6)
At r → 0, M ′ ∝ r and VHV THM ′ ∝ r2. Thus, from Eq. (3.5) and Eq. (3.6), η(2)(r →
0) = O(r`+2) and λ(2)(r → 0) = O(r`+3). Consequently, using Eqs. (3.8) – (3.10), we
obtain
Ψ
(SLϕ)(2)
` (r → 0) ≃ ⎛⎜⎝
− ξ4r`+1IG− ξ`4Lr`+1IG
M(MTM)−1r`´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nG
⎞⎟⎠
}nG}nG}nϕ . (4.7)
• Type 3: This type contains two classes of solutions. One is with η(3η) and λ(3η) which
obey the following boundary conditions:
η(3η)(r → 0) ≃ r`IG, λ(3η)(r → 0) ≃ 0. (4.8)
The other is with η(3λ) and λ(3λ) whose boundary conditions are given by
η(3λ)(r → 0) ≃ 0, λ(3λ)(r → 0) ≃ r`VH(r → 0). (4.9)
Combining two classes of solutions, we define (2nG + nH) × (nG + nH) object Ψ(SLϕ)(3)`
whose behavior at r → 0 is given by
Ψ
(SLϕ)(3)
` (r → 0) ≃ ⎛⎜⎝
`
4Lr
`+1IG 0
`+4
4(`+2)r`+1IG 0− `+2L M(MTM)−1r`´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nG
r`VHdcurly
nH
⎞⎟⎠
}nG}nG}nϕ . (4.10)
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In our convention, because MT φ¯′ = 0, one of up is chosen to be proportional to φ¯′,
which we denote as u(tr):
u(tr) ≡ φ¯′√
φ¯′T φ¯′ . (4.11)
For ` = 1, it is related to the translational zero mode, and is important in eliminating
the zero eigenvalues from the functional determinant. The column of Ψ
(SLϕ)(3)
1 in
association with u(tr) is obtained by χ(tr) = η(tr) = 0 and λ(tr) ∝ φ¯′. We will come back
to this issue in Section 5.
The asymptotic behavior at r →∞ can be understood by carefully observing the differen-
tial equation. We leave the precise discussion to Appendix A and, in this section, only show
the results. Neglecting terms irrelevant for the calculation of the functional determinant of
our interest, the columns of Ψ
(SLϕ)
` (r →∞) can be obtained by linear combinations of those
of the following objects:
ψ˜(1) = ⎛⎜⎝
`r`−1IG
Lr`−1IG
Mr`´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nG
⎞⎟⎠
}nG}nG}nϕ , (4.12)
ψ˜(2) =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
− ξ4r`+1IB 0
0 `−(`+2)ξ4(`+2) r`+1IU− ξ`4Lr`+1IB 0
0 `[(`+4)−(`+2)ξ]4L(`+2) r`+1IU− ξ4(`+2)r`+2MB´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nB
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nU
⎞⎟⎟⎟⎟⎟⎟⎟⎠
}nB}nU}nB}nU}nϕ
, (4.13)
ψ˜(3B) =⎛⎜⎝
0(MTM)−1∂rη˜(B)
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nB
⎞⎟⎠
}nG}nG}nϕ , (4.14)
ψ˜(3U) =⎛⎜⎝
0
0
LM[∂r(MTM)−1]r−1η˜(U)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nU
⎞⎟⎠
}nG}nG}nϕ , (4.15)
ψ˜(3λ) =⎛⎜⎝
0
0
λ˜dcurly
nH
⎞⎟⎠ . (4.16)
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Here, IB and IU are the nB ×nB and nU ×nU unit matrices, respectively, while η˜(B) and η˜(U)
are nG × nB and nG × nU objects both of which satisfy
{−∆` + (MTM) − (MTM)[∂r(MTM)−1] 1
r2
∂rr
2} η˜ = 0. (4.17)
Among the solutions, η˜(B) corresponds to nB solutions that exponentially grow at r → ∞,
while η˜(U) corresponds to nU solutions that behave as r−2 at r →∞. In addition, λ˜ is nϕ×nH ,
satisfying (−∆` +Ω) λ˜ = 0, (4.18)
and
MT λ˜ = 0. (4.19)
Then, Ψ
(SLϕ)
` (r →∞) can be expressed as
Ψ
(SLϕ)
` (r →∞) = (ψ˜(1) ψ˜(2) ψ˜(3B) ψ˜(3U) ψ˜(3λ))⎛⎜⎝
IG 0 0
0 IG 0
0 0 τ (ηλ)
⎞⎟⎠ + (irrelevant), (4.20)
with τ (ηλ) being an nϕ × nϕ orthogonal matrix. In the above expression, elements irrelevant
for the following discussion are neglected.
In order to calculate the prefactor A, we should also consider the fluctuation operator
around the false vacuum. In particular, we need to derive solutions of M̂(SLϕ)` Ψ̂(SLϕ)` = 0. For
this purpose, we can use the fact that the fluctuation operator around the false vacuum can be
block-diagonalized as Eq. (2.52); the blocks are for the fluctuations of massive gauge bosons
and NG bosons, for massless gauge bosons, and for physical scalars. Thus, we can discuss
their contributions separately. Similarly to the discussion above, we define Ψ̂
(X)
` (X = B,U,σ)
obeying M̂(X)` Ψ̂(X)` = 0, which describe independent solutions of the differential equation.
Note that Ψ̂
(B)
` , Ψ̂
(U)
` , and Ψ̂
(σ)
` are 3nB × 3nB, 2nU × 2nU , and (nU + nH) × (nU + nH),
respectively.
Effects of the fluctuations of massive gauge boson and NG bosons around the false vacuum
are embedded in Ψ̂
(B)
` , which behaves as
Ψ̂
(B)
` (r → 0) = ⎛⎜⎝
`r`−1IB − ξ4r`+1IB `4Lr`+1IB
Lr`−1IB − ξ`4Lr`+1IB `+44(`+2)r`+1IB
Ŵ r`´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nB
Ŵ −1r`´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nB
− `+2L Ŵ −1r`´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nB
⎞⎟⎠
}nB}nB}nB, (4.21)
and
Ψ̂
(B)
` (r →∞) = ⎛⎜⎜⎝
`r`−1IB − ξ4r`+1IB 0
Lr`−1IB − ξ`4Lr`+1IB Ŵ −1Ψ̂(η)`
Ŵ r` − ξ4(`+2)r`+2Ŵ 0
⎞⎟⎟⎠ , (4.22)
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where Ψ̂
(η)
` is an nB × nB function satisfying(−∆` + Ŵ T Ŵ ) Ψ̂(η)` = 0, (4.23)
with
Ψ̂
(η)
` (r → 0) = IBr`. (4.24)
Next, we consider the fluctuations of massless gauge bosons. For those, we can obtain the
solutions in the following form:
Ψ̂
(U)
` = ( `r`−1IU (`+2)ξ−`4`(`+2) r`+1IULr`−1IU´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nU
(`+2)ξ−(`+4)
4L(`+2) r`+1IU´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nU
) }nU}nU . (4.25)
Furthermore, the solutions related to the physical scalars are given by an (nU+nH)×(nU+nH)
object, Ψ̂
(σ)
` , whose evolution is governed by(−∆` + m̂2) Ψ̂(σ)` = 0, (4.26)
with
Ψ̂
(σ)
` (r → 0) = (IU 00 IH) r`, (4.27)
where IH is the nH × nH unit matrix. Then, det Ψ̂(SLϕ)` (r) can be calculated as
det Ψ̂
(SLϕ)
` (r) = det (Ψ̂(B)` (r))det (Ψ̂(U)` (r))det (Ψ̂(σ)` (r)) . (4.28)
By using det Ψ
(SLϕ)
` and det Ψ̂
(SLϕ)
` , the functional determinant of our interest can be
expressed as
DetM(SLϕ)`
DetM̂(SLϕ)` = ⎛⎝det Ψ
(SLϕ)
` (r0)
det Ψ̂
(SLϕ)
` (r0)⎞⎠
−1 ⎛⎝det Ψ(SLϕ)` (r∞)det Ψ̂(SLϕ)` (r∞)⎞⎠ . (4.29)
In order to evaluate the above quantity, we define
Ψ
(ηλ)
` = ( η(3η) η(3η)V TH λ(3λ) V TH λ(3λ) ) , (4.30)
which can be obtained by solving Eqs. (3.5) and (3.6) with taking the boundary conditions
given in Eq. (4.8) or (4.9). Then, by using the following relation:
det Ψ
(ηλ)
` (r∞) = det η˜(r∞)det [V TH (r∞)λ˜(r∞)] , (4.31)
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we obtain
DetM(SLϕ)`
DetM̂(SLϕ)` =( `r∞)
nU (detMTM)1/2∞ [det (MTUMU)′]−1∞
(det Ψ(ηλ)` (r∞)) (det Ψ̂(η)` (r∞))−1 (det Ψ̂(σ)` (r∞))−1(detMT0 M0)1/2 (det Ŵ T Ŵ )−1 , (4.32)
where the subscript “∞” implies that the quantity should be evaluated at r = r∞; one can
check that r0 dependence and r∞ dependence cancel out after taking r0 → 0 and r∞ →∞. It
is important to notice that Eq. (4.32) does not contain the gauge parameter, ξ.
4.2 ` = 0
Formally, the functional determinant of M(Sϕ)0 can be obtained by a similar procedure as in
the case of ` > 0. The solutions of M(Sϕ)0 Ψ(Sϕ)(I)0 = 0, corresponding to the Type 1, 2, and 3
solutions, are given in the following form:
• Type 1:
Ψ
(Sϕ)(1)
0 = ( 0Mdcurly
nG
) }nG}nϕ . (4.33)
• Type 2:
Ψ
(Sϕ)(2)
0 = (− ξ4rIG0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nG
) }nG}nϕ + (irrelevant), (4.34)
where we neglect terms that are irrelevant for the calculation of the functional deter-
minant of our interest.
• Type 3:
Ψ
(Sϕ)(3)
0 = ( 0λ˜dcurly
nH
) }nG}nϕ + (irrelevant), (4.35)
where the function λ˜ satisfies Eq. (3.6) with taking η → 0 and ζ → 0, as well as MT λ˜ = 0.
Then, we define
Ψ
(Sϕ)
0 ≡ (Ψ(Sϕ)(1)0 Ψ(Sϕ)(2)0 Ψ(Sϕ)(3)0 ) , (4.36)
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which will be related to the functional determinant of the fluctuation operator around the
bounce.
Recalling the block-diagonalization shown in Eq. (2.56), we can solve M̂(X)0 Ψ̂(X)0 = 0
(X = B and U) to obtain
Ψ̂
(B)
0 (r) = ( 0 −14ξrIBŴdcurly
nB
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nB
) }nB}nB, (4.37)
and
Ψ̂
(U)
0 (r) = ξ4rIU . (4.38)
We also define Ψ̂
(σ)
0 (r) that satisfies
(∆0 − m̂2)Ψ̂(σ)0 = 0, (4.39)
with
Ψ̂
(σ)
0 (r → 0) = (IU 00 IH) . (4.40)
Using quantities defined above, the determinant is calculated as
det Ψ̂
(Sϕ)
0 (r) = det (Ψ̂(B)0 (r))det (Ψ̂(U)0 (r))det (Ψ̂(σ)0 (r)) . (4.41)
We obtain the following expression:
DetM(Sϕ)0
DetM̂(Sϕ)0 = ⎛⎝det Ψ
(Sϕ)
0 (r0)
det Ψ̂
(Sϕ)
0 (r0)⎞⎠
−1 ⎛⎝det Ψ(Sϕ)0 (r∞)det Ψ̂(Sϕ)0 (r∞)⎞⎠ . (4.42)
Importantly, however, extra treatment is needed when there exists an unbroken gauge sym-
metry at the false vacuum. If it exists, there shows up a gauge zero mode, which makes
Eq. (4.42) vanish. Indeed, it is easy to see the existence of zero modes explicitly. For ` = 0,
the Type 1 solution given in Eq. (4.33) has nG columns distinguished by the adjoint index
of M . Because Mia(r → ∞) = 0 if the adjoint index a is for unbroken generators at the
false vacuum, detM(Sϕ)0 vanishes if there exists an unbroken gauge symmetry at the false
vacuum. In our setup, the number of gauge zero modes is nU .
If there exist zero modes, a naive calculation of the prefactor A makes it divergent. Such
a divergence is an artifact arising from the flat directions of the Euclidean action, implying
the break down of the saddle point method in the path integral. The proper treatments of
the zero modes will be discussed in Section 5.
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4.3 Background gauge
Although it is convenient to use the Fermi gauge to discuss the gauge invariance of the decay
rate, the background gauge is useful in performing the numerical calculation of the decay
rate. Here, we show that the calculations based on the Fermi and the background gauges
give the same result for ` > 0. (For ` = 0, the zero mode subtraction is non-trivial in the
background gauge. The treatments of the zero modes will be discussed in the next section.)
In order to discuss the functional determinants in the background gauge, we first define
the function Ψ
(cc¯)
`,BG which is nG × nG. It obeys the following differential equation:
(−∆` + ξMTM)Ψ(cc¯)`,BG = 0, (4.43)
with the boundary condition
Ψ
(cc¯)
`,BG(r → 0) = r`IG. (4.44)
In our convention, because MTM(r → ∞) reduces to the block-diagonal form (see Eq.
(2.28)), the relevant part of Ψ
(cc¯)
`,BG for our analysis behaves as
Ψ
(cc¯)
`,BG(r →∞) ≃ ⎛⎝ f (cc¯)`,B 00 f (cc¯)`,U ⎞⎠ τ (cc¯), (4.45)
where f
(cc¯)
`,B and f
(cc¯)
`,U are nB×nB and nU×nU , respectively, while τ (cc¯) is an nG×nG orthogonal
matrix. Notice that f
(cc¯)
`,B (r →∞) exponentially grows while f (cc¯)`,U (r →∞) is approximately
proportional to r`.
Similarly, we also define the function Ψ̂
(cc¯)
`,BG, obeying
(−∆` + ξM̂TM̂) Ψ̂(cc¯)`,BG = 0, (4.46)
and
Ψ̂
(cc¯)
`,BG(r → 0) = r`IG. (4.47)
Because of the block-diagonal nature of M̂TM̂ in our convention, Ψ̂
(cc¯)
`,BG can be expressed as
Ψ̂
(cc¯)
`,BG = ⎛⎝ f̂ (cc¯)`,B 00 f̂ (cc¯)`,U ⎞⎠ , (4.48)
where f̂
(cc¯)
`,B is an nB × nB object, while f̂ (cc¯)`,U = r`IU . The functional determinant of the
fluctuation operator of the FP ghosts is then given by
DetM(cc¯)`,BG
DetM̂(cc¯)`,BG =
det Ψ
(cc¯)
`,BG(r∞)
det Ψ̂
(cc¯)
`,BG(r∞) . (4.49)
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For the calculation of the functional determinant of M(SLϕ)`,BG , we should derive the solu-
tions of the following differential equation:
M(SLϕ)`,BG Ψ(SLϕ)`,BG = 0. (4.50)
As in the case of the Fermi gauge, we can find a set of functions that are relevant for the
determinant:
ψ˜
(1)
BG =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∂rf
(cc¯)
`,B 0
0 `f
(cc¯)
`,U
0 0
0 Lr f
(cc¯)
`,U
0 0
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nB
0´udcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymod¶
nU
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
}nB}nU}nB}nU}nB}nϕ
, (4.51)
ψ˜
(2)
BG =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
0 0
0 `−(`+2)ξ4(`+2) rf (cc¯)`,U
0 0
0 `[(`+4)−(`+2)ξ]4L(`+2) rf (cc¯)`,U
MB(MTBMB)−1f (cc¯)`,B´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nB
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nU
⎞⎟⎟⎟⎟⎟⎟⎟⎠
}nB}nU}nB}nU}nϕ
, (4.52)
ψ˜
(3)
BG = (ψ˜(3B) ψ˜(3U) ψ˜(3λ)) , (4.53)
where terms irrelevant for our discussion are neglected. With these functions, Ψ
(SLϕ)
`,BG (r →∞)
can be expressed as
Ψ
(SLϕ)
`,BG (r →∞) = (ψ˜(1)BG ψ˜(2)BG ψ˜(3)BG)⎛⎜⎜⎝
τ
(cc¯)
BG 0 0
0 τ
(cc¯)
BG 0
0 0 Iϕ
⎞⎟⎟⎠
⎛⎜⎝
IG 0 0
0 IG 0
0 0 τ
(ηλ)
BG
⎞⎟⎠ + (irrelevant),
(4.54)
with τ
(ηλ)
BG being an nϕ × nϕ orthogonal matrix.
Meanwhile, the behavior of Ψ
(SLϕ)
`,BG around r = 0 is given by
Ψ
(SLϕ)
`,BG (r → 0) ≃ ⎛⎜⎜⎝
`r`−1IG 0 `−ξ(`+2)4L r`+1IG 0
Lr`−1IG 0 (`+4)−ξ(`+2)4(`+2) r`+1IG 0
Mr`´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nG
M0(MT0 M0)−1r`´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nG
− `+2L M0(MT0 M0)−1r`´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nG
VHr`dcurly
nH
⎞⎟⎟⎠
}nG}nG}nϕ .
(4.55)
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Asymptotic behavior of the function Ψ̂
(SLϕ)
`,BG , which obeys
M̂(SLϕ)`,BG Ψ̂(SLϕ)`,BG = 0, (4.56)
can be again obtained using the block-diagonalization given in Eq. (2.52). We define
Ψ̂
(X)
`,BG(X = B,U,σ) through M̂(X)`,BGΨ̂(X)`,BG = 0, which describe independent solutions of the
differential equation. For Ψ̂
(B)
`,BG, we obtain
Ψ̂
(B)
`,BG(r) = ⎛⎜⎜⎝
∂rf̂
(cc¯)
`,B 0 0
0 0 Ŵ −2∂rΨ̂(η)`
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nB
Ŵ −1f̂ (cc¯)`,B´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nB
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nB
⎞⎟⎟⎠
}nB}nB}nB. (4.57)
For the others, we can find Ψ̂
(U)
`,BG = Ψ̂(U)` and Ψ̂(σ)`,BG = Ψ̂(σ)` . Combining all of them,
det Ψ̂
(SLϕ)
`,BG (r) is given by
det Ψ̂
(SLϕ)
`,BG (r) = det (Ψ̂(B)`,BG(r))det (Ψ̂(U)`,BG(r))det (Ψ̂(σ)`,BG(r)) . (4.58)
Finally, we can find
det Ψ
(SLϕ)
`,BG (r∞)
det Ψ̂
(SLϕ)
`,BG (r∞) = ⎛⎝
det Ψ
(cc¯)
`,BG(r∞)
det Ψ̂
(cc¯)
`,BG(r∞)⎞⎠
2
det Ψ
(SLϕ)
` (r∞)
det Ψ̂
(SLϕ)
` (r∞) , (4.59)
and consequently,
DetM(SLϕ)`,BG
DetM̂(SLϕ)`,BG = ⎛⎝
det Ψ
(cc¯)
`,BG(r∞)
det Ψ̂
(cc¯)
`,BG(r∞)⎞⎠
2
DetM(SLϕ)`
DetM̂(SLϕ)` . (4.60)
In the Fermi and the background gauges, the functional determinants of the fluctuation
operators of the (SLϕ) modes differ from each other. In the calculation of the prefactor A,
the difference is compensated by the contributions from the FP ghosts. Indeed, we can find
⎛⎝DetM
(SLϕ)
`,BG
DetM̂(SLϕ)`,BG ⎞⎠
−1/2
DetM(cc¯)`,BG
DetM̂(cc¯)`,BG = ⎛⎝DetM
(SLϕ)
`
DetM̂(SLϕ)` ⎞⎠
−1/2
DetM(cc¯)`
DetM̂(cc¯)` . (4.61)
The above relation guarantees the equivalence of the total functional determinants (on which
the prefactor A depends) in the Fermi and the background gauges for ` ≥ 1.
In performing the calculation in the background gauge, we should also study the ` = 0
modes. The boundary condition for ` = 0 (for the study of M(Sϕ)0,BG) are also obtained as
Ψ
(Sϕ)(1)
0,BG (r → 0) ≃ ( ξ4r(MT0 M0)M0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nG
) }nG}nϕ , (4.62)
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Ψ
(Sϕ)(2)
0,BG (r → 0) ≃ ( 0M0(MT0 M0)−1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nG
) }nG}nϕ , (4.63)
Ψ
(Sϕ)(3)
0,BG (r → 0) ≃ ( 0VHdcurly
nG
) }nG}nϕ . (4.64)
For ` = 0, special care is necessary when there exist gauge zero modes. In such a case, both
DetM(Sϕ)0 and DetM(Sϕ)0,BG vanish and the comparison between the calculations in the Fermi
and the background gauges is non-trivial (see the discussion in the next section).
5 Zero Modes
When the action has flat directions around the bounce, mode functions corresponding to
those directions become zero modes of fluctuation operators. Here, we consider the zero
modes in association with continuous symmetries of the theory. In particular, in the case
of our interest, the translational and the gauge symmetries result in zero modes and their
proper treatments are essential to calculate the prefactor, A. In this section, we discuss how
we can deal with these zero modes.
5.1 General issues
Let us first discuss the treatment of zero modes in general. As we have mentioned in the
previous section, the ratio of the functional determinants of n × n fluctuation operators, M
and M̂,#7 is evaluated as
DetM
DetM̂ = (det Ψ(r0)det Ψ̂(r0))
−1 (det Ψ(r∞)
det Ψ̂(r∞)) , (5.1)
where Ψ(r) and Ψ̂(r) satisfy MΨ = 0 and M̂Ψ̂ = 0, respectively. Notice that Ψ and Ψ̂ are
n × n matrices, whose columns are linearly independent solutions, i.e.,
Ψ(r) = (ψ(1)(r) ⋯ ψ(n)(r)) , (5.2)
Ψ̂(r) = (ψ̂(1)(r) ⋯ ψ̂(n)(r)) , (5.3)
with Mψ(I) = 0 and M̂ψ̂(I) = 0. When M has zero eigenvalues, det Ψ(r∞) = 0 and some
of ψ(I)(r∞)’s are not independent. Here, the number of the dependent columns of Ψ(r∞)
#7Here, we omit the superscripts and the subscript for notational simplicity.
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matches that of the zero modes, which we denote as nzero. In this subsection, we take a basis
in which
ψ(I≤nzero)(r∞) = 0, ψ(I>nzero)(r∞) ≠ 0. (5.4)
(In the following subsections, we may use a different convention.)
The functional determinant is due to the use of the saddle point method in the path
integral. To evaluate the path integral, we first expand the fields around the bounce config-
uration. Let us denote the fields as Φ; in the case of our interest, Φ contains the gauge and
scalar fields, i.e., Φ ∋ (Aµ, φ). Then, we expand Φ around the bounce configuration (which
is denoted as Φ¯) as
Φ = Φ¯ +∑
a
caGa(x), (5.5)
where ca’s are expansion coefficients and Ga(x)’s denote the eigenfunctions of the fluctuation
operator:
MGa(x) = ωaGa(x), (5.6)
with ωa’s being the corresponding eigenvalues. The eigenfunctions should satisfy Ga(r∞) = 0,
and are normalized as#8
⟨Ga∣Gb⟩ = δab. (5.7)
Then, the path integral is evaluated as
∫ DΦe−S[Φ] ≃ e−S[Φ¯]∫ (∏
a
dca√
2pi
e− 12ωac2a) . (5.8)
By performing the Gaussian integrals, we obtain
∫ DΦe−S[Φ] ≃ e−S[Φ¯] (∏
a
ωa)−1/2 ≡ e−S[Φ¯] (DetM)−1/2 . (5.9)
If there exist zero modes, some of ωa’s vanish and the above result diverges. In such a case,
we cannot use the naive saddle point method to evaluate the path integral.
When the zero mode is related to the symmetry of the theory, we may properly eliminate
the zero modes and avoid the divergence of the transition amplitude mentioned above, as
#8The inner product is defined as
⟨Ga∣Gb⟩ = ∫ d4xGa ⋅ Gb.
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discussed in [28] for the case of translational zero modes. Let us denote a generic symmetry
transformation of the bounce configuration as
Φ¯→ Φ¯ +∑
A
zAFA(x) +O(z2), (5.10)
where zA denotes the transformation parameter. With the symmetry transformation, the
bounce action is invariant so that FA satisfiesMFA = 0, (5.11)
with
lim
r→∞FA(x) = 0. (5.12)
Thus, the following relation holds
∑
a∈I0 caGa(x) =∑A zAFA(x), (5.13)
where I0 denotes the set of indices for the zero modes, resulting in
ca =∑
A
⟨Ga∣FA⟩zA ∶ a ∈ I0. (5.14)
Using
⟨FA∣FB⟩ = ∑
a∈I0⟨FA∣Ga⟩⟨Ga∣FB⟩, (5.15)
the Jacobian to convert the variable ca to zA is found to beJ = √det
AB
⟨FA∣FB⟩, (5.16)
where detAB denotes the determinant of the matrix with the indices A and B.
Based on the above argument, we reinterpret the path integral containing zero modes
related to the symmetry as
∫ DΦe−S[Φ] → e−S[Φ¯]∫ (∏
A
dzA√
2pi
)J (Det ′M)−1/2 , (5.17)
where Det ′M denotes the minor determinant of M with its zero eigenvalues eliminated:
Det ′M ≡ ∏
a/∈I0 ωa. (5.18)
With properly interpreting the integrals over zA’s, the divergence originating from the zero
modes may be avoided.
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The minor determinant, Det ′M, can be calculated by regulating the fluctuation operator
as Mreg ≡M + ν, (5.19)
where ν is a constant. With ν being small enough, non-zero eigenvalues of M are (almost)
unchanged while the zero eigenvalues are lifted by ν. Consequently,
Det ′M = lim
ν→0 1νnzero DetMreg. (5.20)
We can calculate DetMreg by using the procedure mentioned above. We can obtain a
solution of MregΨreg = 0, where Ψreg is n × n and has n linearly independent columns:
Ψreg(r) = (ψ(1)reg(r) ⋯ ψ(n)reg (r)) . (5.21)
Then, DetMreg can be obtained by using Ψreg.
Because our purpose is to evaluate det Ψreg(r∞) up to O(νnzero), we only need to calculate
the columns in association with the zero eigenvalues up to O(ν); for the other columns, we
can take ψ
(I)
reg ≃ ψ(I) (I > nzero). We can calculate ψ(I)reg related to the zero modes by treating
ν as a perturbation. We introduce the function ψˇ(I) as
ψ
(I≤nzero)
reg = ψ(I≤nzero) + νψˇ(I≤nzero) +O(ν2), (5.22)
where the superscript “(I ≤ nzero)” indicates the columns in association with the zero modes.
Then, ψˇ(I≤nzero) should satisfy Mψˇ(I≤nzero) = −ψ(I≤nzero), (5.23)
with ψ(I≤nzero)(r0) = 0. With ψˇ(I≤nzero) being obtained by solving the above equation, we can
take care of the zero modes as
[DetM
DetM̂]−1/2 → ∫ (∏A dzA√2pi)J [Det
′M
DetM̂ ]
−1/2
, (5.24)
where
Det ′M
DetM̂ = [det Ψ(r0)det Ψ̂(r0)]
−1
lim
ν→0 1νnzero [det{Ψ(r∞) + νΨˇ(r∞)}det Ψ̂(r∞) ] , (5.25)
with Ψˇ being n × n function containing ψˇ(I≤nzero):
Ψˇ ≡ (ψˇ(1) ⋯ ψˇ(nzero) 0 ⋯ 0) . (5.26)
Then, using the fact that
Ψ(r∞) + νΨˇ(r∞) = (νψˇ(1)(r∞) ⋯ νψˇ(nzero)(r∞) ψ(nzero+1)(r∞) ⋯ ψ(n)(r∞)) , (5.27)
we obtain
Det ′M
DetM̂ = [det Ψ(r0)det Ψ̂(r0)]
−1 [det{Ψ(r∞) + Ψˇ(r∞)}
det Ψ̂(r∞) ] . (5.28)
The actual calculations of Det ′M for the gauge and translational zero modes will be discussed
in the following subsections.
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5.2 Gauge zero modes
We first consider the gauge zero modes. As we have mentioned in the previous section, if a
gauge symmetry, which is broken by the bounce, is restored at the false vacuum, there show
up zero modes in ` = 0 fluctuation operators. In this subsection, we apply the discussion in
the previous subsection to the gauge zero modes.
The gauge zero modes can be given in the following form (see Eq. (4.33)):
ψ(A) = ( 0
M
)U (A), (5.29)
where U (A)’s are defined as
(U (1) ⋯ U (nU )) ≡ ( 0
IU
) }nB}nU . (5.30)
Notice that ψ(A) is a column of Ψ(Sϕ)(1)0 and hence satisfy M(Sϕ)0 ψ(A) = 0. Since the last nU
columns of M vanish at r → r∞, ψ(A)(r∞) = 0 and hence ψ(A) are eigenfunctions of M(Sϕ)0
with zero eigenvalues.
In order to follow the prescription given in the previous subsection, we first calculate the
function ψˇ(A) that satisfies
M(Sϕ)0 ψˇ(A) = −ψ(A), (5.31)
with the boundary condition of
ψˇ(A)(r0) = 0. (5.32)
The function ψˇ(A) can be decomposed as
ψˇ(A) = (∂rχˇ(A)
Mχˇ(A)) + (−2(MTM)−1(M ′)T λˇ(A)λˇ(A) ) + ([∂r(MTM)−1]ζˇ(A)M(MTM)−1ζˇ(A) ) , (5.33)
where χˇ(A), ζˇ(A), and λˇ(A) evolve as
∆0χˇ
(A) = ∆0χ∣χ→χˇ(A), ζ→ζˇ(A), λ→λˇ(A) , (5.34)
∆0ζˇ
(A) =MTMU (A), (5.35)
∆0λˇ
(A) = ∆0λ∣χ→χˇ(A), ζ→ζˇ(A), λ→λˇ(A) , (5.36)
and λˇ satisfies
MT λˇ = 0. (5.37)
One can solve Eq. (5.35) to obtain
ζˇ(A)(r) = ∫ r
0
dr1r
−3
1 ∫ r1
0
dr2r
3
2M
TM(r2)U (A) + (irrelevant). (5.38)
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As r becomes large, ζˇ(A)(r) becomes constant because MTMU (A) approaches to zero ex-
ponentially. Then, the relevant part of ψˇ(A) for the calculation of the prefactor A is given
by
ψˇ(A)(r) = ( 0
MUIUXUU (A)) , (5.39)
where IU and X (A,B)U are nU × nU objects whose (A,B) elements are given by
I(A,B)U (r) ≡ ∫ r drr−3 U (A)T (MTM)−1U (B), (5.40)
and
X (A,B)U ≡ 12pi2 ∫ d4xU (A)TMTMU (B). (5.41)
Thus, because
Det′M(Sϕ)0 ∝ det( 0 0 −14ξrIG 0MB MUIUXU 0 λ˜ )∣r→∞ , (5.42)
with λ˜ being the function introduced in Eq. (4.35), we can find
Det′M(Sϕ)0
DetM̂(Sϕ)0 = detAB X (A,B)U detAB I(A,B)U
⎡⎢⎢⎢⎢⎣det Ψ̂
(σ)
0 (r∞)
det Ψ̂
(σ)
0 (r0)
⎤⎥⎥⎥⎥⎦
−1 ⎡⎢⎢⎢⎢⎣det Ψ
(λ)
0 (r∞)
det Ψ
(λ)
0 (r0)
⎤⎥⎥⎥⎥⎦ [det(M
TM)∞
det(MT0 M0) ]
1/2
,
(5.43)
with
Ψ
(λ)
0 ≡ V TH λ˜. (5.44)
The gauge zero modes are associated with the gauge symmetries that are restored at
the false vacuum; the NG bosons in association with the global gauge transformations are
not eaten by the gauge bosons and appear as the zero modes. Thus, the path integration
over the gauge zero modes can be replaced by the integration over the gauge volume of the
unbroken gauge symmetry at the false vacuum.
We parameterize such a global gauge transformation of the bounce configuration as
φ¯→ φ¯ +∑
A
θAT̃Aφ¯ +O(θ2), (5.45)
where T̃A’s are generators of unbroken gauge symmetry at the false vacuum with T̃Aφ¯ being
required to be orthogonal, i.e.,
∫ d4x(T̃Aφ¯)T T̃Bφ¯ = 0 (for A ≠ B). (5.46)
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Here, the generators T̃A are introduced to set a diagonal basis for the integration over the
gauge volume, and are given by linear combinations of the generators of our original choice,
i.e.,
T̃A = κABTB. (5.47)
Note that the ambiguity in κ is absorbed into the normalization of the gauge volume VU (see
the following discussion).
Since the fluctuation operator in the Fermi gauge is invariant under the transformation
given in Eq. (5.45), the path integral over the gauge zero modes can be interpreted as
∫ ∏
a
dc
(gauge)
a√
2pi
→ J (gauge)∫ ∏
A
dθA√
2pi
≡ J (gauge)(2pi)nU /2VU , (5.48)
where c
(gauge)
a ’s are the expansion coefficients in association with the gauge zero modes, VU
is the volume of the moduli space arising from the spontaneous symmetry breaking, and
J (gauge) ≡ detκ [det
AB
∫ d4x(TAφ¯)TTBφ¯]1/2 = (∏
A
g2A
2pi2
)−1/2 detκ(det
AB
X (A,B)U )1/2 . (5.49)
Then, using det Ψ̂
(σ)
0 (r0) = det Ψ(λ)0 (r0) = 1, the right-hand side of Eq. (5.43) becomes
Det′M(Sϕ)0
DetM̂(Sϕ)0 = ( 12r3∞)
nU (∏
A
g2A
2pi2
)(J (gauge)
detκ
)2 (detW ′U)−1∞ det Ψ(λ)0 (r∞)
det Ψ̂
(σ)
0 (r∞) [ det Ŵ
T Ŵ
det(MT0 M0)]
1/2
,
(5.50)
and hence the ` = 0 contribution, containing the path integral over the gauge zero modes,
can be written as
∫ ∏
a
dc
(gauge)
a√
2pi
⎛⎝Det′M(Sϕ)0DetM̂(Sϕ)0 ⎞⎠
−1/2 → (r3∞
pi
)nU /2 (∏
A
g2A
2pi2
)−1/2 VU detκ
(detW ′U)1/2 ⎡⎢⎢⎢⎢⎣det Ψ
(λ)
0 (r∞)
det Ψ̂
(σ)
0 (r∞)
⎤⎥⎥⎥⎥⎦
−1/2 [ det Ŵ T Ŵ
det(MT0 M0)]
−1/4
.
(5.51)
Next, we consider the background gauge. The fluctuation operator in the background
gauge, i.e., M(Sϕ)0,BG given in Eq. (2.49), also has zero eigenvalues in association with the
unbroken gauge symmetry in the false vacuum. The existence of the zero eigenvalues ofM(Sϕ)0,BG can be understood from the fact that the following relation holds:
M(Sϕ)0,BG (∂rΨ(cc¯)0MΨ(cc¯)0 ) = 0, (5.52)
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and that some of the columns of Ψ
(cc¯)
0 become constant at r →∞ if there exists an unbroken
gauge symmetry at the false vacuum (see Eq. (4.43)). The proper treatment of such zero
modes is, however, complicated because the relation between the path integral over such
zero modes and the integration over the gauge parameter is non-trivial in the background
gauge. Here, we consider a way to reconstruct the result in the Fermi gauge from that
in the background gauge. Even though the study in the Fermi gauge is enough for the
gauge invariant formulation of the decay rate, the background gauge is advantageous for
numerically calculating the decay rate. This is because the numerical calculation in the
background gauge shows a better convergence at r →∞. Thus, it is desirable to understand
the procedure to transform the results in the background gauge to those in the Fermi gauge.
We will explicitly show such a transformation in the following.
In discussing the treatment of the gauge zero modes in the background gauge, we first
define
M(Sϕ)0,BG,reg =M(Sϕ)0,BG + ν (ξ−1IG 00 Iϕ) , (5.53)
M̂(Sϕ)0,BG,reg =M̂(Sϕ)0,BG + ν (ξ−1IG 00 Iϕ) . (5.54)
Here, the regulator is chosen so that the final result becomes simple. Then, we can find (see
Appendix A)
Det′M(Sϕ)0
DetM̂(Sϕ)0 = 1detAB KAB (∏A g
2
A
2pi2
)(J (gauge)
detκ
)2 ⎛⎝DetM
(cc¯)
0,BG
DetM̂(cc¯)0,BG⎞⎠
−2
lim
ν→0 1νnU
DetM(Sϕ)0,BG,reg
DetM̂(Sϕ)0,BG,reg ,
(5.55)
where KAB = lim
r→∞ r
3
ξ
U (A)T (∂rΨ(cc¯)0 ) (Ψ(cc¯)0 )−1 U (B). (5.56)
In numerical calculations, Eq. (5.55) can be used to obtain the Fermi gauge result from
the calculation with the fluctuation operators in the background gauge. Here, one should
note that, even though our regulator for the background gauge becomes equal to that of
Eq. (5.19) when ξ = 1,
⎛⎝Det
′M(Sϕ)0,BG
DetM̂(Sϕ)0,BG ⎞⎠
−1/2
DetM(cc¯)0,BG
DetM̂(cc¯)0,BG
RRRRRRRRRRRRRRξ=1 ≠
⎛⎝Det′M(Sϕ)0DetM̂(Sϕ)0 ⎞⎠
−1/2
DetM(cc¯)0
DetM̂(cc¯)0 . (5.57)
The above inequality is not surprising because the gauge transformations relating different
bounce configurations differ in two choices of the gauge fixing. In particular, in the back-
ground gauge, different bounces are related by a local, not global, gauge transformation [33].
Thus, if we worked only in the background gauge, it would become very non-trivial to relate
the path integral over the zero modes to the integration over the gauge volume.
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5.3 Translational zero modes
Next, let us consider the zero modes due to the translational invariance. These zero modes
are related to
ψ(tr) ≡ r0√
φ¯′T (r0)φ¯′(r0)
⎛⎜⎝
0
0
φ¯′
⎞⎟⎠ . (5.58)
One can see that ψ(tr) satisfies M(SLϕ)1 ψ(tr) = 0 and ψ(tr)(r → ∞) = 0. We note here that
ψ(tr) belongs to the Type 3 solutions (see Eq. (4.9)). It corresponds to the solution obtained
with χ(tr) = η(tr) = 0 and λ(tr) ∝ φ¯′; the relation (∆1 − Ω)φ¯′ = 0 holds and that λ(tr) ∝ φ¯′
satisfies the constraint imposed on the function λ, i.e., MTλ(tr) = 0 (see Eq. (2.13)). The
normalization of ψ(tr) is determined so that ψ(tr) can be embedded into Ψ(SLϕ)(3)` (see Eq.
(4.10)).
We need to eliminate the zero eigenvalues from DetM(SLϕ)1 . For the calculation of
Det ′M(SLϕ)1 , we should obtain the function satisfyingM(SLϕ)1 ψˇ(tr) = −ψ(tr). (5.59)
The solution of the above equation can be expressed as
ψˇ(tr) = ⎛⎜⎝
∂rχˇ(tr)
L
r χˇ
(tr)
Mχˇ(tr)
⎞⎟⎠ +
⎛⎜⎝
(MTM)−1 [Lr ηˇ(tr) − 2(M ′)T λˇ(tr)](MTM)−1 1r2∂rr2ηˇ(tr)
λˇ(tr)
⎞⎟⎠ , (5.60)
where χˇ(tr), ηˇ(tr), and λˇ(tr) are functions satisfying
∆1χˇ
(tr) = ∆1χ∣χ→χˇ(tr), η→ηˇ(tr), λ→λˇ(tr), ζ→0 , (5.61)
∆1ηˇ
(tr) = ∆1η∣χ→χˇ(tr), η→ηˇ(tr), λ→λˇ(tr), ζ→0 , (5.62)
∆1λˇ
(tr) = ∆1λ∣χ→χˇ(tr), η→ηˇ(tr), λ→λˇ(tr), ζ→0 − r0√
φ¯′T (r0)φ¯′(r0) φ¯′. (5.63)
By solving the above equations, χˇ(tr), ηˇ(tr), and λˇ(tr) can be obtained. Then, we can evaluate
ψˇ(tr)(r →∞), with which Det′M(SLϕ)1 can be calculated.
The bounce is localized in space-time, and the shift of the position of the bounce does
not change the action. Thus, in four space-time dimensions, there are four translational zero
modes which can be parameterized as
( A¯µ
φ¯(x))→ ( A¯µφ¯(x)) + dxµ ( 0∂µφ¯) +O(dx2), (5.64)
or as
( A¯µ
φ¯(x))→ ( A¯µφ¯(x)) + c(tr)(1,mA,mB) ( 0N (tr)φ¯′Y(1,mA,mB)) +O(c2), (5.65)
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with N (tr) being the normalization constant:
N (tr) = 1√∫ drr3φ¯′2 . (5.66)
The path integral over the translational zero modes can be understood as the integration
over the position of the center of the bounce as [28]:
∏
mA,mB
dc
(tr)(1,mA,mB)√
2pi
→ B2
4pi2
∏
µ
dxµ. (5.67)
Consequently, the functional determinant from the path integral is interpreted as⎡⎢⎢⎢⎢⎣DetM
(SLϕ)
1
DetM̂(SLϕ)1
⎤⎥⎥⎥⎥⎦
−1/2 → B2
4pi2
⎡⎢⎢⎢⎢⎣Det
′M(SLϕ)1
DetM̂(SLϕ)1
⎤⎥⎥⎥⎥⎦
−1/2∏
µ
dxµ. (5.68)
Integration over the space-time volume will disappear from the expression of the decay rate
per unit volume (i.e., the transition probability per unit time and unit volume). We note
that, in the background gauge, we can obtain Eq. (5.68) with the fluctuation operators in
the Fermi gauge being replaced by those in the background gauge.
6 Semi-Analytic Expression of the Decay Rate
Now, we summarize the semi-analytic expression of the decay rate of the false vacuum. We
are particularly interested in the expression of the prefactor A and its gauge invariance. The
prefactor A can be given as a product of the contributions of various fluctuations asA = A(cc¯)A(T )A(SLϕ), (6.1)
where A(cc¯), A(T ), and A(SLϕ) denote the contributions of the FP ghosts, transverse mode of
the gauge fields, and other bosonic fluctuations, respectively. (If there exist fermions coupled
to the bounce, their contributions should be also taken into account.) Furthermore, because
of the spherical nature of the bounce configuration, each contribution can be decomposed
into those with different (`,mA,mB):
A(X) = ∏` [A(X)` ](`+1)2 , (6.2)
with (X) = (cc¯), (T ), or (SLϕ). (Here, A(SLϕ)0 should be understood as A(Sϕ)0 .) For A(cc¯)
and A(SLϕ), 0 ≤ ` < ∞ and for A(T ), 1 ≤ ` < ∞. The final result A does not depend on the
choice of the gauge fixing (as far as the gauge zero modes are irrelevant), although A(cc¯) andA(SLϕ) in the Fermi and the background gauges differ from each other. In the following,
we first summarize the results in the Fermi gauge and then discuss those in the background
gauge.
32
6.1 Contributions of FP ghosts and transverse modes
First, we consider the contributions of the FP ghosts. In the Fermi gauge, the FP ghosts do
not couple to the bounce, and hence the fluctuation operator of FP ghosts does not contain
φ¯. Consequently,
A(cc¯) = 1. (6.3)
For the contributions of the transverse modes of the gauge fields, we should solve
M(T )` Ψ(T )` = 0, (6.4)M̂(T )` Ψ̂(T )` = 0, (6.5)
where M(T )` and M̂(T )` are the fluctuation operators given in Eqs. (2.46) and (2.51), respec-
tively. In addition, Ψ
(T )
` and Ψ̂
(T )
` are nG × nG objects, and their boundary conditions are
given by
Ψ
(T )
` (r → 0) ≃ r`IG, (6.6)
Ψ̂
(T )
` (r → 0) ≃ r`IG. (6.7)
With these quantities,
detM(T )`
detM̂(T )` = det Ψ
(T )
` (r∞)
det Ψ̂
(T )
` (r∞) . (6.8)
Then,
A(T ) = ∞∏`=1
⎡⎢⎢⎢⎢⎣det Ψ
(T )
` (r∞)
det Ψ̂
(T )
` (r∞)
⎤⎥⎥⎥⎥⎦
−(`+1)2/2
. (6.9)
6.2 Contributions of (SLϕ) modes
Contributions of the (SLϕ) modes are complicated especially because of the zero modes.
The prefactor originating from the (SLϕ) modes can be written as
A(SLϕ) = A(Sϕ)0 ∞∏`=1 [A(SLϕ)` ](`+1)
2
. (6.10)
For ` > 1, we do not expect zero modes. Based on Eq. (4.32), we obtain
A(SLϕ)`>1 = (r∞`)nU /2 [det(MTM)∞ det(MT0 M0)]−1/4 [det (1/W TUWU)′∞]−1/2 [det Ŵ T Ŵ ]1/4
[det Ψ(ηλ)` (r∞)]−1/2 [det Ψ̂(η)` (r∞)]1/2 [det Ψ̂(σ)` (r∞)]1/2 , (6.11)
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where Ψ
(ηλ)
` is give by Eq. (4.30), while Ψ̂
(η)
` and Ψ̂
(σ)
` are defined by Eqs. (4.23) and (4.24)
and Eqs. (4.26) and (4.27), respectively.
For ` = 1, the translational zero modes exist. The zero eigenvalues from the transla-
tional zero modes are removed by replacing η(tr) and λ(tr) by ηˇ(tr) and λˇ(tr), respectively, in
det Ψ
(SLϕ)
1 (r →∞), with taking account of the Jacobian (see Eq. (5.68)). As a result, A(SLϕ)1
is obtained as
A(SLϕ)1 = B24pi2 rnU /2∞ [det(MTM)∞ det(MT0 M0)]−1/4 [det (1/W TUWU)′∞]−1/2 [det Ŵ T Ŵ ]1/4[det (Ψ(ηλ)1 (r∞) + Ψˇ(ηλ)1 (r∞))]−1/2 [det Ψ̂(η)1 (r∞)]1/2 [det Ψ̂(σ)1 (r∞)]1/2 , (6.12)
where
Ψ
(ηλ)
1 + Ψˇ(ηλ)1 = Ψ(ηλ)1 ∣
ψ(tr)→ψˇ(tr) . (6.13)
Here, the definitions of ψ(tr) and ψˇ(tr) are given in Eqs. (5.58) and (5.59), respectively. Notice
that the space-time integral in Eq. (5.68) is eliminated in calculating the decay rate per unit
volume.
For ` = 0, there may exist gauge zero modes. Based on Eq. (5.51), we obtain
A(Sϕ)0 = (r3∞pi )nU /2 (∏A g2A2pi2)
−1/2 VU detκ (detW ′U)1/2 ⎡⎢⎢⎢⎢⎣det Ψ
(λ)
0 (r∞)
det Ψ̂
(σ)
0 (r∞)
⎤⎥⎥⎥⎥⎦
−1/2 [ det Ŵ T Ŵ
det(MT0 M0)]
−1/4
,
(6.14)
where VU is the gauge volume and κ is the matrix orthogonalizing TAφ¯ (see Eq. (5.47)). In
addition, Ψ
(λ)
0 is given in Eq. (5.44).
6.3 Background gauge
Here, we summarize the relation between the results in the Fermi gauge and in the back-
ground gauge. In the background gauge, the FP contribution becomes
A(cc¯)BG = ∞∏`=0 [A(cc¯)`,BG](`+1)
2 = ∞∏`=0
⎡⎢⎢⎢⎢⎣
det Ψ
(cc¯)
`,BG
det Ψ̂
(cc¯)
`,BG
⎤⎥⎥⎥⎥⎦
(`+1)2
. (6.15)
The functions Ψ
(cc¯)
`,BG and Ψ̂
(cc¯)
`,BG are defined in Eqs. (4.43) and (4.44) and Eqs. (4.46) and
(4.47), respectively.
Since the fluctuation operators for the (T ) modes are identical to those in the Fermi
gauge,
A(T )`,BG = A(T )` . (6.16)
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As we have seen in Eq. (4.61), the following relation holds for ` > 0:
A(SLϕ)`,BG A(cc¯)`,BG = A(SLϕ)` A(cc¯)` . (6.17)
Thus, we can explicitly see that the Fermi and the background gauges give the same decay
rate as far as the modes with ` > 0 are concerned.
For ` = 0, the proper treatment of the gauge zero modes in the background gauge is non-
trivial, as we have explained in Section 5. Thus, in the background gauge, we just introduce
a convenient way of regulating the fluctuation operator with gauge zero modes and relate
its functional determinant with that in the Fermi gauge. With the regulated fluctuation
operators given in Eqs. (5.53) and (5.54), we can obtain
A(Sϕ)0 = VU (det
AB
KAB)1/2 detκ(∏
A
g2A
pi
)−1/2 ⎛⎝DetM
(cc¯)
0,BG
DetM̂(cc¯)0,BG⎞⎠⎛⎝limν→0 1νnU
DetM(Sϕ)0,BG,reg
DetM̂(Sϕ)0,BG,reg⎞⎠
−1/2
, (6.18)
with KAB being given in Eq. (5.56). The above equality is useful for numerical calculations:
the right-hand side of Eq. (6.18) is written only with the quantities in the background gauge
and hence we can calculate them numerically.
7 Renormalization
The functional determinants diverge once the contributions of all ` are taken into account,
and the renormalization is necessary. Here, we discuss how the divergences are removed,
adopting the MS scheme.
In calculating the one-loop contribution to the decay rate of the false vacuum, we are
interested in the ratio of the functional determinants in the following form:
A(X) = (DetM(X)
DetM̂(X))
−1/2 = ∞∏`=0 ⎛⎝DetM
(X)
`
DetM̂(X)` ⎞⎠
−(`+1)2/2
, (7.1)
where M(X) and M̂(X) are fluctuation operators around the bounce and that around the
false vacuum, respectively. Our procedure of the renormalization is as follows [1]:
(i) We first identify terms which contain the divergence in lnA(X) (which we call δ lnA(X)div ).
(ii) Next, we perform the MS subtraction of δ lnA(X)div . The result is denoted as δ lnA(X)div,MS.
Then, the divergence is removed as [1]
lnA(X) → lnA(X)
MS
≡ lnA(X) − δ lnA(X)div + δ lnA(X)div,MS. (7.2)
Notice that, in the above expression, lnA(X) and δ lnA(X)div are both divergent, while lnA(X)−
δ lnA(X)div and δ lnA(X)div,MS are finite.
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The divergent part of the functional determinant can be obtained by a diagrammatic
consideration. Let us define
δM ≡M(X) − M̂(X), (7.3)
and δM` ≡M(X)` − M̂(X)` . Then, treating δM as a perturbation, lnA(X) can be expressed
as
lnA(X) = − ∞∑
I=1 s
(X)
I , (7.4)
where s
(X)
I indicates the contribution of diagrams with I being the number of insertions of
δM.
Before proceeding further, we comment on the choice of the gauge fixing which affects
the calculation of DetM(SLϕ)` . The calculation can be performed in any gauge; as we have
discussed in Section 4, the Fermi and the background gauge calculations give the same result
of DetM(SLϕ)` for ` ≥ 1 and hence the calculation of the divergent part is possible in either
gauge. In practice, however, it is convenient to work in the background gauge because the
number of diagrams necessary to calculate the divergent part is reduced. This is because,
in the background gauge, δM does not contain derivative operators; thus, only s(SLϕ)1 and
s
(SLϕ)
2 are divergent. (In the Fermi gauge, in general, s
(SLϕ)
I≤4 are divergent.) Thus, we adopt
the background gauge to calculate the divergent part. In the following, we consider the case
where only s
(X)
1 and s
(X)
2 are divergent while s
(X)
I≥3 ’s are finite.
We have calculated the functional determinants of fluctuation operators by using the
functions satisfying M(X)` Ψ(X)` = 0 and M̂(X)` Ψ̂(X)` = 0. We can express Ψ(X)` in the following
form:
Ψ
(X)
` = Ψ̂(X)` + ∞∑
I=1 δΨ
(X)
`,I , (7.5)
where the following equations are satisfied:
M̂(X)` δΨ(X)`,1 = −δM`Ψ̂(X)` , (7.6)M̂(X)` δΨ(X)`,I+1 = −δM`δΨ(X)`,I (I ≥ 1), (7.7)
with δΨ
(X)
`,I (r → 0) ≃ 0. Notice that δΨ(X)`,I can be understood as the term which is of the
order of (δM)I . Then, lnA(X) becomes
lnA(X) = − lim
r→∞
∞∑`=0 (` + 1)22 [Tr ln(Ψ̂(X)` + ∞∑I=1 δΨ(X)`,I ) −Tr ln Ψ̂(X)` ] , (7.8)
from which we obtain
s
(X)
1 = limr→∞ ∞∑`=0 (` + 1)22 [Tr [Ψ̂(X)` ]−1δΨ(X)`,1 ] , (7.9)
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s
(X)
2 = limr→∞ ∞∑`=0 (` + 1)22 [Tr [Ψ̂(X)` ]−1δΨ(X)`,2 − 12Tr [Ψ̂(X)` ]−1δΨ(X)`,1 [Ψ̂(X)` ]−1δΨ(X)`,1 ] . (7.10)
In order to perform the MS subtraction from the divergent part, we can use
lnA(X) = −1
2
Tr [M̂(X)]−1 δM + 1
4
Tr [M̂(X)]−1 δM [M̂(X)]−1 δM +O(δM3), (7.11)
to obtain
s
(X)
1 = 12Tr [M̂(X)]−1 δM, (7.12)
s
(X)
2 = −14Tr [M̂(X)]−1 δM [M̂(X)]−1 δM. (7.13)
These quantities can be calculated by using the ordinary diagrammatic method. We calcu-
late them adopting dimensional regularization, and perform MS subtraction to obtain the
renormalized quantities, s
(X)
1,MS
and s
(X)
2,MS
; their explicit forms are given in Appendix C.#9
The prefactor after the MS subtraction can be obtained as
lnA(X)
MS
= [lnA + s(X)1 + s(X)2 ] − s(X)1,MS − s(X)2,MS, (7.14)
where s
(X)
1 and s
(X)
2 in the square bracket should be understood as those given in Eqs. (7.9)
and (7.10), respectively. Notice that the quantity in the square bracket can be evaluated
order by order in `. At a large `, the contribution behaves as `−2 and the sum over ` converges.
One may truncate higher `, or fit the terms with large enough ` and sum them up for better
precision.
8 Conclusions and Discussion
In this paper, we have studied the decay rate of the false vacuum in gauge theory for the
case with a multi-field bounce. If more than one scalar fields contribute to the bounce, the
mixing among the gauge fields and the scalars becomes r-dependent, making it complicated
to calculate the one-loop contributions to the decay rate. We have extended the results
of [32, 33] to perform a gauge invariant calculation of the decay rate at the one-loop level.
The one-loop contributions to the decay rate, which are denoted as A in this article, are given
by the ratio of the functional determinants of the fluctuation operators around the bounce
and those around the false vacuum (see Eqs. (2.61) and (2.62)). Using the fact that the
functional determinant of the fluctuation operator, M(X), can be related to the asymptotic
behavior of the function, ψ(X), obeying M(X)ψ(X) = 0, we have derived an expression of the
decay rate at the one-loop level, which is manifestly independent of the gauge parameter,
#9There was an error in the calculation of the counterterms in [33], which is corrected in the expression in
Appendix C.
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ξ. In particular, we have discussed how the functional determinant of M(Aµϕ), i.e. the
fluctuation operator for the gauge and scalar fields, can be evaluated in a gauge invariant
way. Our main results are summarized in Section 6.
In our study, we have worked in both the Fermi gauge and the background gauge. We
have shown that the Fermi gauge has an advantage to show the gauge invariance of the result
especially when there exist gauge zero modes. The path integral over the gauge zero modes
should be replaced by the integration over the gauge volume; the rule of the replacement
can be straightforwardly obtained in the Fermi gauge. The background gauge has, however,
an advantage in numerically calculating the decay rate because of the better convergence.
In order to utilize the calculation in the background gauge, we derived a prescription to
translate the result in the background gauge to that in the Fermi gauge.
We have also discussed how we can remove ultraviolet divergences from the decay rate.
We have shown a procedure to subtract the divergences from the one-loop results and to
perform the renormalization in the MS scheme (see Section 7).
Our results apply to various types of models with many scalar fields having gauge charges;
in such models, it is often the case that there shows up a true vacuum whose energy density
is lower than that of the electroweak vacuum. Our results can be used to calculate the decay
rate of the electroweak vacuum in such models. Phenomenological application of our results
may be discussed elsewhere.
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A Evaluation of Determinants
A.1 Alternative fluctuation operators
One of the important steps in our calculation is to rewrite det Ψ
(SLϕ)
` using η and λ at r ∼∞.
Since the fluctuation matrices approach those at the false vacuum as r →∞, one may expect
that the behavior of Ψ
(SLϕ)
` at r ∼∞ is the same as that of the solution at the false vacuum,
Ψ̂
(SLϕ)
` . However, it is not always the case because they are related as
Ψ
(SLϕ)
` (r →∞) = Ψ̂(SLϕ)` (r)G(r), (A.1)
where G is a square matrix. Since the elements of Ψ̂
(SLϕ)
` generally become hierarchical as
r → ∞, larger elements easily contaminate smaller elements due to the mixing induced by
G. The crucial problem here is that the contamination cannot be avoided just by taking a
linear combination of the solutions since G is r-dependent. Such contamination leads to a
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severe cancellation when we calculate the determinant of Ψ
(SLϕ)
` . In the following, we discuss
a way to avoid this problem.
We first define the projection operators as
PH = VHV TH , (A.2)
PG =M(MTM)−1MT , (A.3)
which satisfy PH + PG = Iϕ and PHPG = PGPH = 0. Then, we define r-dependent orthogonal
matrices Oϕ(r) and OG(r) having the following properties:
OTϕ(r)M(r)OG(r) = (W (r)0dcurly
nG
) }nG}nH = ⎛⎜⎝
WB(r) 0
0 WU(r)
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nB
0dcurly
nU
⎞⎟⎠
}nB}nU}nH , (A.4)
OTϕ(r)PH(r)Ω(r)PH(r)Oϕ(r) = ( 0 00dcurly
nG
m2(r)´udcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymod¶
nH
) }nG}nH , (A.5)
where m2, W , WB and WU are diagonal matrices. Since we work in the field basis given in
Eqs. (2.28) and (2.29), we can take
lim
r→∞Oϕ(r) = Iϕ, limr→∞OG(r) = IG. (A.6)
The basic idea is to use the following matrices instead of M and Ω.
Malt = ⎧⎪⎪⎨⎪⎪⎩M, r ≪ r∗OTϕMOG, r ≫ r∗ , (A.7)
Ωalt = ⎧⎪⎪⎨⎪⎪⎩Ω, r ≪ r∗OTϕPHΩPHOϕ +OTϕPGΩPGOϕ, r ≫ r∗ . (A.8)
Here, r∗ is taken to be much larger than the typical scale of the bounce. Then, the behavior
of the solution at r → ∞ can be understood easily since the fluctuation operators become
block-diagonalized. The behavior at r ∼ r∗ will be defined in Appendix B.
The decomposed solution in Section 3 cannot be used as it is since Malt does not satisfy
Eqs. (2.15) and (2.16) for r ≳ r∗. However, we find that the solution becomes exact if we
add extra scalar mass terms to the fluctuation operators as
M(SLϕ)`,alt = M(SLϕ)` ∣M→Malt,Ω→Ωalt+δΩ , (A.9)M(Sϕ)0,alt = M(Sϕ)0 ∣M→Malt,Ω→Ωalt+δΩ , (A.10)
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where
δΩ = −Malt(MTaltMalt)−1εT , (A.11)
with
ε = −∆0Malt +ΩaltMalt. (A.12)
Then, the solutions of
M(SLϕ)`,alt Ψ(SLϕ)`,alt = 0, (A.13)
and
M(Sϕ)0,alt Ψ(Sϕ)0,alt = 0, (A.14)
are given by Eqs. (3.2) – (3.6) and (3.13) with replacing M →Malt and Ω → Ωalt. Since the
fluctuation operators are not modified for r ≲ r∗, we take
Ψ
(SLϕ)
`,alt (r ≲ r∗) =Ψ(SLϕ)` (r ≲ r∗), (A.15)
Ψ
(Sϕ)
0,alt (r ≲ r∗) =Ψ(Sϕ)0 (r ≲ r∗). (A.16)
Similarly, we define the solutions, Ψ
(cc¯)
`,alt and Ψ
(ηλ)
`,alt , which satisfy the same differential equa-
tions as Ψ
(cc¯)
` and Ψ
(ηλ)
` but with M →Malt and Ω→ Ωalt.
For later convenience, we also define
PG,alt =Malt(MTaltMalt)−1MTalt, (A.17)
PH,alt = Iϕ − PG,alt. (A.18)
The deformation at r ∼ r∗ should be smooth enough and the decomposition of the solu-
tions should be well-defined for the entire region of r. In addition, we need to ensure the use
of these alternative fluctuation operators does not affect the final results. We will discuss
these issues in Appendix B.
A.2 Evaluation of solutions for ` > 0
A.2.1 Behavior at infinity
Here, we evaluate Ψ
(SLϕ)
`,alt at r → ∞. For this purpose, we can use the fact that Ψ(cc¯)`,alt and
Ψ
(ηλ)
`,alt behave as follows:
Ψ
(cc¯)
`,alt(r →∞) ≃ ( e√ξWBrr3/2 IB 00 r`IU)T (cc¯)` , (A.19)
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and
Ψ
(ηλ)
`,alt (r →∞) ≃ ⎛⎜⎝
eWBr
r3/2 IB 0 0
0 1r2 IU 0
0 0 e
mr
r3/2 IH
⎞⎟⎠T (ηλ)` , (A.20)
where T (cc¯)` and T (ηλ)` are constant square matrices.
We examine the behavior of each type of the solutions at r →∞ below.
• Type 1
In the Fermi gauge, χ(1) = r`IG. Then, from Eq. (3.2),
Ψ
(SLϕ)(1)
`,alt (r →∞) ≃ ⎛⎜⎜⎜⎝
`
rIG
L
r IG
W
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nG
⎞⎟⎟⎟⎠
}nG}nG}nG}nH
r`. (A.21)
In the background gauge, χ(1) = Ψ(cc¯)`,alt. Using Eq. (3.2),
Ψ
(SLϕ)(1)
`,BG,alt (r →∞) ≃
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
√
ξWB 0
0 `rIU
L
r IB 0
0 Lr IU
WB 0
0 WU
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nB
0dcurly
nU
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
}nB}nU}nB}nU}nB}nU}nH
Ψ
(cc¯)
`,alt. (A.22)
• Type 2
Since PH,altM ′alt = 0 for r ≳ r∗, λ(2) = 0 from Eq. (3.6). In the Fermi gauge, ζ(2) = r`,
and
η(2)(r →∞) = (O(r−1W ′B) 0
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nB
L
`+2 +O(W 2U)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nU
) }nB}nU r`. (A.23)
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Then, from Eqs. (3.8) – (3.10),
Ψ
(SLϕ)(2)
`,alt (r →∞) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
− ξ4rIB 0
0 `−(`+2)ξ4(`+2) rIU− ξ`4LrIB 0
0 `[(`+4)−(`+2)ξ]4L(`+2) rIU− ξ4(`+2)r2WB 0
0 O(r2WU)
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nB
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nU
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
}nB}nU}nB}nU}nB}nU}nH
r`. (A.24)
In the background gauge, ζ(2) = Ψ(cc¯)`,alt. Then,
η(2)(r →∞) = (O(r−1W ′B) 0
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nB
L
`+2 +O(W 2U)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nU
) }nB}nU Ψ(cc¯)`,alt, (A.25)
and
Ψ
(SLϕ)(2)
`,BG,alt (r →∞) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
O(W ′B) 0
0 `−(`+2)ξ4(`+2) rIUO(W ′B) 0
0 `[(`+4)−(`+2)ξ]4L(`+2) rIU
W −1B 0
0 O(r2WU)
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nB
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nU
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
}nB}nU}nB}nU}nB}nU}nH
Ψ
(cc¯)
`,alt. (A.26)
• Type 3
When gauge bosons become massive at the false vacuum, it is convenient to use the
following relations:
∆` (rΨ(top)` ) = Lη − ξr∂rr2Y, (A.27)
Ψ
(mid)
` = 1Lr2∂rr2 (rΨ(top)` ) + rξL Y, (A.28)
Ψ
(bot)
` =Mχ + λ +M(MTM)−1ζ, (A.29)
where
Y = ⎧⎪⎪⎨⎪⎪⎩ζ : Fermi−MTMχ : BG . (A.30)
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Using Eqs. (3.3) and (3.8) – (3.10) as well as the above relations,
Ψ
(SLϕ)(3)
`,alt (r →∞) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
L
rW
−2
B 0 0
0 − rLIU 0
W −1B 0 0
0 − 2rL2 IU 0O(r−1W ′B) 0 0
0 L2r(W ′U)−1 0
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nB
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nU
IHdcurly
nH
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
}nB}nU}nB}nU}nB}nU}nH
Ψ
(ηλ)
`,alt . (A.31)
A.2.2 Translational zero modes
Here, we discuss the translational zero modes. The following discussion applies to both the
Fermi gauge and the background gauge. With the alternative fluctuation operator, M(SLϕ)1,alt ,
the existence of the translational zero modes is not guaranteed; det Ψ
(SLϕ)
1,alt (r → ∞) can be
non-vanishing. However, it does not cause a problem since it approaches zero as r∗ →∞ and
we always take ν → 0 after r∗ →∞.
Let us start with the original fluctuation matrix (the one without “alt”). To construct
the solution explicitly, we regularize the translational zero modes using
M(SLϕ)1,reg =M(SLϕ)1 + ν ( 0 00dcurly
2nG
PHdcurly
nϕ
) }2nG}nϕ , (A.32)
instead of M(SLϕ)1 + ν. Since M(SLϕ)1,reg ψ(tr) = νψ(tr), (A.33)
we can use the same discussion for the zero modes as in Section 5. Then, we define its
alternative as M(SLϕ)1,reg,alt = M(SLϕ)1,reg ∣M→Malt, Ω→Ωalt+δΩ, PH→PH,alt . (A.34)
Since ψ(tr) is included in Ψ(SLϕ)(3)1 , it is enough to calculate
M(SLϕ)1,reg,altΨˇ(SLϕ)(3)1,alt = −Ψ(SLϕ)(3)1,alt . (A.35)
The solution is given by
Ψˇ
(SLϕ)(3)
1,alt = Ψ(SLϕ)(3)1,alt ∣Ψ(ηλ)
1,alt
→Ψˇ(ηλ)
1,alt
, (A.36)
where
Ψˇ
(ηλ)
1,alt = ( ηˇV TH,altλˇ) . (A.37)
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Here, ηˇ and λˇ satisfy
∆1ηˇ = ∆1η∣η→ηˇ,ζ→0,λ→λˇ,M→Malt,Ω→Ωalt , (A.38)
∆1λˇ = ∆1λ∣η→ηˇ,ζ→0,λ→λˇ,M→Malt,Ω→Ωalt + (0 0 VH,alt)Ψ(SLϕ)1,alt . (A.39)
A.2.3 Functional determinant (` > 1)
Here, we calculate the determinant of the solutions obtained above.
In the Fermi gauge,
det Ψ
(SLϕ)
`,alt (r →∞) = det (Ψ(SLϕ)(1)`,alt Ψ(SLϕ)(2)`,alt Ψ(SLϕ)(3)`,alt )
≃ (− ξr
2(` + 2))nB (`[` + ξ(` + 2)]4(` + 2)r )nU r2`nG det Ψ
(ηλ)
`,alt
detW ′U , (A.40)
and
det Ψ̂
(SLϕ)
` (r →∞) = det Ψ̂(B)` det Ψ̂(U)` det Ψ̂(λ)`≃ (− ξr
2(` + 2))nB r2`nB det Ψ̂(η)` (−` + ξ(` + 2)2(` + 2) r2`)nU det Ψ̂(λ)` . (A.41)
Thus,
det Ψ
(SLϕ)
`,alt (r →∞)
det Ψ̂
(SLϕ)
` (r →∞) = (− `2r∞)
nU det Ψ
(ηλ)
`,alt
det Ψ̂
(η)
` det Ψ̂
(λ)
` detW
′
U
. (A.42)
Keeping only the leading terms in r, we can interchange r →∞ and r∗ →∞ and
det Ψ
(SLϕ)
` (r →∞)
det Ψ̂
(SLϕ)
` (r →∞) = (− `2r∞)
nU det Ψ
(ηλ)
`
det Ψ̂
(η)
` det Ψ̂
(λ)
` detW
′
U
. (A.43)
In the background gauge,
det Ψ
(SLϕ)
`,BG,alt(r →∞) = det (Ψ(SLϕ)(1)`,BG,alt Ψ(SLϕ)(2)`,BG,alt Ψ(SLϕ)(3)`,BG,alt )
≃ (−√ξ)nB 1
det Ŵ
(`[` + ξ(` + 2)]
4(` + 2)r )nU [det Ψ
(cc¯)
`,alt]2 det Ψ(ηλ)`,alt
detW ′U , (A.44)
and
det Ψ̂
(SLϕ)
`,BG (r →∞) = det Ψ̂(B)` det Ψ̂(U)` det Ψ̂(λ)`
≃ (−√ξ)nB 1
det Ŵ
[r−`nU det Ψ̂(cc¯)` ]2 det Ψ̂(η)` (−` + ξ(` + 2)2(` + 2) r2`)nU det Ψ̂(λ)` . (A.45)
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Here, we have used WB(r →∞) = Ŵ . Thus,
det Ψ
(SLϕ)
`,BG,alt(r →∞)
det Ψ̂
(SLϕ)
`,BG (r →∞) = limr→∞(− `2r∞)
nU det Ψ
(ηλ)
`,alt
det Ψ̂
(η)
` det Ψ̂
(λ)
` detW
′
U
⎛⎝det Ψ
(cc¯)
`,alt
det Ψ̂
(cc¯)
`
⎞⎠
2
, (A.46)
and hence
det Ψ
(SLϕ)
`,BG (r →∞)
det Ψ̂
(SLϕ)
`,BG (r →∞) = (− `2r∞)
nU det Ψ
(ηλ)
`
det Ψ̂
(η)
` det Ψ̂
(λ)
` detW
′
U
⎛⎝det Ψ(cc¯)`det Ψ̂(cc¯)` ⎞⎠
2
. (A.47)
From Eqs. (4.5), (4.7) and (4.10),
lim
r→0 det Ψ
(SLϕ)
` (r)
det Ψ̂
(SLϕ)
` (r) = det Ŵ√detMT0 M0 , (A.48)
independently of the choice of the gauge fixing. Taking the ratio between the determinants
with r → 0 and r →∞, we get Eq. (4.32).
A.2.4 Functional determinant (` = 1)
In the Fermi gauge,
det Ψ
(SLϕ)
1,reg,alt(ν; r →∞) = det (Ψ(SLϕ)(1)1,alt Ψ(SLϕ)(2)1,alt Ψ(SLϕ)(3)1,alt + νΨˇ(SLϕ)(3)1,alt )
≃ (−ξr
6
)nB (1 + 3ξ
12r
)nU r2nG det [Ψ(ηλ)1,alt + νΨˇ(ηλ)1,alt]
detW ′U+O(ν2), (A.49)
and
det Ψ̂
(SLϕ)
1,reg (ν; r →∞) ≃ (−ξr6 )nB r2nB det Ψ̂(η)1 (−1 + 3ξ6 r2)nU det Ψ̂(λ)1 +O(ν). (A.50)
Thus,
det Ψ
(SLϕ)
1,reg,alt(ν; r →∞)
det Ψ̂
(SLϕ)
1,reg (ν; r →∞) = (− 12r∞)
nU det [Ψ(ηλ)1,alt + νΨˇ(ηλ)1,alt]
det Ψ̂
(η)
1 det Ψ̂
(λ)
1 detW
′
U
+O(ν2,Eν), (A.51)
where E = lim
ν→0
det Ψ
(SLϕ)
1,reg,alt(ν; r →∞)
det Ψ̂
(SLϕ)
1,reg (ν; r →∞) . (A.52)
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Notice that E can be non-vanishing when the translational zero modes disappear in the
alternative fluctuation operator. As r∗ → ∞, E should approach zero. Keeping only the
leading terms in r, we can interchange r →∞ and r∗ →∞. Then,
lim
ν→0 1ν
det Ψ
(SLϕ)
1 (ν; r →∞)
det Ψ̂
(SLϕ)
1 (ν; r →∞) = limν→0 1ν (− 12r∞)
nU det [Ψ(ηλ)1 + νΨˇ(ηλ)1 ]
det Ψ̂
(η)
1 det Ψ̂
(λ)
1 detW
′
U
. (A.53)
In the background gauge,
det Ψ
(SLϕ)
1,reg,BG,alt(ν; r →∞) = det (Ψ(SLϕ)(1)1,BG,alt Ψ(SLϕ)(2)1,BG,alt Ψ(SLϕ)(3)1,BG,alt + νΨˇ(SLϕ)(3)1,BG,alt )
≃ (−√ξ)nB 1
det Ŵ
(1 + 3ξ
12r
)nU [det Ψ(cc¯)1,alt]2 det [Ψ(ηλ)1,alt + νΨˇ(ηλ)1,alt]
detW ′U +O(ν2), (A.54)
and
det Ψ̂
(SLϕ)
1,reg,BG(ν; r →∞) = det Ψ̂(B)1 det Ψ̂(U)1 det Ψ̂(λ)1≃ (−√ξ)nB 1
det Ŵ
[r−1nU det Ψ̂(cc¯)1 ]2 det Ψ̂(η)1 (−1 + 3ξ6 r2)nU det Ψ̂(λ)1 +O(ν). (A.55)
Here, we have used WB(r →∞) = Ŵ . Thus,
lim
ν→0 1ν
det Ψ
(SLϕ)
1,reg,BG,alt(ν; r →∞)
det Ψ̂
(SLϕ)
1,reg,BG(ν; r →∞)
= lim
ν→0 limr→∞ 1ν (− 12r∞)nU det [Ψ
(ηλ)
1,alt + νΨˇ(ηλ)1,alt]
det Ψ̂
(η)
1 det Ψ̂
(λ)
1 detW
′
U
⎛⎝det Ψ
(cc¯)
1,alt
det Ψ̂
(cc¯)
1
⎞⎠
2
, (A.56)
and hence
lim
ν→0 1ν
det Ψ
(SLϕ)
1,reg,BG(ν; r →∞)
det Ψ̂
(SLϕ)
1,reg,BG(ν; r →∞) = limν→0 1ν (− 12r∞)
nU det [Ψ(ηλ)1 + νΨˇ(ηλ)1 ]
det Ψ̂
(η)
1 det Ψ̂
(λ)
1 detW
′
U
⎛⎝det Ψ(cc¯)1det Ψ̂(cc¯)1 ⎞⎠
2
.
(A.57)
Taking the ratio between the determinants with r → 0 and r →∞, we obtain Eq. (5.68).
A.3 Evaluation of solutions for ` = 0
A.3.1 Behavior at infinity
The behavior of Ψ
(cc¯)
0,alt and Ψ
(λ)
0,alt is given by
Ψ
(cc¯)
0,alt(r →∞) ≃ ( e√ξWBrr3/2 IB 00 IU +O(r−2))T (cc¯)0 , (A.58)
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and
Ψ
(λ)
0,alt(r →∞) ≃ emrr3/2 IHT (λ)0 , (A.59)
where T (cc¯)0 and T (λ)0 are constant square matrices.
Next, we consider the behavior of Ψ
(SLϕ)
0,alt at r →∞.
• Type 1
In the Fermi gauge, χ(1) = IG. Then, from Eq. (3.13),
Ψ
(Sϕ)(1)
0,alt (r →∞) ≃
⎛⎜⎜⎜⎜⎜⎜⎝
0 0
0 0
WB 0
0 WU
0dcurly
nB
0dcurly
nU
⎞⎟⎟⎟⎟⎟⎟⎠
}nB}nU}nB}nU}nH
. (A.60)
In the background gauge, χ(1) = Ψ(cc¯)0,alt, and
Ψ
(Sϕ)(1)
0,BG,alt(r →∞) ≃
⎛⎜⎜⎜⎜⎜⎜⎝
√
ξWB 0
0 IU∂r
WB 0
0 WU
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nB
0dcurly
nU
⎞⎟⎟⎟⎟⎟⎟⎠
}nB}nU}nB}nU}nH
Ψ
(cc¯)
0,alt. (A.61)
• Type 2
There are some useful relations:
1
r3
∂rr
3Ψ
(top)
0 = −ξY, (A.62)
Ψ
(bot)
0 = λ +MΓ, (A.63)
where Y is given in Eq. (A.30) and Γ is a function obeying
∂rΓ = Ψ(top)0 + (MTM)−1[∂rζ + 2(M ′)Tλ]. (A.64)
In the Fermi gauge, ζ(2) = IG. From Eqs. (A.62) and (A.63), we get
Ψ
(Sϕ)(2)
0,alt (r →∞) ≃ ⎛⎜⎝
− ξ4rIG− ξ8r2W
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nG
⎞⎟⎠
}nG}nG}nH . (A.65)
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In the background gauge, ζ(2) = Ψ(cc¯)0,alt, and
χ(2)(r →∞) ≃ (O(W ′B) 0
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nB
−W −2Udcurly
nU
) }nB}nU Ψ(cc¯)0,alt. (A.66)
The behavior of WU is given by
WU(r →∞)∝ eW ′U (WU )−1r
r3/2 . (A.67)
From Eqs. (A.62) and (A.63), we get
Ψ
(Sϕ)(2)
`,BG,alt(r →∞) ≃ (IG 00 Oϕ)
⎛⎜⎜⎜⎜⎜⎜⎝
O(W ′B) 0
0 − ξ4rIU
WB(W TBWB)−1 0
0 −12 ξr3 (W ′U)−1Kalt
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nB
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nU
⎞⎟⎟⎟⎟⎟⎟⎠
}nB}nU}nB}nU}nH
Ψ
(cc¯)
0,alt, (A.68)
in the background gauge. Here, Kalt is the nU × nU matrix defined by
Kalt = lim
r→∞ r
3
ξ
(0 IU) (∂rΨ(cc¯)0,alt) (Ψ(cc¯)0,alt)−1 ( 0IU) . (A.69)
Notice that its elements are finite and its determinant is non-vanishing.
• Type 3
We can take ζ(3) = 0 and λ(3) = Ψ(λ)0,alt. From Eq. (3.3), χ(3)(r) = 0 for r ≳ r∗. Then,
from Eq. (3.13),
Ψ
(Sϕ)(3)
0,alt (r →∞) ≃ ⎛⎜⎝
0
0
IHdcurly
nH
⎞⎟⎠
}nG}nG}nH Ψ(λ)0,alt. (A.70)
A.3.2 Gauge zero modes
Here, we discuss the gauge zero modes. Even with the alternative fluctuation operator, there
appear gauge zero modes, which are given by
ψ
(A)
alt = ( 0Malt)U (A). (A.71)
48
To subtract these zero modes, we need to solve
M(Sϕ)0,alt ψˇ(A)alt = −ψ(A)alt . (A.72)
The solutions can be obtained by using Eqs. (5.33) – (5.36) with the replacement of M →Malt
and Ω→ Ωalt.
We define
(Z(A)B
Z
(A)
U
) }nB}nU = ∫ drr3MTaltMaltU (A), (A.73)
where Z
(A)
B and Z
(A)
U become constant at r → ∞. Then, from Eqs. (A.62) and (A.63), we
obtain
Ψˇ
(Sϕ)(1U)
0,alt (r →∞) ≃
⎛⎜⎜⎜⎜⎜⎜⎜⎝
ξ
4rZ
(A)
B
ξ
4rZ
(A)
U
ξ
4WBZ
(A)
B ln r− 12r3 (W ′U)−1Z(A)U
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nU
⎞⎟⎟⎟⎟⎟⎟⎟⎠
}nB}nU}nB}nU}nH
, (A.74)
with which we define
Ψˇ
(Sϕ)(1U)
0,alt = (ψˇ(1)alt ⋯ ψˇ(nU )alt ) . (A.75)
Let us move on to the background gauge. The gauge zero modes are given by
ψ
(A)
BG,alt = (IG∂rMalt)Ψ(cc¯)0,altU (A)BG , (A.76)
where U (A)BG = [T (cc¯)0 ]−1 U (A). (A.77)
We need to solve
M(Sϕ)0,BG,altψˇ(A)0,BG,alt = −ψ(A)0,BG,alt. (A.78)
Notably, ψˇ
(A)
0,BG,alt can be expressed as Eq. (5.33) with ζˇ = λˇ = 0, while χˇ(A) satisfies
∆0χˇ
(A) = ∆0χ∣χ→χˇ(A),ζ→0,λ→0,M→Malt,Ω→Ωalt +Ψ(cc¯)0,altU (A)BG . (A.79)
The following relation also holds.
1
r3
∂rr
3Ψˇ
(top)(A)
0 = ξMTMχˇ(A) +Ψ(cc¯)0 U (A)BG . (A.80)
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From Eq. (A.79),
χˇ(A)(r →∞) = ( 0 0
0dcurly
nB
r2
8 IUdcurly
nU
) }nB}nU Ψ(cc¯)0,altU (A)BG . (A.81)
From Eqs. (A.80) and (A.63), we obtain
ψˇ
(A)
0,BG,alt(r →∞) ≃
⎛⎜⎜⎜⎜⎜⎜⎝
0 0
0 r4IU
0 0
0 r
2
8 WU
0dcurly
nB
0dcurly
nU
⎞⎟⎟⎟⎟⎟⎟⎠
}nB}nU}nB}nU}nH
Ψ
(cc¯)
0,altU (A)BG , (A.82)
with which we define
Ψˇ
(Sϕ)(1U)
0,BG,alt =∑
B
ψˇ
(B)
0,BG,altU (B)TT (cc¯)0 . (A.83)
A.3.3 Functional determinant
Here, we calculate the determinant of the solutions obtained above.
In the Fermi gauge,
det Ψ
(Sϕ)
0,reg,alt(ν; r →∞) = det (Ψ(Sϕ)(1B)0,alt Ψ(Sϕ)(1U)0,alt + νΨˇ(Sϕ)(1U)0,alt Ψ(Sϕ)(2)0,alt Ψ(Sϕ)(3)0,alt )+O(νnU+1)
≃νnU (ξ
4
r)nB detWB (− ξ
8r2
)nU detZU
detW ′U det Ψ
(λ)
0,alt +O(νnU+1), (A.84)
and
det Ψ̂
(Sϕ)
0,reg(ν; r →∞) = det Ψ(B)0 det Ψ(U)0 det Ψ(λ)0≃ (ξ
4
r)nB det Ŵ (ξ
4
r)nU det Ψ̂(λ)0 +O(ν). (A.85)
Thus,
1
νnU
det Ψ
(Sϕ)
0,reg,alt(ν; r →∞)
det Ψ̂
(Sϕ)
0,reg(ν; r →∞) = (− 12r3∞)
nU
detZU
detW ′U
det Ψ
(λ)
0,alt
det Ψ̂
(λ)
0
+O(ν), (A.86)
and
lim
ν→0 1νnU
det Ψ
(Sϕ)
0,reg(ν; r →∞)
det Ψ̂
(Sϕ)
0,reg(ν; r →∞) = (− 12r3∞)
nU
detXU
detW ′U
det Ψ
(λ)
0
det Ψ̂
(λ)
0
. (A.87)
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In the background gauge,
det Ψ
(SLϕ)
0,reg,BG,alt(ν; r →∞) = det (Ψ(Sϕ)(1)0,BG,alt + νΨˇ(Sϕ)(1)0,BG,alt Ψ(Sϕ)(2)0,BG,alt Ψ(Sϕ)(3)0,BG,alt) +O(νnU+1)≃ νnU (√ξ)nB (− ξ
8r2
)nU detKalt
detW ′U [det Ψ(cc¯)0,alt]2 det Ψ(λ)alt +O(νnU+1),
(A.88)
and
det Ψ̂
(SLϕ)
0,reg,BG(ν; r →∞) = det Ψ(B)0 det Ψ(U)0 det Ψ(λ)0≃ (√ξ)nB [det Ψ̂(cc¯)0 ]2 (ξ4r)nU det Ψ̂(λ)0 +O(ν). (A.89)
Thus,
1
νnU
det Ψ
(Sϕ)
0,reg,BG,alt(ν; r →∞)
det Ψ̂
(Sϕ)
0,reg,BG(ν; r →∞) = (− 12r3∞)
nU
detKalt
detW ′U
det Ψ
(λ)
0,alt
det Ψ̂
(λ)
0
⎛⎝det Ψ
(cc¯)
0,alt
det Ψ̂
(cc¯)
0
⎞⎠
2 +O(ν), (A.90)
and
lim
ν→0 1νnU
det Ψ
(Sϕ)
0,reg,BG(ν; r →∞)
det Ψ̂
(Sϕ)
0,reg,BG(ν; r →∞) = (− 12r3∞)
nU
detK
detW ′U
det Ψ
(λ)
0
det Ψ̂
(λ)
0
⎛⎝det Ψ(cc¯)0det Ψ̂(cc¯)0 ⎞⎠
2
. (A.91)
From Eqs. (4.33), (4.34) and (4.35),
lim
r→0 det Ψ
(Sϕ)
0 (r)
det Ψ̂
(Sϕ)
0 (r) =
√
detMT0 M0
det Ŵ
, (A.92)
independently of the choice of the guage fixing. Based on the above results, Eq. (5.51) is
obtained.
B Use of Alternative Fluctuation Opeartors
In this appendix, we justify the use of the alternative fluctuation operators in the evaluation
of the determinants at r →∞.
B.1 General discussion
B.1.1 Setup
We compare the determinants of the two functions, F and Falt, which satisfy[−∂2r −Λ(r)∂r − δΛ(r)∂r +Ξ(r) + δΞ(r)]F(r) = 0, (B.1)
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[−∂2r −Λ(r)∂r +Ξ(r)]Falt(r) = 0, (B.2)
where Λ, δΛ,Ξ, δΞ,F and Falt are n × n matrices. The support of δΛ(r) and δΞ(r) is r > r∗
and we take
F(r) = Falt(r) ∶ r < r∗. (B.3)
We assume that there exist constants, CF, CδΛ and CδΞ, such that
∣∣F′alt(r)F−1alt(r)∣∣ < CF, ∣∣δΛ(r)∣∣ < CδΛr3 , ∣∣δΞ(r)∣∣ < CδΞr3 , (B.4)
where ∣∣A∣∣ is the induced (spectral) norm of the real matrix A, which is defined as
∣∣A∣∣ = max
x∈Rn,∣x∣≠0 ∣Ax∣∣x∣ , (B.5)
with ∣x∣ = √∑i x2i . In addition, we assume
µ (−F′alt(r)F−1alt(r)) ≤ 0, µ (−Λ(r)) < −kr , (B.6)
where k > 2 is a non-integer constant and µ(A) is the logarithmic norm of matrix A, which
is defined as
µ(A) = lim
h→0+ ∣∣I + hA∣∣ − 1h . (B.7)
Notice that µ(A) gives the largest eigenvalue of 12(A +AT ).
The goal of this subsection is to show that the following quantity has an upper bound:
lim
r→∞ ∣ln detF(r)detFalt(r)∣ .
B.1.2 Recursive formula
Let us construct a formal solution of Eq. (B.1) using Falt. We express F as
F(r) = Falt(r)P exp [∫ r
r∗ dsF
−1
alt(s)Θ(s)Falt(s)] , (B.8)
where Θ is a function satisfying
Θ′ + (F′altF−1alt +Λ)Θ +ΘF′altF−1alt = δΞ − δΛF′altF−1alt −Θ2 − δΛΘ. (B.9)
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Here, the path-ordered exponential of matrix A(s) is defined as#10
P exp [∫ rf
ri
dsA(s)] = 1 + ∞∑
p=1∫ rfri dsp∫ spri dsp−1⋯∫ s2ri ds1A(sp)A(sp−1)⋯A(s1). (B.10)
Treating δΛ and δΞ as perturbations, we expand Θ as
Θ = Θ(1) +Θ(2) +⋯, (B.11)
where Θ(p) is the p-th order term with respect to fluctuations. Formally, we obtain
Θ(p)(r) = ∫ r
r∗ dsP exp [∫ rs dt (−F′alt(t)F−1alt(t) −Λ(t))]∆(p)(s)P exp [∫ sr dtF′alt(t)F−1alt(t)] ,
(B.12)
where
∆(p) = ⎧⎪⎪⎨⎪⎪⎩δΞ − δΛF
′
altF
−1
alt ∶ p = 1−δΛΘ(p−1) −∑p−1i=1 Θ(i)Θ(p−i) ∶ p > 1 . (B.13)
This recursive formula can be solved order by order and we can obtain Θ if the sum over p
converges.
B.1.3 Error evaluation formula
Let us first evaluate the right path-ordered exponential in Eq. (B.12). Using Eq. (B.5) as
well as P exp [∫ s
r
dtF′alt(t)F−1alt(t)] yR(r) = yR(s), (B.14)
the following relation holds:
∣∣P exp [∫ s
r
dtF′alt(t)F−1alt(t)]∣∣ = max∣yR(r)∣≠0 ∣yR(s)∣∣yR(r)∣ , (B.15)
where yR(t) satisfies
y′R(t) = F′alt(t)F−1alt(t)yR(t). (B.16)
#10One may also write the path-ordered exponential as
P exp [∫ rf
ri
dsA(s)] = lim
N→∞ eA(rf)δseA(rf−δs)δseA(rf−2δs)δs⋯eA(rf−Nδs)δs,
with
δs = rf − ri
N
.
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Then,
D−∣yR(t)∣ = lim
h→0+ ∣yR(t)∣ − ∣yR(t − h)∣h= lim
h→0+ ∣yR(t)∣ − ∣yR(t) − hF′alt(t)F−1alt(t)yR(t)∣h≥ −µ (−F′alt(t)F−1alt(t)) ∣yR(t)∣, (B.17)
where D− is the left-hand derivative. After integration, we obtain
ln
∣yR(r)∣∣yR(s)∣ ≥ −∫ rs dtµ (−F′alt(t)F−1alt(t)) ≥ 0, (B.18)
resulting in
∣∣P exp [∫ s
r
dtF′alt(t)F−1alt(t)]∣∣ ≤ 1. (B.19)
Similarly, we evaluate the left path-ordered exponential in Eq. (B.12). From Eq. (B.5),
∣∣P exp [∫ r
s
dt (−F′alt(t)F−1alt(t) −Λ(t))]∣∣ = max∣yL(s)∣≠0 ∣yL(r)∣∣yL(s)∣ , (B.20)
with
y′L(t) = (−F′alt(t)F−1alt(t) −Λ(t)) yL(t). (B.21)
Then, we obtain
D+∣yL(t)∣ = lim
h→0+ ∣yL(t + h)∣ − ∣yL(t)∣h
= lim
h→0+
∣yL(t) + h (−F′alt(t)F−1alt(t) −Λ(t)) yL(t)∣ − ∣yL(t)∣
h≤ µ (−F′alt(t)F−1alt(t) −Λ(t)) ∣yL(t)∣, (B.22)
where D+ is the right-hand derivative, based on which we find
ln
∣yL(r)∣∣yL(s)∣ ≤ ∫ sr dtµ (−F′alt(t)F−1alt(t)) + ∫ sr dtµ (−Λ(t)) < −k ln(rs) . (B.23)
Thus, the following inequality holds:
∣∣P exp [∫ r
s
dt (−F′alt(t)F−1alt(t) −Λ(t))]∣∣ < (sr)k . (B.24)
Using Eqs. (B.19) and (B.24), we obtain
∣∣Θ(p)(r)∣∣ < ∫ r
r∗ ds(sr)k ∣∣∆(p)(s)∣∣. (B.25)
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Now, we show that ∣∣Θ(p)∣∣ is bounded from above as
∣∣Θ(p)(r)∣∣ < C(p) r∗
r2
, (B.26)
where C(p)’s are positive constants. Indeed, it is the case for p = 1 as
∣∣Θ(1)(r)∣∣ < ∫ r
r∗ ds(sr)k ∣∣∆(1)(s)∣∣< (CδΞ +CδΛCF)∫ r
r∗ ds(sr)k 1s3= CδΞ +CδΛCF
k − 2 1r2 (1 − rk−2∗rk−2)< C(1) r∗
r2
, (B.27)
where
C(1) = CδΞ +CδΛCF(k − 2)r∗ . (B.28)
Next, let us assume ∣∣Θ(q)(r)∣∣ < C(q) r∗r2 for all q < p, and show that the inequality (B.26)
holds. Indeed,
∣∣Θ(p)(r)∣∣ < ∫ r
r∗ ds(sr)k ∣∣∆(p)(s)∣∣< ∫ r
r∗ ds(sr)k (r∗CδΛC(p−1)s5 + p−1∑i=1 r2∗C(i)C(p−i)s4 )
= CδΛC(p−1)
k − 4 r∗ ( 1r4 − rk−4∗rk ) + p−1∑i=1 C(i)C(p−i)k − 3 r2∗ ( 1r3 − rk−3∗rk )< C(p) r∗
r2
, (B.29)
where
C(p) = (CδΛ
r2∗
C(p−1)∣k − 4∣ + p−1∑i=1 C(i)C(p−i)∣k − 3∣ ) . (B.30)
Thus, the inequality (B.26) is valid for all p.
Finally, we evaluate an upper bound on ∣∣Θ(r)∣∣. Let us define
Ctot = ∞∑
p=1C(p). (B.31)
Then, if it converges, we get
∣∣Θ(r)∣∣ < Ctot r∗
r2
. (B.32)
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Figure 1: Contours of constant Ctot, taking k = 2.5. The dashed lines indicate Ctot = 0.1,
0.01, and 0.001. In the gray region, Ctot diverges.
In Fig. 1, we show the contours of constant Ctot, taking k = 2.5. As we can see from the
figure, Ctot is actually convergent for small enough C(1) and CδΛ/r2∗, and Ctot approaches
zero as C(1) and CδΛ/r2∗ go to zero.
Thus, if Ctot converges, we obtain
lim
r→∞ ∣ln detF(r)detFalt(r)∣ = ∣∫ ∞r∗ dsTr Θ(s)∣ ≤ n∫ ∞r∗ ds∣∣Θ(s)∣∣ = nCtot. (B.33)
B.2 Alternative fluctuation operators
Let us consider a one-parameter family of differential equations with different transition
point, r∗, and we denote the solution as Falt(r∗; r). Then, CδΞ,CδΛ and CF are dependent
on r∗. From the above discussion, sufficient conditions for
lim
r∗→∞ limr→∞ ∣ln detF(r)detFalt(r∗; r)∣ = 1, (B.34)
are given by
lim
r∗→∞ CδΞ(r∗) +CδΛ(r∗)CF(r∗)r∗ = 0, (B.35)
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lim
r∗→∞ CδΛ(r∗)r2∗ = 0. (B.36)
In this subsection, we give several general remarks. Then, in the following subsections, for(SLϕ) modes, (cc¯) modes and (ηλ) modes, we construct Falt(r∗; r) explicitly and show that
the above conditions as well as Eq. (B.6) are satisfied.
B.2.1 Extended fluctuation operators
Since the conditions (B.4) are sensitive to the behavior of the fluctuation operators around
r ∼ r∗, we need to specify their deformation explicitly.
In particular, the differential equations for Ψ
(ηλ)
alt should be well-defined for all r, which
requires that the decomposition of solutions should be exact for all r. The decomposition
with the alternative fluctuation operators becomes exact when the following relations are
satisfied;
(MTalt)′Malt =MTaltM ′alt, (B.37)
ΩTalt = Ωalt, (B.38)
PH,alt(−∆0Malt +ΩaltMalt) = 0. (B.39)
However, it is generally difficult to deform the fluctuation operators keeping these relations.
In the following, we show a way to overcome it by extending the fluctuation operators.
We introduce nG spectator scalars and extend M and Ω as
M ext = (M
0dcurly
nG
) }nG + nH}nG , (B.40)
Ωext = ( Ω 0
0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nG + nH ΩspdcurlynG
) }nG + nH}nG , (B.41)
where Ωsp is an nG × nG matrix, which will be determined later. We take the same Ωsp for
the false vacuum. Thus, the spectator scalars do not affect the ratio of the determinants.
We also introduce P extG,alt and P
ext
H,alt, which are defined as
P extG,alt =M extalt (M extTalt M extalt )2M extTalt , (B.42)
P extH,alt = Iextϕ − P extG,alt, (B.43)
where Iextϕ is the (nϕ + nG) × (nϕ + nG) identity matrix.
We assume that the deformation begins at r = r∗ = r1 and ends at r = r5 with r5−r1 ≪ r∗.
We construct the alternative matrices, M extalt and Ω
ext
alt , which satisfy M
ext
alt (r) =M ext(r) and
Ωextalt (r) = Ωext(r) for r < r1. For r1 < r < r5, we deform them in the following way.
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1. We express M extalt as
M extalt (r) = (Malt(r)ω(r) ) , (B.44)
where ω expresses the elements for the spectator scalars and ω(r1) = 0. Keeping the
following relations:
Ωextalt = Ωext − P extH,alt [−∆0M extalt +ΩextM extalt ] (M extTalt M extalt )−1M extTalt−M extalt (M extTalt M extalt )−1 [−∆0M extTalt +M extTalt Ωext]P extH,alt, (B.45)
Ωsp = (∆0ω)ω−1, (B.46)
we deform M extalt in the following steps.
(a) r1 < r < r2: Turn on ω keeping ω ∝ ω(r2).
(b) r2 < r < r3: Rotate Malt so that MTalt(r3) = (W,0), where W is a diagonal matrix.
During the rotation, we change ω so that
ωTω′ − ω′Tω =M ′TaltMalt −MTaltM ′alt. (B.47)
(c) r3 < r < r4: Turn off ω keeping ω ∝ ω(r3).
2. r4 < r < r5: Diagonalize P extH,altΩextaltP extH,alt.
Here, we take rp+1 − rp independently of r∗. One can easily check that Eqs. (B.37), (B.38)
and (B.39) hold at each step.
B.2.2 Linear approximation
To evaluate the effect of the deformation on the functional determinants, we construct each
step of the deformation more concretely. Since the difference between the original matri-
ces and the alternative matrices are expected to be very small, we can work in the linear
approximation. As in the previous sections, we choose the basis of the fields so that
lim
r→∞M(r)W −1(r) = (IG0 ) , (B.48)
lim
r→∞Ω(r) = (0 00 m̂2) . (B.49)
Notice that the first condition is somewhat stronger than Eq. (A.6) since some of the elements
of W −1(r) diverge as r →∞. The existence of such a field basis is guaranteed by the one-to-
one correspondence between the massive gauge bosons and the NG bosons.
Since Oϕ and OG are very close to the identity matrices for a large enough r∗, we ap-
proximate them as
Oϕ(r∗) ≃ Iϕ + δϕ, (B.50)
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OG(r∗) ≃ IG + δG, (B.51)
where δϕ and δG are constant anti-symmetric matrices and satisfy∣∣δϕ∣∣max < δ2max, ∣∣δG∣∣max < δ2max, (B.52)
with ∣∣⋯∣∣max being the max norm and δmax ≪ 1.
We also approximate that M(r) and Ω(r) are almost constant during the deformation
and express them as
M(r) ≃M∗ = (Iϕ + δϕ)(W∗0 )(IG − δG), (B.53)
Ω(r) ≃ (Iϕ + δϕ)(0 00 m2(r∗)) (Iϕ − δϕ), (B.54)
where W∗ =W (r∗). From Eq.(B.48), δG should satisfy∣∣W∗δGW −1∗ ∣∣max ≪ 1, (B.55)
for a large enough r∗.
We define sigmoid functions that have the following features:
ςp(r) ≃ ⎧⎪⎪⎨⎪⎪⎩0 r ≲ rp1 r ≳ rp+1 , (B.56)
max
r
∣∂nr ςp(r)∣ ∼ (rp+1 − rp)−n. (B.57)
Then, we construct the deformation as follows.
• r1 < r < r2: We turn on ω as
ω(r) = ς1(r)δ1/2maxW∗. (B.58)
In this step, Malt and Ωextalt are constant.
• r2 < r < r3: We rotate Malt and ω as
Malt(r) = (Iϕ − ς2(r)δϕ)M∗(IG + ς2(r)δG), (B.59)
ω(r) = √δmax(Iϕ + εϕ(r))W∗(1 − εG(r)), (B.60)
where
εϕ(r) = ς2(r)
δmax
(IG 0) δϕ (IG0 ) , (B.61)
εG(r) = ς2(r)
δmax
δG. (B.62)
Notice that the elements of εϕ and εG are much smaller than one due to Eq. (B.52).
In this step, Ωextalt is changed according to Eq. (B.45).
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• r3 < r < r4: We turn off ω as
ω(r) = (1 − ς3(r))ω(r3). (B.63)
In this step, Malt and Ωextalt are constant.
• r4 < r < r5: Finally, we rotate P extH,altΩextaltP extH,alt as
P extH,altΩ
ext
altP
ext
H,alt = P extH,alt (Iϕ − ς4(r)δϕ 00 IG)Ωextalt (Iϕ + ς4(r)δϕ 00 IG)P extH,alt. (B.64)
Notice that we can still use δϕ to diagonalize Ω since
P extH,alt(r4)Ωextalt (r4)P extH,alt(r4) = P extH,alt(r4)Ωext(r4)P extH,alt(r4). (B.65)
In this step, M extalt is constant.
Finally, let us discuss the deformation of V extH , which is defined as
V extH = (VH 00 IG) ≡ (uext1 ⋯ uextnH+nG) . (B.66)
Its alternative can be defined in the following way. Since the difference between M ext and
M extalt is small, we can construct (nH + nG) independent vectors as
u˜extp,alt = P extH,altuextp∣P extH,altuextp ∣ . (B.67)
Using Gram-Schmidt orthogonalization, we get an orthonormal basis, uextp,alt, and define
V extH,alt = (uext1,alt ⋯ uextnH+nG,alt) . (B.68)
B.3 (SLϕ) modes
In the rest of this appendix, we confirm Eqs. (B.35) and (B.36) for each mode. We start
with the (SLϕ) modes.
We consider the functions F(SLϕ) and F(SLϕ)alt which obey
⎛⎜⎝
√
ξIG 0 0
0 IG 0
0 0 Iextϕ
⎞⎟⎠M(SLϕ)ext`
⎛⎜⎝
√
ξIG 0 0
0 IG 0
0 0 Iextϕ
⎞⎟⎠F(SLϕ) = 0, (B.69)⎛⎜⎝
√
ξIG 0 0
0 IG 0
0 0 Iextϕ
⎞⎟⎠M(SLϕ)ext`,alt
⎛⎜⎝
√
ξIG 0 0
0 IG 0
0 0 Iextϕ
⎞⎟⎠F(SLϕ)alt = 0, (B.70)
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where the superscript “ext” indicates that the nG spectator scalars are included. Then,
lim
r→∞
RRRRRRRRRRRRln
det Ψ
(SLϕ)
` (r)
det Ψ
(SLϕ)
`,alt (r)
RRRRRRRRRRRR = limr→∞
RRRRRRRRRRRln detF
(SLϕ)(r)
detF
(SLϕ)
alt (r)
RRRRRRRRRRR . (B.71)
Here, we have ignored ω, which is non-vanishing only around r ∼ r∗. One can show that its
effect disappears as r∗ →∞.
Then, we can show the following.
• All of the eigenvalues of (Λ +ΛT )/2 are 3/r and hence µ(−Λ) = −3/r.
• The fluctuation operator at r → ∞ has the same number of increasing solutions and
deceasing solutions. If there are no zero modes, F
(SLϕ)
alt contains all of the increasing
solutions and µ(−F(SLϕ)alt ′F(SLϕ)alt −1) < 0. When there are zero modes, F(SLϕ)alt fails to
contain some of the increasing solutions and µ(−F(SLϕ)alt ′F(SLϕ)alt −1) becomes positive.
However, it is harmless since we use the fluctuation operator with regulator, with
which all the solutions are increasing.
• Since the growth of F(SLϕ)alt is either exponential or power at r →∞, CF is finite.
• Since we can take a smaller δmax for a larger r∗, it is easy to find CδΛ that satisfies
Eq. (B.35). Notice that the max norm and the spectral norm of an n × n matrix, A,
are related through ∣∣A∣∣ ≤ n∣∣A∣∣max. (B.72)
• As for δΞ, we need a careful treatment since it includes (W TW )−1. It appears in
Ωext −Ωextalt and
δΩext = −M extalt (M ext,Talt M extalt )−1 [−∆0M extTalt +M extTalt Ωextalt ] . (B.73)
From Eq. (B.45), it can be rewritten as
δΩext = −M extalt (M ext,Talt M extalt )−1 [−∆0M extTalt +M extTalt Ωext]PG,alt, (B.74)
for r1 < r < r4. It is non-vanishing only when r2 < r < r3, where
[−∆0M extalt +ΩextM extalt ] (M extTalt M extalt )−1M extTalt ≃ (ς ′′2 (r) [−δϕ +WδGW −1]0 ) , (B.75)
and Ωext −Ωextalt and δΩext are obtained by appropriate projections. Since its elements
decrease as δmax becomes smaller, we can find CδΞ that satisfies Eq. (B.36).
The same discussion applies to ` = 0.
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B.4 (cc¯) modes
For the ghosts, we introduce F(cc¯) and F(cc¯)alt , obeyingM(cc¯)ext` F(cc¯) = 0, (B.76)M(cc¯)ext`,alt F(cc¯)alt = 0. (B.77)
The discussion is almost the same as in the case of the (SLϕ) modes, but is much simpler
because, for the ghosts, δΛ = 0 and
δΞ = ξ(M extTM ext −M extTalt M extalt ). (B.78)
B.5 (ηλ) modes
Let us define
M(ηλ)` =⎛⎝W −1 [−∆
(MTM)
` + 2MTM ′(MTM)−1 1r2∂rr2]W −2Lr W −1M ′TVH
2L
r V
T
HM
′(MTM)−1W V TH [−∆(Ω)` − 4M ′(MTM)−1M ′T ]VH⎞⎠ ,
(B.79)
where ∆
(MTM)
` ≡ ∆` −MTM and ∆(Ω)` ≡ ∆` − Ω. Then, we consider the solution of the
following equation:
M(ηλ)` Ψ˜(ηλ)` = 0. (B.80)
Here, the solution, Ψ˜
(ηλ)
` , with appropriate boundary conditions is related to Ψ
(ηλ)
` as
(W 0
0 IH
) Ψ˜(ηλ)` = Ψ(ηλ)` . (B.81)
We also define its alternative version and its extension to include the spectator scalars.
We introduce F(ηλ) and F(ηλ)alt which obeyM(ηλ)ext` F(ηλ) = 0, (B.82)M(ηλ)ext`,alt F(ηλ)alt = 0. (B.83)
Then,
lim
r→∞
RRRRRRRRRRRRln
det Ψ
(ηλ)
` (r)
det Ψ
(ηλ)
`,alt (r)
RRRRRRRRRRRR = limr→∞
RRRRRRRRRRRln detF
(ηλ)(r)
detF
(ηλ)
alt (r)
RRRRRRRRRRR . (B.84)
We can show the following.
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• Since Λ is diagonal with the diagonal components 3/r, µ(−Λ) = −3/r.
• From Eq. (A.20) and the divergent behavior of W −1U , F(ηλ)alt contains only the increasing
solutions. Thus, µ(−F(ηλ)′altF(ηλ)alt −1) < 0.
• Since F(ηλ)alt grows exponentially, CF is finite.
• Just like the (SLϕ) modes, substituting the formulas of the linear approximation, we
can find CδΛ and CδΞ that satisfy Eqs. (B.35) and (B.36).
The same discussion applies to ` = 0.
C MS Counterterms
In this appendix, we give the explicit form of the counterterms in the MS scheme.
We define mass squared matrices of gauge bosons and scalars in the false vacuum as
m̂2A ≡ M̂TM̂, (C.1)
m̂2ϕ ≡ Ω̂ + M̂M̂T , (C.2)
both of which are diagonal, and the Fourier transformation of mass squared difference
δ̃m2A(k) = ∫ d4x[MT (r)M(r) − m̂2A]e−ikx, (C.3)
δ̃m2ϕ(k) = ∫ d4x[Ω(r) +M(r)MT (r) −m2ϕ]e−ikx, (C.4)
M̃(k) = ∫ d4xM(r)e−ikx. (C.5)
Note that M and Ω only depend on r = √xµxµ due to the spherical symmetry of the bounce.
Accordingly, all of the Fourier transformation given above are functions only of k ≡ √kµkµ.
Furthermore, δ̃m2A and δ̃m
2
ϕ are symmetric matrices.
After a straightforward calculation, we obtain
s
(Aµϕ)
1,MS
= 2I1(m̂2A, δ̃m2A) + 12I1(m̂2ϕ, δ̃m2ϕ) + 116pi2 Tr [m̂2Aδ̃m2A(0)] , (C.6)
s
(cc¯)
1,MS
= −I1(m̂2A, δ̃m2A), (C.7)
s
(Aµϕ)
2,MS
= −I2(m̂2A, m̂2A, δ̃m2A) − 2I2(m̂2A, m̂2ϕ, kM̃) − 14I2(m̂2ϕ, m̂2ϕ, δ̃m2ϕ)+ 1
256pi4 ∫ ∞0 dk k3Tr [δ̃m2A(k)δ̃m2A(k)] , (C.8)
s
(cc¯)
2,MS
= 1
2
I2(m̂2A, m̂2A, δ̃m2A), (C.9)
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where
I1(m2, δ̃m2) = −∑
i
[δ̃m2(0)]ii 1
16pi2
A0,MS([m2]ii), (C.10)
I2(m21,m22, δ̃m2) =∑
ij
1
128pi4 ∫ ∞0 dk k3 [δ̃m2(k)]ij [δ̃m2(k)]ij B0,MS(k, [m21]ii, [m22]jj).
(C.11)
Renormalizing the divergence in the MS scheme, we can evaluate the one-point function
A0,MS and the two-point function B0,MS as [60]
A0,MS(m2) = lim
δ→+0m2 (1 + ln µ2m2 − iδ) , (C.12)
B0,MS(k,m2,M2) = lim
δ→+0 [2 + x1(δ) ln x1(δ) − 1x1(δ) + x2(δ) ln x2(δ) − 1x2(δ)− ln(1 − x1(δ)) − ln(x2(δ) − 1) + ln(µ2
k2
)] , (C.13)
where µ is the renormalization scale while x1(δ) and x2(δ) are solutions of the following
quadratic equation:
−k2x2 + (k2 −m2 +M2)x +m2 − iδ = 0. (C.14)
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