In a recent work by the author an extrapolation method, the W-transformation, was developed, by which a large class of oscillatory infinite integrals can be computed very efficiently. The results of this work are extended to a class of divergent oscillatory infinite integrals in the present paper. It is shown in particular that these divergent integrals exist in the sense of Abel summability and that the W-transformation can be applied to them without any modifications.
Introduction
In some problems in physics and engineering one encounters oscillatory infinite integrals that do not exist in the ordinary sense due to their integrands' not being integrable at infinity. These integrals may, however, exist in the summability sense and represent physical quantities, and one would like to know their numerical values. One such integral was given in When (Y = 0 the integrand in the integral above belongs to the set B,, a general family of oscillatory functions, which we define precisely in Section 2. The set B, is closely related (and complementary) to another set of functions that we shall term B, that was considered in a recent work [7] . The difference between the two sets is that functions in B, are integrable at infinity, whereas those in B, are not. In fact if f(x) is in B,, then f(x) lxp, for some positive 0377-0427/87/$3.50 0 1987, Elsevier Science Publishers B.V. (North-Holland) integer p, is in B,. (For (Y f 0, the integrand above is in B,). In [7] we developed an extrapolation procedure, the W-transformation, for numerically evaluating the infinite integrals s," f(t) dt, a 2 0, f E B,. In the present work we consider the problem of numerically evaluating the divergent integrals s," f(t) dt, a 3 0, f E B,, that are defined in the sense of Abel summability. We show that the W-transformation of [7] can be used in evaluating these integrals efficiently.
To give an idea about the kind of integrands we shall consider, we end this section with a description of the subset Bd of the set B,.
/j(Y) We start this with the following definition of the set and all its derivatives, as x+ ~0, have Poincare-type asymptotic expansions, which are obtained by differentiating the right hand side of (1 .l) term by term. 
where 6(x) is real and belongs to A'"' for some positive integer m, and h E A(') for some yam-l. Define
and let
Fe(x) = and consider
which exists in the ordinary sense. It can be shown that f,(x) satisfies the homogeneous linear first order differential equation
Since h'lh E A(-') 6' E Acmpl) , m 2 1, and 6(x) and E are real, we see that l/s E A@-') and l/&A (m-2) for ill E including E = 0. Thus s E Acpm+') Substituting (2.5) in the integral for all E 2 0.
and integrating by parts once, we obtain
s~(x)=s(x)s;_~(x), k=2,3 ,..., (2.9) substituting (2.5) in the integral on the right hand side of (2.8), and integrating by parts N -1 times, we obtain
(2.10)
implies that s, = SS' E A(-2m+1), and, in general, sk E Acpkm+') for all E 2 0. The integrand sxt)f, (t) of the integral on the right hand side of (2.10) is of the form exp(-•Ef + i6(t))h"(t), where h(t) = h(t)sxt)
and h^ E AcypNm) for all E 2 0. Therefore, the integral ]," sxt)f,(t) dt exists in the ordinary sense when E = 0 provided y -Nm < m -1, or N > -1 + (y + 1)/m = V. In addition, this integral is absolutely convergent when E = 0 providedy-Nm<-lorN>v+l.AlsoforO<e<e,, from some fixed E,,, and x sufficiently large, we can show that there exists a function M(t) that is independent of E, and is in AcyeNm), Combining (2.7), (2.10), and (2.11), we finally have Let us denote lim,,,, sk(x) = qk(x). As mentioned in the previous paragraph qk E Acekm+'! We now reexpress (2.12) in the form
where g E B, and is of the form g(x) = exp(iG(x))r(x) , r E AcyeNm) .
(2.14)
From Theorem 2.2 in [7] I Xm g(t) dt = &P(x)
(2.15) Thus, (2.13) becomes
It is easy to see that the expression inside the square brackets is in ACPm+'! With this observation we now state the main result of this section. Remark 1. Surprisingly, the result in (2.17) is identical to the one that was obtained for f E B, with y < m -1, see Theorem 2.2 in [7] . Thus for all y we have From this point on we follow closely the treatment given in [7] 6 E A'"' implies For the sake of completeness, we shall briefly recall the main points of the W-transformation.
Let x0 be the smallest zero of sin@(x)) greater than a so that x0 is a root of the equation 6(x) = 4~ for some integer 9. Then determine x,, <x1 <x2 < * -* , where xI is root of 6(x) = (q + I)?% (I n a similar manner, we can reverse the roles of sin and cos, starting with x0 as the root of COS(I?(X)) = 0 or 6(x) = (q + i )7~.) Set $(x,) = (-1)/x;-"" ) 1= 0, 1, . . . ) (2.25) and solve the system of linear equations We finally state convergence results on the W, (j) for two types of limiting processes that have been designated Process I and Process II in [6] and [7] . In Process I n is fixed and j+ ~0, while in Process II j is fixed and n -+ ~0. The proof of this theorem is very similar to those of Theorems 4 and 5 and their corollary in
[6], the only additional factors being that for f E B, Formula (2.29) implies that Process I converges provided y1> y -m, while (2.30) implies that Process II always converges and much more quickly than Process I.
Numerical examples
In this section we apply the W-transformation to several integrals whose integrands are in B,. The transformation is implemented using the W-algorithm. Only the approximations IV:) are tabulated.
The computations for these examples were done in double precision arithmetic on the IMB-370 computers at Technion, Haifa and NASA Lewis Research Center, Cleveland, Ohio.
Example 3.1.
For 6 E A'"', m > 0 an integer, the integrand f(x) = exp[i6(x)] 6(x)6 '(x) is in Bd. Numerical results were obtained for the choice 6(x) = x2 -2 + 2m so that 6(O) = 0 and I = -1. For this choice of 6(x) we have m = 2, 6(x) = x2 + 2x, and y = 3. The xI are taken to be consecutive zeros of sin(&x)). Hence x[ = -1 + vl + (1 + 1)~ and $(x,) = (-l)'xF, 1= 0, 1,2, . . . . The W-transformation with these x1's and I,!J(x,)'s is applied to the real and imaginary parts of this integral, namely to the integrals I, = s," f,(x) dx and I, = j," f,(x) dx respectively, where fi (x) = cos( 6(x)) 6(x) 6 '(x) and f*(x) = sin(s(x)) 6(x)6'(x). Note that application of the W-algorithm to the original (complex) integral Z = ]," f(x) dx produces exactly the same approximations for I, and Z2. That is to say, if we denote the approximations to the integrals I, I,, and Z, obtained by using Table 2 . 
Here, c, y E A('), and, by what has been said prior to Example 3.2, (c" + x')J,(x) -x.Z,(x) is of the form q(x) cos x + wz(x) sin x with w,, co2 E A(3'2) so that m = 1 and 6(x) = x. As in Example 3.2, x1 = (I + l)~, thus 9(x,) = (-l)'x:", 1= 0, 1, . . . . Table 3 contains the numerical results obtained for Z with R = 0.1, 1, and 10. For the sake of completeness we mention that, for (Y # 0, the integrand of this integral is in B, with 6(x) = x cos (Y. The W-transformation can be applied to it with x, = (1 + 1)~ set (Y and $(x,) = (-1)'~:" exp(-x, sin a), 1= 0, 1, . . . , see [7] .
Concluding remarks
In this work we have shown that divergent infinite oscillatory integrals of functions in the set B, can be computed very efficiently by using the W-transformation.
The W-transformation was originally designed to accelerate the convergence of a class of convergent infinite oscillatory integrals of functions in the set B,. The sets B, and B, are complementary in the sense that if a function f(x) is in B,, then f(x) lx', for some positive integer p, is in B,.
The subject of computation of divergent integrals does not seem to have received much attention with the exception of a few recent works like [l] and [3] . In both of these works, based on numerical testing, it is concluded that if the oscillatory integral J," f(x) dx is expressed as an infinite series CTzo uj, where uj = J,"I+l f(x) dx, and x0 = a and xi, Z = 1, 2, . . . ) are the consecutive zeros of f(x) greater than a, then application of convergence
