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Abstract
Extensions of aggregation functions to Atanassov orthopairs (of-
ten referred to as intuitionistic fuzzy sets or AIFS) usually involve re-
placing the standard arithmetic operations with those defined for the
membership and non-membership orthopairs. One problem with such
constructions is that the usual choice of operations has lead to formulas
which do not generalize the aggregation of ordinary fuzzy sets (where
the membership and non-membership values add to 1). Previous ex-
tensions of the weighted arithmetic mean and ordered weighted aver-
aging operator also have the absorbent element 〈1, 0〉, which becomes
particularly problematic in the case of the Bonferroni mean, whose
generalizations are useful for modeling mandatory requirements. As
well as considering the consistency and interpretability of the oper-
ations used for their construction, we hold that it is also important
for aggregation functions over higher order fuzzy sets to exhibit anal-
ogous behavior to their standard definitions. After highlighting the
main drawbacks of existing Bonferroni means defined for Atanassov
orthopairs and interval data, we present two alternative methods for
extending the generalized Bonferroni mean. Both lead to functions
1
with properties more consistent with the original Bonferroni mean,
and which coincide in the case of ordinary fuzzy values.
Keywords Aggregation operators, means, Atanassov intuitionistic fuzzy
sets, interval valued fuzzy sets, Bonferroni mean.
1 Introduction
Various approaches to multiple criteria decision making, and design of de-
cision support and recommender systems require suitable aggregation func-
tions [?, ?, ?]. This is particularly important when modeling various kinds
of uncertainty using Zadeh’s fuzzy sets and their higher order extensions
such as Atanassov orthopairs and interval-valued fuzzy sets. The Bonferroni
mean [?] has been identified as a useful averaging aggregation function with
the potential for interesting applications in fuzzy systems and multicriteria
decision making [?,?]. In its standard form, it includes geometric means and
power means as special cases, however its unique advantage over other aggre-
gation functions is its ability to model mandatory requirements. In [?], the
Bonferroni mean was treated as a composition of averaging and conjunctive
functions, and was generalized in terms of its components. By using alter-
native averaging operations in the definition, it was shown that any number
of mandatory arguments could be specified, whilst at the same time taking
into account all arguments of the input vector.
Recently, the Bonferroni mean has been extended to interval-valued fuzzy
sets (IVFS) [?] and Atanassov intuitionistic fuzzy sets (AIFS) [?, ?] (which
we will refer to as Atanassov orthopairs1 or elements of the lattice LA), and
interval-valued AIFS [?]. These definitions are in line with previous exten-
sions of other aggregation functions to AIFS (e.g. the weighted arithmetic
mean [?], the geometric mean [?, ?], the ordered weighted averaging opera-
tor [?], and the Choquet integral [?,?]). However it has been observed in [?]
that such extensions, which are based on the addition and multiplication op-
erations defined over LA in [?], do not reduce to their standard form when
the arguments are ordinary fuzzy sets. As well as this drawback, the existing
extensions of Bonferroni means also exhibit behavior incongruent with the
original function and have problematic weighting conventions.
1The term intuitionistic fuzzy sets is seen as misleading [?]
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It has been argued in [?] that the use of structures such as AIFS and
interval-valued fuzzy sets needs to be grounded in significance. If we consider
the original ⊕,⊗ operations2 defined in [?], we note that they were chosen
such that they satisfied a law similar to De Morgan (e.g. N(A ⊕ B) =
N(A) ⊗ N(B) for N a negation) as well as distributivity properties with
the set union and conjunction operations. In this way, they can be seen to
generalize logical AND/OR operators. In the context of decision making,
the need to average membership and non-membership orthopairs may arise
if we have inputs from different experts/sources or if the fuzzy memberships
constitute partial evaluations. The addition and multiplication operations we
need here no longer carry the dual dependency they do for modeling AND-
and OR-type operators. We argue that in order to make valid interpretations
when modeling with Atanassov orthopairs, averaging aggregation functions
should behave as they do for standard values and their properties should
hold analogously in the new representation.
In this paper, we propose alternative extensions based on the averaging
aggregation functions defined over LA in [?] and the generalized Bonferroni
mean defined in [?]. Using results from [?], we obtain what is referred to as
the natural extension of the generalized Bonferroni mean, which in interval
representation amounts to applying the generalized Bonferroni mean to the
endpoints of the membership interval. On the other hand, by considering
some LA extensions of each of the components of the Bonferroni mean, we
define weighted extensions in terms of existing definitions of the ⊕ and ⊗
arithmetic operations. In either framework, we can recover the original ex-
pression of the Bonferroni mean for ordinary fuzzy sets, whilst retaining the
ability to model mandatory requirements and other characteristic behavior
which can be inferred directly from the components.
The paper will be set out as follows: In Section ??, we give an overview
of aggregation functions and their extension to Atanassov orthopairs. In
particular, we provide the definition of the generalized Bonferroni mean and
generated aggregation functions. We also show that idempotency and aver-
aging behavior are equivalent for intuitionistic aggregation functions (as they
are for aggregation functions on real inputs). In Section ??, we present the
original Bonferroni mean and investigate the properties of the existing exten-
sions to intervals and AIFS. We will then present alternative definitions in
Section ?? with appropriate weighted generalizations. Section ?? concludes.
2The symbols +, · were used in the original paper.
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2 Preliminaries
2.1 Aggregation Functions
Aggregation functions are used to combine a set of input values into a single
representative output.
Definition 1 [?,?] An aggregation function f : [0, 1]n → [0, 1] is a func-
tion non-decreasing in each argument and satisfying f(0, . . . , 0) = 0 and
f(1, . . . , 1) = 1.
An aggregation function is considered:
averaging where the output is bounded by the minimum and maximum
input, i.e. min(x) ≤ f(x) ≤ max(x),
conjunctive where the output is bounded from above by the minimum in-
put, i.e. f(x) ≤ min(x),
disjunctive where the output is bounded from below by the maximum in-
put, i.e. f(x) ≥ max(x),
mixed otherwise.
Due to the monotonicity of aggregation functions, averaging behavior is
equivalent to idempotency, i.e. f(t, t, ..., t) = t.
This paper will utilize aggregation functions defined with respect to addi-
tive generators throughout, in particular, continuous Archimedean t-norms
and t-conorms, and quasi-arithmetic means. An additive generator (see
[?]) of a continuous Archimedean t-norm is a strictly decreasing function
g : [0, 1]→ [0,∞] such that g(1) = 0. Such t-norms are then given by
T (x, y) = g(−1)(g(x) + g(y)),
where g(−1)(t) = max(0, g−1(t)) is the pseudo-inverse of g. The corresponding
t-conorms, using h(t) = g(1− t), will be
S(x, y) = h(−1)(h(x) + h(y)).
where h(−1)(t) = min(1, h−1(t)) is the pseudo-inverse of h. When g(t) =
− ln t, we obtain the product t-norm, T (x, y) = xy, while if g(t) = 1 −
t, T (x, y) = max(0, x+ y − 1) will be the  Lukasiewicz t-norm.
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Quasi-arithmetic means are expressed with respect to a strictly monotone
continuous generating function φ : [0, 1]→ [−∞,∞] and are given by
QAMw(x) = φ
−1
(
n∑
i=1
wiφ(xi)
)
.
Special cases include a) φ(t) = t, resulting in the weighted arithmetic mean
WAM(x) =
∑n
i=1wixi, b) φ(t) = t
p, resulting in weighted power means
PMp, and c) φ(t) = − ln t which results in the weighted geometric mean,
G(x) =
∏n
i=1 x
wi
i . The weights wi are usually non-negative and sum to one.
If φ(0) = ±∞, the resulting QAM will have the absorbent element e = 0,
while if φ(1) = ±∞ there will be an absorbent element e = 1.
The dual of an aggregation function can be expressed using the standard
negation N(t) = 1− t and will be denoted
fD(x1, . . . , xn) = N(f(N(x1), . . . , N(xn))).
The dual of any t-norm generated by g is the corresponding t-conorm gen-
erated by h and vice versa with respective t-norm and t-conorms satisfying
T (x, y) = 1− S(1− x, 1− y). Averaging functions are closed under duality.
Clearly, if an aggregation function has e = 0 as an absorbent element, its
dual will have the absorbent element e = 1.
2.2 The generalized Bonferroni mean
The Bonferroni mean was defined in 1950 [?] and later generalized by Yager
[?] and others [?,?,?]. In its original form, it is defined as follows.
Definition 2 Let p, q ≥ 0 and xi ≥ 0, i = 1, . . . , n. The Bonferroni mean is
the function
Bp,q(x) =
(
1
n(n− 1)
n∑
i,j=1,i 6=j
xpix
q
j
) 1
p+q
. (1)
In the case of p = q for n = 2 the Bonferroni mean is equivalent to the
geometric mean. For q = 0 (or p = 0), it will reduce to a power mean and can
therefore express functions such as the arithmetic mean (p = 1), quadratic
mean (p = 2) and the limiting case of the geometric mean p = 0). As the
ratio p
q
approaches infinity (or 0), the mean approaches the max operator.
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In the case of equal indices p = q and n > 2, the Bonferroni mean has an
interesting characteristic. Since we are taking the sum of products, there
must exist at least one pair (i, j) such that xi, xj > 0, to obtain a non-zero
output Bp,p(x) > 0.
In [?], the Bonferroni mean was expressed as a composed aggregation
function, generalizing it in terms of two means and a conjunctive function.
This is motivated by a rearrangement of the Bonferroni mean which gives
Bp,q(x) =
(
1
n
n∑
i=1
xpi
(
1
n− 1
n∑
j=1,j 6=i
xqj
)) 1
p+q
. (2)
We observe that the inner brackets contain the power means of all xj
except the i−th, which are then combined with xi by the product C(x, y) =
xpyq. The results are averaged using the arithmetic mean AM . Finally the
result is raised to 1
p+q
, denoted here by d−1C , since it is the inverse diagonal
of the product C:
Bp,q(x) = d−1C
(
AM
(
C
(
x1, PMq(xj 6=1)
)
, . . . , C
(
xn, PMq(xj 6=n)
)))
. (3)
The notation xj 6=i is used to denote the vector in [0, 1]n−1 that includes
the arguments from x ∈ [0, 1]n in each dimension except the i-th, xj 6=i =
(x1, . . . , xi−1, xi+1, . . . , xn). The generalized Bonferroni mean was defined as
follows.
Definition 3 [?]. Let M =< M1,M2, C >, with M1 : [0, 1]n → [0, 1],
M2 : [0, 1]
n−1 → [0, 1] and C : [0, 1]2 → [0, 1] be aggregation functions, with
the diagonal of C denoted by dC(t) = C(t, t) and inverse diagonal d
−1
C . The
generalized Bonferroni mean is given by
BM(x) = d
−1
C
(
M1
(
C
(
x1,M2(xj 6=1)
)
, . . . , C
(
xn,M2(xj 6=n)
)))
. (4)
The functions M1, M2 and C generalise the arithmetic and power means,
and the product in (??). For example, they can be chosen as weighted
means or ordered weighted averaging (OWA) functions. We note that M1
is an averaging function of n arguments while M2 is a function of n − 1
arguments and as such will have weighting vectors of different dimension. In
order to choose the weights appropriately, so that they are consistent with
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the application and inputs, the following convention is used for the weighting
vector of M2 [?].
Given u ∈ [0, 1]n, the vectors ui ∈ [0, 1]n−1, i = 1, . . . , n are defined by
uij =
uj∑
k 6=i uk
=
uj
1− ui , ui 6= 1. (5)
Note that for every i, ui sum to one.
This allows one to either use the same weighting vector or differing vectors
if each stage of aggregation requires it.
The important features of the generalized Bonferroni mean can be sum-
marized as follows:
P1 (original function) The generalized Bonferroni mean corresponds with
the original Bonferroni mean where M1 is the arithmetic mean, M2 is
the power mean with power q and C = xpyq.
P2 (weights) The weighting vectors for M1,M2 can be used to interpret
the relative importance of inputs, independent of C which controls
the degree to which the function is conjunctive or disjunctive (andness
and orness). The more conjunctive C, the higher the orness of the
generalized Bonferroni mean.
P3 (special cases) The generalized Bonferroni mean is also capable of ex-
pressing all of the original function’s special cases, as well as the Bon-
ferroni mean of triples or higher k-tuples and quasi-arithmetic means
where the same generator is used for all three components.
P4 (mandatory requirements) Any number of mandatory requirements can
be specified for the Bonferroni mean by iteratively using Bonferroni-
type functions for M2. The use of projections for M1 also can be used
to select which requirements should be mandatory.
It is desirable for us to retain these features when we extend the generalized
Bonferroni mean to higher order fuzzy sets.
2.3 Atanassov orthopairs (AIFS)
Atanassov’s extension of fuzzy sets allows both the degree of membership
and the degree of non-membership to be expressed. They were introduced
in [?].
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Definition 4 An AIFS A on X is defined as
A = {〈x, µA(x), νA(x)〉|x ∈ X},
where µA(x) and νA(x) are the degrees of membership and non-membership
of x in A, which satisfy µA(x), νA(x) ∈ [0, 1] and 0 ≤ µA(x) + νA(x) ≤ 1.
Obviously an ordinary fuzzy set can be written as {〈x, µA(x), 1−µA(x)〉|x ∈
X}. Interval-valued fuzzy sets were shown to be mathematically equivalent
to AIFS in [?] (and later in [?,?,?]), although the underlying interpretations
differ. In a recent discussion paper on fuzzy sets [?], Dubois and Prade ad-
vocate use of the term orthopairs (from Cattaneo and Ciucci [?]) and note
that AIFS provide a natural framework for dealing with bipolar information.
In such contexts, the algebraic conventions and interpretations relating to
interval uncertainty hence may not apply.
To simplify notation, we will focus on the Atanassov orthopairs, i.e.
〈µA, νA〉 ∈ LA referring to the membership and nonmembership of x in A.
Thus we avoid carrying over the dependence on x. Although our results ap-
ply equivalently to interval-valued fuzzy sets, we will focus predominantly on
aggregation functions in the LA setting.
The operations of addition and multiplication used to extend aggregation
functions to LA were originally defined as follows [?,?].
A⊕B = 〈µA + µB − µAµB, νAνB〉, (6)
A⊗B = 〈µAµB, νA + νB − νAνB〉. (7)
In light of the various interpretations that can be attached to such operations,
some studies (e.g. [?]) have looked at various alternatives and their resulting
algebraic structures. The properties usually desired of addition operators
are commutativity, associativity, monotonicity with respect to A,B and the
neutral element 0. Similarly, multiplication usually requires commutativity,
associativity, monotonicity with respect to A,B and the neutral element
1. These properties are precisely those required of t-norm and t-conorm
operators. Indeed we can generalize the operations and express them as
A⊕B = 〈S(µA, µB), T (νA, νB)〉 (8)
A⊗B = 〈T (µA, µB), S(νA, νB)〉 (9)
using a t-norm T with an additive generator g and the (not necessarily) dual
t-conorm S with an additive generator h(t) = g(1 − t). For the original
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definitions, the operations on the µ values correspond with the probabilistic
sum t-conorm S and the product t-norm T respectively (vice versa for the
ν values), where g(t) = − ln(t). Where the t-norm and t-conorm are related
by duality, the pair of operations will satisfy the same De Morgan type law.
We are interested in the extension of aggregation functions to Atanassov
orthopairs, in particular, the extension of the generalized Bonferroni mean.
We will now review the methods of extensions for aggregation functions.
2.4 Extending aggregation functions to LA
The set of Atanassov orthopairs forms a lattice which is denoted LA =
{〈µ, ν〉|(µ, ν) ∈ [0, 1]2, µ ≤ 1 − ν}, with the partial order ≤LA defined by
〈µ1, ν1〉 ≤LA 〈µ2, ν2〉 ⇐⇒ µ1 ≤ µ2 and ν1 ≥ ν2. The top and bottom el-
ements of the lattice can hence be denoted respectively as 1LA = 〈1, 0〉,
0LA = 〈0, 1〉. We then define aggregation functions on LA as follows.
Definition 5 An aggregation function on LA, fAIFS : {LA}n → LA is a
function non-decreasing with respect to the partial order ≤LA and satisfying
the boundary conditions:
f(0LA , . . . , 0LA) = 0LA ,
f(1LA , . . . , 1LA) = 1LA .
In the case of monotone functions defined on real values, idempotency is
equivalent to averaging behavior, i.e. boundedness between the maximum
and minimum. The identification of a minimum or maximum element, how-
ever requires the definition of a total order, while we only have a partial or-
der on LA. The boundedness of intuitionistic aggregation functions is hence
expressed in terms of the infimum and supremum, which can both be deter-
mined from the individual µ and ν values. We will refer to this as averaging
behavior and show that it is also equivalent to idempotency in the case of
intuitionistic aggregation functions.
Definition 6 An aggregation function fLA is averaging if it is bounded by
the infimum and supremum of its inputs with respect to the partial order ≤LA,
i.e.
inf{A1, ..., An} ≤LA fLA(A1, ..., An) ≤LA sup{A1, ..., An},
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or equivalently,
〈min(µA1 , ..., µAn),max(νA1 , ..., νAn)〉 ≤LA fLA(A1, ..., An)
≤LA 〈max(µA1 , ..., µAn),min(νA1 , ..., νAn)〉.
Definition 7 An aggregation function fLA is idempotent if fLA(A,A, ..., A) =
A, ∀A ∈ LA.
Proposition 1 For aggregation functions defined on LA, idempotency (Def-
inition ??) is equivalent to averaging behavior (Definition ??).
Proof. Firstly we show that idempotency is sufficient for averaging behavior
of monotone functions on LA, and secondly that it is necessary.
1. Idempotency =⇒ averaging behaviour :
Let B = inf{A1, ..., An} ⇒ B ≤LA Ai,∀i.
From the monotonicity and idempotency of fLA , we have
B = fLA(B,B, ..., B) ≤LA fLA(A1, ..., An).
∴ fLA is bounded from below by inf{A1, ..., An}.
On the other hand, if B = sup{A1, ..., An}, we have Ai ≤LA B, ∀i. Then
fLA(A1, ..., An) ≤LA fLA(B,B, ..., B) = B.
∴ fLA is bounded from above by sup{A1, ..., An}.
2. Averaging behaviour =⇒ idempotency:
Suppose A1 = A2 = ... = An = B. It follows that
inf{A1, ..., An} = sup{A1, ..., An} = B ⇒ fLA(A1, ..., An) = B.
The weighted arithmetic mean has previously been defined over LA as
follows.
Definition 8 [?]. The weighted arithmetic mean on LA with respect to a
weighting vector w, IWAMw, is
IWAMw(A1, . . . , An) =
〈
1−
n∏
i=1
(1− µAi)wi ,
n∏
i=1
νwiAi
〉
, (10)
with the convention 00 = 1.
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The definition is derived from Atanassov’s addition and multiplication
operations, however it can be seen that, as a result, the aggregation opera-
tions are actually equivalent to taking the geometric mean’s dual of the µAi
values and the geometric mean of the νAi values. It therefore is not consis-
tent with the weighted arithmetic mean on ordinary fuzzy sets (i.e. when
µ = 1− ν).
In [?], the problem was addressed by generalizing the addition and multi-
plication operations on LA to t-norm and t-conorm pairs. The authors hence
provided the following general extension of aggregation functions.
Definition 9 Let f be an aggregation function, and g an additive generator
of a continuous Archimedean t-norm. fLA is an aggregation function on L
A
corresponding to f where
fLA(A1, . . . , An) =
〈
h−1◦fσ
(
h(µA1), ..., h(µAn)
)
, g−1◦fσ
(
g(µA1), ..., g(µAn)
)〉
,
(11)
where the index σ indicates that f may depend on a permutation σ of the
participating A1, ..., An and h(t) = g(1 − t) is the generator of the dual t-
conorm.
The dependence on σ is needed specifically for functions requiring a re-
ordering of the inputs such as the OWA operator and Choquet integrals. The
ordering in this case is done with respect to the order defined on AIFS and
not with respect to µ and ν separately.
For quasi-arithmetic means, this leads to
QAMwLA(A1, ..., An) =〈
h−1 ◦ φ−1
(
n∑
i=1
wiφ ◦ h(µAi)
)
, g−1 ◦ φ−1
(
n∑
i=1
wiφ ◦ g(νAi)
)〉
. (12)
By using g(t) = 1 − t, this coincides with the standard quasi-arithmetic
means in the case of usual fuzzy sets. If g(t) = − ln t and φ(t) = t, or
alternatively if φ(t) = − ln(1 − t) and g(t) = 1 − t, we recover the previous
definition of the IWAM .
Another construction is called the natural extension of an aggregation
function [?]. In interval representation, it involves applying the same aggre-
gation function separately to the endpoints of the intervals. We provide a
definition for AIFS representation.
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Definition 10 Given an aggregation function f and its dual fD, the natural
extension of an aggregation function to LA is given by
fLA(A1, . . . , An) =
〈
f(µA1 , ..., µAn), fd(νA1 , ..., νAn)
〉
. (13)
In some cases the natural extension gives the same formula as ??, but not
always [?].
In later sections of the paper, we will see the implications of these concepts
when defining weighted extensions of the Bonferroni mean on LA.
3 Extending the Bonferroni mean to LA
In this section we present some recent extensions of the Bonferroni mean
to higher order fuzzy sets and highlight some characteristics inconsistent
with the original definition of the Bonferroni mean. We then present some
alternatives.
For clarity and in order to minimize the use of extensive formulae, in
this section we present extensions of the Bonferroni mean to LA in terms of
the aggregation of membership values µAi only. We note that in all defini-
tions, the aggregation of non-membership values is performed using the dual
function, while in the case of intervals the aggregation of upper bounds is
performed using the same function.
Before the Bonferroni mean was extended to LA, it had been extended to
interval values in [?]. Its weighted analogue was referred to as the weighted
uncertain Bonferroni mean. In the LA framework, the aggregation of mem-
bership values is equivalently given by,
WUBMµ(A1, . . . , An) =
(
1
θ
n∑
i,j=1,i 6=j
(wiµAi)
p(wjµAj)
q
) 1
p+q
, (14)
where θ =
n∑
i,j=1,i 6=j
wpiw
q
j , normalizes the weights.
In [?], the Bonferroni mean was extended to Atanassov orthopairs by
replacing the addition and multiplication operations with the probabilistic
sum and product respectively, i.e. Atanassov’s ⊕,⊗ operators. The resulting
Bonferroni mean (without weights) aggregates each pair of inputs using the
dual of the geometric mean (before taking the (p + q)-th root. Rather than
12
replace the weighting effect of 1
n(n−1) , the authors weight each input internally,
i.e. Ai is replaced with wiAi, using the following rule for multiplication by a
scalar
nA = 〈1− (1− µA)n, νnA〉.
This results in the following expression,
WIFBMµ(A1, . . . , An) =(
1−
n∏
i,j=1,i 6=j
(1− (1− (1− µAi)wi)p(1− (1− µAj)wj)q)
1
n(n−1)
) 1
p+q
, (15)
The same conventions were used in [?] for interval valued AIFS, resulting
in an equivalent expression for the lower bound of the interval denoting the
membership values.
The Bonferroni mean of triples (i.e. taking the average of xpix
q
jx
r
k) was ex-
tended in [?] and referred to as the generalized3 intuitionistic fuzzy weighted
Bonferroni mean. The weighting convention in this case was to use a single
weighting vector but include all self-triples, i.e. xpix
q
ix
r
i so that each effective
weight wiwjwk does not require normalization. For consistent comparison
with Eqs. (??))-(??)), we instantiate the expression for pairs by setting
r = 0.
GIFWBMµ(A1, . . . , An) =
(
1−
n∏
i,j=1
(1− µAiµAj)wiwj
) 1
p+q
, (16)
We now draw attention to some undesirable properties of Eqs.(??)-(??),
each corresponding to the important features of the generalized Bonferroni
mean mentioned in Section ??.
• (P1 - original function) Unweighted versions of WIFBM and GIFWBM
do not coincide with the original Bonferroni mean, since they aggregate
the pairs using the dual of the geometric mean rather than the arith-
metic mean. Furthermore, owing to the absorbent element e = 1 of the
geometric mean’s dual, if there exists a single pair µAi = µAj = 1, the
3The term ‘generalized’ here is not used as it was in [?], i.e. generalizing the operations.
13
aggregated value of the membership values will be 1. This is somewhat
antithetical to the requirement for the Bonferroni mean to have at least
two non-zero outputs to give an output greater than zero, a property
which can be used to model mandatory criteria (P4).
• (P2 - weights) The application of weights in WUBM and WIFBM
is inconsistent with the way weighting vectors are usually utilized in
aggregation theory. In the case of the WIFBM , the resulting function
is no longer averaging, while for WUBM the effective weight applied
to each input is of the form wpi /θ and hence dependent on p. Suppose
we set q = 0 and use the weighting vector w = (0.5, 0.3, 0.1, 0.1). As
p → 0, the weights approach (0.25, 0.25, 0.25, 0.25) while as p → +∞
the weights approach (1, 0, 0, 0).
• (P3 - special cases) Even without the introduction of the weighting
vector for the WIFBM (set wi = 1,∀i), since both WIFBM and
GIFWBM do not coincide with the original Bonferroni mean, they
cannot express any of the special cases. For WUBM , the weights are
raised to p and hence setting q = 0 will not lead to the weighted power
mean as it should, nor can we express a weighted geometric mean as
p→ 0 (see point above).
• (P4 - mandatory requirements) By including self pairs (or triples),
GIFWBM is no longer able to model a varying number of mandatory
requirements and has an absorbent element e = 1. The requirement
that wi > 0,∀i also means that we cannot define weighting vectors
where one input has 0 importance (which is useful in optimization).
Regarding a weighted extension of the Bonferroni mean, it is more ap-
propriate to adopt the weighting convention for the generalized Bonferroni
mean and replace 1
n(n−1) (i.e. equal weights for each pair) with
wiuj
1−ui where
w is the weighting vector associated with the p index and u is the weighting
vector associated with the q index (see Section ??). We compare this with
the above definitions in the following numerical example.
Example 1 For given sets of inputs with n = 4 we compare the aggregated
results for WUBM, WIFBM and GIFWBM with a generalized Bonferroni
mean BM. We set p = q = 1, w = u = (0.5, 0.3, 0.1, 0.1), and for BM use
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Table 1: Comparison of membership outputs for previous weighted extensions
of the Bonferroni mean illustrating problematic behavior.
µA1 µA2 µA3 µA4 WUBM WIFBM GIFWBM BM
0 0 0 0.5 0 0 0.054 0
0 0 0 1 0 0 1 0
0 0 0.5 0.5 0.088 0.027 0.107 0.075
0 0 1 1 0.177 1 1 0.149
0 0.5 0.5 0.5 0.234 0.070 0.263 0.209
0 1 1 1 0.468 1 1 0.418
0.5 0.5 0.5 0.5 0.5 0.144 0.5 0.5
arithmetic means for M1,M2 and the product for C. Table ?? shows the
input and output values.
We see here that GIFWBM gives a non-zero output even when only one
of the inputs is above zero, further that if a single input is 1, the output will
also be 1 (absorbent element). We note the similarly problematic behavior
for WIFBM whenever two of the inputs is 1. On the other hand, WUBM is
fairly similar to BM, with its weighting convention not resulting in any odd
behavior for such values of p and q.
We further illustrate the behavior of WIFBM in Fig. ??. We note that,
for these values, it behaves similarly to the original function except when the
two values approach 1.
We now present some alternative definitions which are more consistent
with the original Bonferroni mean and its weighted extensions.
4 Alternative definitions
One way to approach the definition of the Bonferroni mean for Atanassov
orthopairs is by direct application of Definition ?? to either its original or
generalized form. It can also be expressed as a composed aggregation function
over LA. We will show that both of these constructions result in an averaging
aggregation function for Atanassov orthopairs. As well as satisfying P1-P4,
a key advantage of these constructions is their conceptual simplicity. As the
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(a) (b)
Figure 1: A comparison of how the µAi values are aggregated by (a) the
WIFBM , and (b) the original Bonferroni mean B (both with equal weights
and p = q = 1). What is shown here is a 2-dimensional cross-section for
n = 4 where the unseen values are both equal to 0, i.e. f(x, y, 0, 0).
construction is broken down into manageable blocks, we can easily verify
averaging behavior and other desirable properties, which can be otherwise
time consuming if explicit expressions are used as in [?,?,?].
4.1 Application of generator transformations
By using Definition ??, we can define the LA aggregation function corre-
sponding to the Bonferroni mean in a straightforward manner, which will be
consistent with the original function.
Definition 11 Let BM denote the generalized Bonferroni mean defined in
Definition ?? and g be the additive generator of an Archimedean t-norm with
its dual t-conorm generated by h(t) = g(1 − t). BMLA is the generalized Bon-
ferroni mean on LA with,
BMLA(A1, ..., An) =〈
h−1 ◦BM
(
h(µA1), ..., h(µAn)
)
, g−1 ◦BM
(
g(µA1), ..., g(µAn)
)〉
. (17)
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Proposition 2 The generalized Bonferroni mean on LA, BMLA is an averag-
ing aggregation function over LA.
Proof. We need only show that BMLA is monotone and idempotent.
1. monotonicity: Since BM, h are both monotone increasing, it follows
that the composition h−1 ◦BM(h(t)) will also be monotone increasing. Simi-
larly, since g is monotone decreasing, g−1 ◦BM(g(t)) is monotone decreasing.
∴ BMLA will be monotone with respect to ≤LA (as indeed will any aggre-
gation function defined in this way).
2. idempotency: The idempotency ofBM guarantees h
−1◦BM(h(µA), ..., h(µA)) =
h−1(h(µA)) = µA and g−1 ◦BM(g(νA), ..., g(νA)) = g−1(g(µA))νA.
∴ BMLA(A, ..., A) = A.
The following example shows that the function satisfies P1, i.e. that the
original Bonferroni mean is a special case.
Example 2 We let g(t) = 1−t (and hence h(t) = t), and use the arithmetic
mean, the power mean and product with powers respectively for M1,M2, C
i.e.,
M =
〈
n∑
i=1
1
n
xi ,
(
n∑
j=1,j 6=i
1
n− 1x
q
j
) 1
q
, xpyq
〉
.
Explicitly, we will then have
BMLA(A1, ..., An) =
〈(
n∑
i,j=1,i 6=j
1
n(n−1)µ
p
Ai
µqAj
) 1
p+q
,
1−
(
n∑
i,j=1,i 6=j
1
n(n−1)(1− νAi)p(1− νAj)q
) 1
p+q
〉
.
The expression in Example ?? corresponds with the natural extension
(Definition ??) of the original Bonferroni mean. The requirement to have at
least two non-zero (non 〈0, 1〉) inputs is upheld (P4), and we no longer have
the problem of only two 〈1, 0〉 inputs resulting in a 〈1, 0〉 output.
In the case of g(t) = − ln t, the function will inherit the undesirable be-
havior with any two 〈1, 0〉 input values since g(0) = h(1) = ∞. However,
alternative choices of g and h can transform the function without this draw-
back. Example ?? shows one such construction.
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Example 3 If we use the original operations for M and let g(t) = (1− t)2,
we then have h(t) = t2 and the inverse functions, g−1(t) = 1−t 12 , h−1(t) = t 12 .
The resulting function will be bounded between Eq. (??) and the maximum,
i.e. give higher values in general but still hold the averaging property. It can
be expressed explicitly as
BMLA(A1, ..., An) =
〈(
n∑
i,j=1,i 6=j
1
n(n−1)µ
2p
Ai
µ2qAj
) 1
2(p+q)
, (18)
1−
(
n∑
i,j=1,i 6=j
1
n(n−1)(1− ν2Ai)p(1− ν2Aj)q
) 1
2(p+q)
〉
.
Some cross-sections of this function are shown visually in Fig.??. We note
that we still require at least two non-zero membership values for the member-
ship output to be greater than zero, but that we cannot obtain full membership
unless all four inputs are equal to 1.
(a) (b)
Figure 2: Aggregation of membership values with alternative g, h for Bon-
ferroni mean extension. The 2-dimensional cross-sections for n = 4 where
µ3 = µ4 = 0 (left) and µ3 = 1, µ4 = 0 (right). The graph on the left can be
compared with Fig.?? above.
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Since the generator transformations allow us to utilize the generalized Bon-
ferroni mean defined for real inputs, we recover each of the properties P1-P4
when aggregating membership values while the non-membership values will
exhibit dual behavior.
4.2 The generalized Bonferroni mean over LA expressed
as a composed aggregation function
As with the generalized Bonferroni mean for real inputs, we can similarly
define the generalized Bonferroni mean for Atanassov orthopairs as a com-
position of aggregation functions defined over LA. We will see that it re-
mains an averaging function and investigate some of its properties. We de-
note by Aj 6=i the input set of all Atanassov orthopairs except the i-th, i.e.
(A1, ..., Ai−1, Ai+1, ..., An). To simplify the notation, we will use L rather than
LA as the subscript to denote the component aggregation functions defined
over the lattice of Atanassov orthopairs.
Definition 12 Let (M, LA) =< ML1,ML2, CL >, with ML1 : LA
n → LA,ML2 :
LA
n−1 → LA and CL : LA×LA → LA denote aggregation functions over LA,
with dCL(A) = CL(A,A) invertible such that d
−1
CL
(dCL(A)) = A. The gener-
alized Bonferroni mean BM,LA is given by,
BM,LA(A1, ..., An) =
d−1CL ◦ML1
(
CL
(
A1,ML2(Aj 6=1)
)
, ..., CL
(
An,ML2(Aj 6=n)
))
. (19)
As with expression (??), we use existing aggregation functions defined
on LA as building blocks, and do not require their extensive expressions to
verify the desired properties of the resulting function, as illustrated in the
following proposition.
Proposition 3 Where CL is an aggregation function and ML1,ML2 are av-
eraging aggregation functions on LA, BM,LA will be an averaging aggregation
function on LA, regardless of CL.
Proof. It is sufficient to show that BM,LA is monotone and averaging.
1. monotonicity: Given the monotonicity of the components d−1CL ,ML1,ML2, CL
with respect to the partial order ≤LA , it is straightforward that BM,LA will
also be monotone.
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2. idempotency: Given the input vector of orthopairs (A,A, ..., A) we
have
ML2(A,A, ..., A) = A,
=⇒ CL
(
A,ML2(A,A, ..., A)
)
= CL(A,A),
=⇒ML1
(
CL
(
A,ML2(A,A, ..., A)
)
, ..., CL
(
A,ML2(A,A, ..., A)
))
= CL(A,A) = dCL(A).
∴ BM,LA(A, ..., A) = d−1CL(dCL(A)) = A.
∴ BM,LA is idempotent.
We note that for previous definitions, the verification proofs for averaging
behavior (boundedness), idempotency and monotonicity are several pages
long.
The averaging behavior of the composed function, which follows from the
choice of functions ML1,ML2, implies the closure, monotonicity and idempo-
tency. We also note that we automatically obtain weighted Bonferroni means
over LA if we use weighted means as ML1,ML2. This greatly simplifies the
analysis of the weighted case. As with the generalized Bonferroni mean for
real inputs, further properties will depend on the components. We mention
some of these here.
Proposition 4 The generalized Bonferroni mean on LA will be symmetric
if ML1,ML2 are symmetric.
Proof. Given a permutation σ of (1, 2, ..., n). The symmetry of ML2 implies
ML2(Aσ(j)6=i) = ML2(Aj 6=i) =⇒ CL
(
Ai,ML2(Aσ(j)6=i)
)
= CL
(
Ai,ML2(Aj 6=i)
)
.
From the symmetry of ML1, we then have
ML1
(
CL
(
Aσ(1),ML2(Aσ(j)6=σ(1))
)
, . . . , CL
(
Aσ(n),ML2(Aσ(j) 6=σ(n))
))
= ML1
(
CL
(
A1,ML2(Aj 6=1)
)
, . . . , CL
(
An,ML2(Aj 6=n)
))
.
∴ BM,LA(Aσ(1), ..., Aσ(n)) = BM,LA(A1, ..., An).
This ensures that the weighting of the inputs is independent of the choice of
CL and we can make interpretations of the importance of inputs based on the
weights of ML1,M22 (P2). The following proposition is useful for ensuring
the function behaves consistently.
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Proposition 5 If E is an idempotent element of ML1 and an absorbing ele-
ment of both ML2 and CL, BM,LA will have absorbing element E, independent
of ML1.
Proof. Without loss of generality, assume A1 = E. We then have
BM,LA(E,A2, ..., An) = d
−1
CL
◦ML1
(
CL
(
E,ML2(A2, ..., An)
)
, ...
...CL
(
A2,ML2(E,A3, ..., An)
)
, . . . , CL
(
An,ML2(E,A2, ..., An−1)
))
= d−1CL ◦ML1
(
E,E, ..., E
)
= d−1CL(E) = E.
Provided we use aggregation functions defined over LA for ML1,ML2, CL
with analogous properties to those for real inputs, we again recover the im-
portant features of the generalized Bonferroni mean (P1-P4).
If it is desired that the aggregation functions be built consistently from
arithmetic operations defined over LA, it is important that the implications
for the resulting functions in decision contexts be taken into account. The re-
cent extension of quasi-arithmetic means and OWAs to intervals and LA pro-
ceeds in this fashion [?] (of particular interest is Deschrijver’s consideration
of operators which do not treat the orthopairs independently). Restricting
ourselves to the independent case, we propose the use of generated functions
to help us identify special cases of Eq. (??).
4.2.1 The use of generated functions for each component
We can express the arithmetic operations on LA in the following way, ex-
tending (??) and (??).
A⊕B =
〈
h
(−1)
⊕
(
h⊕(µA) + h⊕(µB)
)
, g
(−1)
⊕
(
g⊕(νA) + g⊕(νB)
)〉
(20)
A⊗B =
〈
g
(−1)
⊗
(
g⊗(µA) + g⊗(µB)
)
, h
(−1)
⊗
(
h⊗(νA) + h⊗(νB)
)〉
(21)
with corresponding h(t) = g(1− t).
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The exponential and multiplication by a scalar rules that should follow
will be
nA =
〈
h
(−1)
⊕
(
n · h⊕(µA)
)
, g
(−1)
⊕
(
n · g⊕(νA)
)〉
(22)
An =
〈
g
(−1)
⊗
(
n · g⊗(µA)
)
, h
(−1)
⊗
(
n · h⊗(νA)
)〉
(23)
Atanassov’s originally specified operations are recovered where g⊕(t) =
g⊗(t) = − ln t.
Provided the g⊕, g⊗ are additive generators of Archimedean t-norms, they
will have neutral elements 〈0, 1〉 and 〈1, 0〉 respectively, as well as being
associative and commutative. These properties are consistent with those
usually required of addition and multiplication operations [?].
Constructing a weighted arithmetic mean from g⊕ results in the following
formula:
w1A1 + ...+ wnAn =〈
h
(−1)
⊕
(
w1h⊕(µA1) + ...+ wnh⊕(µAn)
)
, g
(−1)
⊕
(
w1g⊕(µA1) + ...+ wng⊕(µAn)
)〉
.
(24)
We notice that this expression is equivalent to taking quasi-arithmetic means
of the membership and non-membership pairs, so the choice of generator will
determine the resulting behavior. In particular, if g⊕(0) = ±∞, we have
a mean with an absorbent element. In the previous constructions of the
Bonferroni mean, this is precisely what lead to the inconsistent behavior
when two inputs were 〈1, 0〉. As long as g⊕(0) is finite, we will not have this
problem.
On the other hand, the usual definition of g⊗ and absorbent element 〈0, 1〉
of CL allows us to model the mandatory requirements effect.
An implication here is that it is not necessarily desirable to have the LA
operators ⊕,⊗ related by duality. In particular, when using the generalized
Bonferroni mean, we may wish to pay attention to the absorbent elements,
ensuring that the absorbent elements associated with g⊕, h⊕ make sense in
light of those associated with g⊗, h⊗. In the context of decision making and
the averaging of evaluations given as orthopairs, the satisfaction of De Mor-
gan’s theorem holds little significance. Indeed, the behavior exhibited by
existing extensions of the Bonferroni mean for certain inputs is justification
enough for the use of alternative arithmetic operations for decision applica-
tions.
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The final example shows how we can recover the standard Bonferroni
mean for ordinary fuzzy sets with the generated arithmetic operations.
Example 4 Where g⊕(t) = 1 − t and g⊗(t) = − ln(t) and the components
of the intuitionistic Bonferroni mean are:
CL(A,B) = A
p ⊗Bq
ML1(A1, ..., An) =
1
n
n∑
i=1
Ai,
ML2(Aj 6=i) =
(
1
n− 1
n∑
i,j=1,j 6=i
Aqi
) 1
q
,
d−1CL(A) = A
1
p+q ,
the original Bonferroni mean will be recovered.
5 Conclusion
We have presented two approaches for constructing the generalized Bonfer-
roni mean over LA. The first is based on the application of generator trans-
formations to the natural extension of aggregation functions, which amounts
to applying the Bonferroni mean and its dual to the membership and non-
membership values. Various instances with different properties are obtained
depending on the choice of t-norm and t-conorm used.
The second construction is based on the fact that the Bonferroni mean
(and its generalizations) can be written as compositions of simpler aggre-
gation functions: the product, powers and the arithmetic mean. Because
the LA versions of these simpler functions already exist, their properties are
known, and various properties are preserved under composition, we automat-
ically obtain well defined composed functions over LA, whose properties are
verified without recurring to extensive analytical calculations.
We noted some drawbacks of existing weighted extensions of the Bon-
ferroni mean to Atanassov orthopairs, namely that they do not coincide
with the original function for ordinary fuzzy sets (P1), employ problematic
weighting conventions (P2), cannot express special cases of the Bonferroni
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mean or generalized Bonferroni mean (P3) and do not have the ability to
model mandatory requirements (P4).
As well as being able to interpret the behavior of the Bonferroni mean
from its components, we have contended that what makes the generalized
Bonferroni mean useful in decision making contexts is precisely its ability
to model any number of mandatory requirements. Other important classes
such as quasi-arithmetic means, ordered weighted averaging operators and
Choquet integrals are not able to do this with the same flexibility. It is
therefore especially important that such behavior is retained when extending
the Bonferroni mean to higher order fuzzy sets and lattices.
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