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Abstract
We study the problem of assigning a minimum number of colors to directed paths (dipaths)
of a tree, so that any two dipaths that share a directed edge of the tree are not assigned the same
color. The problem has applications to wavelength routing in WDM all-optical tree networks, an
important engineering problem. Dipaths represent communication requests, while colors corre-
spond to wavelengths that must be assigned to requests so that multiple users can communicate
simultaneously through the same optical 9ber. Recent work on wavelength routing in trees has
studied a special class of algorithms which are called greedy. Although these algorithms are
simple and implementable in a distributed setting, it has been proved that there are cases where
a bandwidth utilization of 100% is not possible. Thus, in this work, we relax the constraints of
the original engineering problem and use devices called wavelength converters that are able to
convert the wavelength assigned to a segment of a communication request to another wavelength
that will be assigned to some other segment of the same request. The trade-o< of the use of
wavelength converters is increased cost and complexity; so, our aim is to use converters that
have relatively simple functionality. We study the performance of greedy deterministic algorithms
in tree-shaped all-optical networks that support wavelength conversion. We study both the case
of sparse conversion and limited conversion. By sparse we mean that converters have full con-
version capabilities and the objective is to minimize the number of converters employed. On the
other hand, in limited conversion, we assume that converters with limited conversion capabilities
are placed at each non-leaf node of the tree. By limited, we mean that converters are simple
according to either their wavelength degree or their size. Our results show that using converters
of either low degree or small size, we can beat the known lower bounds and improve bandwidth
utilization. In some cases we even achieve optimal bandwidth utilization. For the construction
 Preliminary versions of the results in this paper appeared as [3,4,14,42]. This work has been partially
supported by Progetto Con9nanziato MURST “Allocazione di Risorse in reti di Calcolatori”, UniversitEa di
Salerno under a research grant, the Greek General Secretariat of Research and Technology, and the Greek
PTT.
∗ Corresponding author.
E-mail address: pino.persiano@unisa.it (P. Persiano).
0304-3975/01/$ - see front matter c© 2001 Elsevier Science B.V. All rights reserved.
PII: S0304 -3975(00)00401 -1
888 V. Auletta et al. / Theoretical Computer Science 266 (2001) 887–934
of the converters, we use special classes of graphs such as expanders, dispersers and depth-two
superconcentrators. Explicit constructions are known for most of the graphs used in this paper.
c© 2001 Elsevier Science B.V. All rights reserved.
1. Introduction
Optical 9ber is rapidly becoming the standard transmission medium for backbone
networks, since it can provide the required data rate, error rate and delay perfor-
mance necessary for high-speed networks of next generation [16, 33]. However, data
rates are limited in opto-electronic networks by the need to convert the optical signals
on the 9ber to electronic signals in order to process them at the network nodes. Al-
though electronic parallel processing techniques are capable, in principle, to meet future
high-data-rate requirements, the opto-electronic conversion is itself expensive. Thus, it
appears likely that, as optical technology improves, simple optical processing will re-
move the need for opto-electronic conversion. Networks using optical transmission and
maintaining optical data paths through the nodes are called all-optical networks.
Optical technology is not yet as mature as conventional technology. There are limits
as to how sophisticated optical processing at each node can be done. In an attempt to
keep the processing inside the all-optical network simple, most of the work in all-optical
networks has been limited to broadcast and select networks [18].
Multiwavelength communication [16, 33] is the most popular communication tech-
nology used on optical networks. Roughly speaking, it allows to send di<erent streams
of data on di<erent wavelengths along an optical 9ber. Multiwavelength communica-
tion is implemented through wavelength division multiplexing (WDM). WDM takes
all communications traveling on an incoming link and route each of them to the right
outgoing link, provided that each communication travels on the same wavelength on
both links.
In a WDM all-optical network once the data stream has been transmitted as light,
it continues without conversion to electronic form until it reaches its destination. For
a packet transmission to occur, a transmitter at the source must be tuned to the same
wavelength as the receiver for the duration of the packet transmission and no data
stream collision must occur at each routing node. We model the underlying 9ber net-
work as a directed graph. Communication requests are ordered pairs of nodes, which are
to be thought of as transmitter–receiver pairs. WDM technology establishes connectiv-
ity by 9nding transmitter–receiver directed paths (dipaths) and assigning a wavelength
(color) to each dipath, so that no two dipaths going through the same link use the
same wavelength.
Optical bandwidth is the number of available wavelengths. Optical bandwidth is
a scarce resource. State-of-the-art technology allows some hundreds of wavelengths
per 9ber in the laboratory, even less in manufacturing, and there is no anticipation for
dramatic progress in the near future. At the state of the art there is no WDM all-optical
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network that uses the optical bandwidth in an eMcient way. However, for a realistic use
of WDM all-optical networks for long-distance communication networks, a signi9cant
progress seems necessary in the protocols for allocation of the available bandwidth.
Thus, the important engineering problem to be solved is to establish communication
between pairs of nodes so that the total number of wavelengths used is minimized;
this is known as the wavelength routing problem [1, 27].
We can represent the network as a directed graph, where vertices are the nodes of
the network and links are optical 9bers connecting nodes. In this case, the wavelength
routing problem can be formulated as the problem of assigning the minimum number
of colors to a set of directed paths so that any two dipaths that share a directed edge of
the network are not assigned the same color. Given a pattern of communication requests
and a corresponding path for each request, we de9ne the load of the pattern as the
maximum number of dipaths that traverse any 9ber of the network. For tree networks,
the load of a pattern of communication requests is well de9ned, since transmitter–
receiver paths are unique. Clearly, for any set of paths, its load is a lower bound on
the number of necessary wavelengths. In this paper, all our results are given in terms
of the load of the pattern of requests that have to be routed.
1.1. Previous work
The wavelength routing problem has been proved to be NP-hard, even for the sim-
plest networks used widely in practice, trees and rings [12]. Thus, current research
on the topic mainly focuses on the design and analysis of approximation algorithms
[1, 5, 10, 13, 17, 21, 25, 27, 29].
Several authors have already addressed the problem. We point out the work of Pankaj
[27], who considered uniform loads on shuNe exchange, De Bruijn, and hypercubic
networks, and the papers of Aggarwal et al. [1], Raghavan and Upfal [29], Aumann
and Rabani [5] and Bermond et al. [10] which, among other issues, obtained bounds
for uniform loads on meshes, bounds in terms of expansion, and arbitrary load bounds
for speci9c topologies such as trees, rings, and trees of rings. Raghavan and Upfal [29]
showed that it is possible to route patterns of requests of maximum load l per link
in undirected trees using 3l=2 wavelengths; their arguments extend to give a 2l bound
for the directed case.
Mihail et al. [25] addressed the directed case. Their main result is a 15l=8 upper
bound on the number of wavelengths. This is done by reduction to a bipartite graph
edge-coloring; this is achieved in phases by obtaining matchings of the bipartite graph
and coloring them in pairs, using detailed potential and averaging arguments. Kakla-
manis and Persiano [17] (and independently Kumar and Schwabe [21]) improved the
upper bound for directed trees to 7l=4. The main idea of their algorithm is similar
to the one of [25], but new techniques are used for partitioning the bipartite graph
matchings into groups that can be colored and accounted for independently. The best
algorithm for the wavelength routing problem is given by Kaklamanis et al. [13] and
routes any pattern of requests of maximum load l using at most 5l=3 wavelengths.
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Fig. 1. An example of greedy wavelength routing for a pattern of requests of load 2. In case (A) we use
the same wavelength for P1 and P2 and for P3 and P4; in case (B) we assign di<erent wavelengths to P1
and P2 and a third wavelength is necessary to route P5 and P6.
Current approaches to the wavelength routing problem in trees use greedy determin-
istic algorithms [13, 17, 21, 25, 29]. A greedy algorithm visits the network in a top-to-
bottom manner, and, at each node u, it colors all requests that touch node u and are
still uncolored. Moreover, once a request has been colored it is never recolored again.
Greedy algorithms are important as they are very simple and, more importantly, they
are conveniently implementable in a distributed environment. Non-greedy determinis-
tic heuristics have also been proposed for the wavelength routing problem in general
graphs [6, 11, 26, 32]. However, these heuristics are designed to compute the routing
in a centralized and work-intensive way (most of them are based on integer linear
programming).
Kaklamanis et al. [13] prove that greedy algorithms for wavelength routing in all-
optical tree networks cannot use, in the worst case, less than 5l=3 wavelengths to route
sets of communication requests of load l, resulting in 60% utilization of available
bandwidth. Furthermore, even if a better (non-greedy) algorithm is discovered, there
exists a pattern of communication requests of load l that requires 5l=4 wavelengths
[21], meaning that 20% of the available bandwidth across the 9ber links will remain
unutilized.
The ineMciency of greedy algorithms in the allocation of the bandwidth is due to the
fact that greedy algorithms color paths going through node u without “knowing” which
paths go through its children. The following simple example gives an idea of how a
greedy algorithm can produce a “bad” coloring. Consider the load 2 set of connection
requests drawn in Fig. 1. We observe that if we assign the same color to dipaths P1
and P2 and to dipaths P3 and P4 then we can assign the same two colors to P5 and
P6, thus resulting in an optimal allocation of the bandwidth. On the other hand, if we
assign di<erent colors to P1 and P2, and if we assign di<erent colors to P3 and P4, then
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Fig. 2. An example of greedy coloring with wavelength conversion. The wavelengths assigned to requests
P1 and P4 are changed at u in order to make possible to route all requests with two wavelengths.
we need a third color to color P5 and P6. Unfortunately, a greedy algorithm colors P1
and P2 independently, without “knowing” that they both intersect with dipath P5, and
therefore it may result in an ineMcient allocation of the bandwidth.
Thus, if we are seeking better utilization of optical bandwidth we have to relax some
of the constraints of the problem. In particular, wavelength converters allow to relax
the restriction that a request has to use the same wavelength along the whole path from
the transmitter to the receiver. For example, in the case of Fig. 1, if we can change
wavelengths assigned to requests we can correct at u the “bad” assignments made by
the greedy algorithm and improve bandwidth utilization (see Fig. 2). The reader is
encouraged to study this example and verify that using wavelength conversion results
in an optimal allocation of the bandwidth.
A possibility would be to convert the optical signal into electronic form and to
retransmit it at a di<erent wavelength. If there is no restriction on the wavelengths
on which the message can be retransmitted, then it is possible to route all patterns
of communication requests of load l with l wavelengths. In fact, in this case the
assignment of wavelengths to requests on a link of the network is independent from
the wavelengths assigned to the same requests on the other links. This is summarized
in the following claim.
Claim 1. Let P be a set of dipaths of load l on a tree T . If the links of a dipath
of P can be colored independently of each other; then it is possible to color P with
exactly l colors.
However, converting optical signals to electronic signals has the drawback of wasting
the bene9ts of using optical communication.
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Recently, a new technology has been proposed that allows to change the wavelength
of an optical signal without converting it into electronic form. Wavelength converters
have been designed and constructed [41]. A wavelength converter, placed at a node of
the network, can be used to change the wavelengths assigned to paths traversing that
node. The e<ects of wavelength conversion have been extensively studied in di<erent
models and it has been proved that it can dramatically improve the eMciency in the allo-
cation of the optical bandwidth [6, 20, 30–32, 35, 40]. However, wavelength conversion
is a very expensive technology and it is not realistic to assume to have in all the nodes
of the network the capability of changing wavelengths to all paths. This motivates the
study of all-optical networks that allow for some form of restricted wavelength conver-
sion. In the literature two prevalent approaches are used in addressing WDM optical
networks with wavelength conversion: sparse conversion and limited conversion. In a
network with sparse wavelength conversion, only a fraction of the nodes are equipped
with wavelength converters that are able to perform an arbitrary number of simul-
taneous conversions; in a network with limited conversion, instead, each node hosts
wavelength converters, but these devices can perform a limited number of conversions.
Sparse conversion optical networks have been considered in [31, 35, 36, 39, 19]. Wil-
fong and Winkler [39] consider the problem of minimizing the number of nodes of a
ring network that support wavelength conversion in order to route any communication
pattern using a number of wavelengths equal to the optimal load. They prove that
the problem is NP-hard. Kleinberg and Kumar [19] present a 2-approximation to this
problem for general networks, exploiting its relation to the problem of computing the
minimum vertex cover of a graph. Ramaswami and Sasaki [31] show that, in a ring
network, a single converter is suMcient to guarantee that any pattern of requests of
load l can be routed with l+ 1 wavelengths. Subramaniam et al. [35] give heuristics
to allocate wavelengths, based on probabilistic models of communication traMc. The
same authors, in [36], consider the problem of placing a given number of converters at
the nodes of line and ring networks, in order to minimize the probability that a request
cannot be routed for lack of an available wavelength.
Variants of the limited conversion model have been considered by Ramaswami and
Sasaki [31], Yates et al. [40], and Lee and Li [22]. Ramaswami and Sasaki [31]
propose ring and star networks with limited wavelength conversion to support sets of
lightpaths eMciently. Although they address the undirected case, all their results for
rings translate to the directed case as well. Furthermore, they propose algorithms for
bandwidth allocation in undirected stars, trees, and networks with arbitrary topologies
where route lengths are at most two.
1.2. The model
In this paper we look at the use of wavelength conversion in all-optical WDM tree
networks.
In our network model some nodes of the network host wavelength converters. A
wavelength converter can be modeled as a bipartite graph G=(X; Y; E). Each one
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Fig. 3. Wavelength conversion bipartite graphs: (A) 9xed conversion, (B) partial conversion, (C) full con-
version, and (D) no conversion.
of the sets of vertices X and Y have one vertex for each wavelength and there is
an edge between vertices x∈X and y∈Y if and only if the converter is capable of
converting the wavelength corresponding to x to the wavelength corresponding to y.
For example, a full converter corresponds to a complete bipartite graph and a 9xed
conversion converter corresponds to a bipartite graph where the vertices of U have
degree one. Some examples of wavelength converters are depicted in Fig. 3.
Throughout this work, in order to increase network performance without tremendous
increase in cost, we mainly use converters of limited functionality. The term “limited”
reRects the fact that the converters are simple according to two measures: their degree
and their size. We proceed, now, to de9ne these two measures.
Denition 2. The degree of a converter is the maximum degree of the vertices of its
corresponding bipartite graph.
Denition 3. The size of a converter is the number of edges in the corresponding
bipartite graph.
Let u be a node that hosts converters: each converter located at u is assigned to
a pair of incoming and outgoing directed links adjacent to u. This converter will be
used only to change colors assigned to paths containing the two directed links, while
traversing u. Thus, a path may have one color on the incoming link and a di<erent
color on the outgoing link. In other words, the connection request corresponding to
the dipath may travel on a wavelength on the segment ending at u and on a di<erent
wavelength on the segment starting from u.
In the rest of the paper we consider three models of limited conversion networks,
di<ering for the number of converters placed at nodes and for the pair of links between
which these converters are placed. Denote by d the degree of u and by p the parent
of u. We consider the following models:
All-pairs: There is one converter for each pair of incoming and outgoing links adja-
cent to u. Thus, the number of converters at u is d(d− 1)=2 and we can change color
to all paths traversing u.
Top-down: For each child v of u, there is a converter between links (p; u) and (u; v)
and another converter between links (v; u) and (u; p). The number of converters at u
is 2(d− 1) and we can change color only to paths coming from or going to p.
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Fig. 4. The position of wavelength converters at a node of a limited conversion binary tree network.
Down: For each child v of u, there is a converter between links (p; u) and (u; v)
and a converter between links (w; u) and (u; v), for each child w of u di<erent from
v. The number of converters at u is (d− 1)2 and we can change color only to dipaths
going from p to a descendant of u or to paths traversing two distinct children of u.
In Fig. 4 it is shown how converters are positioned at a node of a limited conversion
binary tree.
Clearly, a wavelength routing algorithm for down and top-down limited conversion
networks also work for all-pairs limited conversion network. However, the converse
does not necessarily hold.
1.3. Our results
We study the wavelength routing problem in WDM optical tree networks with wave-
length conversion. We consider both sparse and limited conversion trees.
With respect to sparse conversion trees we show that the minimum number of nodes
where we have to place conversion capabilities in order to guarantee that any pattern
of communication requests of load l can be routed using exactly l wavelengths is
 12 (n=2− 1). We also give an algorithm to locate the converters so that the complete
utilization of the bandwidth is guaranteed.
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With respect to limited conversion we describe di<erent greedy wavelength routing
algorithms that work on di<erent models of limited conversion trees. We show that,
for top-down limited conversion binary trees, it is possible to guarantee the complete
utilization of the bandwidth, by using converters of degree O(
√
l). Moreover, if we
restrict our attention to all-pairs limited conversion binary trees, we can obtain the
complete utilization of the bandwidth even with constant degree converters, modeled
as Ramanujan graphs.
In arbitrary trees we are able to obtain a near-optimal utilization of the bandwidth
with constant degree converters. We show that, in down limited conversion trees with
w wavelengths and converters modeled as constant degree Ramanujan graphs, we can
route any pattern of communications of load not greater than w(1−4(k−1)=(k−2)2)−1.
A similar result is obtained also for top-down limited conversion binary trees.
We also give trade-o<s between the size of converters (and thus the average degree
of the converter) and the eMciency of the utilization of the bandwidth. In particular, we
show that, for each f(l)= o(l), there exist converters of size O(l log2 l= log log f(l))
such that it is possible to greedily route any pattern of communication requests of load
l with l(1 + 1=f(l)) wavelengths in top-down limited conversion binary trees.
1.4. Outline of the paper
The paper is structured as follows. In Section 2, we give some graph-theoretic de9-
nitions, as well as results that are widely used throughout this work. The description of
greedy algorithms and some preliminary results concerning their application on patterns
of communication requests with speci9c properties are presented in Section 3.
In Section 4, we study the problem of wavelength routing in tree networks with
sparse conversion. We give matching upper and lower bounds on the number of vertices
with converters, necessary to guarantee the complete bandwidth utilization (i.e., any
set of requests of load l can be routed using exactly l wavelengths).
In Section 5, we describe the wavelength routing algorithm BIN WRA for top-down
limited conversion binary trees and give some conditions on the converters used by the
algorithm that are suMcient to guarantee that w(l) colors are suMcient to colors any
set of dipaths of load l. Then, we construct a family of bipartite graphs C, of degree
O(
√
l), that satis9es such conditions for w(l)= l. Thus, algorithm BIN WRA, used on
binary trees with converters modeled as graphs of C guarantees complete utilization of
the bandwidth.
In Section 6, we show that, when considering all-pairs limited conversion binary
trees, constant-degree converters are suMcient for complete bandwidth utilization. The
converters used in all-pairs limited conversion binary trees are modeled as Ramanujan
graphs.
In Section 7, we present a greedy algorithm that routes requests in down limited
conversion arbitrary trees with converters of constant degree. This algorithm achieves
nearly complete bandwidth utilization (i.e., (1 + )l wavelength with the degree of
the converter increasing as  decreases). We also prove that the same performances
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Fig. 5. The dipath (u1; u2; u3; u4; u5) is rooted at u4 and consists of an ascending and a descending segment.
Its maximal ascending segment is (u1; u2; u3; u4), while its maximal descending segment is (u4; u5). Since
the maximal descending segment has length one, the dipath is almost-ascending.
can be obtained on top-down limited conversion binary trees with constant degree
converters.
In Section 8, we compute trade o<s between the size of Ramanujan graph converters
and the number of colors used by the algorithm BIN WRA to color sets of dipaths. We
show that better trade o<s can be obtained by using new converters, of larger degree.
The construction of these converters is based on the use of dispersers to construct
optimal depth-two superconcentrators.
We conclude with a brief discussion on extensions of our results and open problems
in Section 9.
2. Notation and graph-theoretical background
In this section, we present our notation and introduce some results from graph theory
that will be very useful for the construction of converters and the design of eMcient
wavelength routing algorithms.
We de9ne a segment as either a dipath or any sequence of consecutive links of
a dipath. Formally, given a dipath p=(x1; x2; : : : ; xt), a segment of p is any dipath
(xi; xi+1; : : : ; xj−1; xj) with 16i¡j6t.
Let T be a tree and let r be the root of T : we call a link ascending (resp. descending)
with respect to r if it is directed toward (resp. away from) the root. In the same way,
we say that a segment is ascending (resp. descending) if all its links are ascending
(resp. descending). Notice that any dipath p=(x1; x2; : : : ; xt) that has both ascending
and descending links can be partitioned into one ascending segment (x1; x2; : : : ; xi),
followed by one descending segment (xi; : : : ; xt), for some i, with 1¡i¡t; we indicate
the ascending segment (x1; x2; : : : ; xi) as the maximal ascending segment of p. If p has
only ascending links then p is ascending and the maximal segment of p is p itself. We
also indicate xi, the last node of the maximal ascending segment of p, as the root of
p. We call a set of dipaths P on a tree T almost-ascending if any descending segment
of a dipath in P has length 1 (see Fig. 5).
Given a graph G, denote by N (X ) the neighborhood of X in G, that is, the set of
nodes which are connected by an edge to a node in X .
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Denition 4. A bipartite graph G=(U; V; E), with |U |= |V |, is called an (; ) ex-
pander if, for each set of nodes X ⊆U with |X |6|U |, it holds that |N (X )|¿|X |:
We will exploit expansion properties of k-regular bipartite graphs to build wavelength
converters.
The following lemma states Tanner’s inequality, which relates the expansion of a
graph with the value of its second eigenvalue (i.e., the second largest eigenvalue of
the graph’s adjacency matrix in absolute value).
Lemma 5. Let G(U; V; E); with |U |= |V |; be a k-regular bipartite graph. For any set
of nodes X ⊆U; it holds that
|N (X )|
|X | ¿
k2
 2 + (k2 −  2)|X |=|U | ;
where  is the second eigenvalue of G.
Ramanujan graphs [23] have the property that their second eigenvalue is upper
bounded by 2
√
k − 1. Furthermore, these graphs have been explicitly constructed in
[23, 24]. Using Tanner’s inequality, we obtain the following three corollaries for Ra-
manujan graphs.
Corollary 6. Let G(U; V; E); with |U |= |V |; be a k-regular Ramanujan graph. Then;
for any set of nodes X ⊆U; it holds that
|N (X )|
|X | ¿
k2
4(k − 1) + (k − 2)2|X |=|U | :
Corollary 7. Let G(U; V; E); with |U |= |V |; be a k-regular Ramanujan graph. Then;
for any ¿1; G is an (; ) expander for
61−
(
1− 1

)
k2
(k − 2)2 :
Proof. Let
61−
(
1− 1

)
k2
(k − 2)2
and X ⊆U such that |X |6|U |. By straightforward calculations, we can verify that
6
k2
4(k − 1) + (k − 2)26
k2
4(k − 1) + (k − 2)2|X |=|U | :
Then, by Corollary 6, we obtain |N (X )|¿|X |.
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Corollary 8. Let G(U; V; E); with |U |= |V |; be a 15-regular Ramanujan graph. Then;
(i) G is a ( 13 ; 2) expander;
(ii) for any set of nodes X ⊆U; with |X |¿|U |=3; it holds that |N (X )|¿(|U |+|X |)=2.
Proof. By Corollary 7, G is an (; 2) expander for any 6 113338 . Thus, the 9rst property
holds, since 13 ¡
113
338 .
To prove the second property, consider a subset X ⊆U , with |X |¿|U |=3. By Corol-
lary 6, we have that N (X )¿225|X |=(56 + 169|X |=|U |) and by simple calculations we
obtain that |N (X )|¿(|U |+ |X |)=2.
In this work, we also exploit properties of another class of bipartite graphs, called
dispersers, that have interesting expansion properties.
Denition 9. A bipartite graph G=(U; V; E) is a (K; ) disperser if, for each subset
A⊆U of size K , there are at least (1− )|V | vertices of V that are adjacent to A.
Sipser showed in [34] that such graphs exist. An almost optimal explicit construction
of dispersers is described in [38].
Lemma 10 (Sipser [34]). There exists a (K; )-disperser G(U; V; E); with |U |=N and
|V |=M; such that each node v∈U has degree
max
{
2M
K
(1 + ln 1=);
2

(1 + lnN=K)
}
:
The properties of dispersers have been used for the construction of asymptotically
optimal depth-two superconcentrators.
Denition 11. An l-superconcentrator is a directed graph with l distinguished vertices
called inputs, and l other distinguished vertices called outputs, such that for any set
X of k inputs and any set Y of k outputs, with 16k6l, there exist k vertex-disjoint
paths from X to Y .
The size of a superconcentrator G is the number of edges it contains, while the
depth of G is equal to the number of edges in the longest path from an input to
an output. Radhakrishnan and Ta-Shma have given an upper bound to the size of
depth-two l-superconcentrators.
Lemma 12 (Radhakrishnan and Ta-Shma [28]). Depth-two l-superconcentrators have
size )(l log2 l=log log l).
In this paper, we will use a particular class of depth-two l-superconcentrators, i.e.,
the superconcentrators that have the same number of nodes on each level of the graph,
to derive constructions of wavelength converter bipartite graphs.
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The following two classical results of graph theory, due to Menger and Hall, will
be useful in the rest of the paper.
Theorem 13 (Menger, see [9, p. 165]). A necessary and su>cient condition for a
simple graph to be k-connected is that any two distinct vertices s and t can be
joined by k vertex disjoint paths.
Theorem 14 (Konig-Hall, see [9, p. 132]). In a bipartite graph G=(U; V; E) there
exists a matching between U and V if and only if; for each subset A⊆U
|N (A)|¿|A|:
3. Greedy algorithms
In this section, we give the de9nition of greedy wavelength routing algorithms and
present some preliminary results concerning their use on patterns of communication
requests with speci9c properties. We begin with some de9nitions related to the input
given to wavelength routing algorithms.
Let P be a pattern of communication requests on the tree network T . Each commu-
nication request is a directed path (dipath) between the transmitter and the receiver.
The load of P in T is the maximum number of dipaths in P using the same directed
link of T . The wavelength routing problem can be seen as a problem of coloring the
dipaths of P in such a way that no two dipaths going through the same link have the
same color.
Given a tree network T and a set of dipaths P, we call greedy a wavelength rout-
ing algorithm that works as follows. Starting from a node, the algorithm computes
a breadth-9rst (BFS) numbering of the nodes of the tree. The algorithm proceeds in
phases, one per each node u of the tree. The nodes are considered following their BFS
numbering. The phase associated with node u assumes that we already have a proper
coloring where all dipaths that touch (i.e. start, end, or go through) nodes with num-
bers strictly smaller than u’s have been colored and no other dipath has been colored.
During this phase, the partial proper coloring is extended to one that assigns proper
colors to dipaths that touch node u but have not been colored yet. During each phase,
the algorithm does not recolor dipaths that have been colored in previous phases. Thus,
di<erent greedy algorithms di<er in the way in which the partial coloring is extended
during a phase.
The greedy algorithm in [13] reduces the coloring of a phase associated with node u
to an edge coloring problem on a bipartite graph. Let v0 be u’s parent and let v1; : : : ; vk
be the children of u. The algorithm constructs the bipartite graph associated with u
in the following way. For each node vi, the bipartite graph has four vertices Wi; Xi; Yi; Zi
and the left and right partitions are {Wi; Zi | i=0; : : : ; k} and {Xi; Yi | i=0; : : : ; k}
respectively. For each dipath of the tree directed out of some vi into some vj, we
have an edge in the bipartite graph from Wi to Xj. For each dipath directed out of
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Fig. 6. Dipaths touching node u and the relative bipartite graph (only real edges are shown).
some vi and terminating on u, we have an edge from Wi to Yi. Finally, for each dipath
directed out of u into some vi, we have an edge from Zi to Xi, see Fig. 6. The above
edges are called real. Notice that all edges that are adjacent to either X0 or W0 have
already been colored, as they correspond to dipaths touching a node with BFS number
smaller than u’s (in this speci9c case, the dipaths touch u’s parent) that have been
colored at some previous phase. Notice also that all vertices of the bipartite graph
have degree at most l and, thus, it is possible to add ?ctitious edges to the bipartite
graph so that all vertices have degree exactly l. The following claim holds.
Claim 15 (Erlebach et al. [13]). Let P be a set of dipaths on a tree T . Consider
a speci?c BFS numbering of the nodes of T; a node u and a partial coloring ( of the
dipaths of P that touch nodes with BFS number smaller than u’s. Then; any coloring
of the edges of the bipartite graph associated with u corresponds to a legal coloring
of the dipaths of P that touch node u.
Thus, the problem of coloring dipaths is reduced to the problem of coloring the edges
of an l-regular bipartite graph, under the constraints that some colors have already been
assigned to edges adjacent to W0 and X0. We consider the application of the greedy
algorithm to spiders; a spider is a tree having at most one node of degree greater
than 2. It is known [15, 39] that spiders guarantee optimal bandwidth utilization. Here,
we show how this can be achieved by a greedy algorithm.
Lemma 16. Any set of dipaths of load l on a directed spider can be greedily colored
with l colors.
Proof. Let T be a spider network, and let u be the unique node of degree d¿2.
Consider u as the root of T , and let v0; : : : ; vd−1 be the neighbors of u. Also, let
t0; : : : ; td−1 be the leaves of T such that ti is a descendant of vi; 06i6d− 1.
Let P be a set of dipaths on T of load l. Without loss of generality, we assume
that P has full load l at each link of T , otherwise we can extend it adding dipaths of
length one traversing the links not completly loaded.
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Fig. 7. Dipaths touching node u of degree two of a spider and the relative bipartite graph (only real edges
are shown).
We color dipaths of P by starting from u and constructing the bipartite graph of
the phase associated with node u. Notice that this graph is l-regular and has no edge
colored, since this is the 9rst phase of the algorithm. Therefore, all dipaths that touch
u can be colored with l colors.
Let us, now, consider the phase corresponding to a vertex v other than u (thus
v has degree at most two). The bipartite graph associated with v has a very simple
structure: it has edges only between W0 and X1; X1 and Z1; W1 and Y1, and X0 and
W1 (see Fig. 7). More speci9cally, there is no edge that connects a vertex adjacent to
W1 with a vertex adjacent to X1. Therefore, the edges incident to X1 can be colored
independently from the edges incident to W1. Since X1 and W1 have degree at most l,
the coloring of the edges can be completed using at most l colors.
By a similar argument, we can prove that a set of almost-ascending dipaths of load
l on a tree can be greedily colored using exactly l colors. This result will be useful
later to design greedy wavelength routing algorithms on arbitrary trees.
Lemma 17. Any set of almost-ascending dipaths of load l on a tree T can be greedily
colored with l colors.
Proof. Let P be a set of almost-ascending dipaths of load l on T . Without loss of
generality, we assume that P has full load l at each link of T ; otherwise we extend P
by adding dipaths of length 1 to P for each link not fully loaded.
Our algorithm visits the graph in a BFS manner and, for each node u, it colors
the dipaths touching u using the bipartite graph associated with u. Note that all the
dipaths coming from u’s parent terminate at u and, thus, the l edges adjacent to X0 are
between Z0 and X0. Consider the bipartite graph obtained by removing all the edges
adjacent to X0 and Z0: this is an instance of the constrained bipartite graph coloring
problem in which all colored edges are adjacent to the same vertex, W0. The newly
constructed bipartite graph has degree at most l and it can be partitioned into at most
l disjoint maximal matchings (see, for example, [9, p. 146, Exercise 5]). Each such
matchings contains at most one colored edge and can be colored using either the color
on the colored edge or, if no such edge exists, a new color. Thus, the total number of
colors used is at most l.
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3.1. Greedy wavelength routing algorithms with wavelength conversion
We now de9ne the class of greedy algorithms for networks that support wavelength
conversion. Such algorithms visit the network in a BFS manner but their functionality
at a node v that supports wavelength conversion is di<erent. In this case, a greedy
algorithm can change the color !i assigned to a dipath in a previous step, so that the
wavelength corresponding to color !i assigned to the segment of the dipath between v
and its parent can be converted to the color !j by a wavelength converter located in
node v. The color !j is assigned to the segment of the dipath between v and some of
its children. For a dipath that touches node v but has not been colored yet (hence, it
has v as its root), the algorithm can assign a pair of wavelengths (colors) !i; !j (one
color per each segment adjacent to v traversed by the dipath) given that wavelength
!i can be converted to !j by a converter located at node v.
Throughout this work, we assume that all the converters located at nodes of the
network have identical functionality. All the algorithms that will be presented are greedy
and deterministic and they di<er with respect to the construction of converters they use.
4. Optimal bandwidth utilization in sparse conversion trees
In this section, we study the problem of placing wavelength converters with full
conversion capabilities at the nodes of a sparse conversion tree in order to guarantee
complete utilization of the available bandwidth. In other words, given a directed tree
network T , which supports l wavelengths, we want to place wavelength converters
at some of the nodes of T in order to route any set of communication requests of
load l using exactly l wavelengths (i.e., to color any set of dipaths of load l using l
colors). By Claim 1 this is always possible if we place at each node of the tree a full
converter between each pair of incoming and outgoing links. However, it would be too
expensive (and even unnecessary) to have so much conversion power. For instance, it
is worthless to place converters at the leaves of the tree, since no dipath traverse these
nodes. In this section, we consider the problem of deciding how many full converters
are necessary and suMcient to guarantee that any pattern of dipaths of load l can be
colored using exactly l colors in a sparse conversion tree.
Let u be a node of the tree T of maximum degree d. If we locate at u a full converter
for each pair of incoming and outgoing directed links, then we can change the colors
assigned to all the dipaths going through u. This is equivalent to split each dipath
going through u into two dipaths (the 9rst ending at u and the second starting from
u) and color each one independently. In the sequel, we say that u is a full conversion
point if it hosts a full wavelength converter for each pair of incoming and outgoing
directed links. If u is a full conversion point, then we can consider the forest obtained
from T by removing u and color dipaths on each tree of the forest, independently.
In [21], Kumar and Schwabe prove that it is not possible to obtain a complete
utilization of the optical bandwidth on a directed tree by presenting a tree network D
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Fig. 8. The tree D and a set of dipaths of load l on D that cannot be colored with less than 5l=4 colors.
Each directed arc represents a set of l=2 parallel paths.
and a set of dipaths of load l on D that requires at least 5l=4 colors. This paradigm
is depicted in Fig. 8.
Notice that D is the smallest tree that is not a spider; it is easy to see that each
tree that is not a spider contains a subtree that is homomorphic to D. Indeed, consider
a tree that is not a spider and let u and v be two vertices of degree greater than two,
connected by a path containing only vertices of degree two. Then, by collapsing the
path between u and v into one edge and by considering two vertices adjacent to u and
two vertices adjacent to v that are not on the path from u to v, we obtain a tree that
is isomorphic to D.
Thus, the following claim holds:
Claim 18. Let T be a directed tree. It is possible to color all sets of dipaths on T
of load l with exactly l colors if and only if T is a spider.
Thus, there exists a gap for the number of colors necessary to color a set of dipaths
on a tree: either the tree is a spider and thus any set of dipaths of load l can be
colored with exactly l colors, or the tree is not a spider and thus there exists a set of
dipaths of load l that requires at least 5l=4 colors. In other words, if we seek complete
wavelength utilization, then we need to locate full conversion points at a set S of nodes
of T in such a way that the forest obtained by splitting T at the vertices of S consists
of spiders.
More formally, for each node u of T , let F(u) be the forest obtained from T by
removing u. We de9ne the splitting of T at u as the operation that substitutes the tree
T with the forest S(T; u) consisting, for each F ∈F(u), of the trees induced by the
vertices in {u}∪F (see Fig. 9).
For each set of nodes X we denote by S(T; X ) the forest obtained by performing a
splitting operation at each vertex of X . Similarly, we can de9ne a splitting of a set of
dipaths at a node u: we substitute each dipath (v; w), going through u, with the dipaths
(v; u) and (u; w). We denote by P(X ) the set of dipaths obtained by splitting dipaths
of P at all vertices of X . For s∈ S(T; X ) we let Ps(X ) be the set of dipaths of P(X )
connecting nodes of s.
If nodes of X are full conversion points, then we can color P by coloring each set
of dipaths Ps(X ) independently. The number of colors used to color P is equal to the
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Fig. 9. The splitting of a tree T at node x2.
maximum, taken over all s, of the number of colors used for each Ps(X ). Thus, by
Claim 18, we have to select X in such a way that each tree of S(T; X ) is a spider.
The following theorem gives a lower bound on the number of full conversion points
needed to obtain a forest S(T; X ) consisting of all spiders. Notice that all trees con-
taining less than six nodes are spiders.
Theorem 19. For each integer n¿6; there exists a tree T with n nodes such that for
each set X of nodes of T; with |X |¡  12 (n=2− 1); the forest S(T; X ) contains a tree
that is not a spider.
Proof. We prove the theorem for n odd. The proof for n even is similar and it is left
to the reader. Let n=2k+1, with k¿2, and let Tn=(Vn; En) be the binary tree de9ned
as follows:
– Vn= {xi | i=0; 1; : : : ; k} ∪ {yi | i=1; 2; : : : ; k − 1};
– En= {(xi; xi+1) | i=0; 1; : : : ; k − 1} ∪ {(xi; yi) | i=1; : : : ; k − 1}.
In Fig. 9a it is depicted as T10.
Let X be the subset of nodes of Tn where full conversion points are located and
assume that |X |¡1=2(n=2−1)= k=2. Notice that a full conversion point located at
a node of T of degree 1 cannot be used to change colors assigned to paths and thus,
without loss of generality, we assume that all the nodes of X have degree 3. By a
simple counting argument, there must exist 0¡i¡k − 1 such that neither xi nor xi+1
is a full conversion point. Thus, there exists a tree S in S(X; T ) that contains vertices
xi−1; xi; xi+1; xi+2 and vertices yi and yi+1. Therefore S is not a spider.
Next, we prove that this result is tight; that is, for any tree T with n nodes, we can
compute in polynomial time a set of nodes X , of size at most  12 (n=2− 1), such that
all the trees in the forest S(T; X ) are spiders.
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In order to obtain a forest consisting of all spiders, we have to split all the paths
between nodes of degree greater than two, so that each tree of the forest contains at
most one of them. In the sequel, we say that two nodes of degree greater than two
are adjacent is they are connected through a path containing only nodes of degree at
most two.
Theorem 20. For each tree T with n nodes; there exists a set X of nodes of T; with
|X |6 12 (n=2− 1); such that all trees of S(T; X ) are spiders.
Proof. Let L; R and C be the set of leaves of T , the set of nodes of degree 2 and
the set of nodes of degree greater than 2, respectively. Clearly, |L| + |R| + |C|= n
and |L| + 2|R| + 3|C|62(n − 1). It follows that |C|6n=2 − 1. We will show how
to select a set X ⊆C such that |X |6|C|=2 and, for each pair of adjacent nodes
v; w∈C, either v or w belongs to X . Clearly, for such a set X , all trees of S(T; X ) are
spiders.
Let us now consider how X can be constructed. Consider the graph G=(V; E) such
that
– V =C;
– E= {(v; w) | v; w∈T; v and w are adjacent}.
It can be easily seen that G is a tree. In fact, an edge (v; w) in G corresponds to a
path between v and w in T and all paths corresponding to edges of G are disjoint.
Thus, if G contains a cycle p then the path obtained in T by concatenating the paths
corresponding to the edges of p is also a cycle, contradicting the hypothesis that T is
a tree. Since G is a tree, it is 2-colorable and we can consider a 2-coloring (V1; V2) of
G. Let X be equal to the set of minimum size between V1 and V2. By construction,
for each pair of adjacent nodes of C we have that exactly one of them belongs to X .
Thus, each tree of S(T; X ) contains at most one node of degree greater than 2, and the
claim follows.
5. Optimal bandwidth utilization in top-down limited conversion binary trees
In Section 4 we showed that it is possible to achieve the complete utilization of the
bandwidth by having full conversion capabilities at some of the nodes of the tree. In
this section, we show that it is possible to obtain complete utilization of the bandwidth
in top-down limited conversion binary trees using converters of degree O(
√
l). In
Section 6, we will show that in the more powerful all-pairs limited conversion binary
trees, it is possible to get a complete utilization of the bandwidth by using constant
degree converters.
In a top-down limited conversion trees all non-leaf nodes u of the tree have conver-
sion capabilities subject to the following two limitations:
Limited conversion: A converter can change a color only into another color of a
given set.
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Fig. 10. Converters located at node u of a top-down limited conversion binary tree.
Top-down: No converter is placed between a link coming from one child and a link
going to the other child of the node.
We denote by p the parent of u, by v the left child of u and by w the right child
of u. Also, we denote by P(u) the set of dipaths touching u. We partition P(u) into
six subsets:
– P1(u) consisting of the dipaths going from p to v;
– P2(u) consisting of the dipaths going from w to p;
– P3(u) consisting of the dipaths going from p to w;
– P4(u) consisting of the dipaths going from v to p;
– P5(u) consisting of the dipaths going from w to v;
– P6(u) consisting of the dipaths going from v to w.
We denote by C1(u), C2(u), C3(u) and C4(u) the four converters placed at u. Converter
Ci(u) is devoted to the dipaths of Pi(u) (see Fig. 10).
5.1. The wavelength routing algorithm
In this section, we give a wavelength routing algorithm BIN WRA for top-down
limited conversion binary trees and give conditions on the converters located at nodes
of the tree that are suMcient to guarantee that the algorithm can color sets of dipaths
of load l with w(l) colors.
The algorithm BIN WRA visits the nodes of the tree in breadth-9rst-search order,
starting from the root. The algorithm proceeds in phases, one for each node of the tree.
The phase corresponding to node u assumes that all dipaths touching nodes previously
visited have already been colored. In particular, it assumes that all dipaths traversing
the links between u and p (in any direction) have already been assigned a color on the
segment between p and u. Then, the algorithm extends this partial coloring by assigning
a color to the segments of all dipaths touching u that consist of links between u and
its children.
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More formally, let A1 be the set of colors assigned to dipaths in P1(u), A2 the set
of colors assigned to dipaths in P2(u), A3 the set of colors assigned to dipaths in
P3(u), and A4 the set of colors assigned to dipaths in P4(u). The algorithm BIN WRA
performs two independent steps:
Step 1: Converters C1(u) and C2(u) are set in such way that:
– For each r ∈P1(u), the algorithm assigns a color cr to the segment (u; v) of r such
that the color of r on (p; u) can be converted to cr by converter C1(u).
– For each r ∈P2(u), the algorithm assigns a color cr to the segment (w; u) of r such
that cr can be converted into the color of r on (u; p) by converter C2(u).
Let A′1 and A
′
2 the set of colors assigned to the segments (u; v) and (w; u) of the dipaths
in P1(u) and P2(u), respectively. Dipaths in P5(u) are assigned colors not in A′1 ∪ A′2.
Step 2: This step is symmetric to step 1. Converter C4(u) converts colors assigned to
dipaths of P4(u) on segment (p; u) to colors assigned on segment (u; w); the algorithm
assigns colors to dipaths of P3(u) for the segment (v; u) that can be changed by C3(u)
into the colors assigned to the same dipaths on segment (u; p).
Let A′3 and A
′
4 the set of colors assigned to the segments (v; u) and (u; w) of the
dipaths in P3(u) and P4(u), respectively. Dipaths in P6(u) are assigned colors not in
A′3 ∪ A′4.
The following lemma gives suMcient conditions for the correctness of BIN WRA.
Lemma 21. Algorithm BIN WRA is correct if for all sets P(u) of dipaths touching
a vertex u; for all sets of colors Ai used to color the segments of the dipaths in Pi(u)
between u and p; there exists sets of colors A′i such that
(i) colors of A1 can be converted by C1(u) into colors of A′1;
(ii) colors of A3 can be converted by C3(u) into colors of A′3;
(iii) colors of A′2 can be converted by C2(u) into colors of A2;
(iv) colors of A′4 can be converted by C4(u) into colors of A4;
(v) |A′1 ∪ A′2|6w(l)− |P5| and |A′3 ∪ A′4|6w(l)− |P6|.
Proof. Let T be a top-down limited conversion binary tree and let P be a set of
dipaths of load l on T . Consider the set of dipaths P(u) going through a node u and
partition P(u) as described in Fig. 10. Observe that, when the greedy algorithm visits
node u, dipaths in P1(u); : : : ; P4(u) have already been colored with colors of A1; : : : ; A4,
respectively. Thus, to prove the claim we need to show how the converters located at u
can convert the colors of A1; : : : ; A4 so that dipaths in P5(u) and P6(u) can be colored
using at most w(l) colors in total. Notice that dipaths of P5(u) intersect only dipaths of
P1(u) and P2(u), while dipaths of P6(u) intersect dipaths of P3(u) and P4(u). Thus, we
can split the problem into two independent but similar subproblems. Here, we prove
that we can change colors of P1(u) and P2(u) so that it is possible to color dipaths
in P1(u); P2(u) and P5(u) using w(l) colors. The proof for P3(u); P4(u) and P6(u) is
similar and it is left to the reader.
Let A′1 be a set of colors such that converter C1(u) can convert the colors of A1
into the colors of A′1. Similarly, let A
′
2 be a set of colors such that converter C2(u) can
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Fig. 11. The graph H (G; A1; A2) obtained for the bipartite graph G and A1 = {2; 3; 5} and A2 = {1; 3; 4; 6}.
change colors of A′2 into colors of A2. Thus, the total number of colors used on links
(v; u) and (u; w) to color segments of dipaths in P1(u) and P2(u) is at most |A′1 ∪ A′2|,
while the remaining colors are available to color dipaths in P5(u). Since, by hypothesis,
|A′1 ∪ A′2|6w(l) − |P5(u)| then there are enough colors available to colors dipaths in
P5(u).
It remains to characterize the class of converters for which the conditions of
Lemma 21 hold. Since the two steps of each phase of BIN WRA are symmetric,
we will consider only converters used in the 9rst step.
Let G=(U; V; E) be the bipartite graph corresponding to the converters located at
nodes of the tree. For sets A1 = {a11; a12; : : : ; a1|A1|}, and A2 = {a21; a22; : : : ; a2|A2|} de9ne
the three-level graph H (G; A1; A2)= (31; Z; 32; E(H)) as follows (see Fig. 11):
– 31 = (411; 412; : : : ; 41|A1|);
– 32 = (421; 422; : : : ; 42|A2|),
– Z =(z1; z2; : : : ; zw(l));
and
– (41i ; zj)∈E(H) if and only if the converter corresponding to G can change color
a1i into color j;
– (zj; 42i)∈E(H) if and only if the converter corresponding to G can change color j
into color a2i.
De9ne (A1; A2)= max{|A1|; |A2|} + w(l) − l. We next show that if, for all sets A1
and A2, the following condition holds for the graph H (G; A1; A2), then the converters
located at u can color the dipaths of P5(u) using at most w(l) colors.
Correctness condition: There exist H1; H26Z such that
(i) there exist a matching in H (G; A1; A2) between 31 and M1 of size |31|;
(ii) there exist a matching in H (G; A1; A2) between 32 and M2 of size |32|;
(iii) |M1 ∪M2|6(A1; A2).
Indeed, by the construction of the graph H , it follows that converter C1(u) can change
the colors associated with the vertices of 31 into the colors associated with M1. Thus,
if BIN WRA chooses A′1 equal to the set of colors corresponding to vertices of M1
we have that converter C1(u) can convert colors of A1 into colors of A′1. Similarly,
the matching between 32 and M2 implies that, if we set A′2 equal to the set of colors
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corresponding to vertices of M2, then converter C2(u) can convert colors of A′2 into
colors of A2. Moreover, the number of vertices in Z that do not belong to neither M1
nor M2 is equal to the number of colors available for the algorithm to color dipaths in
P5(u). Since, by hypothesis, |M1 ∪M2|6(A1; A2) we have that
w(l)− |M1 ∪M2|¿w(l)− (A1; A2)
= w(l)−max{|A1|; |A2|} − w(l) + l
= l−max{|A1|; |A2|}
= |P5(u)|
and, thus, the algorithm can color all dipaths of P5(u).
Next lemma gives suMcient conditions on G for the Correctness Condition to hold.
Lemma 22. Let G=(U; V; E(G)) be a bipartite graph. If the graph G is such that
(i) G has a perfect matching; and
(ii) for any two sets 31; 32⊆U; with w(l) − l ¡ |31|; |32|6l; there exist min
{|31|; |32|} − w(l) + l nodes in V that are adjacent to both 31 and 32;
then; the Correctness Condition holds for H (G; A1; A2); where A1 and A2 are the set
of colors corresponding to vertices of 31 and 32.
Proof. Since G has a perfect matching, then there exists in H (G; A1; A2) a matching
of cardinality |31| between 31 and some M1⊆Z , and a matching of cardinality |32| be-
tween 32 and some M2⊆Z . This proves parts (i) and (ii) of the Correctness Condition.
Next we prove part (iii); that is, |M1 ∪M2|6(A1; A2).
We distinguish two cases, depending on the values of |A1| and |A2|.
Suppose min{|A1|; |A2|}6w(l) − l. Then, by simple calculations, it can be veri9ed
that
|Z\(M1 ∪M2)|¿w(l)− |M1| − |M2|
= w(l)− |31| − |32|
= w(l)−min{|31|; |32|} −max{|31|; |32|}
¿ l−max{|31|; |32|}
and thus part (iii) of the Correctness Condition holds.
A more accurate analysis is needed, instead, for the case where min{|A1|; |A2|}¿
w(l) − l. In this case, we will reduce the problem to computing vertex disjoint paths
in a directed graph.
Consider the Row network N (H; A1; A2; l) obtained from H (G; A1; A2) in the follow-
ing way:
– add a source vertex s and a sink vertex t;
– add a set 61 of (A1; A2) − |31| vertices to the 9rst level of H , and a set 62 of
(A1; A2)− |32| vertices to the third level of H ;
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Fig. 12. The network N (H; A1; A2; l) obtained from the graph H (G; A1; A2) given in Fig. 11 for l=5. In
bold face are marked (A1; A2) vertex disjoint paths between s and t.
– add edges from s to all the vertices of the 9rst level and from all the vertices of
the third level to t;
– add edges from each vertex of 61 and 62 to each vertex of Z .
Fig. 12 depicts the network Row obtained from the graph in Fig. 11 for l=5.
The rest of the proof consists of two steps: 9rst we prove that any s−t cut (i.e., a set
of nodes whose removal disconnects s from t) in N has cardinality at least (A1; A2)
and then we prove that this implies that part (iii) of the Correctness Condition holds.
Assume, by contradiction, that there exists an s− t cut F of size less than (31; 32).
Observe that F contains all the vertices of 61 and 62. Indeed, suppose that there exist
vertices x1 ∈61 and x2 ∈62 that do not belong to F . Then, since x1 and x2 are adjacent
to all the vertices of Z , F must contain all vertices of Z . Thus, we have that
|F |¿ |Z |
= w(l)
¿w(l) + max(|31|; |32|)− l
(since by hypothesis |31|; |32|¡ l)
= (31; 32):
Now, suppose that all the vertices of 61 belong to F , but there exists x ∈ 62 that does
not belong to F (a similar reasoning holds for the case of x∈61 and 62 contained
in F). Since there exists a matching of cardinality |31| between vertices of 31 and Z
and x is adjacent to all the vertices of Z , there exist at least |31| vertex-disjoint paths
between s and x going through vertices of 31. Since F is an s − t cut, it contains at
least one vertex for each of these paths. Thus, |F |¿|61|+ |31|= (31; 32).
Denote by S1 =31\F1 the set of nodes of 31 that do not belong to F , and denote by
S2 =32\F2 the set of nodes of 32 that do not belong to F . Then,
|S1|¿ |31| − (|F | − |61| − |62|)
= |31| − |F |+ 2(31; 32)− |31| − |32|
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= 2(31; 32)− |F | − |32|
¿(31; 32)− |32|
¿w(l)− l:
Similarly, we can prove that |S2|¿w(l)− l. A simple reasoning show that S1 and S2
have cardinality at most l. Thus, by part (ii) of the hypothesis, S1 and S2 have at least
min{|S1|; |S2|} − (w(l) − l) common neighbors in Z . Observe that all these common
neighbors belong to F3, otherwise there would be a path between s and t that is not cut
by F . Thus, we have that |F3|¿min{|S1|; |S2|} − (w(l)− l). Summing up the number
of vertices contained in F1; F2 and F3 we obtain that
|F | = |F1|+ |F2|+ |F3|
¿ |61|+ |62|+min{|S1|; |S2|} − (w(l)− l)
¿ (31; 32)− |31|+ (31; 32)− |32|+min{|S1|; |S2|} − (w(l)− l)
¿ (31; 32);
that contradicts the hypothesis that |F |¡(31; 32).
By Menger’s theorem, there exist (31; 32) vertex-disjoint paths between s and t, one
for each of the (31; 32) vertices of 31 ∪61. Denote by M1 the set of |31| vertices of
Z belonging to paths between s and t that traverse nodes of 31. Since the subgraph
induced by 31 and M1 is a subgraph of G, then we have that all the vertices of M1
are neighbors of 31 in G. Similarly, we denote by M2 the set of |32| vertices of Z
belonging to paths between s and t that traverse nodes of 32 and we get that all the
vertices of M2 are neighbors of 32 in G. Moreover, observe that the number of vertices
in M1 ∪M2 is at most equal to the number of paths between s and t, which is (31; 32).
Then, we can conclude that
|Z\(M1 ∪M2)|¿w(l)− (31; 32)
= l−max{|31|; |32|};
whence the claim follows.
5.2. The converters
In this section, we give a construction of bipartite graphs that satis9es the hypothesis
of Lemma 22 for w(l)= l.
We de9ne the family of bipartite graphs S= {Sl}, where Sl=(Xl; Yl; El), as follows:
– Xl=
⋃√l
i=1 Xli and Yl=
⋃√l
i=1 Yli where
– Xli =


{xi1; : : : ; xi(√l)} if i¡l− 
√
l · 
√
l;
{xi1; : : : ; xi(√l	)} otherwise;
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Fig. 13. The bipartite graph S9.
Yli =


{yi1; : : : ; yi(√l)} if i ¡ l− 
√
l · 
√
l;
{yi1; · · · ; yi(√l	)} otherwise;
and El consists of the edges
– (xij; yik); (xij; ykj) for 16i; j; k6
√
l,
– (xi(√l); yk); (xk ; yi(√l)) for 16i¡l− 
√
l˙√l; 16k6√l;
– (xi(√l); yj(√l)) for 16i; j¡l− 
√
l˙√l
Clearly, Sl has maximum degree (2
√
l − 1). S9 is depicted in Fig. 13.
Lemma 23. For all l¿0; the graph Sl=(Xl; Yl; El) enjoys the following two prop-
erties:
(i) Sl has a perfect matching;
(ii) for any two sets 31; 32⊆Xl; with 0¡|31|; |32|6l; there exist min{|31|; |32|} nodes
in Yl that are adjacent to both 31 and 32.
Proof. The 9rst condition is easily seen to be met.
To prove the second condition, we consider the three-level graph BBl obtained from
two back-to-back copies of Sl. We prove that, for each integer k6l, it is possible to
9nd k vertex-disjoint paths between any set of k vertices of the 9rst level and any set
of k vertices of the third level of BBl. Indeed, suppose that we are given two subsets
31 and 32 of Xl of size k and a set of k vertex-disjoint paths in BBl between the
vertices of 31 on the 9rst level and the vertices of 32 on the third level. Let M be the
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set of vertices of the second level that belong to the k paths. Then, the vertices of Yl
corresponding to vertices of M are easily seen to be adjacent to both 31 and 32 in Sl.
More formally, consider the following three-level graph BBl = (Ul; Zl; Vl; E), where
the sets Ul; Zl and Vl have l vertices. We identify each vertex of Ul and each vertex
of Vl with a vertex of Xl and each vertex of Zl with a vertex of Yl. We have an
edge between a vertex of Ul and a vertex of Zl if and only if there exists an edge
in Sl between the corresponding vertices of Xl and Yl. Similarly, there exists an edge
between a vertex of Zl and a vertex of Vl if and only if there exists an edge in Sl
between the corresponding vertices of Yl and Xl. That is,
E = {(u; z) | u ∈ Ul; z ∈ Zl; (u; z) ∈ El} ∪ {(z; v) | z ∈ Zl; v ∈ Vl; (z; v) ∈ El}:
We now prove that, for each integer k6l and for each pair of subsets A⊆Ul and
B⊆Vl, with |A|= |B|= k, there exist k vertex-disjoint paths in BBl connecting vertices
of A and B. For the sake of simplicity, we restrict our analysis to the case in which l
is a perfect square. The proof that the property holds for all l is a trivial, cumbersome
generalization.
In order to prove that there exists k vertex-disjoint paths between vertices of A and B
we give an algorithm ROUTE that produces the vertex-disjoint paths between vertices
of A and B. Algorithm ROUTE consists of three phases (see Fig. 14).
Let Ai (Bi) be the set of vertices of A that correspond to vertices of Xil (Yil) in Sl.
In the 9rst phase, for each i=1; 2; : : : ;
√
l, the set Ai is partitioned in two subsets A′i
and A′′i and the set Bi is partitioned in B
′
i and B
′′
i in such a way that |A′i |= |B′i | and at
most one of A′′i and B
′′
i is non-empty.
The second phase constructs disjoint paths between the vertices of A that belong to
some A′′i with the vertices of B that belong to some B
′′
i . To achieve this, the algorithm
considers iteratively sets A′′h and B
′′
k , starting with h= k =1, until h¿
√
l.
At each iteration, one of the two following cases occurs. If A′′h has fewer nodes than
B′′k then the algorithm picks the set R
′′ consisting of the 9rst |A′′h | vertices of B′′k . Then,
disjoint paths are picked between the vertices of A′′h and the vertices of R
′′. To see
that this is possible, observe that each vertex of A′′h is adjacent to a di<erent vertex
of Zk , while each vertex of Zk is adjacent to all the vertices of Vk and thus to all the
vertices in B′′k . Next, the algorithm sets h= h+ 1 and B
′′
k =B
′′
k \R′′.
If, instead, A′′h has no fewer vertices than B
′′
k , then the algorithm picks the set R
′′
consisting of the 9rst |B′′k | vertices of A′′h . Then, as in the previous case, the algorithm
constructs disjoint paths between R′′ and B′′k using as intermediate vertices, the vertices
of Zk . The algorithm then sets k = k + 1 and A′′h = A
′′
h \R′′.
Let us argue that the paths constructed in Phase II are disjoint. We start by observing
that, for all i, the vertices of Zi are used as part of paths that start from the vertices
of A′′i or as part of paths that end at the vertices of B
′′
i . Moreover, we claim that the
vertices of Zi are used by only one iteration of Phase II and, as it is easily seen, the
algorithm guarantees that vertices picked in one iteration belong to at most one path.
Indeed, at each iteration, the algorithm constructs paths between the vertices of A′′h
and B′′k . If vertices of Zh are used as intermediate vertices, this is because A
′′
h is non-
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ROUTE(BBl; A; B)
Phase I: Initialization
1. for each i from 1 to
√
l
2. let ti = min{|Ai|; |Bi|}
3. partition Ai into two subsets A′i and A
′′
i having size ti
and ai = |Ai| − ti, respectively
4. partition Bi in two subsets B′i and B
′′
i having size ti
and bi = |Bi| − ti, respectively
5. set h=1 and k =1
Phase II: Constructing paths for A′′h and B
′′
k .
6. while h6
√
l
7. if ah6bk then
8. let R′′ be the set containing the 9rst ah vertices of B′′k
9. connect vertices of A′′h to vertices of R
′′ through the
a′′h vertices of Zk adjacent to vertices of A
′′
h
10. set B′′k =B
′′
k \R′′ and bk = bk − ah
11. increment h
12. else
13. let R′′ be the set containing the 9rst bk vertices of A′′h
14. connect vertices of R′′ to vertices of B′′k through the
b′′k vertices of Zh adjacent to vertices of B
′′
h
15. set A′′h =A
′′
h \R′′ and ah= ah − bk
16. increment k
Phase III: Constructing paths for A′i and B
′
i .
17. for each i from 1 to
√
l
18. connect vertices of A′i to B
′
i through ti vertices of Zi
not used in Phase II.
Fig. 14. Algorithm ROUTE.
empty and is smaller than B′′k . This implies that A
′′
h is empty (and thus the vertices of
Zh are not used for paths ending at vertices of B′′h ) and that h is incremented at the
end of the iteration (and thus subsequent iterations will not consider vertices of A′′h ). A
similar reasoning applies to the case in which vertices of Zk are used to construct paths.
In the third phase the algorithm constructs, for each i, disjoint paths between A′i and
B′i (remember that A
′
i and B
′
i have the same size). Notice that each vertex of A
′
i and B
′
i
is connected to all the vertices of Zi. Among the vertices of Zi, at most max |A′′i |; |B′′i |
have been used in the second phase, as part of paths starting from vertices of A′′i or
ending at vertices of B′′i . Therefore, in Zi there at least
√
l − max{|A′′i |; |B′′i |}¿|A′i |
vertices that have not been used in the second phase. Thus, it is possible to pick paths
from A′i to B
′
i .
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Fig. 15. The graph BB9 obtained by concatenating two copies of S9.
In Fig. 15 you can see a set of paths computed by algorithm ROUTE for an instance
on BB9.
We can now state the main result of the section.
Theorem 24. Let T be a top-down limited conversion binary tree network. If all
converters placed at non-leaf nodes of T belong to the family S; then there exists a
greedy algorithm that colors any set of dipaths of load l on T using l colors.
Theorem 24 gives an upper bound of 2√l − 1 on the degree of the converters
necessary in a top-down limited conversion binary tree network in order to have a
complete utilization of the bandwidth. We prove, now, that this bound is tight within
a constant factor.
Theorem 25. Let T be a top-down limited conversion binary tree network. If it is
possible to color any set of dipaths of load l on T with l colors; then all converters
placed at the nodes of T have degree U(
√
l).
Proof. Consider a node u of the tree. Assume that there is one dipath from the parent
p of u to the left child v colored with a color c1, one dipath from the right child w to
p colored with c2, and l−1 dipaths from w to v. Since no conversion is supported for
dipaths from w to v, the color c1 must be converted to a color that can be converted to
c2. Since the algorithm is deterministic and greedy, we can create a set of dipaths on
a suMciently large tree T such that a color c1 must be converted to colors that can be
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Fig. 16. Converters located at node u of all-pairs limited conversion binary tree.
converted to all colors c1; : : : ; cl. Assume that the converter translates c1 to k colors,
16k6l. Then, there must be a color ci that can be converted to at least l=k colors.
Thus, the degree of the converter must be at least min{k; l=k}¿√l, for each k6l.
6. Optimal bandwidth utilization in all-pairs limited conversion binary trees with
constant degree converters
In this section, we show that if we consider the more powerful model of all-pairs
limited conversion trees, where converters located at a node can change colors to any
path touching the node, then we can obtain a complete utilization of the available
bandwidth using simpler converters of constant degree.
In an all-pairs limited conversion binary tree each non-leaf node hosts six converters,
one for each pair of incoming and outgoing directed links. Thus, a node u has converters
Ci(u), 16 i6 6, where converter Ci(u) is dedicated to change the colors of dipaths
in Pi (see Fig. 16).
The greedy algorithm is similar to algorithm BIN WRA given in Section 5: it visits
the nodes of the tree in a breadth-9rst-search order, and at each node u colors all the
dipaths touching u, eventually changing the colors of some of the dipaths colored in
previous phases. However, in this case the algorithm in assigning colors to the dipaths
of P5(u) and P6(u) can choose two di<erent colors for each dipath: one for the segment
ending at u and another for the segment starting from u provided that the two colors
are compatible; i.e., the converter must be able to convert one color into the other.
At the phase associated with a node u, the greedy algorithm performs two indepen-
dent steps: one for coloring the uncolored segments of dipaths P1(u), P2(u), and P5(u),
and one for coloring the uncolored segments of P3(u), P4(u), and P6(u). We will de-
scribe the 9rst step; the second step is similar. Let A1 be the set of colors assigned to
dipaths in P1(u) on the link (u; p) and A2 be the set of colors assigned to dipaths in
P2(u) on link (p; u).
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Fig. 17. The four-level graph H obtained from the bipartite graph G given in Fig. 11.
The algorithm’s task is the following:
(i) for each r ∈P1(u), the algorithm assigns a color cr to the segment (u; v) of r such
that the color of r on (p; u) can be converted to cr by converter C1(u).
Denote by A′1 the set of colors assigned to the segments (u; v) of the dipaths
of P1(u).
(ii) for each r ∈P2(u), the algorithm assigns a color cr to the segment (w; u) of r
such that cr can be converted into the color of r on (u; p) by converter C2(u).
Denote by A′2 the set of colors assigned to the segments (w; u) of the dipaths
of P2(u).
(iii) for each r ∈P5(u), the algorithm assigns colors c′r and c′′r to the segments (w; u)
and (u; v) of r, respectively, such that c′r can be converted into c
′′
r by converter
C5(u).
Denote by B1 the set of colors assigned to the segments (u; v) of dipaths of
P5(u) and by B2 the set of colors assigned to the segments (w; u) of dipaths of
P5(u).
For the coloring to be correct it must be the case that B1 is disjoint from A′1 and that
B2 is disjoint from A′2.
Let us now translate this requirement in terms of properties of the bipartite graph
G=(U; V; E) associated with the converter. To do so we consider the four-level graph
H =(Z1; Z2; Z3; Z4; E(H)) obtained by concatenating three copies of the converter graph
so that, each of the subgraphs induced by the vertices of Z1 ∪Z2, Z2 ∪Z3 and Z3 ∪Z4
is equal to the converter graph G (see Fig. 17).
In this context, the algorithm is given two subsets of vertices A1⊆Z1 and A2⊆Z4
(corresponding to the color of the dipaths of P1(u) and P2(u) on the links between
u and its parent). The algorithm’s task is to 9nd A′1⊆Z2 (the colors for the link
(u; v) of the dipaths of P1(u)), A′2⊆Z3 (the colors for the link (w; u) of the dipaths of
P2(u)), B1⊆Z2 (the colors for the link (u; v) of the dipaths of P5(u)) and B2⊆Z3 (the
colors for the link (w; u) of the dipaths of P5(u)) of cardinality l − max{|; A1|; |A2|}
such that
(i) there exists a perfect matching between A1 and A′1 in H ;
(ii) there exists a perfect matching between A2 and A′2 in H ;
(iii) there exists a perfect matching between B1 and B2 in H
(iv) B1 ∩A′1 = ∅ and B2 ∩A′2 = ∅.
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Fig. 18. A matching in H obtained for A1 = (2; 3; 5) and A2 = (1; 3; 4; 6). In this case the algorithm produces
A′1 = (3; 4; 5); A
′
2 = (1; 3; 4; 5); B1 = (2; 6) and B2 = (3; 6).
In Fig. 18 it is given an example of such a matching obtained from A1 = (2; 3; 5) and
A2 = (1; 3; 4; 6).
We next show that if the converter is a 15-regular Ramanujan graph then our greedy
algorithm can color all sets of dipaths of load l with l colors.
Lemma 26. For each pair of subsets 31⊆Z1 and 32⊆Z4; with |31|= |32|= c; there
exists a matching of cardinality l+ c between vertices of 31 ∪Z3 and Z2 ∪32.
Proof. Note that the subgraph H ′=(31 ∪Z3; Z2 ∪32; E(H ′)) of H , induced by the ver-
tices of 31; 32; Z3 and Z4, is bipartite and it has l+ c vertices for each side. Thus, by
Hall’s theorem, H ′ contains a matching of cardinality l + c if and only if for each
X ⊆32 ∪Z2 the neighborhood, N (X ), of X has size greater than X .
Partition X in two subsets X1⊆Z2 and X2⊆32. It is easy to see that the neighborhood
of X consists of: the neighborhood of X1 in 31, which we denote by N1(X1); the
neighborhood of X1 in Z3, which we denote by N3(X1); the neighborhood of X2 in Z3,
which we denote by N3(X2). Observe that N1(X1) is disjoint from N3(X2) and N3(X1)
and thus
|N (X )|¿|N1(X1)|+ |N3(X2)|
and
|N (X )|¿|N1(X1)|+ |N3(X1)|:
The subgraph of H induced by Z1 and Z2 is a 15-regular Ramanujan graph and, by
Corollary 8, it is a ( 13 ; 2) expander. This implies that, if |X1|6 l=3, the size of the
neighborhood of X1 in Z1 is at least 2|X1|. On the other hand, since 31 is obtained
from Z1 by deleting l− c vertices, we have that
|N1(X1)|¿max{0; 2|X1| − (l− c)}: (1)
On the other hand, if |X1|¿l=3 then, by Corollary 8, the neighborhood of X1 in Z1
has size at least (l+ |X1|)=2, from which we obtain
|N1(X1)|¿max
{
0;
l+ |X1|
2
− (l− c)
}
: (2)
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Similarly, since the subgraph of H induced by Z2 and Z3 is a 15-regular Ramanujan
graph, we have that, if |X2|6 l=3 then
|N3(X2)|¿2|X2| (3)
and, if |X2|¿l=3 then
|N3(X2)|¿ l+ |X2|2 : (4)
We proceed by case analysis, for a total of four cases.
Case 1: |X1|6 l=3 and |X2|6 l=3. Without loss of generality, we assume that |X2|¿
|X1|. Then, by (3) we have that
|N (X )|¿|N3(X2)|¿2|X2|¿|X1|+ |X2|:
Case 2: |X1|6 l=3 and |X2|¿l=3. By (1) and (4) we have that |N1(X1)|¿ max{0; 2
|X1| − l+ c} and |N3(X2)|¿ (l+ |X2|)=2. Then,
|N (X )|¿|N1(X1)|+ |N3(X2)|¿max{0; 2|X1| − l+ c}+ l+ |X2|2 :
We distinguish two cases, depending on the value of l. If l¿ 2|X1|+ c, we have that
|N (X )|¿ l+ |X2|
2
¿
2|X1|+ c + |X2|
2
¿|X1|+ |X2|;
since c¿ |X2|. If l¡2|X1|+ c, instead, we have that
|N (X )|¿2|X1|+ c − l2 +
|X2|
2
¿ |X1|+ c + |X2|2 ¿|X1|+ |X2|
since c¿ |X2|.
Case 3: |X1|¿l=3 and |X2|6 l=3. By (2) we have that |N1(X1)|¿ max{0; (l +
|X1|)=2 − (l − c)}. Moreover, since the graph induced by Z2 and Z3 is a Ramanu-
jan graph, by Corollary 8, we have that |N3(X1)|¿ (l+ |X1|)=2. Then,
|N (X )|¿ |N1(X1)|+ |N3(X1)|
¿
l+ |X1|
2
− l+ c + l+ |X1|
2
¿ |X1|+ c
¿ |X1|+ |X2|
since c¿ |X2|.
Case 4: |X1|¿l=3 and |X2|¿l=3. Without loss of generality, we assume that |X2|¿
|X1|. By (2) and (4) we have that |N1(X1)|¿ max{0; (l + |X1|)=2 − (l − c)}, and
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|N3(X2)|¿ (l+ |X2|)=2. Then,
|N (X )|¿ |N1(X1)|+ |N3(X2)|
¿
l+ |X1|
2
− l+ c + l+ |X2|
2
¿
|X1|
2
+ c +
|X2|
2
¿
|X1|
2
+
3|X2|
2
¿ |X1|+ |X2|
since c¿ |X2| and |X2|¿ |X1|.
We can thus state the following result.
Theorem 27. Let T be an all-pairs limited conversion binary tree. If all the converters
located at nodes of T are 15-regular Ramanujan graphs; then there exists a greedy
algorithm that colors any set of dipaths of load l on T using l colors.
7. Nearly optimal bandwidth utilization in limited conversion trees
In this section, we show that it is possible to achieve nearly optimal bandwidth uti-
lization using converters of constant degree. We 9rst show that, in top-down limited
conversion binary trees, it is possible to obtain nearly optimal utilization of bandwidth
with converters modeled as Ramanujan graphs. Then, we describe the algorithm WRA,
that achieves nearly optimal utilization of bandwidth in down limited conversion arbi-
trary trees.
7.1. Nearly optimal bandwidth utilization in top-down limited conversion binary
trees
In this section we prove the following theorem.
Theorem 28. Let T be a top-down limited binary tree with w wavelengths per link.
For any ¿0 there exists an integer k such that; if all converters located at nodes
of T are k-regular Ramanujan graphs; then it is possible to greedily color any set
of dipaths on T of load l6 (1− )w.
Proof. For each ¿0; let k be such that =4(k − 1)=(k2 + 4k − 4). We prove the
theorem by showing that if each converter of T is a k-regular Ramanujan graph and
each link supports up to w wavelengths then all sets of dipaths of load l can be colored
V. Auletta et al. / Theoretical Computer Science 266 (2001) 887–934 921
using w colors provided that
l6(1− )w:
Let G=(U; V; E(G)) be a k-regular Ramanujan graph with w vertices per side. By
Lemma 22, it is suMcient to prove that G has a perfect matching and for any two
subsets 31; 32⊆U , with w− l¡|31|; |32|6 l, there are at least min{|31|; |32|} − w+ l
vertices of V that are adjacent to both 31 and 32.
Clearly, G has a perfect matching, as it is a k-regular bipartite graph. In order
to show that also the second condition holds, we will show that the sizes of the
neighborhoods of 31 and 32 in G are such that
|N (31)|¿ l+ |31|2 (5)
and
|N (32)|¿ l+ |32|2 : (6)
Thus,
|N (31) ∩ N (32)|¿ |N (31)|+ |N (32)| − w
¿
l+ |31|
2
+
l+ |32|
2
− w
=
|31|+ |32|
2
− w + l
¿min{|31|; |32|} − w + l;
where the last inequality holds since the average of |31| and |32| is greater than or
equal to the minimum of the two quantities.
To prove that inequalities (5) and (6) hold, consider the function
f(x) =
(k − 2)2
w
x2 + ((k − 2)2 lw + 4(k − 1)− 2k
2
 )x + 4(k − 1)l:
By simple calculations it can be seen that f(w − l)¡0 and f(l)¡0. Since f(x) is a
concave function, it follows that f(x)¡0, for each w− l¡x6 l. In particular, it holds
that f(|31|)¡0, and thus
k2 |31|¿
1
2
(
(k − 2)2
w
|31|2 + ((k − 2)2 lw + 4(k − 1))|31|+ 4(k − 1)l
)
=
l+ |31|
2
((4(k − 1) + (k − 2)2|31|=w)):
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Then, by Corollary 5, we have that
|N (31)|¿ k
2
 |31|
4(k − 1) + (k − 2)2|31|=w
¿
l+ |31|
2
:
Similarly, we can prove that |N (32)|¿ (l+ |32|)=2.
7.2. Nearly optimal bandwidth utilization in down limited conversion trees
In this section, we describe an algorithm WRA that achieves nearly optimal uti-
lization of bandwidth in down limited conversion arbitrary trees. The algorithm uses
converters modeled as Ramanujan graphs and achieves nearly optimal bandwidth uti-
lization. In particular, given a tree T that supports w wavelengths, the algorithm WRA
guarantees that, for any set of dipaths of load l on T , the unutilized bandwidth (ex-
pressed by the quantity w− l) decreases as the degree of the converters used increases.
For sake of clarity, we describe in Section 7.3 the main ideas of our technique and
give the 9rst simple implementation of the algorithm; then, in Section 7.4, we show
how to improve the algorithm, reducing the number of colors necessary to color sets
of dipaths of load l.
7.3. The algorithm WRA
Consider a set of dipaths P of load l on T . Algorithm WRA consists of two main
steps, each one greedy: the 9rst step, performed by algorithm UP, colors the maximal
ascending segments of P; the second step, performed by DOWN, colors the maximal
descending segments.
By Lemma 17, a set of ascending dipaths of load on l on a tree can be greedily
colored using exactly l colors. Thus, there exists an algorithm UP that produces a
coloring of the maximal ascending segments of P with l colors. Notice that algorithm
UP does not use wavelength conversion.
In order to complete the coloring of dipaths in P, algorithm DOWN colors the de-
scending segments, using at most w¿l colors. The coloring of the descending segments
is based on wavelength conversion and must obey the following constraint:
– For each p∈P, if p contains a link e1 followed by a descending link e2, then the
color assigned to p on e1 must be convertible into the color assigned to p on e2
by a converter located at node between e1 and e2.
Algorithm DOWN visits the nodes of T in breadth-9rst-search order and at each phase
associated to a node it extends the partial coloring of P by assigning a color to all the
descending segments touching that node.
Consider the phase corresponding at node u of T . Let p be the parent of u and
v1; : : : ; vd−1 be its children. We denote by R(u) the set of dipaths traversing a link
(u; vi), for some i. Observe that R(u) is equal to the set of dipaths whose descending
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Fig. 19. Bold lines denote the segments of dipaths crossing the link (u; vi) where the colors are already
9xed, dashed lines denote the segments where the colors need to be assigned.
segments are colored by the algorithm during the phase corresponding at u. Clearly,
R(u) contains both dipaths originated at u and dipaths originated at other nodes: the
algorithm colors 9rst the segments of dipaths not originated at u. These dipaths traverse
either the link (p; u) or some link (vj; u), and thus they have already been colored in
some previous phase of the algorithm. The converters located at u need to change
colors assigned to the segments of dipaths of R(u) containing (p; u) or (vj; u) so that,
for each 1616d−1, no two dipaths traversing link (u; vi) are assigned the same color
on the segment containing (u; vi). After a color has been assigned to all segments of
dipaths not originated at u, the algorithm assigns a color to dipaths originated at u. This
can be done by selecting some of the available colors. Notice that there are enough
available colors, since P has load l and the number of colors is w¿l.
Consider, now, how the algorithm uses converters at u to assign a color to the
segments containing links (u; vi), for some i, of dipaths in R(u) traversing (p; u) or
(vj; u), with j = i. Let Ri(u) be the set of dipaths traversing link (u; vi): we denote by
Ci(vj) the set of colors already assigned to dipaths in Ri(u) for the segments using
link (vj; u), and denote by Ci(p) the set of colors already assigned to dipaths of Ri(u)
for the segments using link (p; u). It can be easily seen that Ci(vi)= 0 (i.e., no dipath
traverses both (vi; u) and (u; vi)). Moreover, since all dipaths of Ri(u) traverse (u; vi),
it follows that (see Fig. 19).
|Ci(p)|+
∑
j 
=i
|Ci(vj)|6l:
The next theorem proves that if converters located at u are k-regular Ramanujan graphs
then the algorithm can change colors to dipaths in R(u) and avoid conRicts on links
between u and its children, using a near-optimal number of colors.
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Theorem 29. Let T be a down limited conversion arbitrary tree with maximum degree
6 and let w be the number of available colors (wavelengths on each link). If all
converters located at nodes of T are k-regular Ramanujan graphs; then it is possible
to greedily color any set of dipaths of load
l6w
(
1− 4(6− 2)(k − 1)
(k − 2)2
)
− 6+ 2:
Proof of Theorem 29 is based on the following technical lemma that establishes
conditions that are suMcient to guarantee that converters located at u correctly change
colors of dipaths in Ri(u) so that no conRict occurs on link (u; vi), for each 16i6d−1.
Lemma 30. Let G=(A; B; E(G)) be an (; ) expander on 2n nodes; with ¡1¡.
Let Y1; : : : ; Yh⊂A with h6 and
∑h
i=1 |Yi|6n. Then; there exist h disjoint subsets
B1; : : : ; Bh⊆B such that; for each 16i6d− 1; it holds that:
(i) |Bi|= |Yi|;
(ii) there exists a matching Mi in G between vertices of Yi and Bi;
(iii) matchings Mi are pairwise disjoint.
Proof. Consider Y1; : : : ; Yh⊂A with
∑h
i=1 |Yi|6n and let
Y =
h⋃
i=1
Yi:
Moreover, for each y∈Y , let m(y) denote the multiplicity of y
m(y) = {i : 16i6h; y ∈ Yi}:
Notice that
16m(y)6h6:
Consider the bipartite graph H =(A′ ∪B; E(H)) where for each vertex y∈Y ,
– A′ contains m(y) di<erent copies of y, say y(1); : : : ; y(m(y)).
– E(H) contains the edges (y(i); b), for i=1; : : : ; m(y), i< (y; b)∈E(G).
Notice that
|A′| =
h∑
i=1
|Yi|: (7)
By de9nition of H , we have that (i)–(iii) hold if and only if H contains a matching
which includes all the nodes in A′; therefore, by Hall’s matching theorem, it is suMcient
to show that for each Z ≤ A′ the neighborhood NH (Z) of Z in H satis9es |NH (Z)|¿|Z |.
Consider Z ⊆A′ and denote by z(y) the number of di<erent copies of y∈Y contained
in Z . Notice that
06z(y)6m(y)6h6:
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Moreover, let Z ′= {y∈Y | z(y)¿0}. Clearly, since m(y)6h for each y∈Y , we have
that |Z |6h|Z ′|.
Since G is an (; ) expander, we have that
|NH (Z)|= |NG(Z ′)|¿
{
|Z ′| if |Z ′|6n;
n otherwise:
(8)
We distinguish two cases, depending on the size of Z ′:
if |Z ′|6n, then
|NH (Z)|¿ |Z ′| by (8]
¿ h|Z ′| by hypothesis
¿ |Z |;
if |Z ′|¿n, instead,
|NH (Z)|¿ n by (8]
¿
∑|Yi| by hypothesis
= |A′| by (8]
¿ |Z |:
Proof. (Theorem 29): Notice that for each 16i; j6d − 1 the sets Ri(u) and Rj(u)
are disjoint, as a dipath can traverse only one link incoming into u. Moreover, the
converters devoted to change colors of dipaths in Ri(u) are distinct from the converters
devoted to dipaths in Rj(u). Therefore, to prove the claim, it is suMcient to consider
only one set of dipaths (without loss of generality, say R1(u)) and show how the
converters change the colors of dipaths in R1(u).
Let G=(U; V; E) with |U |= |V |=w be the k-regular Ramanujan graph that corre-
sponds to converters located at nodes of T . By Corollary 7, G is an (; d−1) expander
for each
61−
(
1− 1
d− 1
)
k2
(k − 2)2 : (9)
Let Yj ⊂U be the set of vertices that correspond to the sets of colors C1(vj) for j =1,
and let Yd−1 be the set of vertices that correspond to the colors in C1(p). Clearly,
d−1∑
k=2
|Yk |6l:
Thus, if the load of the set of dipaths is such that
l6w(d− 1) (10)
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then, conditions of Lemma 30 hold. Thus, there exists a set of colors B′, of size
|C1(p)|+
∑d−1
j=2 |C1(vj)|, that is the disjoint union of d− 1 subsets B′j such that there
exists a matching in G between vertices of Yj and B′j, for each 26j6d− 1. Since all
the converters located at u are k-regular Ramanujan graphs, the matching between Yi
and B′i implies that the converter located between links (vi; u) and (u; v1) can change
all the colors in Yi into colors of B′i . Similarly, the matching between Yd−1 and B
′
d−1
implies that converter between links (p; u) and (u; v1) can change colors of Yd−1 into
colors of B′d−1. Then, all dipaths of R1(u) are assigned di<erent colors on the segments
containing (u; v1).
It remains to compute which is the maximum load l for which it is possible to
assign a color to each dipath using only w colors. It is easy to verify that if we set
=(l+ d− 2)=(d− 1)w by Eq. (10) the maximum load is
l6w
(
1− 4(6− 2)(k − 1)
(k − 2)2
)
− 6+ 2:
7.4. An improved result
A possible drawback of Theorem 29 is the dependency of the maximum load of
the set of dipaths on the maximum degree 6 of the tree. This implies that, in order
to obtain l close to w, the degree of the converters located at the nodes of the tree
depends on 6. In particular, when nodes are added to the tree in such a way that
the maximum degree increases, the eMciency in the allocation of the bandwidth could
dramatically decrease.
We show here that, using a more clever algorithm UP2 to color the maximal as-
cending segments, we can make the maximal load of the patterns that we can route,
independent from the degree of the tree. This improvement will result also in a more
eMcient use of the bandwidth.
Given a set of dipaths P we construct a set of dipaths P′ as follows:
– P′ contains all the ascending dipaths in P;
– for each dipath p= x1; : : : ; xt ∈P containing both ascending and descending links,
the set P′ contains the almost-ascending dipath x1; : : : ; xi; xi+1, where x1; : : : ; xi is the
maximal ascending segment of p.
Notice that P′ load is at most l. Since the dipaths in P′ are almost-ascending on T , by
Lemma 17, there exists a greedy algorithm that colors dipaths in P′ using at most l
colors. Let c(P′) be a coloring of P′ with at most l colors. Algorithm UP2 colors the
maximal ascending segments of dipaths in P by assigning to each of them the color
given to the corresponding dipath in P′. Namely, for each p∈P, we distinguish two
cases:
– if p is an ascending dipath, then p∈P′ and we assign to p the same color c(p)
assigned in the coloring of P′;
– otherwise, p contains an almost-ascending segment p′ and we assign to the maximal
ascending segment of p the same color c(p′) assigned to its almost-ascending
segment in the coloring of P′.
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The second step of the algorithm is performed by algorithm DOWN, as in Section
7. However, the new coloring of maximal ascending segments allows for a signi9cant
simpli9cation of converters.
Next lemma proves that the coloring of the maximal ascending segments of dipaths
in P yielded by UP2 is such that, for each node u, all the maximal ascending segments
of dipaths rooted at u are assigned di<erent colors. Thus, converters located at u have
only to eliminate conRicts between dipaths of Ri(u) traversing (p; u) and dipaths of
Ri(u) that traverse any link between a child of u and u.
Lemma 31. For each set of dipaths P on a tree T let c(P) be the coloring of the
maximal ascending segments of P yielded by algorithm UP2. Consider a node u with
children v1; : : : ; vd−1. For each pair of dipaths p1; p2 ∈Ri(u); such that p1 traverses
link (vj1 ; u) and p2 traverses link (vj2 ; u); with j1 = j2 = i; c(p1) = c(p2).
Proof. Consider the almost-ascending segments p′1; p
′
2 ∈P′ obtained from p1 and p2.
It can be easily seen that p1 and p2 are assigned di<erent colors if and only if p′1 and
p′2 are assigned di<erently colors in the coloring of P
′.
Notice that both p′1 and p
′
2 contain the link (u; vi). Thus, in the coloring of P
′ they
must have di<erent colors.
Theorem 32. Let T be a down limited conversion tree with w wavelengths per link.
For any ¿0 there exists an integer k such that; if all converters located at nodes
of T are k-regular Ramanujan graphs; then it is possible to greedily color any set
of dipaths on T of load l6(1− )w.
Proof. For each ¿0, let k be such that =4(k − 1)=(k2 + 4k − 4). We prove the
theorem by showing that if each converter of T is a k-regular Ramanujan graph and
each link supports up to w wavelengths, then all sets of dipaths of load l can be
colored using w colors, provided that
l ¡ (1− )w:
Consider a set of dipaths P of load l on T . By Lemma 17, the coloring of the maximal
ascending segments of P yielded by algorithm UP2 uses at most l colors. Thus, we
concentrate on the coloring of descending segments of P.
Let u be a node of T and let R(u) be the set of dipaths whose descending segments
have to be colored in the phase of DOWN associated to node u. As for the proof of
Theorem 29, we will prove the claim only for dipaths in R1(u).
Let G=(U; V; E) be a k-regular Ramanujan graph and let Y1⊆U be the set of
nodes corresponding to colors in C1(vj), with 26j6d − 1. By Lemma 31, the sets
of colors C1(vj) are disjoint and thus, for each vertex y∈Y1, there is only one dipath
in R1(u) that has u as root and it is colored with y. Moreover, let Y2 be the set of
nodes corresponding to colors in C1(p). By Lemma 30, if G is an (; 2) expander
and |Y1| + |Y2|62w(l), there exist two disjoint subsets B1; B2⊆V such that there
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exists a matching in G between Yi and Bi. This implies that converters located at u can
change colors assigned to dipaths in R1(u) so that no conRict occurs on their segments
containing (u; v1).
To guarantee that conditions of Lemma 30 hold, we set =(l + 1)=2w. Then, by
Eq. (10), we obtain that the algorithm can color sets of dipaths of load l with w colors
only if l¡w(1− 4(k − 1)=(k − 2)2).
7.5. The number of converters
Algorithm WRA works on down limited conversion trees. By de9nition, in a down
limited conversion tree each node u hosts (du − 1)2 converters. However, as we have
observed for sparse conversion networks, not all these converters are necessary. In
particular, algorithm WRA uses only converters located at nodes that have at least two
children. In fact, for each child vi of u the converters located at u need to change colors
of descending segments containing (u; vi) to solve conRicts between colors assigned to
segments of dipaths in Ri(u) containing (p; u) and segments of dipaths containing
(vj; u), for j = i. If there are no children of u distinct from vi there is no conRict to
solve. Thus, we could consider to use limited and sparse conversion networks.
Next theorem gives an upper bound to the number of converters that are necessary
to algorithm WRA.
Theorem 33. Let T be a down limited conversion tree with n nodes. The number of
converters necessary to WRA to compute a coloring for each set of dipaths P on T
is at most (n− 2)(6− 1).
Proof. Let F(T ) be the set of nodes of T that have degree greater than 2. The algorithm
needs only converters at nodes of F(T ). Thus, the total number of necessary converters
is ∑
u∈F(T )
(du − 1)26(6− 1)
∑
u∈F(T )
(du − 1):
Since T is connected, the number of leaves n′ in T is
n′ = 2 +
∑
u∈F(T )
(du − 2);
which gives
∑
u∈F(T )(du − 1)6n− 2: Thus, the number of converters is at most (n−
2)(6− 1).
The result of Theorem 33 is tight. In fact, consider the tree T ′ given in Fig. 20: this
tree has n= k + (k − 2)(6− 2) nodes, where k is the height of the tree and 6 is the
maximum degree. It can be easily seen that F(T ′) contains k − 2 nodes of degree 6
and ∑
u∈F(T ′)
(du − 1)2 = (n− 2)(6− 1):
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Fig. 20. The tree T ′, with height k and maximum degree 6. Algorithm WRA needs (n−2)(6−1) converters
to run on T ′.
Thus, algorithm WRA, when running on tree T ′ needs (n − 2)(6 − 1) converters to
color sets of dipaths.
The number of converters could be dramatically reduced if it would be possible to
construct a converter that can take in input wavelengths coming from di<erent links.
Consider, the outgoing link (u; vi). By Lemma 31, we have that all the dipaths of Ri(u)
that are rooted at u are assigned di<erent colors during the 9rst step of the algorithm.
Thus, we can send all these dipaths to a single converter that change them to avoid
conRicts with dipaths of Ri(u) traversing (p; u).
In this way, the number of converters located at a node u is reduced at 2(du − 1)
and the total number of converters necessary to algorithm WRA is
2
∑
u∈F
(du − 1)62n− 4:
8. Trade-o1 between the size of converters and number of colors
In this section, we consider the size of the converter as a measure of its complexity
and give trade-o<s between the size of the converters and the eMciency in the use of
the bandwidth.
Observe that Theorems 28 and 32 immediately imply the following property.
Corollary 34. For each f(l)= o(l); there exist converters of size O(l ·f(l)) that
allow to greedily color any set of dipaths of load l on a top-down limited binary tree
and on a down limited arbitrary tree using at most l+ l=f(l) colors.
Proof. Consider 9rst top-down limited conversion binary trees. Suppose that the tree
supports w(l)= l + l=f(l) wavelengths per link, while converters located at nodes
of the tree are k-regular Ramanujan graphs, with k =4f(l). The claim holds since,
by Theorem 28, it is possible to greedily color all sets of dipaths on T of load not
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greater than(
1− 4(k − 1)
k2 + 4k − 4
)
=
16f2(l)
16f2(l) + 16f(l)− 4
(
l+
l
f(l)
)
¿l:
Consider, now, down limited conversion arbitrary trees. Suppose that the tree supports
w(l)= l+l=f(l) wavelengths per link, while converters located at nodes of the tree are
k-regular Ramanujan graphs, with k =7f(l). The claim holds since, by Theorem 32,
it is possible to greedily color all sets of dipaths on T of load not greater than(
1− 4(k − 1)
k − 2)2
)
− 1 ¿ l:
In this section, we prove that better trade-o<s between the size of the converters
and the eMciency in the utilization of the bandwidth can be obtained for top-down
limited binary trees. In particular, we show that converters of size O(l log2 l= log log l)
exist that guarantee a complete utilization of the bandwidth. The construction of these
converters is motivated by the construction of optimal depth-two superconcentrators in
[28]. The relation between our construction and the construction in [28] is discussed
at the end of this section.
In the rest of the section we use the wavelength routing algorithm BIN WRA for
top-down limited binary trees given in Section 5.1.
Theorem 35. Let f(l)= o(l). There exist converters of size O(l log2 f(l)= log log
f(l)) that allow greedy coloring of any set of dipaths of load l on a top-down
limited binary tree using at most l+ l=f(l) colors.
Proof. Let w(l)= l+ l=f(l). We will show how to add edges to a k-Ramanujan graph
so that we obtain a new converter, of size O(l log2 f(l)= log logf(l)), that satis9es
conditions of Lemma 22.
Let G(U; V; E(G)), with U = {u1; u2; : : : ; uw(l)} and V = {v1; v2; : : : ; vw(l)}, be a 15-
regular Ramanujan graph. De9ne
t =
log w(l)=3
log log f(l)
− 1
and
s =
log l− log f(l)
log log f(l)
:
For each s6j6t, let Vj = {j|16j63 logi+1 f(l)}. We construct the bipartite graph
H (U; V; E(H)) according to the following three steps procedure:
(i) add to E(H) all edges of E(G);
(ii) for each j= s; : : : ; t we add to E(H) edges between U and Vj so that the subgraph
induced by U ∪Vj is a (K = logi f(l); = 13)-disperser;
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(iii) for each edge (ui; vj)∈E(H) we add to E(H) the edge (uj; vi) (if it does not
belong to E(H)).
Let Dj =(U; Vj; E(Dj)) be the disperser induced by the vertices of U and Vj. We
observe that H contains t− s+1 dispersers and a 15-regular Ramanujan graph as sub-
graphs. Moreover, each edge of E(H) either belongs to one of the disperser subgraphs,
or it is the symmetric edge of an edge of a disperser, or it belongs to the Ramanujan
subgraph. Thus, the size of H is
E(H)62
t∑
j=s
|E(Dj|+ |E(G)|:
Clearly, |E(G)|=15w(l), since G is a 15-regular graph. Moreover, by Lemma 10,
the number of edges of the disperser Dj is O(l logf(l)). The number of dispersers
contained in H as subgraphs is
t − s+ 1 = log w(l)=3− log l+ log f(l)
log log f(l)
= O
(
log f(l)
log log f(l)
)
:
Thus, the total number of edges of H is
|E(H)| = O(l log f(l))O
(
log f(l)
log log f(l)
)
+ 15w(l) = O
(
l
log2 f(l)
log log f(l)
)
:
Now, we prove that the graph H satis9es conditions of Lemma 22. Clearly, H contains
a perfect matching. In fact, it contains a Ramanujan graph as a spanning subgraph.
Since Ramanujan graphs have perfect matchings, then H contains a perfect matching,
too. Then, we have only to prove that for each 31; 32⊆U , with w(l)−l ¡ |31|; |32|6l,
there are at least min{|31|; |32|} − w(l) + l vertices of V that are adjacent to both 31
and 32. As a matter of fact, we will prove a stronger result: we show that there are at
least min{|31|; |32|} vertices of V that are adjacent to both 31 and 32. Since w(l)¿l,
the claim follows. We distinguish between two cases.
Case 1: w(l)− l¡min{|31|; |32|}6w(l)=3. Let j be such that log j f(l)6min{|31|;
|32|}6 log j+1 f(l). Since the subgraph induced by U and Vj contains a (log j f(l); 13 )-
disperser as a subgraph, then the number of nodes in Vj that are adjacent to 31 is
|Nj(31)|¿2|Vj|3 :
Similarly,
|Nj(32)|¿2|Vj|3 :
Then, the number of vertices of V that are adjacent to both 31 and 32 is
|N (31) ∩ N (32)|¿ |Nj(31) ∩ Nj(32)|
¿ |Nj(31)|+ |Nj(32)| − |Vj|
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¿
Vj
3
= logj+1 f(l)
¿min{|31|; |32|}:
Case 2: w(l)=3¡min{|31|; |32|}6l. Since H contains a 15-regular Ramanujan span-
ning subgraph, then, by Corollary 8, we have that
|N (31)|¿w(l) + 312 and |N (32)|¿
w(l) + 32
2
:
Thus,
|N (31) ∩ N (32)|¿ |N (31)|+ |N (32)| − w(l)
¿
w(l) + |31|
2
+
w(l) + |32|
2
− w(l)
=
|31|+ |32|
2
¿min{|31|; |32|}:
Plugging f(l)= l in the previous theorem, we obtain that converters of size O(l log2
l= log log l) are suMcient to greedily color sets of dipaths of load l using l+1 colors.
A better accounting, however, yields the following.
Corollary 36. There exist converters of size O(l log2 l= log log l) that allow greedy
coloring of any set of dipaths of load l on a binary tree network using l colors.
Let G be the bipartite graph corresponding to the converter used in the proof of
Theorem 35. Notice that, for each pair of sets of colors A1; A2, the graph H (G; A1; A2)
obtained following the construction given in Section 5.1 is a depth-two supercon-
centrator. Depth-two superconcentrators of size O(l log2 l= log log l) have been also
constructed in [28]. Unfortunately, the construction in [28] produces a depth-two su-
perconcentrator G(U; V;W; E) with |V |=2|U |. Thus the bipartite graph induced by U
and V has sides of di<erent size and it does not correspond to a converter.
9. Open problems
All our algorithms for binary trees can be easily extended to work on quasi-binary
trees (i.e. trees in which one node has degree greater than 3). Also, most of our results
can be slightly improved using an existential result due to Bassalygo [7] concerning
the expansion of k-regular bipartite graphs. However, throughout this paper, we are
mainly interested in expanders that have been explicitly constructed.
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Furthermore, we believe that the upper bounds on the size of the converters presented
in Section 8 are asymptotically tight within the class of greedy deterministic algorithms
for top-down limited conversion binary trees, in view of the lower bounds on the size
of depth-two superconcentrators shown in [28].
The most interesting open problem is whether we can have optimal bandwidth uti-
lization in arbitrary trees using converters of constant degree or linear size and greedy
wavelength routing algorithms. It would also be very interesting if we could achieve
optimal bandwidth utilization using only O(n) converters.
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