Rock mechanical properties play a key role in the optimization process of engineering practices in the oil and gas industry so that better field development decisions can be made. Estimation of these properties is central in well placement, drilling programs, and well completion design. The elastic behavior of rocks can be studied by determining two main parameters: Young's modulus and Poisson's ratio. Accurate determination of the Poisson's ratio helps to estimate the in-situ horizontal stresses and in turn, avoid many critical problems which interrupt drilling operations, such as pipe sticking and wellbore instability issues. Accurate Poisson's ratio values can be experimentally determined using retrieved core samples under simulated in-situ downhole conditions. However, this technique is time-consuming and economically ineffective, requiring the development of a more effective technique. This study has developed a new generalized model to estimate static Poisson's ratio values of sandstone rocks using a supervised artificial neural network (ANN). The developed ANN model uses well log data such as bulk density and sonic log as the input parameters to target static Poisson's ratio values as outputs. Subsequently, the developed ANN model was transformed into a more practical and easier to use white-box mode using an ANN-based empirical equation. Core data (692 data points) and their corresponding petrophysical data were used to train and test the ANN model. The self-adaptive differential evolution (SADE) algorithm was used to fine-tune the parameters of the ANN model to obtain the most accurate results in terms of the highest correlation coefficient (R) and the lowest mean absolute percentage error (MAPE). The results obtained from the optimized ANN model show an excellent agreement with the laboratory measured static Poisson's ratio, confirming the high accuracy of the developed model. A comparison of the developed ANN-based empirical correlation with the previously developed approaches demonstrates the superiority of the developed correlation in predicting static Poisson's ratio values with the highest R and the lowest MAPE. The developed correlation performs in a manner far superior to other approaches when validated against unseen field data. The developed ANN-based mathematical model can be used as a robust tool to estimate static Poisson's ratio without the need to run the ANN model.
The literature survey indicates that there have been no significant studies performed to estimate PR static values from well log data for sandstone rocks using empirical formulations. Most of the correlations reported in the literature for predicting PR static values have been developed using datasets representing carbonate rocks. Thus, in this study a new model to predict PR static values of sandstone rocks has been developed based on petrophysical well log data, i.e., RHOB, ∆t comp , and ∆t shear using artificial neural networks (ANN). The model is presented in a white-box mode by developing a new empirical equation to estimate PR static values of sandstone rocks directly from the log data without running the ANN model.
The rest of the paper is structured as follows: Section 2 contains materials and methods used for developing the new approach, Section 3 includes the obtained results from the optimization process of the developed model in addition to the procedure required to be followed to use the developed model, performance analysis and the validation process. Finally, Section 4 comprises a summary of the findings of this study listed as conclusions.
Materials and Methods

Data Description
The data used for developing the proposed ANN model comprises both core data and wire-lined log data, which are described in the following subsections.
Wire-Lined Log Data Analysis
The selected log dataset represents sandstone rocks for the same sections from which the core samples were also retrieved for experimental measurements. The log dataset included RHOB, ∆t comp , and ∆t shear measurements. Based on the statistical analysis, the obtained data were found to represent a wide range of sandstone rocks, which is highly recommended for boosting the accuracy of the ANN models. The ranges of the obtained log data are: RHOB from 2.24 to 2.98 g/cm 3 , ∆t comp from 44.34 to 80.49 µs/ft, and ∆t shear from 73.19 to 145.6 µs/ft. Table 1 lists different statistical parameters for describing the core and well log data used for building the artificial intelligence (AI) models. After retrieving core samples representing sandstone sections from the drilled wells, static mechanical properties of the core samples were experimentally determined. These properties (E S and PR static ) were determined using triaxial compressional tests. Triaxial tests were performed under Sustainability 2019, 11, 5283 4 of 22 room temperature and an increasing applied confining pressure from 500 to 1500 psi. The triaxial compression test was conducted according to the recommended practice of the American Society of Testing and Materials (ASTM D 2664-86, ASTM D 3148-93) [31] . Figure 1 shows a stress-strain curve for a retrieved sandstone sample using the triaxial compression test. The values of E S and PR static were determined by drawing a tangent straight-line at 50% of the maximum stress value (y-axis) and calculating the slope of this straight line. The slope of the straight-line tangent of the axial stress-strain curve (on the right section) is used to determine E S and the slope of the straight-line tangent of the radial stress-strain curve (on the left section) is used to determine PR static .
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Quality Check and Data Filtration
The higher the quality of the training data is, the better the accuracy of AI models [32] . This can be accomplished using technical and statistical approaches. First, any unrealistic values such as negative values and zero values were filtered from the data using MATLAB. Then the quality of the obtained data using the values of P-wave and S-wave velocities was checked by calculating PRdynaimc values using Equation (1) . The values of P-wave and S-wave velocities are the reciprocals of ∆ and ∆ , respectively. For typical rocks Poisson's ratio has positive values; thereafter, any data points yielding negative values of PRdynaimc should be removed [30, 32] . Subsequently, any outlier values which significantly deviated from the normal trend were removed. The outliers were removed using a box and whisker plot, in which top whisker represents the upper limit of the data and the bottom whisker represents the lower limit of the data. Any value beyond these limits was considered an outlier and removed [33] . These limits are determined by dividing the data into four equal divisions (quartiles) using the minimum, maximum, mean, and median parameters [34] obtained from the results of statistical analysis of the data listed in Table 1 .
Correction for the Depth Shifting Between Wireline-Logged Depth and Core Depth
The depth of the wireline-logged data are usually measured depending on the length of the wireline used during the logging operation while the recorded depths of core data are based on the length of the drill string. Therefore, it is common to have some mismatch between core and log data. The main reasons for this discrepancy between the two depths are drill pipe stretch, cable stretch, tidal changes, incomplete core recovery, and core expansion [35] . Hence, this difference should be accounted while correlating log data with core measurements. To identify this shift, density-log data are plotted in the same plot with density-data obtained from the core obtained from the same interval [36] . Then, both data are correlated by taking the shift-correction value into account using Equation (3). 
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Correction for the Depth Shifting Between Wireline-Logged Depth and Core Depth
The depth of the wireline-logged data are usually measured depending on the length of the wireline used during the logging operation while the recorded depths of core data are based on the length of the drill string. Therefore, it is common to have some mismatch between core and log data. The main reasons for this discrepancy between the two depths are drill pipe stretch, cable stretch, tidal changes, incomplete core recovery, and core expansion [35] . Hence, this difference should be accounted while correlating log data with core measurements. To identify this shift, density-log data are plotted Sustainability 2019, 11, 5283 5 of 22 in the same plot with density-data obtained from the core obtained from the same interval [36] . Then, both data are correlated by taking the shift-correction value into account using Equation (3) .
Inputs/Output Relative Importance
The accuracy of prediction using artificial intelligence (AI) techniques depends on the selected input parameters and their effect on the predicted output. The relative importance of these input parameters with respect to the output can be indicated in terms of the correlation coefficient (R) between them. The correlation coefficient (R) is bounded between −1 and 1. When R equals one, it indicates that the two selected variables are strongly and directly dependent on each other, while for R equals −1, it indicates that they are inversely dependent on each other. When R equals to zero, a linear relationship between these variables does not exist [37] . The mathematical formula used to calculate R is given in Appendix A. Studying the relative importance of the input parameters (RHOB, ∆t comp and ∆t shear ) with the output (PR static ) resulted in reasonable R values of 0.32, −0.57, −0.21 between PR static and the inputs RHOB, ∆t comp , and ∆t shear respectively, as shown in Figure 2 . 
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The Proposed Prediction Approach
Both artificial neural network (ANN) and self-adaptive differential evolution (SADE) algorithm are implemented in this study to predict PRstatic.
Artificial Neural Network (ANN)
Artificial intelligence (AI) and machine learning have become very effective tools for handling complex engineering problems with high accuracy. Many studies have been reported for utilizing AI tools in rock characterization [38] [39] [40] [41] [42] [43] [44] . Among these tools, ANN is considered one of the most effective and applicable AI techniques, especially in the petroleum industry [45] . Based on the literature, there are many applications of ANN in the field of formation evaluation, such as mechanical property prediction of carbonate rocks [5, 21] , and reservoir characterization [19, 46] . ANN can characterize a system under analysis without the need for any physical phenomenon [47] . There is a significant similarity between the performance of biological neural networks and ANN in processing the input signals to get output responses [48] . The ANN elementary units are called neurons. The minimum number of layers composing the ANN architecture is three; namely input layer, hidden layer, and output layer. These layers are linked using transfer functions and trained using appropriate 
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Artificial Neural Network (ANN)
Artificial intelligence (AI) and machine learning have become very effective tools for handling complex engineering problems with high accuracy. Many studies have been reported for utilizing AI tools in rock characterization [38] [39] [40] [41] [42] [43] [44] . Among these tools, ANN is considered one of the most effective and applicable AI techniques, especially in the petroleum industry [45] . Based on the literature, there are many applications of ANN in the field of formation evaluation, such as mechanical property prediction of carbonate rocks [5, 21] , and reservoir characterization [19, 46] . ANN can characterize a system under analysis without the need for any physical phenomenon [47] . There is a significant similarity between the performance of biological neural networks and ANN in processing the input Sustainability 2019, 11, 5283 6 of 22 signals to get output responses [48] . The ANN elementary units are called neurons. The minimum number of layers composing the ANN architecture is three; namely input layer, hidden layer, and output layer. These layers are linked using transfer functions and trained using appropriate algorithms representing the nature of the problem [47] . The connections between the neurons are associated with weights and biases [49] . The output layer is commonly assigned to the activation function "pure linear", while there are many available options for the transfer functions assigned to input/hidden layers, such as the log-sigmoidal and tan-sigmoidal types [50] . The backpropagation feedforward neural network is recommended as an effective tool in preference to multilayer perceptron (MLP) [15, 51] . The number of neurons should be optimized as a large number of neurons may cause over-fitting and negatively affect the prediction process, while using few neurons may yield under-fitting [52] .
The Self-Adaptive Differential Evolution (SADE) Algorithm
Differential evolution (DE) is a population-based search technique introduced by Storn and Price [53] . The technique is an outstanding tool used to handle stochastic global optimization problems, which requires tuning and varying a few parameters to get the optimized results. The governing parameters of DE depend significantly on the nature of the problem to be optimized. However, the optimization process, in which the controlling parameters are tuned using different strategies, is excessively time consuming, making the technique computationally expensive [54] . Qin and Suganthan [55] developed the self-adaptive differential evolution (SADE) technique to overcome this drawback. SADE is capable of self-adapting the controlling parameters in a much shorter time compared to DE. SADE is also superior to other optimization algorithms such as particle swarm optimization (PSO), especially for solving numerical problems with medium dimensions [56] . Detailed information on the workflow and the mathematical formulations used in this algorithm have been obtained by many researchers [54, 55, 57] . SADE has been successfully implemented in many application in the petroleum industry, such as oil production optimization [58] and prediction of spud mud rheology [59] .
Building and Implementing of ANN to Predict PR static Values
In this study, a new ANN model is developed then optimized using SADE to get the best predictions with the highest possible accuracy. Using such hybrid system increases the performance of the developed network, as indicated in the reviewed studies. The developed approach with the learning algorithm is applied using MATLAB. At first, data are used to train the network and then the results are tested. The evaluation of the network performance in this study depends on the accuracy degree between the actual and the predicted results in terms of three main factors:
The formulas used for R, MAPE, and R 2 are listed in Appendix A. MAPE and R 2 are considered the most commonly measures used for evaluating the prediction accuracy. More details on MAPE and R 2 can be found in [60] .
The dataset, including input and output parameters, is used to train the network. Then the network parameters are randomly selected to an optimum choice through iterations. Once the learning algorithm is converged, the determined weights and biases are used to estimate the results using feed forward network structure (FFN) with back propagation learning. This structure contains three layers (input, hidden, and output layers). The number of neurons in the hidden layer are usually estimated using a trial and error technique based on the nature of the problem. The input data are processed through the neurons and their assigned weights and biases; then, the selected transfer function between input/hidden layers is applied to get the response of the hidden layer. Thereafter, the transfer function between hidden/output layers is applied to get the desired output. The network performance is tested based on the results accuracy. Afterwards the error is estimated and propagated back (using back propagation learning) to the earlier layers and SADE is applied to optimize the network parameters based on the obtained results to get more precise results. A simplified flowchart for the developed hybrid approach is shown in Figure 3 . The dataset used for building the ANN model was obtained from drilled wells in the Middle East Region. This set comprises 692 data points representing core data and their corresponding wirelined log data measurements was used to build the ANN model to estimate the static Poisson's ratio for sandstone formations. In this study, The ANN model was trained using log data, namely RHOB,
∆
, and ∆ as input parameters to predict PRstatic. The collected data were randomly divided using MATLAB into two partitions. In total, 631 data points, representing 90% of the selected dataset, were used for training the proposed model and 10% of the dataset (61 data points) was used for testing the model. The dataset was divided in the way that testing data points are within the range of the training data as shown in Figure 4 . The input parameters should be fed to the ANN model in the following order: RHOB, ∆ , and then ∆ . The varying ANN parameters in the optimization process are the number of neurons in the hidden layers, learning rate, training algorithms, number of hidden layers, and transfer functions. Several options of these parameters are used to optimize the model. The optimization process involves tracking the error in the predicted results during training, testing processes through runs of the model for different scenarios. For each scenario, different combinations of these varying parameters are selected and used to train the network. The developed ANN model was optimized using the SADE algorithm, which was described earlier to identify the optimized choices of these parameters which result in the most accurate results. Thereafter, the ANN parameters yielding the lowest possible error in the predicted results are selected as the optimized values. The tested options of ANN parameters are listed in Table 2 . The dataset used for building the ANN model was obtained from drilled wells in the Middle East Region. This set comprises 692 data points representing core data and their corresponding wire-lined log data measurements was used to build the ANN model to estimate the static Poisson's ratio for sandstone formations. In this study, The ANN model was trained using log data, namely RHOB, ∆t comp , and ∆t shear as input parameters to predict PR static . The collected data were randomly divided using MATLAB into two partitions. In total, 631 data points, representing 90% of the selected dataset, were used for training the proposed model and 10% of the dataset (61 data points) was used for testing the model. The dataset was divided in the way that testing data points are within the range of the training data as shown in Figure 4 . The input parameters should be fed to the ANN model in the following order: RHOB, ∆t comp , and then ∆t shear . The varying ANN parameters in the optimization process are the number of neurons in the hidden layers, learning rate, training algorithms, number of hidden layers, and transfer functions. Several options of these parameters are used to optimize the model. The optimization process involves tracking the error in the predicted results during training, testing processes through runs of the model for different scenarios. For each scenario, different combinations of these varying parameters are selected and used to train the network. The developed ANN model was optimized using the SADE algorithm, which was described earlier to identify the optimized choices of these parameters which result in the most accurate results. Thereafter, the ANN parameters yielding the lowest possible error in the predicted results are selected as the optimized values. The tested options of ANN parameters are listed in Table 2 . 
Results and Discussion
Sensitivity Analysis
The SADE-based approach starts initially with a randomly selected population from the obtained dataset. Then, they are processed using an objective function moving through several trials and error by implementing different sets of the aforementioned ANN parameters till reaching the termination criterion of the minimum possible error. Thereafter, ANN is continued with the optimized choices obtained by SADE.
In this study, 20 independent runs are applied to develop the best ANN model in terms of highest R and lowest MAPE between the predicted and actual values. 
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Sensitivity Analysis
In this study, 20 independent runs are applied to develop the best ANN model in terms of highest R and lowest MAPE between the predicted and actual values. Another governing parameter is the learning algorithm. The Bayesian regularization backpropagation training algorithm (trainbr) shows the best performance as a training function for the developed ANN. Out of 20 independent runs, the performance of the trainbr was superior compared to other training functions in 60% of the runs as shown in Figure 6 . This outperformance is due to the fact that that unlike other training functions, the trainbr minimizes a combination of squared errors and weights, and then it identifies the best combination in order to produce an ANN that is able to generalize better (prevent overfitting) than other algorithms. This also can be demonstrated by the high testing R achieved by trainbr, as shown in Figure 7 . Another governing parameter is the learning algorithm. The Bayesian regularization backpropagation training algorithm (trainbr) shows the best performance as a training function for the developed ANN. Out of 20 independent runs, the performance of the trainbr was superior compared to other training functions in 60% of the runs as shown in Figure 6 . This outperformance is due to the fact that that unlike other training functions, the trainbr minimizes a combination of squared errors and weights, and then it identifies the best combination in order to produce an ANN that is able to generalize better (prevent overfitting) than other algorithms. This also can be demonstrated by the high testing R achieved by trainbr, as shown in Figure 7 . of ANN lead to almost similar fitness results on the training dataset, there is a significant variance on the testing dataset. This confirms the importance of validating ANN on unseen testing dataset to compare the different ANN models. Another governing parameter is the learning algorithm. The Bayesian regularization backpropagation training algorithm (trainbr) shows the best performance as a training function for the developed ANN. Out of 20 independent runs, the performance of the trainbr was superior compared to other training functions in 60% of the runs as shown in Figure 6 . This outperformance is due to the fact that that unlike other training functions, the trainbr minimizes a combination of squared errors and weights, and then it identifies the best combination in order to produce an ANN that is able to generalize better (prevent overfitting) than other algorithms. This also can be demonstrated by the high testing R achieved by trainbr, as shown in Figure 7 . 
Optimization Process Findings
Consequently, the optimized network would use certain parameters, summarized as follows: 
Consequently, the optimized network would use certain parameters, summarized as follows:
•
Only one hidden layer with 13 neurons • A Bayesian regularization backpropagation (trainbr) training algorithm • An optimized learning rate of 0.12 • An input/hidden layer transfer function that is Elliot symmetric sigmoid (elliotsig) • A hidden/output layer transfer function that is pure-linear Figure 8 shows a schematic diagram of the architecture of the developed ANN model used to estimate the PR static values for sandstone formations. The results obtained from the developed ANN model show a significant match between the measured and predicted PR static values from the ANN model. This is indicated by high values of R of 0.96 and MAPE of 2.39% between the measured and predicted PR static values for the training process as shown in Figures 9 and 10 . Also, the results showed R of 0.95 and MAPE of 2.10% between the measured and predicted PR static values for the testing process as depicted in Figures 11 and 12 . These findings are only guaranteed if the new input data are within the same range of the dataset used to train the network in order to get accurate predictions of PR static , otherwise a large error may be encountered. If the new data are out of that range, the network should be re-trained from the beginning to be updated and to get the new optimized parameters for the new dataset. 
Optimization Process Findings
Development of an ANN-Based Mathematical Model
The developed ANN model can be mathematically expressed by Equation (4), which includes the linking weights and biases of the aforementioned three layers of the ANN model (input layer, hidden layer, and output layer). where PRstatic,n is the normalized value, N is the optimized number of neurons in the hidden layer (n = 13), i is the index of each neuron in the hidden layer, is a matrix of weights linking the input and hidden layers, is a vector of biases linking the input and hidden layers, is a matrix of the weight linking the hidden and output layers, is a bias (scalar) between the hidden and output layers ( 0.544), , represents the weight (associated with neuron of index ( ) in the hidden layer) which will be multiplied by the normalized value of the first input (RHOBn), , represents the weight (associated with neuron of index ( ) in the hidden layer) which will be multiplied by the normalized value of the second input (∆ , ), and , represents the weight (associated with neuron of index ( ) in the hidden layer) which will be multiplied by the normalized value of the third input (∆ , ). The development of this empirical equation converts the developed ANN model from a blackbox mode into a white-box mode. This provides the ability to predict PRstatic values for sandstone formations using Equation (4) by only substituting the required input parameters (RHOB, ∆ , ∆ ) and the optimized weights and biases listed in Table 3 , without the need to run the ANN model. Hence, the feasibility of practical implementation of the developed ANN model is high. 
The developed ANN model can be mathematically expressed by Equation (4), which includes the linking weights and biases of the aforementioned three layers of the ANN model (input layer, hidden layer, and output layer).
where PR static,n is the normalized value, N is the optimized number of neurons in the hidden layer (n = 13), i is the index of each neuron in the hidden layer, w 1 is a matrix of weights linking the input and hidden layers, b 1 is a vector of biases linking the input and hidden layers, w 2 is a matrix of the weight linking the hidden and output layers, b 2 is a bias (scalar) between the hidden and output layers (b 2 = 0.544), w 1 i,1 represents the weight (associated with neuron of index (i) in the hidden layer) which will be multiplied by the normalized value of the first input (RHOB n ), w 1 i,2 represents the weight (associated with neuron of index (i) in the hidden layer) which will be multiplied by the normalized value of the second input (∆t comp,n ), and w 1 i,3 represents the weight (associated with neuron of index (i) in the hidden layer) which will be multiplied by the normalized value of the third input (∆t shear,n ). The development of this empirical equation converts the developed ANN model from a black-box mode into a white-box mode. This provides the ability to predict PR static values for sandstone formations using Equation (4) by only substituting the required input parameters (RHOB, ∆t comp , ∆t shear ) and the optimized weights and biases listed in Table 3 , without the need to run the ANN model. Hence, the feasibility of practical implementation of the developed ANN model is high. 
Procedure to Use the Developed Empirical Equation to Predict PRstatic Values
The developed empirical equation can be used to estimate PR static values for sandstone formations according to the steps described below.
First, the input parameters (RHOB, ∆t comp and ∆t shear ) should be normalized using Equations (5)- (7) . The normalized values (RHOB n , ∆t comp,n and ∆t shear,n ) are substituted in Equation (4) to calculate the normalized value of the static Poisson's ratio (PR static,n ) with the optimized weights and biases listed in Table 3 .
∆t comp,n = 0.0578 ∆t comp − 44.341 − 1 (6) ∆t shear,n = 0.0318(∆t shear − 73.187) − 1
Then, the actual value of the static Poisson's ratio (PR static ) can be obtained by denormalizing its normalized value (PR static,n ) using Equation (8) . Figure 13 shows a summary of the procedure needed for applying the developed correlation. 
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Validation of the Developed ANN Model and the Extracted Equation
The validation process of the developed ANN model is conducted in two main phases:
Phase 1: includes using unseen data from other drilled wells within the same area to predict PR static and comparing the results with the actual values. Phase 2: validates the developed model vs. common previous approaches.
Phase: Validation Using Field Data
For validating the developed ANN model, actual field data from two other wells are used. These data are not included in building the ANN model (training and testing).
Case Number 1
The data collected from well number 1 comprise a continuous profile of petrophysical log data including RHOB, ∆t comp , and ∆t shear measurements of an interval of 550 ft of the sandstone formation, in addition to five core data points representing core samples of the formation within this interval. The log data of these three parameters were used as the inputs to estimate PR static using the ANN-based empirical equation expressed in Equation (4) . Then, the results obtained from the ANN model are compared with the laboratory measured PR static core data. Figure 14 shows that the model estimates PR static values within this 550 ft-interval with good match, indicated by R of 0.93 and an MAPE of 4.2% between the predicted and the actual values. 
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Phase: Validation Using Field Data
Case Number 1
The data collected from well number 1 comprise a continuous profile of petrophysical log data including RHOB, ∆ , and ∆ measurements of an interval of 550 ft of the sandstone formation, in addition to five core data points representing core samples of the formation within this interval. The log data of these three parameters were used as the inputs to estimate PRstatic using the ANNbased empirical equation expressed in Equation (4) . Then, the results obtained from the ANN model are compared with the laboratory measured PRstatic core data. Figure 14 shows that the model estimates PRstatic values within this 550 ft-interval with good match, indicated by R of 0.93 and an MAPE of 4.2% between the predicted and the actual values. 
Case Number 2
For this well, wire-lined log data (RHOB, ∆ , and ∆ ) for an interval of 300 ft of sandstone formation are used as inputs. In addition, five experimentally measured core data points of PRstatic are available from the same interval to compare with the results obtained from the ANN model. Figure  15 shows very good agreement between the values measured in the laboratory and predicted PRstatic values, with R of 0.92 and an MAPE of 2.53% between the predicted and the actual values. 
For this well, wire-lined log data (RHOB, ∆t comp , and ∆t shear ) for an interval of 300 ft of sandstone formation are used as inputs. In addition, five experimentally measured core data points of PR static are available from the same interval to compare with the results obtained from the ANN model. Figure 15 shows very good agreement between the values measured in the laboratory and predicted PR static values, with R of 0.92 and an MAPE of 2.53% between the predicted and the actual values. 
Phase 2: Validation by Comparing the Predictions of the ANN Model with Common Previous Approaches
As mentioned before the most reliable measurements of PRstatic values are provided by the lab measurements of core samples representing the desired interval. However, due to the difficulty and complexity to get samples for the depth interval of interest, it is common in the oil and gas industry to use correlations to predict PRstatic values via a standard workflow. These correlations are normally obtained by relating the PRstatic values measured in the laboratory to the calculated PRdynamic from well logs. The dynamic Poisson's ratio values can be estimated using Vp and Vs via Equation (1) . Then PRstatic values can be related to PRdynamic values by plotting PRstatic vs. PRdynamic. In this study, the correlation between the actual PRstatic and the calculated PRdynamic is developed using the same dataset used for building the ANN model resulting in Equation (9) which relates PRstatic with PRdynamic. Thereafter this correlation can be then used to predict PRstatic for other datasets.
Equations (9) is determined by identifying the best fit equation when plotting PRstatic vs. PRdynamic, as shown in Figure 16 . The extracted equation shows low coefficient of determination (R 2 ) between PRstatic and PRdynamic of 0.58. 
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Equations (9) is determined by identifying the best fit equation when plotting PRstatic vs. PRdynamic, as shown in Figure 16 . The extracted equation shows low coefficient of determination (R 2 ) between PRstatic and PRdynamic of 0.58. After that another (unseen) dataset representing sandstone sections within the same area is then used to estimate PR static using the developed ANN model and Equation (9) and compare the accuracy of the results relative to the actual PR static values. Figure 17a,b show comparison between the actual PR static and those estimated using the developed ANN model and Equation (9) . The developed ANN is found to outperform with R 2 of 0.96 compared to R 2 of 0.5 using Equation (9) . More details about this standard workflow to predict PR static can be found in [61] [62] [63] . After that another (unseen) dataset representing sandstone sections within the same area is then used to estimate PRstatic using the developed ANN model and Equation (9) and compare the accuracy of the results relative to the actual PRstatic values. Figure 17a,b show comparison between the actual PRstatic and those estimated using the developed ANN model and Equation (9) . The developed ANN is found to outperform with R 2 of 0.96 compared to R 2 of 0.5 using Equation (9) . More details about this standard workflow to predict PRstatic can be found in [61] [62] [63] . Table 4 and shown in Figure 18 . For further confirmation on the superiority of the developed ANN model to predict PR static , it is compared with the model developed by Kumar [25] . Kumar developed a correlation relating PR static with V p and V s stated in Equation (2) . Then, PR static values are estimated using Kumar's model (using the same dataset used for validating the ANN model vs. the aforementioned standard workflow) and the results are compared to actual PR static values. The performance of the developed ANN model, the standard workflow, and Kumar's model is evaluated in terms of R, MAPE, and R 2 between the estimated and measured PR static values, as listed in Table 4 and shown in Figure 18 . 
Conclusions
The self-adaptive differential evolution (SADE) algorithm was implemented to determine the best combination of ANN parameters to predict the static Poisson's ratio with a high accuracy. Comparing the results obtained from the developed ANN model with the PR static values measured in the laboratory demonstrates the following:
•
The developed ANN model has the leading predictive efficiency for the static Poisson's ratio compared with other approaches.
Petrophysical log data, namely RHOB, ∆t comp , and ∆t shear , are used as input parameters for the developed model to produce a continuous profile of PR static values whenever these log data are available.
The extracted ANN-based empirical equation makes the implementation of the developed ANN model easier and more practical, without the need to run the ANN model using any software.
The developed ANN model allows the estimation of PR static values of retrieved sandstone samples without destroying them, which makes them available for more tests.
The developed ANN-based equation is considered a timely and economically effective tool to estimate PR static values, especially when core data are not available. Weights linking inputs and hidden layer w 2 Weights linking output and hidden layer Subscripts i
Nomenclature
Index of each neuron in the hidden layer n Normalized value
Appendix A
The formula of correlation coefficient (R) between any two variables (x, y) used in this study is expressed as:
where K is the number of dataset points. 
