The major goal of this paper is to study the second order frequentist properties of the marginal posterior distribution of the parametric component in semiparametric Bayesian models, in particular, a second order semiparametric Bernstein-von Mises (BvM) Theorem. Our first contribution is to discover an interesting interference phenomenon between Bayesian estimation and frequentist inferential accuracy: more accurate Bayesian estimation on the nuisance function leads to higher frequentist inferential accuracy on the parametric component. As the second contribution, we propose a new class of dependent priors under which Bayesian inference procedures for the parametric component are not only efficient but also adaptive (w.r.t. the smoothness of nonparametric component) up to the second order frequentist validity. However, commonly used independent priors may even fail to produce a desirable root-n contraction rate for the parametric component in this adaptive case unless some stringent assumption is imposed. Three important classes of semiparametric models are examined, and extensive simulations are also provided.
Introduction
A semiparametric model is indexed by a Euclidean parameter of interest θ ∈ Θ ⊂ R p and an infinite-dimensional nuisance function η belonging to a Banach space H. For example, in the Cox proportional hazards model, θ is a regression covariate vector corresponding to the log hazard ratio, while η is a cumulative hazard function. By introducing a joint prior Π on the product space Θ × H, we can make Bayesian inferences for the parameter of interest, e.g., credible set, through MCMC sampling from the marginal posterior distribution. The frequentist validity of these Bayesian procedures is known to be supported by the semiparametric Bernstein-von Mises (BvM) theorem (see Shen (2001) ; Bickel and Kleijn (2012) ; Castillo (2012b) ), which states that the marginal posterior distribution of θ is asymptotically normal and satisfies frequentist criteria of semiparametric efficiency. More precisely, it is proven to converge (in total variation norm) to a Gaussian limit centered at a semiparametric efficient estimate, with covariance matrix equal to the inverse of the efficient Fisher information: sup A Π(θ ∈ A|X 1 , . . . , X n ) − N p θ 0 + n −1/2 ∆ n , (n I θ 0 ,η 0 ) −1 (A)
where A is any measurable subset of Θ and
reflects a random fluctuation on the center of the posterior distribution. Here, P θ 0 ,η 0 denotes the true underlying distribution that generates the data (X 1 , . . . , X n ), where θ 0 and η 0 are true parameter values; " P " and " P → " denote the weak convergence and convergence in probability P , respectively. In the expression displayed above, I θ,η ( ℓ θ,η ) represents the efficient Fisher information matrix (efficient score function) evaluated at (θ, η). Please see Section 2.1 for a brief review on semiparametric efficiency theory. We call (1.2) as the first order version of semiparametric BvM theorem. The recent studies of BvM theorem in the nonparametric context can be found in Shang and Cheng (2014) ; Castillo and Nickl (2014) .
The major goal of this paper is to conduct second order studies of semiparametric BvM theorem by characterizing the decay rate of the remainder term in (1.1), which we name as the second order Bayesian efficiency. This efficiency consideration is crucial for us to understand the influence of the nonparametric prior on the semiparametric Bayesian inferential accuracy, and further provide guidance in choosing an appropriate nonparametric prior (or more generally, a joint prior Π). We remark that our second order result is radically different from those in Kosorok (2008a,b, 2009) where the nuisance function is profiled out, and thus no nonparametric prior needs to be assigned. Therefore, as far as we are aware, our work is the first study on the second order semiparametric BvM theorem in a fully Bayesian framework.
Our main conclusion is that the second order efficiency in (1.1) is of the order O P θ 0 ,η 0 ( √ nρ 2 n ) (upto a logarithmic term), where ρ n refers to the posterior contraction rate of the nuisance function throughout the paper. For example, in the partially linear models, the posterior contraction rate achieves ρ n = n −α/(2α+d) (log n) γ for some γ > 0, which is known to be (almost) minimax optimal, when an appropriate Gaussian process (GP) prior is assigned to the d-dimensional nonparametric function of α-smoothness. Our general result implies an interesting interference phenomenon between Bayesian estimation and frequentist inferential accuracy: more accurate Bayesian estimation of the nuisance function leads to higher frequentist inferential accuracy on the parametric part. For example, we show that the credible set for θ possesses a second order frequentist validity that is determined by ρ n . Please see Section 3.2 for more discussions. Therefore, it is desirable to construct a nonparametric prior under which an optimal contraction rate can be achieved. For example, it is desirable to match the smoothness of the reproducing kernel Hilbert space (RKHS) induced by the assigned GP with that of true regression function. None of the aforementioned interesting conclusions can be inferred from the first order semiparametric BvM theorem. We also remark that our second order Bayesian efficiency is consistent with that derived in Kosorok (2008a,b, 2009 ) (up to a logarithmic term) where no nonparametric prior is assigned. Note that Kosorok (2008a,b, 2009 ) is not a fully Bayesian framework, and did not cover the adaptive case considered in this paper. In the end, we point out that the above second order results are derived only under two intuitively appealing conditions: one is on the posterior concentration; another is on the integrated local asymptotic normality (Bickel and Kleijn, 2012) . Interestingly, these two conditions (together with a set of sufficient conditions in Section 3.3) are not stronger than those imposed in the literature for the first order result, e.g., Bickel and Kleijn (2012); Castillo (2012b) . On the contrary, we even relax a stringent root-n convergence condition in Bickel and Kleijn (2012) to a set of commonly used conditions; see Lemma 3.4.
We further apply our general theory to two classes of priors varying by whether θ and η are dependent or not. Surprisingly, we find that the commonly used independent prior is not the best choice for the second order semiparametric BvM theorem in the sense it requires a slightly strong condition (A6), and might even break down for the first order consistency when the smoothness of the nonparametric function is unknown; see Section A.1 for more explanations. This failure is mainly due to the existence of a semiparametric bias term defined in (2.1); also see Rivoirard and Rousseau (2012) . Interestingly, we show that the semiparametric bias can be easily eliminated through shifting the center of a nonparametric prior (by a θ-dependent quantity), which naturally leads to a general class of nonparametric priors. This re-centering idea is rather different from, and perhaps easier to implement than, the prior under-smoothing procedure proposed in Castillo (2012a) . Moreover, our dependent priors can be easily made adaptive with respect to the unknown smoothness of the nuisance function by re-centering a nonparametric adaptive prior.
The rest of the paper is organized as follows. Section 2 provides necessary background on the semiparametric efficiency theory, and describes several semiparametric models including partially linear models and Cox proportional hazards models. Our main theorem, together with the related Bayesian inference results, is presented in Section 3. The classes of independent and dependent priors are extensively discussed in Section 4. Section 5 illustrates the applicability of our general theory in three examples. All the technical proofs are postponed to the Appendix.
Preliminaries
In this section, we briefly review semiparametric efficiency theory (Bickel et al., 1998) , and describe several semiparametric models considered in the paper.
Review on Semiparametric Efficiency
An estimator θ n is semiparametric efficient if it achieves the minimal asymptotic variance V * over all regular semiparametric estimators θ n that satisfy √ n( θ n − θ 0 ) P N p (0, V ) for some nondegenerate asymptotic variance V . It can be shown that the minimal V * exists and corresponds to the largest asymptotic variance over all the parametric submodels {P θ,η(θ) : θ ∈ Θ} with η(θ 0 ) = η 0 (Bickel et al., 1998) . The submodel achieving V * is called the least favorable submodel, and denoted as {P θ,η * (θ) : θ ∈ Θ}, where η * (θ) is the so-called least favorable curve. We define the semiparametric bias as
which will be frequently mentioned hereafter. Let ℓ θ 0 ,η 0 be the score function of the least favorable submodel {P θ,η * (θ) : θ ∈ Θ} at θ = θ 0 . Hence, we have V * = I (Kleijn and van der Vaart, 2006) . Therefore, the posterior distribution of (θ, η) tends to concentrate around the true value (θ 0 , η 0 ) under a well chosen prior Π. We use the following examples to illustrate the above concepts, in particular η * (θ).
Generalized Partially Linear Model (GPLM)
Suppose that the data
, where Y ∈ R is the response variable and
Consider a general class of semiparametric regression models with the following partially linear structure:
, where F : R → R is some known link function and η 0 is some unknown smooth function. Here the notation E 0 means the expectation under the true data generating probability measure P 0 = P θ 0 ,η 0 . The above class of semiparametric models is called generalized partially linear models (GPLM) (Boente et al., 2006) . Interestingly, we can derive an explicit expression of the least favorable curve (see Lemma A.1) when the log-likelihood is written in the following form 1 : log p(y; m) = m y (y − s)/V(s)ds, where V(m 0 (T )) = V ar(Y |T ). We next apply Lemma A.1 to three concrete models.
Example 2.1 (Partially linear models). Consider a partially linear regression model
where w ∼ N (0, 1) is assumed to be independent of (U, V ) and η 0 belongs to a Hölder function class
with smoothness index α. In this case, F (t) = t and V(s) = 1. Based on Lemma A.1, we obtain the least favorable curve as
For identifiability, we assume that
Example 2.2 (Partially linear exponential models). In the partially linear exponential model, the conditional density of Y given (U, V ) is
In this case, F (t) = e t and V(s) = s 2 . Therefore, by Lemma A.1, we have
Example 2.3 (Partially linear logistic models). In the partially linear logistic model, we observe binary Y i ∈ {0, 1} and model the data as
In this case, F (t) = e t /(1 + e t ) and V(s) = s(1 − s). Again, Lemma A.1 implies the least favorable curve as
8)
Cox Proportional Hazards Model
Let Z ∈ R p be a vector of covariates, T the survival time that follows a Cox model, and C a random observation time. The Cox model assumes that the conditional hazard function given Z satisfies P (T ∈ [t, t + dt]|T ≥ t, Z) = exp(θ T 0 Z)λ 0 (t)dt, where λ 0 is an unknown baseline hazard function. Assume that T is independent of C given Z and that there exists a real τ > 0 such that P 0 (T > τ ) > 0 and P 0 (C ≥ τ ) = P 0 (T = τ ) > 0. In the Cox model with current status data, the observed data are n i.i.d. realizations of X = (C, δ, Z), where δ = I(T ≤ C). The density of X relative to the product of the marginal joint density of (C, Z) and counting measure on {0, 1} is given by
where Λ(c) = c 0 λ(t)dt is considered as the nuisance parameter. By the derivations in Section 25.11.1 of van der Vaart (1998), the least favorable curve is given by 9) for the function Q θ,Λ given by
Main Results

Second Order Semiparametric BvM Theorem
For a general class of semiparametric models P = {P θ,η : θ ∈ Θ, η ∈ H}, we consider a joint prior distribution Π over the product space Θ × H for the parameter pair (θ, η). In the sequel, we use notation Π θ H (η) and Π Θ (θ) to denote the conditional prior distribution of η given θ and the marginal prior distribution of θ, respectively.
Our main theorem is based on two primary assumptions, which we will revisit in Section 3.3. The first one is a convergence condition for (θ, η). It allows us to focus on the posterior mass in a suitable neighborhood of (θ 0 , η 0 ): {(θ, η) : |θ − θ 0 | ≤ ǫ n , η ∈ H n }, where | · | denotes the Euclidean norm.
Here, H n is a sequence of subsets of the nuisance space H that satisfies Π(η ∈ H n |X 1 , . . . , X n )
n is a sieve sequence for the nuisance parameter defined after Lemma 3.4 and
Recall that ρ n denotes the contraction rate of marginal posterior distribution of η.
Assumption 1 (Localization condition). There exists a sequence ǫ n → 0 satisfying nǫ 2 n → ∞ and a sequence of subsets {H n } ⊂ H, such that as n → ∞,
for some δ n → 0.
In a general setup, Lemma 3.4 in Section 3.3 provides a set of sufficient conditions for Assumption 1 with ǫ n = ρ n . Throughout the paper, we always choose ǫ n to be ρ n .
The second assumption extends the concept of local asymptotic normality (LAN) (required for the parametric BvM theorem in LeCam (1953) ) to the semiparametric context. Denote the log-likelihood by l n (θ, η). By Fubini's theorem, the marginal posterior for θ can be written as
where
Accompanied with (3.3), Bickel and Kleijn (2012) further require the marginal posterior of θ to converge at root-n rate. In many cases, it may require significant effort to verify this parametricrate condition. To avoid such a stringent assumption as well as keep track of the higher-order remainder, we introduce the notion of the localized integral likelihood ratio as follows:
The information in the localization sequence H n , e.g., η − η 0 n ≤ M ρ n and η ∈ F η n , will be utilized in the application of the maximal inequality (van der Vaart and Wellner, 1996, Corollary 2.2.5) to provide a uniform bound. More importantly, when these conditions are combined with Assumption 1, we no longer need to assume the root-n marginal convergence rate for θ.
Assumption 2 (Second order integrated LAN).
There exists a nondecreasing function R n (·) :
Note that (3.5) can be written in the form of (3.3) by re-parameterizing θ n as θ 0 + n −1/2 h n . In the sequel, we name (3.5) as ILAN. A typical R n (t) is dominated by √ nt 2 + √ nρ 2 n ; see the examples in Section 5 and their proofs. Now, we are ready to present the main theorem in this paper.
Theorem 3.1. We assume the prior for θ has a Lebesgue density that is continuous and strictly positive at θ 0 and the efficient information matrix I 0 is invertible. Suppose X 1 , . . . , X n are i.i.d. observations sampled from P 0 . Under Assumptions 1 and 2, we have
where A ranges over all measurable subsets of Θ and S n = R n (n −1/2 log n) + δ n .
We remark that Theorem 3.1 can be easily adapted to a non-asymptotic version (by invoking (A.14) in Lemma A.2) if Assumptions 1 and 2 are stated in a non-asymptotic manner. The log n term in S n is not essential and does not affect the polynomial order of S n , which is our main interest. We need it in the proof such that the posterior probability of the event {θ : M n −1/2 log n ≤ |θ − θ 0 | ≤ ǫ n } decays at a faster rate than S n for a sufficiently large M .
We comment that Assumption 2 is implied by the following conditions: (A1) on the semiparametric model; and (A2) on the prior. Specifically, Lemma 3.5 in Section 3.3 shows that R n (·) = G n (·) + G n (·), where G n and G n are given in (A1) and (A2), respectively. Note that H n in Conditions (A1) and (A2) is the same as that in Assumption 1.
(A1) (Stochastic LAN) There exists an increasing function G n : R → [0, ∞), such that for every sequence {θ n } satisfying
If we set η = η 0 in (3.7), then we obtain the LAN for the least favorable submodel l n θ n , η * (θ n ) . A typical G n (t) in (3.7) is dominated by √ nt 2 + √ nρ 2 n . For example, see the verification of (A1) in the proof of Theorem 5.1.
Condition (A2) characterizes the prior stability under a small perturbation in the likelihood function caused by ∆η(θ n ) in the nuisance part.
(A2) (Prior stability under perturbation) There exists an increasing function
Condition (A2) is crucial for proving the root-n convergence rate of θ -whose failure is typically caused by lim inf n→∞ G n (n −1/2 log n) > 0 (see the numerical study in Section 5.1.3). In fact, we call a nonparametric prior an unbiased one if lim n→∞ G n (n −1/2 log n) = 0 since it corrects the semiparametric bias ∆η in (A2). In the special case (Bickel, 1982) that {P θ,η 0 : θ ∈ Θ} forms a least favorable submodel, i.e., ∆η ≡ 0, (A2) automatically holds when independent priors are assigned for θ and η. However, in the general case where ∆η = 0, we typically have ∆η(θ n ) = O(|θ n − θ 0 |) (see (A3) in Section 4) and that
does not converge to zero. Therefore, under independent priors, (A2) cannot be implied by bounding the ratio between integrands in its denominator and numerator unless we are willing to impose additional conditions such as (A5) and (A6) in Section 4.1.
Second Order Bayesian Inference
In practice, we can employ an MCMC algorithm to efficiently draw a sequence of samples {θ (l) : l = 1, . . . , L} from the marginal posterior distribution of θ = (θ 1 , . . . , θ p ), based on which Bayesian estimators and credible regions can be constructed. Their frequentist validity together with second order properties can be rigorously justified by our Theorem 3.1. For example, Theorem 3.1 directly implies the semiparametric efficiency of the posterior median as follows. 
where ∆ n P 0 N p (0, I −1 0 ) and S n = R n (n −1/2 log n) + δ n .
The conclusion in Corollary 3.2 may also hold for posterior mode, but this would require the convergence of posterior density instead of posterior distribution as in Theorem 3.1. We next study the frequentist property of credible regions. For any α ∈ (0, 1), we define the α-th marginal posterior quantile q s,α of θ s through the following equation Π(θ s ≤ q s,α |X 1 , . . . , X n ) = α. Let (−∞, q s,α ] be a one-sided confidence interval for θ s of significance level α based on the sth component of the best regular estimator, which is well approximated by θ 0 + ∆ n / √ n. In other words,
0 , θ 0,s and ∆ n,s are the s-th components of θ 0 and ∆ n , respectively. The following corollary suggests that the credible interval (−∞, q s,1−α ] ([ q s,α/2 , q s,1−α/2 ]) estimates this one-(two-)sided confidence interval for θ s of significance level (1 − α) with an error of order S n .
Corollary 3.3. Consider the semiparametric model and the prior Π in Theorem 3.1. Under the same assumptions, we have
Remark 3.1. The MCMC samples can also be used to construct an estimator of the asymptotic variance V * (or the efficient information matrix I 0 ), denoted as V * . As shown below, we have
, where z α is the αth quantile of a standard normal distribution. According to the proof of Corollary 3.3, we have q s,α = θ 0,s + n −1/2 ∆ n,
, we can first obtain the αth quantile q s,s ′ ,α for the marginal posterior distribution of ϑ = θ s + θ s ′ and then set V *
. This proves our previous claim.
Verification of Assumptions 1 and 2
We verify Assumption 1 in a general class of statistical models P = {P (n) λ : λ ∈ F}, where the observations Y (n) = (Y 1 , . . . , Y n ) are independent but not necessarily identically distributed. Hence, we have P
with P λ,i the marginal distribution of Y i under a common parameter λ (whose true value is denoted as λ 0 ). In the above setup, Ghosal and van der Vaart (2007) derived the posterior contraction rate of λ as being at least ξ n (in terms of a semi-metric
(1). In Lemma 3.4 below, we obtain an exponential convergence rate of
. . , X n by keeping track of the remainder term in the proof of Theorem 4 therein. Lemma 3.4 is also of independent interest. Denote V 2 (P, Q) = | log(dP/dQ) − K(P, Q)| 2 dP as a discrepancy measure between two probability measures P and Q.
Lemma 3.4. Let ξ n be a sequence satisfying ξ n → 0 and nξ 2 n → ∞. If there exists an increasing sequence of sieves F n ⊂ F, such that the following conditions are satisfied:
n , then for some constant C 1 > 0 and large enough M , we have
(3.8)
In semiparametric models, the sieve sequence F n typically consists of one parametric part and one nonparametric part. For example,
n } in the class of GPLM. By viewing (θ, η) as λ in the above lemma, we can conclude that the posterior probability of the event
In partially linear models, we can further show that
is invertible. Please see Lemma A.3 and the arguments after that. In this case, we know that ρ n and ǫ n in Assumption 1 turn out to be ξ n given in Lemma 3.4 (and δ n = exp(−C 1 nξ 2 n )). As a by-product of Lemma 3.4, we show that Π λ ∈ F n X 1 , . . . ,
Lemma 1 in Ghosal and van der Vaart (2007) . In the end, we remark that Lemma 3.4 does not apply to generalized partial linear models. Rather, we verify Assumption 1 by directly applying Lemma 2 in Ghosal and van der Vaart (2007) ; see Lemma A.4. We next discuss the sufficient condition (A1) for Assumption 2. Note that (A1) depends on the prior through the localization sequence {H n } in Assumption 1, to which the posterior distribution allocates most mass. With a small subset H n , the L.H.S. of (3.7) converges to zero at a faster rate. Hence, we want to make H n as small as possible while keeping Π(H n |X 1 , . . . , X n ) close to one. Motivated by this, we set
where {F η n } is the sieve sequence constructed in Lemma 3.4. By Assumption 1 and condition (a) in Lemma 3.4, we obtain that Π(H n |X 1 , . . . , X n ) = 1 − O P 0 (δ n ) with δ n = e −nρ 2 n . Then we can bound the L.H.S. of (3.7) from above by calculating the continuity modulus or applying the maximal inequalities in van der Vaart and Wellner (1996) ; see Lemma A.2. Please see Section 5 for the verification of (A1) in concrete examples. Now we are ready to state our lemma for Assumption 2.
Lemma 3.5. If (A1) and (A2) hold, then we have the following R n = G n + G n in Assumption 2.
Semiparametric Prior
In this section, we consider two classes of priors, differing in whether θ and η are dependent, and then specify the corresponding form of G n (·) in the prior stability condition (A2) for them. In general, in applying the semiparametric BvM theorem we find that the dependent prior has advantages in requiring less stringent conditions and being adaptive to the unknown smoothness of the nonparametric function. Throughout this section, we impose a smoothness condition on the least favorable curve: (A3) There exists a function h * ∈ L 2 (P 0 ), referred to as least favorable direction, such that
Note that (A3) is commonly assumed in the literature. For example, it holds for the class of GPLM under mild conditions; see Lemma A.1.
Independent Prior
Consider a pair of independent priors:
This is a common choice in the semiparametric Bayesian literature with various forms of Π H . For example, Kim (2006) considered a class of neutral-to-the-right process priors for the cumulative hazard function in the Cox proportional hazard model, while Castillo (2012b) considered a class of Gaussian process priors (Rasmussen and Williams, 2006 ) for the same model. Another example is a Riemann-Liouville type prior considered by Bickel and Kleijn (2012) in the partially linear models. We next specify the form of G n (·) under the above independent prior. For technical reasons, we need to introduce a sequence of approximations to the least favorable direction h * , denoted as {h n }. Let Π H,·−g represent the distribution of W − g for W ∼ Π H and a function g, and define f n = dΠ H,·−(θn−θ 0 ) T hn /dΠ H as the Radon-Nykodym derivative. For any set A ⊂ H and element f ∈ H, let A − f denote the set {g − f : g ∈ A}. For ǫ n and δ n specified in Assumption 1, we assume that (A4) There exists a nondecreasing functionḠ n : R → R, such that for any
(A5) For any θ n satisfying |θ n − θ 0 | ≤ ǫ n , we have
Hence, Condition (A4) is expected to hold if h n is sufficiently close to h * . Similar to (A4), (A5) characterizes the concentration stability of the localization sequence {H n } against a small perturbation in η. This stability can be easily obtained by slightly enlarging the localization sequence via H n → |θ−θ 0 |≤ǫn H n − (θ − θ 0 ) T h n . For simplicity, we tacitly assume that this enlargement is always made for H n . As we will clarify in the proof of Theorem 5.1, this enlargement only increases the covering entropy of H n by a negligible amount proportional to log(ǫ −1 n ), which will not affect our results. (A6) characterizes the robustness of the marginal prior Π H against a small perturbation. The reason for introducing the approximation sequence {h n } is that the Radon-Nykodym derivative | log f n (η)| in (A6) might have peculiar behavior at h n = h * . As an example, we consider the partially linear model in Section 5 where a Gaussian process (GP) prior Π H is assigned. If we set h n as h * , then we have to require h * ∈ H 2 such that | log f n (η)| converges to zero. This requirement is very strict since H is often a very small subset of H. Fortunately, we can always find an approximation sequence {h n } ⊂ H under which condition (A6) is satisfied. Note that a similar condition to (A6) is also required for the first order semiparametric BvM theorem; see Castillo (2012b) .
To verify the stability condition (A2), we can decompose the semiparametric bias ∆η(θ n ) into two components: ∆η(θ n ) − (θ n − θ 0 ) T h n and (θ n − θ 0 ) T h n . The former can be dealt with (A4) through likelihood and the latter by (A5) and (A6) through the localization sequence and the prior. This is summarized in the following lemma.
Lemma 4.1. Suppose that Conditions (A4), (A5) and (A6) hold. Then the pair of independent priors (PI) satisfies (A2) with G n (t) =Ḡ n (t) + δ n .
Dependent Prior
In this section, we construct a class of dependent priors (Π Θ , Π θ H ). Dependent priors facilitate the development of adaptive Bayesian procedures that do not require knowledge of the smoothness of η in specifying Π θ H . This adaptiveness is achieved by correcting the θ-dependent bias ∆η(θ) in the prior construction. We remark that adaptiveness cannot be achieved by the independent priors (see Section A.1), and this finding is consistent with the negative observations in Rivoirard and Rousseau (2012) for linear functionals of densities.
Let h n be an estimator of the least favorable direction h * that satisfies (A4) -(A5) with h n = h n . Again, by (A3) we have ∆η(
A4) is implied by the following condition withḠ n (t) = nρ n κ n t + nρ n t 2 :
examples in Section 5 for more discussion on Condition (A7). Let Π Θ be a marginal prior for θ that satisfies the condition in Theorem 3.1 and Π H a prior for η. Consider the following joint prior distribution for (θ, η),
The conditional prior distribution Π θ H of η given θ is obtained by shifting the center of Π H by a θ-dependent amount, i.e., θ T h n . By introducing this dependent structure, we can compensate for the semiparametric bias without imposing Condition (A6). In the end, we remark that the randomness of h n only enters equation (3.5) in Assumption 2 through the remainder term, and thus can be decoupled from the randomness in the leading terms of equation (3.5). Hence, the proof of Theorem 3.1 still goes through even though (PD) is data-dependent. This is an appealing feature of the proposed prior; our theory shows that we do not need to split the sample and apply a two stage approach to obtain a valid characterization of uncertainty. This is backed up by our simulations.
Lemma 4.2. If conditions (A4) -(A5) are met with h n = h n , then the dependent prior (PD) satisfies (A2) with G n =Ḡ n + δ n .
Second-order BvM Theorem under Independent/Dependent Prior
We summarize the discussions on independent prior (PI) and dependent prior (PD) in the following theorem, which is a straightforward application of Theorem 3.1. Theorem 4.3. Suppose X 1 , . . . , X n are i.i.d. observations sampled from P 0 = P θ 0 ,η 0 . Suppose that Assumption 1, Conditions (A1) and (A3) hold and the prior for θ is dense at θ 0 . We further assume Conditions (A4) -(A6) for the independent prior (PI) and Conditions (A4) -(A5) for the dependent prior (PD). Then the marginal posterior for θ has the following expansion in total variation as n → ∞,
Examples
In this section, we construct specific priors for three semiparametric models: partially linear model (PLM), GPLM and the Cox regression model. In PLM, we consider two scenarios: (i). the smoothness of the nonparametric part η is known; (ii). the smoothness is unknown and an adaptive marginal prior is assigned to η. The non-adaptive and adaptive results obtained in PLM can be easily generalized to GPLM. We assign GP priors for the first two models and a Riemann-Liouville type prior for the last model.
Partially Linear Model
Non-adaptive Bayesian Procedure
We start with a pair of independent priors. In principle, the marginal prior for the parametric part θ can be any continuous distribution with full support over Θ. For computational convenience such as conjugacy, we specify Π Θ as a multivariate normal distribution N (0, I p /φ 0 ) with φ 0 the precision parameter. For example, one can choose φ 0 = 0.01 to induce a vague prior for normalized predictors.
For the nuisance part, we choose Π H as a stationary Gaussian process (GP) prior GP (m, K a ) indexed by an inverse bandwidth parameter a (van der Vaart and van Zanten, 2009). Here, the notation GP (m, K) denotes a Gaussian process with mean function m :
where K 0 is a base covariance function 3 . Through this section, we focus on the squared exponential covariance function K 0 (x, y) = exp(−|x−y| 2 ). We next discuss the choice for the inverse bandwidth parameter a given the knowledge of the smoothness of the nuisance function, denoted as α. Given n independent observations, the minimax rate of estimating a d-variate α-smooth function is known to be n −α/(2α+d) (Stone, 1982) . van der Vaart and van Zanten (2009) showed that with a n = n 1/(2α+d) the Gaussian process prior GP (0, K an ) leads to the minimax rate up to a log n factor. Hence, we set a n = n 1/(2α+d) in this subsection. We next focus on the dependent prior (PD). The least favorable direction h * (·) in this model is essentially −E[U |V = ·], which can be directly estimated based on the design points {(U i , V i )}, e.g. by kernel method. Denote this estimator as h n . Since shifting the center of GP is equivalent to translating its mean function, we can write the dependent prior (PD) as
By writing (PD) in this form, we can discuss its relation with independent priors. If we reparameterize the nuisance parameter by ξ = η − θ T h n , then ξ|θ ∼ GP (0, K an ) and the partially linear model becomes
with true values θ 0 and ξ 0 := η 0 − θ T 0 h n . If we treat U + h n (V ) as a new covariate U , then the least favorable direction of the new model becomes
where κ n is defined in (A7). This suggests that the semiparametric bias ∆ξ(θ) of the new model is negligible.
. . , n, be n observations from the partially linear model (2.3). Assume the following conditions:
(ii). The information matrix
(iii). For the independent prior, the conditional expectation E[U |V = v] as a function of v is at least α-smooth; for the dependent prior, (A7) holds with
Then with the choice of a n = n 1/(2α+d) , we have the following second order BvM result:
. If the smoothness of the GP does not match with the smoothness of the regression function, i.e. a n = n 1/(2α ′ +d) with α ′ = α, then the convergence rate of the nuisance parameter provided by Theorem 5.1 becomes suboptimal: ρ n = n −α ′ /(2α ′ +d) when α ′ < α and ρ n = n −α/(2α ′ +d) when α ′ > α. Therefore, it is crucial to choose a proper nonparametric prior for obtaining a better frequentist accuracy of the semiparametric Bayesian procedure. In the end, we remark that the remainder term in the above fully Bayesian framework matches with that derived in Kosorok (2008a, 2009 ) with the nonparametric part profiled out. Note that Kosorok (2008a,b, 2009 ) is not a fully Bayesian framework, and did not cover the adaptive case. However, the adaptiveness can be easily incorporated into the construction of our nonparametric Bayesian prior as will be seen in the next section.
Adaptive Bayesian Procedure
In the adaptive case, we still specify a GP prior for Π H . To allow adaptation to the unknown smoothness α, we follow van der Vaart and van Zanten (2009) by putting a prior on the inverse bandwidth A. van der Vaart and van Zanten (2009) showed that the hierarchical prior
with Ga(a 0 , b 0 ) the Gamma distribution whose pdf p(t) ∝ t a 0 −1 e −b 0 t leads to the minimax rate n −α/(2α+d) up to log n factors, adaptively over all smoothness α > 0. Since the choice of hyperparameters has a diminishing impact on the posterior distribution as the sample size n grows, we simply choose a 0 = 1 and b 0 = 1.
Under the above choice for Π H , Condition (A6) becomes overly stringent, suggesting the incompetence of the independent prior in the adaptive scenario. Please see Section A.1 in the Appendix for further explanation. Fortunately, the dependent prior avoids (A6) by incorporating the bias correction as follows:
The proof of Theorem 5.2 is omitted due to its similarity to those of Theorems 5.1 and A.1.
. . , n, be a sample from the partially linear model. Suppose that h n is an estimator of the least favorable direction h * (·) = −E[U |V = ·], and conditions (i)-(iii) in Theorem 5.1 hold for the dependent prior. Then under the prior (5.4), the following second order BvM result holds:
Note that the remainder term in Theorem 5.2 is exactly the same as that in Theorem 5.1. However, we cannot claim that the adaptive procedure does not lead to any loss of the second order Bayesian efficiency because the remainder term is not proven to be sharp.
Simulation Results
In this section, we conduct a simulation study for comparing the dependent and independent prior in the adaptive scenario. In each setting, we generated 100 datasets from the following four models:
In M1, the least favorable direction h * (v) = 0.5|v| 3 is twice differentiable but not thrice differentiable at v = 0. In contrast, the least favorable direction h * (v) = 0.5v 3 in M2 is infinitely differentiable. M3 and M4 are counterparts of M1 and M2 respectively with non-differentiable nuisance parts at v = 0. As for assigned priors, we consider three different setups: P1. the independent prior with Π H specified by (5.3); P2. the dependent prior (5.4) with an estimator h n (v) produced by the NadarayaWatson kernel regression method 4 ; P3. the dependent prior (5.4) with h n (v) = −E(U |V = v). In each, we chose a vague prior N (0, 10 2 ) as Π Θ , and hyper-parameters a 0 = b 0 = 1. For each replicate, we ran MCMC for 10, 000 iterations and discarded the first 5, 000 as the burn-in. The results for M1 and M2 are displayed in Table 1 . We varied the sample size n from 50 to 400 and applied the three priors P1, P2 and P3. We record the root mean squared error (RMSE) for θ (under the Euclidean norm) and η (under the empirical norm), respectively, across 100 replicates. The average estimated standard error based on MCMC (SE) and the empirical coverage of nominal 95% credible intervals based on MCMC (CR95) are also reported. From Table 1 , we can see that the estimation accuracy of θ (in terms of RMSE) improves under the dependent priors P2 and P3 as n grows. However, the RMSE for θ under the independent prior P1 only significantly decreases as n goes from 50 to 100, and remains around 0.1 thereafter. On the other hand, the estimated standard errors produced by P1 -P3 are all very close. The CR95 results further illustrate the significant under-coverage of the credible intervals produced by P1. All of these empirical observations justify the existence of semiparametric bias (discussed after Lemma 3.5), and illustrate the necessity to compensate this bias by using the dependent priors. Moreover, we observe that the RMSE for θ intimately depends on that for η: a large RMSE for η usually leads to a large RMSE for θ, which is consistent with our theory. For example, Bayesian estimation accuracy of θ is higher in M1 than in M2. Another observation from Table 1 is that as n increases, the difference in estimation accuracy between P2 and P3 becomes negligible. This might be attributed to the increasing accuracy of the estimation of h n . Table 2 provides the results for M3 and M4, where the nuisance function is non-differentiable. As expected, the overall RMSE in Table 2 is worse than that in Table 1 . However, similar overall trends as those in Table 2 are observed. For example, the estimation accuracies of P1 are generally worse than those of P2 and P3, and the semiparametric bias in P1 is more salient under M3 and M4 than under M1 and M2. In addition, the RMSE for θ produced by P1 under a non-smooth least favorable direction h * is significantly worse than the RMSE under a smooth h * . This is consistent with condition (A7), because the semiparametric bias under the independent prior (PI) depends on the smoothness of h * .
Generalized Partially Linear Model (GPLM)
The semiparametric BvM results for GPLM are similar to those for PLM. Hence, we only focus on the more challenging adaptive scenario in this section. In particular, we consider the same dependent prior as in Section 5.1, i.e., GP with a random inverse bandwidth parameter. Define
, ξ ∈ R,
. . , n, be a sample from GPLM satisfying Assumption 3 in Section A.2. Suppose Condition (i) -(iii) for the dependent prior in Theorem 5.1 hold. Moreover, assume
(ii'). The information matrix
Then under the dependent prior (5.4), the following second order BvM result holds:
Cox Proportional Hazard Model
In this section, we revisit the Cox proportional hazard model with current status data in Section 2.3. Recall that we use notation θ and Λ to denote the parametric part and nuisance part in the model, respectively, and that the least favorable direction h * is given by
Assume that the true baseline hazard function λ 0 is Lipschitz continuous and uniformly bounded away from zero. Then, by reparametrizing log λ as the nuisance function η, we assign the following Riemann-Liouville type prior Π η (van der Vaart and van Zanten, 2008a, Section 4.2)
where Z k iid ∼ N (0, 1), k = 0, 1, 2. The prior Π Θ can be chosen as any distribution with positive pdf everywhere over R p .
Theorem 5.4. Let X i = (C i , δ i , Z i ), i = 1, · · · , n, be a sample from the Cox model with current status data. Assume that h * given by (5.6) is Lipschitz continuous and Λ 0 satisfies Λ 0 (τ ) ≤ M for some constant M . Then under the independent prior Π Θ × Π η , the following second order BvM result holds:
) and the
APPENDIX
A.1 Independent prior for the adaptive procedure
In this section, we explain why independent priors are not suitable for adaptive Bayesian procedures. In short, we need to impose a very stringent condition on the least favorable direction in this case. We focus on the same GP prior as in van der Vaart and van Zanten (2009), but slightly modify the prior for the inverse bandwidth A to be a truncated Ga(a 0 , b 0 ) whose pdf p(t) ∝ t a 0 −1 e −b 0 t I(t ≥ t 0 ). Introducing this truncation is for technical simplicity and will not sacrifice the adaptivity of the prior. The following result is an adaptive version of Theorem 5.1 under independent prior (PI).
. . , n, be n observations from the partially linear model (2.3). Consider the independent prior (PI) with the above adaptive Π H . Assume the following conditions:
(iii). The least favorable direction h * (v) = E[U |V = v] belongs to the RKHS H t 0 , where t 0 is the truncation parameter in the above truncated Ga(a 0 , b 0 ).
Then the following second order BvM theorem holds:
We point out that this theorem requires a strong constraint on the least favorable direction h * (v), i.e., Condition (iii). In fact, a sufficient condition for a function f to belong to H t 0 is that it has a Fourier transform f satisfying
for some c > 0 (van der Vaart and van Zanten, 2009 ). This condition implies the infinite differentiability of h * and imposes a strong restriction-for example, it fails even with constant and polynomial functions. On the other hand, we have to admit that Condition (iii) is only a sufficient condition although our empirical results indicate that a similar condition is necessary.
A.2 GPLM: Assumptions and LFS Lemma
Assumption 3. (a) There exists some positive constant
(b) There exist positive constants C 1 , C 2 , C 3 and C 4 such that:
The assumption that V and l are both bounded could be restrictive and can be removed in many cases, such as the binary logistic regression model, by applying empirical process arguments similar to those in Section 7 of Mammen and van de Geer (1997) . Under Assumption 3(b), the following lemma describes the least favorable curve for the class of GPLM.
Lemma A.1. Suppose Assumption 3(b) is met. Then the least favorable curve η * (θ), defined as the minimizer η of
as a function of θ, takes the following expression
Equation (A.1) provides a local expansion of the least favorable curve defined in (2.2), which is enough for our purpose, since the posterior of θ is expected to concentrate in a √ n-neighborhood of θ 0 .
Proof of Lemma A.1. By Assumption 3(b), for any (θ, η), we have
where the first line follows since V (s) ≤ C 1 , the second line follows by the fact that |f
and the third line follows by the assumption that U ∈ [0, 1] p . Similarly, we have
Then by definition of η * (θ), we have
Combining the above inequalities, we obtain
which implies
For an arbitrary function h(V ) :
for t in a neighborhood of 0. The optimality of g θ,η * (θ) implies that
Since the above equality holds for any h, we have
The last display, equation (A.3) and Assumption 3 (b) together, implies
This gives us
with h * defined by (A.2).
A.3 Proofs of Theorem 3.1
where M is a sufficiently large constant. Then we have
Taking the supremum of A over all measurable subsets of Θ, we obtain
Therefore, it remains to show that
Recall the definition of ∆ n by (1.2). Since the pdf of a normally distributed random variable with mean θ 0 + n −1/2 ∆ n and covariance matrix (n I 0 ) −1 evaluated at θ is proportional to
In fact, one can plug in the above equation with A = A and A = Θ respectively, and then simple algebra leads to (A.4).
Since nǫ 2 n − log R n (n −1/2 log n) → ∞ and
By a subsequence argument, Assumption 2 implies
(A.8)
For every θ such that |θ − θ 0 | < M n −1/2 log n with M sufficiently large, the above analysis implies that
where the last step follows since R n (n −1/2 log n) → 0.
For every θ such that M n −1/2 log n ≤ |θ − θ 0 | < M ǫ n with M sufficiently large, we have by Assumption 2 and the invertibility of I 0 that R n (|θ
Combining this fact and the last display, we obtain A∩{M n −1/2 log n≤|θ−θ 0 |<M ǫn}
for M sufficiently large, where c > 0 is a constant only depending on I 0 and the last step follows by the fact that exp{at − bt 2 }dt ≍ b −1/2 for b ≫ min(a, 1). Finally, (A.7) together with (A.9) and (A.10) implies (A.6).
A.4 Proof of Corollary 3.2
For each s = 1, . . . , p, taking A = R × · · · × A s × · · · × R in (3.6), where the s-th component is A s and the rest are R, we obtain
where ∆ n,s is the sth component of ∆ n and I ss 0 the (s, s)-th element of the matrix I −1 0 . Let θ B n,s be the median of the marginal posterior distribution of θ s . Then taking A s = (−∞, θ B n,s ) in the above formula yields
where Φ is the cdf of the standard normal distribution. By the continuity of Φ −1 , we have
which proves the claimed result.
A.5 Proof of Corollary 3.3
Recall that I ss 0 is the (s, s)-th element of I −1 0 . By choosing A s = (−∞, q s,α ) in (A.11) and the definition of q s,α , we have
which implies q s,α = θ 0,s + n −1/2 ∆ n,s + n −1/2 ( I ss 0 ) 1/2 z α + n −1/2 O P 0 (S n ), where z α denotes the α-th quantile of a standard normal distribution. This completes the proof of the claimed result.
A.6 Proof of Lemma 3.5
With the definition of S n and the conditions in the lemma, we have
where the second line follows by condition (A1) and the last step follows by condition (A2). Finally, the ILAN in Assumption 2 follows by taking logarithms of both sides of the above equaility.
A.7 Proof of Lemma 4.1
Under (A5), we have
By applying a change of variables η = η − (θ n − θ 0 ) T h n in the numerator in (A2) and using (A4), we can obtain
which combined with (A6) yields
Finally, combining (A.12) and (A.13) implies (A2).
A.8 Proof of Lemma 4.2
Applying a change of variables η = η − (θ n − θ 0 ) T h n , we obtain
where the second step follows by the definition of the prior (PD), the third step by (A4), and the last step by (A.12).
A.9 Proof of Theorem 5.1
For readers' convenience, we state the maximal inequality for sub-Gaussian random variables (van der Vaart and Wellner, 1996, Corollary 2.2.8) which is extensively applied in our examples.
Lemma A.2. Let {W t : t ∈ T } be a separable sub-Gaussian process and d be a semimetric on the index set T defined by d(s, t) = σ(W s − W t ). Then for every δ > 0 and x > 0,
for a universal constant K.
We consider the independent prior and the dependent prior separately.
Independent prior: Verification of Assumption 1: We apply Lemma 3.4 here. Let N denote the set of natural numbers and
For any real number b, let ⌊b⌋ denote the largest integer strictly smaller than b. The Hölder class
We use C γ 1 to denote the unit ball in C γ under the norm · C γ . We choose the sieve F n as F θ n ⊕ F η n , with
with c a constant sufficiently large, ρ n = n −α/(2α+d) (log n) d+1 , a n = n 1/(2α+d) , and M n some constant to be determined later. The second term M n H an 1 in the sieve construction for η borrows the ideas from van der Vaart and van Zanten (2008a) and the first term ρ n C α 1 from de Jonge and van Zanten (2013). We remark that in van der Vaart and van Zanten (2008a) the first term in their sieve construction (B n on page 20) is a multiple of B 1 : = {f ∈ L 2 ([0, 1] d ) : f ∞ }, causing the functions in F η n to be non-differentiable. As a consequence, the ǫ-covering entropy of their sieve can not be properly bounded when ǫ < ρ n as in our proof (see (A.20) 
below).
By Lemma 4.5 in van der Vaart and van Zanten (2009), for a fixed scaling parameter a and any ǫ < 1/2, we have the following upper bound on the covering entropy of the unit ball in the RKHS
where K 1 is some universal constant. For squared exponential kernel, all elements in H a 1 are infinitely differentiable. Consequently, by slightly modifying their proof, the sup-norm in the above result can be generalized to the · C γ -norm: for any smoothness index γ > 0,
Then by the relationship between the small ball probability of a Gaussian process and the covering entropy of the unit ball in the associated RKHS (Li and Linde, 1999) , we can obtain by following the proof of Lemma 4.6 in van der Vaart and van Zanten (2009) that for any γ > 0,
Denote the right hand side of the above by φ a 0 (ǫ). Note that the above also holds when the · C γ norm is replaced with the sup-norm by applying inequality (A.17) instead. Then by Borell's inequality (van der Vaart and van Zanten, 2008b) ,
where Φ is the c.d.f. of the standard normal distribution. Note that for M > 4 φ a 0 (ǫ), the right hand side of the last display is bounded by e −M 2 /8 . By applying the inequality (A.17) with a = a n , we can obtain the following bound on the ǫ-covering entropy of the sieve F n for any ǫ > 0,
where we have used the fact that the covering entropy of
n with c 2 sufficiently large so that M n > 4 φ an 0 (ρ n ) and applying inequality (A.19), we have the following complement probability bound on F n with some constant c 2 > 0,
Therefore, sieve F n satisfies condition a and condition b in Lemma 3.4 with ξ n = ρ n . Next we verify condition c in Lemma 3.4. For the partially linear model, we have,
and
where the last step follows by the fact that given (U i , V i ), the random variable
follows a normal distribution with mean zero and variance
. Therefore, for any ǫ > 0 we have
As a result, by applying inequality (A.18) with the sup-norm and ǫ = ρ n /2, we obtain that for the independent prior, there exists some constant c 3 such that
Before applying Lemma 3.4, we remark that although the average Hellinger metric d n used in Lemma 3.4 is equivalent to the empirical metric · n only if the class of regression functions is uniformly bounded, the argument in Section 7.7 of Ghosal and van der Vaart (2007) suggests that we may use · n instead of d n throughout. Hence, the distance (between (θ, η) and (θ ′ , η ′ )) is given 
where M is a constant and δ n = e −Cnǫ 2 n for some C > 0. Next, we show that under Condition (ii) in Theorem 5.1, (A.23) 
We need to apply the following lemma, whose proof is provided in Subsection A.11.
Lemma A.3. Under the condition of the theorem, we have
By Lemma A.3, we have that for any θ ∈ F θ n and η ∈ F
for some constant K 3 , where in step (i) we have applied the central limit theorem for the sum
and in the last step we have used the assumption that the matrix
is invertible. Combining the above with (A.23), we obtain
Again applying (A.23) and using the inequality (a + b) 2 ≥ b 2 /2 − a 2 , we have that for M sufficiently large,
Combining the two above yields
Therefore, if we define the localization sequence H n = {η ∈ F η n : η − η 0 n ≤ M ρ n }, then the last display and Lemma 3.4 implies .24) Note that with the enlargement procedure described after assumption (A5), the above still holds. Verification of (A3): (A3) is true with h
Verification of (A1): We verify assumption (A1) with the above choice of H n . For the partially linear model, ∆η(θ) = −(θ − θ 0 ) T E[U |V ]. We use the notation P n = n −1 n i=1 δ X i to denote the empirical measure and G n = n −1/2 n i=1 (δ X i − P ) the empirical process with respect to an i.i.d. sequence {X i }. For a partially linear model, we can express the log likelihood ratio by
is the efficient score function and Note that even working with the enlarged set H n described after assumption (A5), the additional term in the upper bound is negligible. Since η − η 0 n ≤ M ρ n for any η ∈ H n , and U i conditioning on V i are bounded and i.i.d. with E{U i − E[U |V i ]|V i } = 0, an application of Lemma A.2 and inequality (A.28) yields (A.25) for some constant K 4 . Hence
Combining the above arguments, we verify (A1) with G n (t) = √ nt 2 + nρ 2 n t. Verification of (A6): By Lemma 4.3 in van der Vaart and van Zanten (2009) and the assumption that each component of E[U |V = ·] is at least α-smooth, there exists a sequence of functions {h n = (h 1,n , . . . , h p,n ) T :
an /2) (van der Vaart and van Zanten, 2008b, Lemma 3.1), where U : H an → R is a random operator such that Var[U (g)] = g 2 an for any function g in the RKHS H an associated with the GP, we have log f n (η) = log dΠ H,
withḠ n (t) = √ nρ n t + nρ 2 n t 2 , where H n is a p × p matrix with H st = h s,n , h t,n an ≤ Cnρ 2 n . Verification of (A4): For the same h n as defined above, we have
Then for η ∈ H n and θ satisfying |θ n − θ 0 | = o P 0 (1),
Combining the above three, we have
withḠ n (t) = √ nρ n t + nρ 2 n t + nρ n t 2 . Finally, applying Theorem 4.3 yields the second order semiparametric BvM theorem for the independent prior with a remainder term
Dependent prior: Verification of Assumption 1: Without loss of generality, we assume that h n ∞ ≤ 1. Similar to the independent prior case, we construct F n as F θ n ⊕ F η n , with .26) Comparing to the sieve (A.16) for the independent prior, the third term (θ − θ 0 ) T h n : θ ∈ F θ n is added to reflect the dependence structure. For such a sieve F n , the covering entropy upper bound in inequality (A.20) is still true for some constant c.
Moreover, we have the following complement probability bound on F n ,
The first term above can be bounded by e −c 2 nρ 2 n for some constant c 2 and the second term satisfies
Step (i) follows since by the definition of the dependent prior we have Π θ H (η ∈ A) = Π θ 0 H (η + (θ − θ 0 ) T h n ∈ A) for any measurable subset of H; while step (ii) follows by inequality (A.19) . By combining the above arguments, we obtain Π(F c n ) ≤ 3e −c 2 nρ 2 n . Finally, there exists a constant, denoted by c 3 , such that
where step (iii) follows since by the definition of the dependent prior we have
for any θ satisfying |θ − θ 0 | ≤ ρ n /4, and step (iv) follows by applying inequality (A.18) with the sup-norm and ǫ = ρ n /4. Based on these results, the rest of the steps are the same as those for the independent prior. The verifications of (A1), (A3) and (A4) are also the same as those for the independent prior. Since we do not need to verify (A6) for the dependent prior, an application of Theorem 4.3 yields the claimed result.
A.10 Proof of Theorem A.1 Verification of Assumption 1: In this adaptive case, we apply Lemma 3.4 with a modified sieve for the nuisance parameter η from van der Vaart and van Zanten (2009) . This sieve construction is in the same spirit as the sieve constructed in Theorem 5.1 for the non-adaptive scenario.
More specifically, we choose the sieve F n as F θ n ⊕ F η n , with (A.27) with c a sufficiently large constant, ρ n = n −α/(2α+d) (log n) d+1 , and (M n , r n , δ n ) satisfies
Borrowing the results in the proof of Theorem 3.1 in van der Vaart and van Zanten (2009) and the intermediate results in the proof of Theorem 5.1 about the covering entropy and complementary probability for M H a 1 + ǫC α 1 for a fixed bandwidth parameter a, we can verify that F n satisfies condition a and condition b in Lemma 3.4:
for some constant K 2 and for some constant c 2 ,
Under the conditions stated in the theorem, the rest of the proof of Π |θ
is similar to that in Theorem 5.1 and is skipped here. The verifications of (A1) and (A3) are the same as those in the proof of Theorem 5.1. Verification of (A6): We choose h n ≡ h * = −E[U |V = ·], with which (A4) is trivially satisfied. Since by Lemma 1 in Ghosal and van der Vaart (2007) , we have Π(A n |X (n) ) = 1 − O P 0 (δ n ) with A n = {A ≤ Cnρ 2 n } for C sufficiently large, where A is the random inverse bandwidth parameter in the GP prior. Consequently, we can always assume A ≤ Cnρ 2 n by conditioning on the event A n . By the assumption on the least favorable direction 
independent with a. Here we recall that the · a -norm is the norm of the RKHS associated with the kernel K a . Denote the conditional prior of η given (A = a) by Π a . Do a change of variables
Similar to the proof in Theorem 5.1, the Radon-Nykodym derivative dΠ a
withḠ n (t) = √ nρ n t + nρ 2 n t 2 . Finally, applying Theorem 4.3 yields the second order semiparametric BvM theorem with a remainder term G n (n −1/2 log n) +Ḡ n (n −1/2 log n) + δ n ∼ n 1/2 ρ 2 n log n.
A.11 Proof of Lemma A.3
The proof is based on Lemma A.2. Since U i 's are bounded, conditioning on V i 's, we have that
Then by applying inequality (A.20) and noticing the assumption that α > d/2, we have that for any δ > ρ n ,
for some constant C. By applying Lemma A.2 and inequality (A.30) with δ = ρ n , we further obtain
To prove the claimed bound, we only need to show that
By the reproducing property of RKHS H a and our definition of the sieve F n , I n is bounded by L √ n for some constant L. We will apply the peeling technique by dividing the range (ρ n , L √ n) of
, where S ≤ c log n for some constant c. For each interval [ρ n 2 s−1 , ρ n 2 s ), we first apply Lemma A.2 and inequality (A.30) with δ = ρ n 2 s and then add them up to obtain
This completes the proof of the lemma.
A.12 Proof of Theorem 5.2
This theorem is proved by combining the verification of Assumption 1 in Theorem A.1 and the proof of the dependent prior part in Theorem 5.1 with the sieve F n = F θ n ⊕ F η n and localization sequence H n = {η ∈ F η n : η − η 0 n ≤ M ρ n }, where
Therefore we omit the proof of this theorem here.
A.13 Proof of Theorem 5.3
The verification of Assumption 1 for the GPLM is similar to that of Theorem A.1 with the sieve F n given by (A.31) and localization sequence H n = {η ∈ F η n : η − η 0 n ≤ M ρ n }, and we also have the three inequalities (A.20), (A.21) and (A.22) for this F n . It remains to check whether we can replace the Hellinger metric d n in Lemma 3.4 by the empirical metric · n for the GPLM, which is indicated by the following lemma. Recall that for semiparametric models, we choose the parameter λ in Lemma 3.4 to be the pair (θ, η) and the empirical distance between the regression function under parameters λ = (θ, η) and
The proof of Lemma A.4 is provided in the next subsection.
Lemma A.4. For the GPLM, under Assumption 3 and condition a, b and c of Lemma 3.4, there exists some constant C 1 > 0 and large enough M such that Next, we prove (A1). By Assumption 1, the posterior of η concentrates its mass in a small neighborhood H n = {η ∈ F η n : η − η 0 n ≤ M ρ n }. Write q n (θ, η) = n i=1 q θ,η (Y i ) and recall that ∆η(θ) = η * (θ) − η 0 = (θ − θ 0 ) T h * (V ) + O(|θ − θ 0 | 2 ). The proof of Lemma A.5 is provided in Section A.15.
Lemma A.5. Under Assumption 3, we have q n θ n , η+∆η(θ n ) − q n (θ 0 , η) = (θ n − θ 0 ) .34) for every sequence {θ n } satisfying θ n = θ 0 + O P 0 (ρ n ) and uniformly for every η ∈ H n , with I 0 = E 0 l 0 (T )f 0 (T )(U + h * (V ))(U + h * (V )) T and R n (t) = nt 3 + √ nt 2 + nρ n t 2 + nρ 2 n t + √ nρ 2 n . To apply Theorem 4.3, it remains to verify (A4). By Lemma A.1, we have η − ∆(θ n ) + (θ n − θ) T h n = O(|θ − θ 0 | 2 + |θ − θ 0 |ρ n ). Then (A4) is an easy consequence of (A.37), (A.38) and (A.39) with θ = θ 0 , ξ 1 = η and ξ 2 = η − ∆(θ n ) + (θ n − θ) T h n in the proof of Lemma A.5.
A.14 Proof of Lemma A.4
According to Section 7.7 in Ghosal and van der Vaart (2007) , we only need to verify that there exists a test function φ n : R n → R for testing λ 0 = (θ 0 , η 0 ) versus λ 1 = (θ 1 , η 1 ) relative to the empirical norm λ 0 − λ 1 n : = U T (θ 0 − θ 1 ) + η 0 − η 1 n (instead of d n ) that satisfies the conclusion of Lemma 2 in Ghosal and van der Vaart (2007) 
E λ 0 e t(m θ 1 ,η 1 (T i )−m θ 0 ,η 0 (T i ))W i T i where in step (i) we have applied Markov's inequality and used the independence among Y i 's. Then by Assumption 3 (a), there exists some constant C 2 such that
(m θ 1 ,η 1 (T i ) − m θ 0 ,η 0 (T i )) 2 }.
By choosing t = C −1 in the above, we obtain
According to Assumption 3 (b), we know that m θ 1 ,η 1 (T i ) − m θ 0 ,η 0 (T i ) 2 ≥ 2(C 1 C 2 ) −1 U T i (θ 1 − θ 0 ) + (η 1 − η 0 ) 2 for i = 1, . . . , n, implying
where the constant c = (CC 1 C 2 ) −1 . This proves the first part of (A.35). Now we prove the second part of (A.35). By Assumption 3, under P (n) λ the residuals W i = Y i − m θ,η (T i ) are i.i.d. sub-Gaussian. Consequently, for any λ and any t > 0 we have
Then similar to the first part, by using Assumption 3 (b) and applying Markov's inequality we can obtain
for some constants D 1 , D 2 and D 3 . Therefore, for any λ such that λ − λ 1 n ≤ c ′ λ 0 − λ 1 n , where A.15 Proof of Lemma A.5
By the definitions of q n and q θ,η , we get q n θ, η + ∆η(θ) − q n (θ 0 , η) = By applying Taylor expansion and Assumption 3(b), we have for any ξ 0 , ξ 1 , ξ 2 ∈ R,
ds =l(ξ 1 )(ξ 2 − ξ 1 ) + e 1 (ξ 0 )(ξ 2 − ξ 1 ) 2 + O((ξ 2 − ξ 1 ) 3 )
=l(ξ 0 )(ξ 2 − ξ 1 ) + e 1 (ξ 0 )(ξ 2 − ξ 1 ) 2 + e 2 (ξ 0 )(ξ 2 − ξ 1 )(ξ 1 − ξ 0 )
as log N (ǫ, H n , · n ), which is of order ǫ −1 since the functions in H n are bounded and nondecreasing (van der Vaart, 1998, Example 19.11) . By applying Lemma A.2 conditioning on C i , we get
where the last step follows since ρ n = n −1/3 . As a result of the preceding display, we have
(A.43)
Note that l θ,Λ (X) = (ZΛ(C) + h * Λ (C))Q θ,Λ is the efficient score function for the Cox model with current status data (van der Vaart, 1998, Section 25.11.1), where h * Λ generalizes h * by substituting Λ 0 with Λ in (5.6). By equation (25.60) on P.396 of van der Vaart (1998), P θ 0 ,Λ 0 l θ 0 ,Λ = O P 0 ( Λ − Λ 0 2 n ). Therefore, for Λ ∈ H n , 
The verifications of A4 are similar to those in the proof of Theorem 5.1 since by the assumption of the theorem, h * is Lipschitz continuous. The verification of A6 is a simple version of the verification of (A1) and is omitted. Finally, Theorem 5.4 can be proved by applying Theorem 4.3.
