In this paper an inverse scattering problem for the time-dependent Maxwell curl equations is considered. This problem is formulated as an optimal control problem governed by partial differential equations. Firstorder necessary optimality conditions are discussed. For the numerical solution a gradient-based algorithm is applied and successfully tested for some numerical examples. Finally, model-order reduction based on proper orthogonal decomposition is utilized to derive a reduced-order model for the time-dependent Maxwell curl equations. Its applicability is tested with respect to different input frequencies.
INTRODUCTION
Inverse scattering problems [2, 18, 19, 30, 33] are very important in noninvasive imaging. In fact, because electromagnetic (EM) waves can penetrate in various media, where objects may be placed, the solution of inverse scattering problems allows to determine the presence and the properties of these objects hidden in the medium. Hence, one should deal with Maxwell's equations. They can be considered either in frequency or in time domain. In this paper the time domain version is used. In fact, data in time domain are richer in information because of the large spectrum of possible frequency of the incident field We focus on an unbounded domain, which arises in many applications, e.g., in mine detection [7] . Because of that, in the problem formulation we need to use an infinit radiation condition.
Optimal control problems for partial differential equations are often hard to tackle numerically so that the need for developing novel techniques emerges. One such technique is given by reducedorder methods. For a general overview we refer the reader to [1] . Recently the application of reduced-order models to optimal control problems has received an increasing amount of attention; see, e.g., [14, 25] . The reduced-order approach is based on projecting the dynamical system onto subspaces consisting of basis elements that contain characteristics of the expected solution. This is in contrast to, e.g., finit element techniques, where the elements of the subspaces are uncorrelated to the physical properties of the system that they approximate. In this work we concentrate on the method of proper orthogonal decomposition (POD) [15, 35] as one of the reduced-order approaches. Since the solution of Maxwell equations -especially in three dimensions -has a significantl computational cost, we consider a POD Galerkin scheme for the FDTD scheme. The POD method is used here to reduce the EM fields For other model order reduction technique in the EM context, refer to [5, 6, 10, 12] . In [8] POD is applied for a f nite difference discretization using a staggered grid. For an error estimate we refer to [31] . The authors consider parabolic equations and use a f nite difference scheme as a high-dimensional discretization method. An error estimate is derived for the error between the solution to a parabolic equation and the associated POD Galerkin solution. The paper is organized in the following manner: In Section 2 we formulate the inverse scattering problem as a nonlinear optimal control problem and present f rst-order necessary optimality conditions. The discretization of the optimality system is introduced in Section 3, where also numerical examples are shown. Section 4 is devoted on the proper orthogonal decomposition technique. Finally, we draw some conclusions in the last section.
EM INVERSE SCATTERING PROBLEM IN OPTIMIZATION FRAMEWORK
In this section, we formulate a time-domain electromagnetic (EM) inverse scattering problem in the framework of optimization with partial differential equations (PDEs) as constraints; [13, 34] . Our objective is to minimize a functional of EM f eld data misf t including a regularization functional for the EM properties that are sought. To characterize the solution of the resulting optimization problem, we derive the corresponding f rst-order optimality system.
Problem formulation
Consider the scenario illustrated in Figure 1 . This scenario consists of an unbounded domain Ω ⊂ R 3 . The boundary of Ω -if it exists -is denoted by Γ. Moreover, let T > 0 stand for the terminal time and
We suppose that Ω \ D has known EM properties, e.g., they can be the free space EM properties with electric permittivity ε 0 > 0, the magnetic permeability µ 0 > 0 and conductivity σ 0 = 0. In the scatterer domain D we assume that the EM properties ε, µ, and σ depend on the spatial variable x ∈ D and that they are different from those of the background medium. Moreover, we consider multiple antennas and receivers surrounding the scatterer domain D. The inverse scattering problem consists in the problem of reconstructing the EM properties p = (ε, µ, σ) in the scatterer domain without accessing in it, knowing the EM f eld only in some points of the domain Ω \ D. Throughout the paper we always assume that the scatterers have non-dispersive and isotropic EM properties (for detailed def nitions, see [11] ).
The goal is to estimate the EM properties in the scatterer domain D by utilizing the timedependent Maxwell curl equations as a mathematical model to predict the electrical and magnetic f eld E, H : Q → R 3 at k m specif ed measurement points x 3 n i f eld variables (E n , H n ), 1 ≤ n ≤ n i . We start with one incident wave in a certain position
Then, we repeat the same procedure for the other n i − 1 incidence points.
We introduce the parameter space
where
The set of admissible parameters by
Then, for any parameter vector p ∈ P ad and for the nth incident wave (1 ≤ n ≤ n i ) the EM f elds (E n , H n ) satisfy the Maxwell curl equations (see, e.g., [11, 28] )
Together with (1a) we pose the initial conditions
and the Sommerfeld radiation condition at inf nity
where k 0 = ω √ µ 0 ε 0 = 2πf √ µ 0 ε 0 and n r is the outward normal vector to ∂Ω r , the surface boundary of Ω r . In (1c) we use that D Ω r for suff ciently large radius r. Finally, we def ne the f eld excitation. We consider a hard source [32] , i.e., we assign a time dependent excitation function to a f eld component while the density current J n is zero:
A third possibility is to apply different current densities J n in (1a) for n = 1, . . . , n i . 3 Assumption 1 (Existence and uniqueness for the Maxwell curl equations) For any incident point x i n ∈ Ω \ D, 1 ≤ n ≤ n i , and for any p ∈ P ad there exist unique f elds E n and H n satisfying 4 R. MANCINI, S. VOLKWEIN for G ∈ Y i . We def ne the Banach spaces
endowed with their natural product topology. Moreover let X ad = Y × P ad ⊂ X. 2) For bounded domains, perfectly conducting boundary conditions and suitable smooth data it is shown in [20] that the Maxwell curl equations admits a unique solution. 3) If Assumption 1 holds true, we can def ne the solution operator S : P ad → Y, where
denotes the solution pairs to (1) for the n i incident waves. Due to the three bilinear terms µ ∂Hn ∂t , ε ∂En ∂t and σE n the operator S is nonlinear. 3 To write the inverse scattering problem as an optimization problem, we def ne a cost functional that penalizes the discrepancies between the measured data and the calculated f elds. We aim at minimizing the misf t by varying the unknown EM properties in D which def ne the optimization variables. Because of the ill-posedness of the inverse problem, we include a regularization term, R(p). Thus we introduce the cost functional J : X → R by
are the computed evaluated in the kth measurement point for the nth incident wave f elds, whereas E m nk and H m nk are the associated measurement data. We consider the following regularization term
for p = (ε, µ, σ) ∈ P. In this regularization functional we distinguish two different terms. The f rst term represents a f rst-order Tikhonov regularization scheme. Minimizing the functional J with this type of regularization means that we search the model parameters p in a smooth space with spatially slow varying functions. A result of this choice is that we obtain the edges of the reconstructed objects smeared out by diffusion. The other regularization term represents a zero-order Tikhonov regularization and corresponds to the requirement that ε is as close as possible to a given nominal ε, and similarly σ is as close as possible toσ, and µ is as close as possible toμ. This regularization term can be used even if we do not have a priori information with knownp = (ε,μ,σ). In this case we choose these values to be zero and the resulting regularization term penalizes large parameters values. Now, the inverse scattering problem is expressed as the inf nite-dimensional, nonlinear optimization problem min J (X) subject to (s.t.) the pair X = (E, H, p) ∈ X ad and (E, H) = S(p).
(P)
If Assumption 1 is satisf ed, we can introduce the reduced cost functionalĴ : P ad → R bŷ
Then, (P) can be equivalently expressed as the reduced problem
Assumption 2 (Existence of optimal solutions) Problem (P) admits at least one local optimal solution
Remark 2.3 1) Let Assumption 2 hold. Then, p * solves (P). 2) Suppose that Assumption 2 is satisf ed. Then, p * is a local solution to
In this case we can neglect the inequality constraints for the parameter p. Together with the associated
is a local solution p * to the equality constrained problem min J (X) s.t. the pair X = (E, H, p) ∈ X and (E, H) = S(p).
(P eq )
In the numerical experiments carried out in Section 3.2 we apply a gradient-type algorithm to (P eq ) respectively (P eq ). 3 
First-order necessary optimality conditions
Problem (P eq ) is an inf nite-dimensional, constrained optimization problem. Thus, we apply techniques from PDE-optimization [13, 16, 34] . For this purpose we introduce the following Hilbert spaces
with the natural product topology and def ne the Lagrange functional L :
To solve the constrained minimization problem numerically, we want to make use of the f rstorder optimality conditions. If one can ensure the existence of Lagrange multipliers [22] , an optimal solution X * to (P eq ) can be characterized by a stationary point of the Lagrange functional. Let Assumptions 1 and 2 hold. By X * = (E * , H * , p * ) ∈ X ad we denote a local optimal solution to (P eq ). Moreover, let
Assumption 3 (First-order necessary optimality conditions) The Lagrangian L is continuously Fréchet-differentiable. Moreover, exists an associated pair of Lagrange multipliers Λ * = (λ E, * , λ H, * ) ∈ Z satisfying the following f rst-order necessary optimality conditions:
where ∂L ∂Y , ∂L ∂p denote the Fréchet derivatives of the Lagrangian L with respect to Y , and p, respectively.
Remark 2.4
The existence of Lagrange multipliers can be ensured by constraint qualif cation conditions; see [16, 22, 34] , for instance. Due to (1c) the proof is not evident in our case. 3 
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With Assumption 3 holding, we proceed formally by computing the directional derivatives of the Lagrange functional. For the details we refer the reader to the thesis [21] .
From (5a) we infer that the pair Λ = (λ E, * , λ H, * ) ∈ Z satisf es the following adjoint system
for every incidence n ∈ {1, . . . , n i }. In (6) we denote by
Let us have a closer look to system (6) . Lagrange multipliers satisfy Maxwell-like equations, in which the signs of the time derivatives are opposite with respect to the standard curl equations. Moreover, we see that they satisfy terminal conditions and particular boundary conditions, in which there is a change in the time derivative. It can be shown that Lagrange multipliers λ E, * n and λ H, * n are special kind of EM f elds [21, 29] . In particular, they run backward in time, i.e., from t = T to t = 0. We remark also the fact that these particular f elds are excited by the discrepancies between the measurements and the predictions of the model in the k m measurement points. If the model could exactly f t the scenario, i.e. the predictions of the model f t the measurements, the adjoint f elds would have zero sources.
From (5b) we deduce the following equations in the dual space
It can be shown [13] that the gradientĴ ′ (p) of the reduced cost functionalĴ at a given parameter p ∈ H 1 (D) is given by the following functional: For the update we have to solve the state equation (1) for the given parameter p and we have to determine the solution Λ to the adjoint equations.
DISCRETIZATION OF THE OPTIMALITY SYSTEM
There are several techniques for discretizing Maxwell equations (consider [17] for having a detailed overview of the most used techniques). We considered the f nite difference time domain (FDTD) algorithm. For details about the method, we refer the reader to [9, 32, 36] . For convergence results we refer the reader to [23] , where the authors consider the Maxwell curl equtaions with simplercompared to the Sommerfeld radiation condition (1c) -boundary conditions.
The FDTD scheme
The discussion in Section 2 is valid in the general case of a three dimensional domain. Now we restrict ourselves to the two dimensional case, i.e., we do not consider variation in the z-direction (see [11, 32] ). In this context, one can have two different types of waves: transverse electric (TE z ) and transverse magnetic (TM z ). We focus on the TE z case, which has the f elds components E x , E y and
For every incident wave n, they are coupled accordingly to the following system
where we skipped the index n. We consider the FDTD method for discretizing the TE z system. The FDTD scheme is characterized by the fact that the f eld components are considered in a staggered grid in space and in time. In our case, the spatial arrangement of the f elds component is like in Figure 2 .
This implies that if we consider a space grid of dimension M × N for H z , there will be M × (N + 1) points for E x and (M + 1) × N for E y . For simplicity, we consider the case of an uniform grid, so we have the step sizes ∆x and ∆y on x and y directions, respectively. Moreover, magnetic and electric f elds are interleaved in time. Calling ∆t the time step and N t the number of time-steps, we evaluate E x and E y in the time instants (m + 1/2)∆t and H z in the time instants m∆t, with m = 0, . . . , N t . It is worth noting that time step ∆t and step sizes ∆x and ∆y are related by the Courant condition [9, 32] . Considering a square space grid, in which h = ∆x = ∆y, if one choose the time step ∆t then ∆ should be taken in order to fulf ll c √ 2∆t < h, where c is the speed in the vacuum. On the space-time grid, we consider E x (i∆x, (j − 1/2)∆y; (m + 1/2)∆t) ≈ E Clearly, these equations provide an update for the inner grid points. This means that we need other equations for updating the boundary values of E x and E y . Since we consider an unbounded domain, we update the f elds in these points using some absorbing boundary condition (ABC) equations. A very popular ABC in the FDTD community is the perfectly matched layer (PML) [3] . In this approach, one surround the computational domain with a certain number of cells of an anisotropic, lossy medium, in which there are σ x , σ y , σ * x and σ * y , where the latter 2 are the magnetic conductivities. Because of the anisotropy, in the PML region one need to split the the H z f eld component, i.e., one need to consider H zx and H zy . Since next we would like to consider a model reduction technique, we consider another ABC, in order to avoid the reduction of the split f eld components. We have used the second order Mur scheme [32] , that follows from the EngquistMajda one-way wave equations which are 
for m = 0, . . . , N t . Analogously, we get the equations for the f eld component E y .
Hence, we have all the equations we need for updating the f elds components in the computational grid: this means that we have a discrete scheme for solving the direct problem. We can combine the update equations in a compact matrix notation. For that purpose we def ne the vectors 
and set
where M x , M y , A Ex , A Ey , A x , A y , B x , B y are matrices that contain the discretization coeff cients. Next we consider now the discretization of the adjoint problem. Recall that the adjoint f elds λ E n and λ H n are ingoing waves, with terminal conditions instead of initial conditions, i.e., they backpropagate in time starting from a f nal condition. In principle, we need a discretization scheme that runs with a decreasing time variable, in order to take into account this characteristic. In practice we can avoid this and using the same FDTD used for solving the direct problem, after performing the transformationt = T − t and thus compute the modif ed Lagrange multipliers that are solution of the following system of equations
In fact, with the change of the time coordinate, the procedure used to computeλ After solving forward and adjoint problem, we can approximate numerically the gradient components of the reduced cost functionalĴ (p) described in equations (7). The time derivatives are calculated using central differences approximation in time. We computed the time integration of the product terms using the trapezoidal rule. The terms related to the f rst-order regularization require the computation of a Laplace operator ∆. This operator is approximated using the f ve-point stencil rule. Having the gradient components, we can use them in an iterative scheme which updates the EM properties.
We have considered a steepest descent method. Hence, in the minimization problem of the functionalĴ , one can f nd a descent direction d i as
′ for every iteration i of the optimization scheme. Then, the update of the optimization variables is performed by p i+1 = p i + s idi , where s i is a step length andd i = (d
is the weak solution to the Neumann boundary value problem
We considered also the BFGS for f nding at every step a new descent direction, but we did not observe remarkable improvements in the speed of the reconstruction algorithm. The line search method gives us the step length s i , i.e., it tells how much to move on the descent direction d i . We considered a backtracking procedure that stopped once the Armijo condition was satisf ed (see, e.g., [26] ).
A numerical example
In this subsection we consider a numerical example. We focus on the reconstruction of a dielectric scatterer. The algorithm is valid for multiple scatterers and/or magnetic and conductive scatterers, too.
In our experiment, the computational domain is a square whose side-length is three times larger than that of the scatterer square domain D. We assume the side-length of D corresponding to a length of 20 cells. The number of time steps is set to N t = 200 and the time-step size is ∆t = 10
seconds. The time domain is (0, T ) where T = N t ∆t seconds. The spatial increment, h is equal in the x-and y-direction and it is set equal to h = 2 c∆t = 5.99 · 10 2 meters, such that it satisf es the Courant limit [32] . The EM properties of the background are those one of the free space i.e., have used hard sources [32] . This means that we set a variation of the magnetic f eld directly where the transmitters are placed. Hence, we need to specify f n (t) in equation (1d) that in the TE z case is H z = f (t), in the excitation points. As in [29] , the excitation of the magnetic f eld was taken equal to the following
for every n i . Hence, we considered a truncated composition of sine wavefunctions with frequency of 20 kHz and 50 kHz, respectively. To evaluate our inversion algorithm, we have considered an hidden dielectric square with sidelength of ten cells and relative electrical permittivity ε r = 3. This square is placed such that the left lower corner has coordinate (25, 25) cell units in the computational domain. This square is depicted in Figure 5 with a eye-bird view. Hence, we solve the associated direct scattering problem and collect the predictions at the receivers for all time-steps in (0, T ). We also built synthetic measurements: we take the f elds obtained using the scatterer domain which we would like to reconstruct and we added noise (thus avoiding inverse crimes). We denote the measurements corresponding to the nth incidence f eld and the kth receiver as E m nk and H m nk . We have used a white Gaussian noise such that the signal-to-noise ratio is SNR= 10 dB. For the two regularization terms we take β = 10 To discuss the convergence properties of the algorithm, we introduce a measure of the reconstruction error as follows
where L = 400 is the number of cells of the scatterer domain D and the tilde indicates the true value of the property. Of course, the same formula is valid for the reconstruction of magnetic and conductive objects. In Figure 6 the decay of the reconstructed error along the iterations is depicted. In the right plot of Figure 5 , the reconstructed scatterer is presented. After 20 iterations, we obtain a good imaging of the true object. However, the reconstructed values are not constant in the square. In fact the edges tend to have greater values than those in the interior of the square. Instead of the true value 2.656 · 10 −11 F/m, we have as maximum value 2.695 · 10 −11 F/m and in the interior we have a minimum value of 2.161 · 10 −11 F/m. This means that we have a maximum ε r = 3.044 and a minimum ε r = 2.440. That is, the optimization algorithm is more accurate in correspondence of the edges.
A MODEL REDUCTION APPROACH: PROPER ORTHOGONAL DECOMPOSITION
In this section we utilize the POD method to derive a reduced-order model for the FDTD scheme. The performance of the reduced-order approach is studied for different frequencies.
The POD Galerkin scheme
First we describe the POD basis construction. Dealing with a TE z wave, we have three f eld components, hence we build three basis set. First, we need to have the so-called snapshots matrices. To do so, we run an EM simulation using the FDTD method and we store the f elds components in three matrices:
Because of the staggered grid, the three matrices have different number of rows.
Let us focus on the f eld component E x . The procedure is analogous for E y and H z . In the POD approach, one would like to represent the columns E 13 vectors ψ i are given by the following optimization problem:
where · , · W denotes a weighted inner product with a symmetric, positive def nite matrix W ∈ R M (N +1)×M (N +1) . We need to introduce this new inner product because the EM f elds are functions, hence the L 2 inner product is the natural product that we need. Introducing an opportune W matrix, we can approximate numerically this product. Moreover, we introduced weights α j , j = 1, . . . , N t + 1 for the time dependency of the EM f elds. More precisely, the α j are the trapezoidal weights for the numerical integration over [0, T ] .
The problem means that one would like to minimize the difference, for every snapshot E j x , between the snapshot itself and its projection in the subspace def ned by the basis vectors ψ i , under the constraint of orthonormality property of the basis. Let us def ne D = diag (α 1 , . . . , α Nt+1 ).
Using the Lagrangian framework and considering the ψ i vectors as optimization variables, the optimality system is an M (N + 1) × M (N + 1) eigenvalue problem [15, 35] 
We assume that the (real and nonnegative) eigenvalues are ordered as follows:
Remark 4.1 1) According to the singular values decomposition properties we can solve the equivalent (N t + 1) × (N t + 1) eigenvalue problem:
Then, the ψ i 's are given by
denotes the computed POD basis of rank ℓ x , then we have the error formula
Thus, if the eigenvalues of YY ⊤ decay rapidly, then
Summarizing, for every f eld components we get a basis:
N M ×ℓz for the f elds E x , E y , H z , respectively. The POD bases are used in the full discrete model (8) for a Galerkin ansatz:
where P x ∈ R ℓx , P y ∈ R ℓy and P z ∈ R ℓz have to be determined. We apply a Galerkin projection projection for the full discrete model. Instead of (8) we arrive at 
Notice that all matrices in (10) can be computed off-line, i.e., before we start the loop over m = 1 to N t in (9) . Moreover, we have used in (9b) that Ψ ⊤ z WΨ z is the identity matrix. To measure the error in the reduced-order model we introduce the quantity
where α m 's are the trapezoidal weights for the interval [0, T ]. The quantities Err Ey (ℓ) and Err Hz (ℓ) are def ned in an analogous way.
Remark 4.2
We mention that one can use a different ansatz for building POD basis as in, e.g. [4] . Hence, one compute the time average of the snapshots of a f eld component and subtract it from the corresponding snapshots matrix. We tested this approach too but its performance are similar to the approach presented in the section. 
Numerical experiments
In this subsection we present numerical results from different test runs, where we study the performance of our POD Galerkin scheme. The amount of energy captured by an ℓ-rank basis is [15, 27, 35 ]
where the λ i 's are the eigenvalues satisfying λ 1 ≥ λ 2 ≥ . . . ≥ λ d > 0. According to this, one can choose the percentage p of energy that the basis should keep and then calculate the minimum amount of vector basis required for that, using the formula
We study now the behavior of the POD scheme using two different kind of source waveform and different frequencies. In the following, the medium used for getting the snapshots is the free space.
First, we consider the reduction of two different sinusoidal waves, with different frequencies. We choose for the f rst wave f 1 =5 kHz and for the second one f 2 =20 kHz. We consider these 2 simulations on the same space-time grid, so we def ne the grid parameter such that we have stability in the case of the highest frequency, f 2 .
Hence, using p = 99.99%, the results are plotted in Table I . In both cases, we can compute the f eld variable sine f 1 = 5 kHz sine f 2 = 20 kHz Table I. POD-error in the reconstruction of the three f elds components, see Table II . We can conclude that for keeping the same amount of energy in the higher frequency case, we need more basis vectors than in the lower case. For every f eld component, in the case of f 2 , we need more than three times the basis number used in the f 1 case.
In the next simulation we considered two Gaussian pulses: the generic expression is stated in the following equation
where t 0 = 4.5τ is the time shift used for avoiding starting the waveform in t = 0 with the maximum value of the pulse and τ determines the width of the pulse (for more details see [9] ). In this case, we do not have a monochromatic source, i.e., we do not have a single frequency. Anyway, we can identify the maximum frequency of the pulse. Hence, we are interested in checking what happens if we choose different maximum frequencies. We use f 1max =5 kHz and f 2max =10 kHz and we used f 2max for having the right time step and space step in order to satisfy stability and sampling conditions. The number of POD basis functions are given in Table III . In Table IV we report on f eld variable Gauss f 1max = 5 kHz Gauss f 2max = 10 kHz E x ℓ x = 2 ℓ x = 7 E y ℓ y = 2 ℓ y = 7 H z ℓ z = 3 ℓ z = 8 Err Ey (7) = 2 · 10 Table III. need more basis functions in order to keep the same amount of energy as the lower frequency case. Moreover, the number of POD basis is related to the type of waveform used to having the snapshots. Even having the same frequencies (compare the cases f 1 for the sinusoidal case and f 1max for the Gaussian pulse), we need less basis functions in the Gaussian case. Hence, the number of basis functions is inf uenced by the kind of waveform and its frequency.
CONCLUSIONS
In this paper the problem of determining the EM properties (ε(x), µ(x), σ(x)) of a hidden objects has be considered. This parameter identif cation problem is formulated in terms of a nonlinear In the future we would like to use the POD technique for having a basis set for solving the direct problem and another one for the adjoint one. Hence, we should consider the problem of upadting the basis during the iterations of the optimization loop.
