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Abstract – We investigate a thermodynamic arrow associated with quantum projective measure-
ments in terms of the Jensen-Shannon divergence between the probability distribution of energy
change caused by the measurements and its time reversal counterpart. Two physical quantities
appear to govern the asymptotic values of the time asymmetry. For an initial equilibrium ensemble
prepared at a high temperature, the energy fluctuations determine the convergence of the time
asymmetry approaching zero. At low temperatures, finite survival probability of the ground state
limits the time asymmetry to be less than ln 2. We illustrate our results for a concrete system and
discuss the fixed point of the time asymmetry in the limit of infinitely repeated projections.
Introduction. – The arrow of time is the direction-
ality or the asymmetry of time, which presents oddness
if one runs a video clip of an irreversible physical process
backward. While all the microscopic laws of physics are
entirely symmetric with respect to the direction of time,
the second law of thermodynamics proclaims that the en-
tropy of any isolated system must at least increase, and
this entropy increase is responsible for the time asymme-
try. The quantum dynamics governed by the Schro¨dinger
or the Heisenberg equation is also time symmetric. In
quantum theory, the measurement is a crucial cause for
the direction of time [1, 2]. Standard theory of quantum
mechanics postulates that upon the action of measure-
ment, the state of a measured system collapses probabilis-
tically onto one of the eigenvectors of the associated ob-
servable [3]. In the presence of such state reductions, the
system dynamics is nonunitary and hence no longer re-
versible in time.
Many approaches have been put forth to understand
how irreversibility emerges from the time symmetric phys-
ical laws [4,5]. What matters is to devise a proper measure
with not only a forward running clock but also a backward
running clock. Recent studies on the fluctuation theorems
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provide insightful views in this aspect. It was suggested
that the time asymmetry of a thermodynamic process can
be measured by the Jensen-Shannon (JS) divergence be-
tween two probability distributions of the work acquired
from a forward process and from its time reversed pro-
cess [6, 7]. The quantum arrow of time is commonly pre-
sumed identical to the thermodynamic arrow of time, and
yet, in order to assign the thermodynamic arrow explic-
itly to the process of quantum measurements it must be
natural to consider its consequences on the same ground
as thermodynamic processes.
In this work, we study the thermodynamic arrow of
quantum projective measurement in the framework of fluc-
tuation theorem for the nonequilibrium work [8,9]. We as-
sume that a system departs from an equilibrium state with
the thermodynamic arrow of zero length; in the stationary
state, the time’s arrow is invisible. Projective measure-
ments not commuting with the system Hamiltonian are
performed on the system and cause the energy change,
ε = Ef − Ei, where Ei and Ef denote the system en-
ergy before and after the measurements, respectively. This
energy change is called the work in usual considerations
where it is induced by applying a time-dependent poten-
tial [10,11]. We consider the probability distribution of the
energy change, p(ε), as a key quantity reflecting the conse-
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quence of measurements. In that, a dissimilarity between
p(ε) and p(−ε) manifests the time asymmetry, which can
be efficiently measured by the JS divergence. The time
asymmetry of the quantum measurements in this scheme
crucially depends on the initial temperature of the sys-
tem to be measured. It is found that at high tempera-
tures JS divergence vanishes with increasing temperature
and quantum measurements become time symmetric at
infinite temperature. In view of a conventional idea that
quantum effects hardly survive at high temperature, the
vanishing time asymmetry of measurements done on the
maximally mixed ensemble at infinite temperature is ob-
vious. However, as will be shown, the high-temperature
behavior of the time asymmetry is in fact determined by
the energy dispersion in an infinite temperature ensemble.
On the other hand, time asymmetry becomes enhanced at
low temperatures but limited less than its maximum value
by the survival probability of the ground state. We take
a concrete example, and illustrate the behaviors.
System. – Let us suppose a system initially in equi-
librium with a thermal reservoir at temperature T . The
distribution of the system energy is described by the den-
sity matrix, ρeqi = e
−βH/Z with 1/β = kBT and the
canonical partition function, Z = Tre−βH for the sys-
tem Hamiltonian H. Disconnecting the system from the
reservoir and leaving the system Hamiltonian intact, we
let the system evolve in the presence of measurements.
We consider that the measurements are performed every
time τ for a certain time interval (τ, T ): The first mea-
surement is done at a time τ and followed by subsequent
measurements up to the last (Mth)measurement at a time
T =Mτ . In the standard scheme of quantum mechanics,
the measurements is described by the projection operator,
Pα = |α〉〈α|, where |α〉 is the eigenstate of an observable,
A =
∑
α aαPα with aα being the eigenvalue of the observ-
able. The time evolution of the state is then determined
by a combined action of the unitary time evolution and
projections to give the corresponding time evolution oper-
ator,
U{α}(T ) = PαMU(τ) · · ·Pα2U(τ)Pα1U(τ), (1)
where the time independent Hamiltonian generates the
unitary time evolution operator, U(τ) = exp(−iHτ/~),
for a time interval τ between consecutive projections.
The energy change of the system caused by the projec-
tive measurements is determined by the transition prob-
ability from the initial energy eigenstate with eigenvalue
Ei to a final state with energy value Ef :
Γ
{α}
f,i = |〈Ef |U{α}|Ei〉|
2, (2)
which depends on the sequence of the measurement out-
come, {α} ≡ {αM , αM−1, · · · , α1}. The probability distri-
bution function (pdf) of the energy change, Ef − Ei ≡ ε,
is then given by
p(ε) =
∑
Ef ,Ei
∑
{α}
δ(ε− Ef + Ei)Γ
{α}
f,i p
eq(Ei), (3)
where
∑
{α} denotes the summation over all the possible
sequences of the measurement outcomes realized in each
running of the protocol, and peq(Ei) = e
−βEi/Z is the
canonical distribution of the initial energy. Equivalent
description can be obtained also by using characteristic
function
G(u) =
∫ ∞
−∞
dεeiuεp(ε), (4)
which generates the nth cummulants of the energy change
through Cn = (−i)
n[∂ lnG(u)/∂u]u=0. Inserting Eq. (3)
into Eq. (4), we find that the characteristic function can
be written as
G(u) = Z−1
∑
{α}
TreiuHU{α}(T )e
−(iu+β)HU
†
{α}(T ). (5)
Note here that the characteristic function (5) can be
written in terms of intermediate transition probabilities
γn,n−1 ≡ |〈αn|U(τ)|αn−1〉|
2:
ZG(u) =
∑
{α}
〈αM |e
iuH|αM 〉〈α1|e
−(iu+β)H|α1〉
M−1∏
n=1
γn+1,n.
Substituting u = −u′+ iβ and replacing the dummy vari-
ables αn with αM−n+1, we find
ZG(−u′ + iβ) = ZG(u′), (6)
the Fourier transform of which directly leads to a symme-
try relation between p(ε) and p(−ε) as
p(ε) = eβεp(−ε). (7)
Let us add a remark on the connection of this re-
sult to the fluctuation theorems. First, the Crooks re-
lation for the nonequilibrium work is given by pf (w) =
e−β∆Feβwpb(−w), where pf (w) and pb(w) denote the
probability distribution function of the work w acquired
from the forward protocol, and from the backward pro-
tocol, respectively [9, 10]. Here ∆F represents the free
energy change between the initial equilibrium with initial
Hamiltonian H and the final equilibrium with H′. Since
in our case the system Hamiltonian remains constant, the
forward and the backward protocol to prescribe the paths
of the Hamiltonian variance along the time axis are identi-
cal to each other, and therefore should give the same prob-
ability distributions as pf (w) = pb(w). Furthermore, the
projective measurements alone do not lead any new equi-
librium states, and hence no free energy change occurs;
∆F = 0. Putting these together, we find that Eq. (7) is
the Crooks relation for the energy change induced by pro-
jective measurements. Also, integrating Eq. (7), we find
a sum rule, 〈e−βε〉 = 1 with 〈· · · 〉 denoting the average
taken with respect to p(ε). This is the Jarzynski iden-
tity with ∆F = 0, endowing energy changes induced by
the measurements with the meaning of a nonequilibrium
work.
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Time asymmetry. – Let us now examine the time
asymmetry associated in the energy change by the pro-
jective measurements. Consider a mixed distribution,
P(ε) = [p(ε) + p(εR)]/2, where p(εR) represents the prob-
ability to find a time reversed energy change, εR = −ε.
In addition, a binary variable z is introduced as an in-
dicator to tell whether a sampled ε is from p(ε) or from
its time reversal counterpart, p(−ε). We assign z = 1
if ε is sampled from p(ε) and z = 0, otherwise. Con-
sider now the joint probability of the two variables P (ε, z).
If the measurements are totally time symmetric to yield
p(ε) = p(−ε), the statistics of z and ε must be indepen-
dent from each other. In this case, the joint probability
becomes P (ε, z) = P(ε)q(z) with the probability of the
binary variable q(z) = 1/2. On the other hand, if time
asymmetry associated with the measurements is strong to
result in p(ε) very different from p(−ε), such factorization
of the joint probability is no longer valid. Therefore, the
mutual dependence between ε and z can be a measure for
the time asymmetry, which can be quantified by [12]
I(ε; z) =
1∑
z=0
∫
dεP (ε, z) ln
[
P (ε, z)
P(ε)q(z)
]
. (8)
As it appears, I vanishes if z is statistically independent
from ε. For correlated z and ε, I is finite and becomes
large as the dissimilarity between P (ε, z) and P(ε)q(z)
increases.
Further using P (ε, 1) = p(ε)/2 and P (ε, 0) = p(−ε)/2,
one can find that Eq. (8) becomes the Jensen-Shannon
distance between p(ε) and p(−ε) [13]:
I(ε; z) = D[p(ε) ‖ M] +D[p(−ε) ‖ M] (9)
with D(p ‖ q) = (1/2)
∫
dxp(x) ln[p(x)/q(x)] being the
Kullback-Leibler divergence. JS divergence is a true met-
ric and well defined even for a discrete distribution, which
is not the case for all information measures, for exam-
ple, the Kullback-Leibler divergence. Not only that, its
value falls in the range from 0 to ln 2, providing a physical
interpretation as a length of time’s arrow [6]. When JS
divergence becomes zero for p(ε) = p(−ε), time’s arrow is
of zero length and therefore invisible. On the other hand,
if p(ε) is perfectly separated from p(−ε), JS divergence is
given by ln 2 corresponding to a single bit of information
on the time direction.
Using the property, p(ε) = eβεp(−ε) given in Eq. (7),
we find that the JS divergence is written as
I(ε; z) =
∫ ∞
−∞
dεp(ε) ln
[
2
1 + e−βε
]
≡ A, (10)
which we refer to as time asymmetry A. The inverse tem-
perature β plays a key role in determining the time asym-
metry, as it appears not only in the logarithm but also in
the distribution function p(ε) given in Eq. (3).
As mentioned earlier, one can see that at an infinite
temperature (β = 0) the time asymmetry vanishes. The
asymptotic behavior at a high temperature can be written
in terms of series expansion of β, where the coefficients are
given by the derivatives of A with respect to β evaluated
at β = 0. Taking derivative of Eq. (10) with respect to β,
we obtain
∂A
∂β
= −
∫ ∞
−∞
dε
∂p(ε)
∂β
ln(1+e−βε)+
∫ ∞
−∞
dε
εp(ε)
1 + eβε
. (11)
The second integral vanishes because the integrand
εp(ε)/(1 + eβε) is an odd function of ε due to the Crooks
relation Eq. (7). At β = 0, the first term in Eq. (11) also
vanishes for the normalized p(ε):(
∂A
∂β
)
β=0
∝
∂
∂β
∫ ∞
−∞
dεp(ε) = 0. (12)
On the other hand, the second derivative of the time asym-
metry evaluated at β = 0 is a nonvanishing quantity to
give A ≈ Cβ2 with
C =
1
2
(
∂2A
∂β2
)
β=0
=
1
4
[
∂
∂β
∫
dεεp(ε)
]
β=0
(13)
=
1
4
(
∂〈ε〉
∂β
)
β=0
.
The average of the energy change, or the first cummu-
lant, 〈ε〉 = (−i)[∂ lnG(u)/∂u]u=0, is given by an average
energy difference:
〈ε〉 = 〈HH〉eq − 〈H〉eq, (14)
where HH denotes the Hamiltonian at time T in the
Heisenberg picture for the time evolution operator,
Eq. (1), HH =
∑
{α} U
†
{α}(T )HU{α}(T ). The average of
a quantity X with respect to the initial equilibrium distri-
bution is defined as TrXρeqi ≡ 〈X〉eq with ρ
eq
i = e
−βH/Z.
At infinite temperature, since ρeqi = 1/D with D being
the Hilbert space dimension, an equality, 〈HH〉eq = 〈H〉eq,
holds and consequently, the average of the energy change
vanishes: 〈ε〉 = 0. However, the rate of change of 〈ε〉
with respect to β is a nonzero quantity even at infi-
nite temperature. Note that the derivative of the sec-
ond term in Eq. (14), the internal energy at the ini-
tial equilibrium state, amounts to the energy fluctuation:
−∂〈H〉eq/∂β = 〈H
2〉eq −〈H〉
2
eq. The first term in Eq. (14)
on the other hand is the average energy of the system in
the nonequilibrium state at the end of the measurement
protocol, and its derivative with respect to β is given by
−∂〈HH〉eq/∂β = 〈HHH〉eq−〈H〉eq〈HH〉eq , which is a cor-
relation function between HH and H. Collecting theses,
we obtain(
∂〈ε〉
∂β
)
β=0
= 〈H2〉eq,β=0,−〈HHH〉eq,β=0. (15)
This is in fact directly related to the dispersion of ε. Note
that the second moment of the energy difference is given
by
〈ε2〉 = 〈H
(2)
H 〉eq − 2〈HHH〉eq + 〈H
2〉eq (16)
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with the Heisenberg operator of the squared Hamilto-
nian, H
(2)
H =
∑
{α} U
†
{α}(T )H
2U{α}(T ). For 〈ε〉 = 0 and
〈H
(2)
H 〉eq = 〈H
2〉eq at β = 0, we find that the dispersion
of ε at infinite temperature is identical to Eq. (15) apart
from a proportional constant:
σ2β=0 = 〈ε
2〉β=0 = 2
(
∂〈ε〉
∂β
)
β=0
. (17)
It might be thought that in the infinite-temperature
limit, quantum projective measurements gives null influ-
ence on the system dynamics, and yields p(ε) = δ(ε). This
is however not the case, as can be seen in Eq. (3), and
more easily from the characteristic function, Eq. (5). For
β → 0, obviously G(u) 6= 1, indicating that p(ε) 6= δ(ε).
Instead, G(u) = G(−u) leads to p(ε) = p(−ε). Such sym-
metric probability distribution yields a vanishing average,
but can have finite fluctuations of ε. We have shown that
the dispersion of ε determines the asymptotic behaviors
of the time asymmetry at high temperature. As given in
Eq. (16), the correlation between energies before and af-
ter the projective measurements emerges as an important
physical quantity. It can be expected that a number of
projections demolish the memory of inherent dynamics of
the system, and correspondingly the correlation vanishes
to yield 〈HHH〉eq ≈ 〈HH〉eq〈H〉eq forM ≫ 1. In the case,
the dispersion of the energy change at β = 0 simply reads
the equilibrium energy fluctuation of the system. Later we
discuss this behavior in more details by taking an example
system.
Let us now examine the low-temperature limit. Insert-
ing the expression for the work pdf, Eq. (3) into Eq. (10)
and expanding the logarithmic function, ln(1 + e−βw), as
a series of e−βw, we obtain the following expression of the
time asymmetry:
A = ln 2 +
∑
Ef ,Ei
Γf,ip
eq(Ei)
∞∑
n=1
(−1)n
n
e−nβ(Ef−Ei) (18)
with
∑
{α} Γ
{α}
f,i ≡ Γf,i. At very low temperatures, the
contributions from final energy values satisfying Ef > Ei
in the summation becomes strongly suppressed. Further
since the system is most likely in the ground state with
the energy Egs, only taking into account contribution by
Ef = Ei = Egs, we reach the approximate form of the
time asymmetry at low temperature:
A ≈ (1− Γ) ln 2, (19)
where the factor Γ is the survival probability that the sys-
tem is still found in the ground state after a series of pro-
jections:
Γ =
∑
{α}
|〈Egs|U{α}(T )|Egs〉|
2. (20)
One can find that as long as Γ is finite, the time asymmetry
of the projective measurements is less than its maximum
Fig. 1: Time asymmetry of the binary measurement, Eq. (22),
of a particle occupancy in a one-dimensional chain as a func-
tion of the inverse temperature, where we compare the different
measurement numbers, M = 10 (triangles) and M = 100 (cir-
cles). The solid lines represent the high-temperature behavior,
A = σ2β=0β
2/8, and the dotted lines are given by Eq. (19).
Here the dispersion of the energy change, σ2β=0, and the sur-
vival probabilities, Γ, corresponding to M = 10 and M = 100
can be found in the inset figure displaying theirM dependence.
value, ln 2. The survival probability of the initial state,
Γ, depends on the dynamic details involved in the state
evolution described by Eq. (1). In particular, the role of
the time interval τ between consecutive measurements is
well demonstrated in the quantum Zeno effect [14–16] that
frequent measurements slow down the evolution of a quan-
tum system. This effect takes an important place in the
theory of quantum measurements as a direct consequence
of von Neumann’s picture of quantum measurements as an
instantaneous projection. In that, the survival probability
is a key quantity, and its experimental observations in op-
tical setups [17,18] has directly verified the theoretical pre-
dictions. Our finding reveals another physical significance
of the survival probability to quantify the time asymmetry
of the quantum measurements through Eq. (19).
Example. – Let us now illustrate the behaviors of the
time asymmetry for a concrete system: A particle moving
on a one-dimensional chain, which in the tight-binding
picture is described by the Hamiltonian,
H = −γ
N∑
n=1
(|n〉〈n+ 1|+ |n+ 1〉〈n|), (21)
where γ denotes the hopping strength. We let γ = 1 and
use the hopping strength as an energy unit in presenting
results. Suppose a specific measurement to observe the
occupancy of a certain tight-binding site, say, |1〉, which
can be represented by the projection operators,
P1 = |1〉〈1|, P0 =
N∑
n=2
|n〉〈n|, (22)
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where P0 represents the projection onto the state where
the particle occupies one of the N − 1 sites other than the
site 1. These projection operators are complete, P1+P0 =
1 and idempotent PiPj = δi,j for i = 0, 1. The projection,
P0, is degenerate TrP0 = N − 1, while TrP1 = 1, giving
the Hilbert space dimension, N = Tr(P0 + P1).
In order to examine the time asymmetry Eq. (10) for
this model, it is essential to obtain the probability distri-
bution function p(ε) given in Eq. (3). We consider explicit
expression of the factor
∑
{α} Γ
{α}
f,i entering Eq.(3). First
note that in the case of a single measurement (M = 1),
we have
∑
{α}
Γ
{α}
f,i =
1∑
α1=0
〈Ef |Pα1U |Ei〉〈Ei|U
†Pα1 |Ef 〉 (23)
≡ 〈Ef |X
1|Ef 〉,
with the operator X1
X1 = P0U |Ei〉〈Ei|U
†P0 + P1U |Ei〉〈Ei|U
†P1. (24)
Let us here define a linear map M as
Xm+1 = P0UXmU
†P0 + P1UXmU
†P1 (25)
= MXm,
and then Eq. (24) corresponds to X1 = MX0 for the
initial operator X0 ≡ |Ei〉〈Ei|. If M = 2, the transition
probability factor becomes
∑
{α}
Γ
{α}
f,i =
1∑
α2=0
1∑
α1=0
〈Ef |Pα2UPα1U |Ei〉 (26)
×〈Ei|U
†Pα1U
†Pα2 |Ef 〉
=
1∑
α2=0
〈Ef |Pα2UX
1U †Pα2 |Ef 〉
≡ 〈Ef |X
2|Ef 〉,
where X2 is obtained from the two-fold applications of the
mapping (25), X2 = M2X0. Continuing in this way, one
can notice that for general M the transition amplitude in
Eqs. (2) and (3) can be written as
∑
{α}
Γ
{α}
f,i = 〈Ef |X
M |Ef 〉, (27)
with XM =MMX0.
The iterative transformation Eq. (25) is performed in
two steps. The matrix element Y mij ≡ 〈i|UX
mU †|j〉 is
first computed, and then for the binary projection (22) an
elimination procedure is done in such a way that Xm+11j =
Xm+1j1 = 0 if j 6= 1, and X
m+1
ij = Y
m
ij otherwise. As result
of M -fold application of this transformation, we obtain
the transition amplitude (27) and accordingly p(ε). It is
then straightforward to calculate quantities derived from
the pdf such as the time asymmetry A in Eq. (10) and the
energy dispersion in Eq. (16).
In Fig. 1, we present the time asymmetry as a function
of the inverse temperature, β. In the high-temperature
regime (β . 1), the time asymmetry is very weak and
follows the asymptotic line given by A ≈ σ2β=0β
2/8 (the
solid lines), as noted in Eqs. (13) and (17). As temper-
ature decreases (increasing β), the time asymmetry be-
comes enhanced, and saturates into the value of Eq. (19)
with the survival probabilities Γ corresponding toM = 10
and M = 100 (the dotted lines). The M -dependence of
Γ is shown in the inset figure, along with, σ2β=0, the dis-
persion of the energy change for the infinite-temperature
initial state. It can be seen that as the projections are re-
peatedly performed, the survival probability gradually de-
creases and reaches the saturation Γ ≈ 1/10 for M & 200.
In several studies [19–21], a universal fixed point of a quan-
tum state under repeated projective measurements was re-
ported, where the survival probability is shown to be 1/D
for D denoting the Hilbert space dimension. Therefore, in
our case, the time asymmetry at low temperatures is given
by A = (1 − 1/N) ln 2 for the survival probability of the
ground state Γ = 1/N , as demonstrated in Fig. 1. Mean-
while, the dispersion of the energy change also exhibits
the saturation behavior (see the inset figure) for large M ,
which is again the consequence of the fixed point of the
survival probability. Recalling that the correlation be-
tween energies after and before the measurements is given
by ∂〈HH〉eq/∂β, as noted around Eq. (15), we find that the
correlation function vanishes in the infinite-measurement
limit for which the density matrix approaches the equal
probability state as
∑
{α} U{α}ρ
eq
i U
†
{α} = 1/N for M →
∞, and therefore, 〈HH〉eq becomes temperature indepen-
dent. In this case, σ2β=0 given in Eq. (17) together with
Eq. (15) is solely determined by the energy fluctuation
due to an identity 〈HH〉eq,β=0 = 〈H〉eq,β=0. For the
present example, one can obtain the dispersion as σ2β=0 =
2
∑
n E
2
n/N−2(
∑
nEn/N)
2 with En = −2 cos[npi/(N+1)]
denoting the energy levels of the one-dimensional chain,
where the summation runs from n = 1 to n = N . For
N = 10, σ2β=0 ≈ 3.6 forM & 200, as displayed in the inset
of Fig. 1. The uniqueness of the fixed point of equal proba-
bility state and the convergence rate critically depends on
the time interval between measurements and the Hamil-
tonian governing the system dynamics. For the detailed
account of this subject, we refer the reader to a recent
work [21].
Summary. – In summary, we proposed a measure for
thermodynamic arrow associated with quantum projective
measurements, adopting the framework of fluctuation the-
orems. We considered the probability distribution of en-
ergy change caused by the measurement, p(ε) and found
the Crooks relation exists, viz. p(ε) = eβεp(−ε), where
the inverse temperature of the initial equilibrium state, β,
appears to determine the relative weight between p(ε) and
its time reversal counterpart, p(−ε). The time asymmetry
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is then measured by JS divergence between these two prob-
ability distributions, which becomes zero if p(ε) = p(−ε),
and ln 2 if p(ε) 6= p(−ε) everywhere. The asymptotic
values of the time asymmetry are ruled by two physical
quantities: The energy fluctuations at infinite tempera-
ture and the survival probability of the ground state. In
particular, we noted that even for a maximally mixed en-
semble at infinite temperature a consequence of quantum
projective measurement is revealed to cause energy fluc-
tuations of a system. We exemplified our results in a one
dimensional system, considering a binary measurement of
a particle occupancy, and discussed the fixed point of the
time asymmetry.
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