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Теория автоматов является одним из основополагающих эле­
ментов теоретической информатики и необходима для понимания 
принципов работы компьютера. Приложения данной дисциплины 
распространены почти во всех отраслях информационных техно­
логий.
Прикладная теория цифровых автоматов является синтетиче­
ской дисциплиной, одной из составляющих частей которой выступает 
теория алгоритмов, в частности, выполнения операций над двоичны­
ми числами.
В зависимости от способа представления чисел с помощью раз­
личных типов кодов существует соответственно и множество алго­
ритмов выполнения арифметических операций над этими числами.
В данном учебном пособии приводятся логические основы тео­
рии автоматов, описания алгоритмов, а также показано построение 
цифровых автоматов. Приводится ограниченное число способов 
представления чисел и алгоритмов выполнения арифметических опе­
раций над ними. Выбор примеров определен наибольшим их распро­
странением в современных ЭВМ. В качестве базовых показано пред­
ставление чисел в прямом, обратном и дополнительном кодах. Пред­
варительно рассмотрены свойства одноразрядных сумматора и полу­
сумматора. На их основе разобрано принципиальное устройство сум­
маторов для указанных выше кодов, а далее уже последовательно 
рассматриваются алгоритмы операций сложения (вычитания), умно­
жения и деления как для чисел в фиксированной, так и в плавающей 
форме представления.
Учебное пособие ориентировано на обеспечение лабораторно­
практической части курса, связанной с логическим описанием циф­
ровых автоматов и абстрактным синтезом автомата с памятью [1 ; 2 ].
1. ЛОГИЧЕСКИЕ ОСНОВЫ ТЕОРИИ АВТОМАТОВ
Алгебра логики широко используется для описания работы 
цифровых автоматов. Высказывание является основным понятием ал­
гебры логики и представляет собой некоторое предложение, в кото­
ром можно утверждать о его истинности или ложности. Принято обо­
значать истинность цифрой 1 , а ложность -  0 , то есть если высказы­
вание х при х = 1 истинно, то при х = 0 -  ложно. Вводится понятие ло­
гической переменной х, которая может принимать значения {1 , 0 }, в 
связи с чем говорят об абсолютно истинном (х = 1 ) или абсолютно 
ложном (х = 0 ) высказывании.
Над логическими переменными допускаются различные опера­
ции, поэтому можно говорить о логических функциях логических пе­
ременных, которые также принимают значения 0 или 1. Рассмотрим 
некоторые важнейшие логические функции и их свойства.
1.1. Логические операции и операторы
Из четырех функций от одной логической переменной важней­
шей является функция логического отрицания (НЕ), которая меняет 
значение логической переменной на противоположное. Будем обо­
значать ее чертой над логической переменной ( х ).
Из шестнадцати существующих функций от двух переменных 
выделим две -  логическое сложение (xi + х2), или дизъюнкция, и ло­
гическое умножение (хг • х2), или конъюнкция. Первая операция дает 
значение истинно, если хотя бы один из операндов истинен, а вторая 
дает значение ложно, если хотя бы один из операндов ложен. Эти две 
операции совместно с логическим отрицанием составляют булевый 
базис (И, ИЛИ, НЕ), речь о котором пойдет ниже.
Между логическими функциями существуют определенные со­
отношения, а сами они обладают рядом свойств. В частности, спра­
ведливы следующие аксиомы.
1 . х =  х, то есть двойное отрицание исключается заменой ис­
ходной величиной.
2 . х +  х =  х; х • х =  х -  это свойство идемпотентности также 
позволяет сокращать запись.
3. х +  0  =  х.
4. х +  1 =  1.
5. х • 0 =  0.
6 . х • 1  =  х.
7. х ■ х =  0.
8 . х +  х =  1 .
По аналогии со свойствами арифметических операций можно 
говорить о свойствах логических операций.
1. Ассоциативность (сочетательный закон):
Xi +  (х2 +  х3) =  (х± + х 2) +  х3, 
x i(x 2x3) = ( х - ^ х з .
2. Коммутативность (переместительный закон):
Х 1 + х 2 = Х 2 + Х 1> Х 1Х 2 =  Х 2Х 1-
3. Дистрибутивность (распределительный закон):
-  для конъюнкции относительно дизъюнкции: 
xi (х2 +  х3) =  (ххх2) +  (х1хз);
-  для дизъюнкции относительно конъюнкции:
Х 1 + Х 2Х 3 =  С*1 +  х г) ' (*! + х 3)-
Это свойство определяет раскрытие или закрытие скобок.
Связь между дизъюнкцией и конъюнкцией описывают законы 
де Моргана:
х 1 • х 2 = х 1 + х2; х 1 +  х 2 =  ххх2.
Важное следствие из них
X} ■ х 2 =  х^ -I- x2j X} Н- х 2 =  х^х2. 
дает прямую связь между операциями.
Практически важны законы поглощения, которые используются 
при поиске минимальных форм логических функций: 
х1 +x-ix2 =  хх; х 1(х1 +  х2) =  хг .
Кроме алгебры Буля известны и имеют практическое примене­
ние другие алгебры, которые в данном пособии не рассматриваются.
Существуют различные способы представления логических 
функций. Весьма наглядным является табличное представление, при 
котором для каждого набора значений переменных в таблице истин­
ности указывается значение самой логической функции. Но такой 
способ неудобен для анализа свойств функций алгебры логики 
(ФАЛ). Для этих целей больше подходит аналитическая форма.
В связи с этим представлением на фиксированном наборе пере­
менных хь ..., хп вводится понятие терма.
Различают дизъюнктивный терм (макстерм), который представ­
ляет собой набор переменных в прямой или инверсной форме, свя­
занных знаком дизъюнкции. На этом наборе ФАЛ равна 0. Каждому 
макстерму можно присвоить номер z, то есть обозначить его Фг, где z 
образуется как двоичное число набора переменных от xi до хп, на ко­
тором функция равна 0, например, макстерм Ф7 на наборе из четырех 
переменных означает терм вида х ± +  х2 +  х3 +  х4.
Понятие конъюнктивного терма (минтерма) связано с набором 
переменных в прямой или инверсной форме, объединенных знаком 
конъюнкции. Минтерм Ft обозначает z набор значений переменных, 
на котором функция принимает значение 1, например F0 соответству­
ет терму вида х^х^хъ для функции от трех переменных.
Количество переменных, входящих в терм, определяет его 
ранг г.
Существует теорема, которая утверждает, что любая таблично 
заданная ФАЛ может быть представлена аналитически в виде: 
/ ( х ! . . .х п) =  +  F2 +... + Fn = VFti
где г -  номер набора, на котором функция равна 1, а V -  знак
1
дизъюнкции, объединяющий все термы F h равные 1.
В общем случае можно говорить об объединении минтермов 
различных рангов операцией дизъюнкции в нормальной дизъюнктив­
ной форме (НДФ).
Аналогично функция может быть задана и в нормальной конъ­
юнктивной форме (НКФ), являющейся объединением макстермов 
различных рангов операцией конъюнкции, то есть Дх4 ...хп) =  Ф4 •
Ф2 • • Фп = АФ*, где z -  номер набора, на котором функция рав-
о
на 0, а А -  знак конъюнкции, объединяющий все термы Фг, равные 0 . 
о
Нормальные формы не дают однозначного представления о 
функции. Такое представление складывается только при совершен­
ных нормальных формах (СНФ). Соответственно речь может идти о 
совершенной нормальной дизъюнктивной (СНДФ) и конъюнктивной 
(СНКФ) формах. Эти формы содержат термы только максимально 
возможного ранга и легко получаются из табличной записи функций 
для СНДФ выбором минтермов по единичным строкам, а для СНКФ 
выбором макстермов по нулевым строкам.
Кроме табличного и аналитического представлений ФАЛ можно 
задать в очень компактной числовой форме. Ранее уже было показа­
но, что любому минтерму или макстерму можно приписать номер,
образующийся как двоичное число после подстановки соответст­
вующих значений определенной строки таблицы истинности в пере­
менные, то есть с каждым термом можно сопоставить число, которое 
может быть записано и в другой системе счисления, например деся­
тичной. Тогда числовая форма дизъюнкции будет содержать список 
чисел, задающих минтермы, соответствующие единицам, или мак- 
стермы, соответствующие 0 , под знаком соответствующей логиче­
ской операции. Например, в числовой форме функции 
/ ( х гХ2Х3) =  Xt X2X3 +  Х-^ Х2Х3 +  х ±х 2х 3 и 
/ ( x i x 2x3) =  (х ± +  х2 +  х 3) (хх +  Х2 +  Х3)(*1 +  х2 +  х3) 
будут выглядеть как
/ ( * ix 2x3) =  V (5 ,4 ,7) и / ( х - ^ х 3)Л =  (1 ,6 ,7 ) соответственно.
1 о
В интерпретации многих преобразований над булевыми функ­
циями целесообразно использовать их геометрическое представле­
ние. Например, функцию двух переменных можно изобразить с по­
мощью квадрата (рис. 1 .1 ), вершины которого соответствуют различ­
ным комбинациям двух переменных.
Из геометрического представления следует, что две соседние 
вершины принадлежат одному и тому же ребру, которому соответст­
вует их общая переменная. Отсюда следует правило склеивания по 
переменной, меняющейся вдоль этого ребра, например, х 1х 2 + 
+ х1х 2 = х ± .
хгх2 ?  ххх2
XiX2
Рис. 1.1. Геометрическая интерпретация ФАЛ 
от двух переменных
Для функции от трех переменных геометрическое представле­
ние будет кубом, у которого вершинам соответствует комбинация 
трех переменных, ребру -  комбинация двух переменных, которая 
получается в результате склеивания соседних вершин, а склеивание
ребер по меняющейся переменной дают плоскости куба. Этот прин­
цип распространяется на гиперкубы любой размерности. Развертка 
вершин на плоскости дает карты Карно, которые, как будет показано 
в дальнейшем, используются для минимизации ФАЛ.
Прежде чем перейти к рассмотрению фундаментального поня­
тия базиса, выделим классы ФАЛ.
Класс линейных функций. Булева функция называется линей­
ной, если она представляется полиномом первой степени вида: 
f ( x 1,x 2, ...,Хп) =  ©  &i*i ©  - к пхп,
где 0  -  операция сложения по модулю два.
Класс функций, сохраняющих ноль. Если функция на нулевом 
наборе переменных равна нулю, то говорят, что функция сохраняет 
ноль:
/ ( 0 , 0 , . . . ,  0 ) = 0 .
Класс функций, сохраняющих единицу. Если функция на еди­
ничном наборе переменных равна единице, то говорят, что такая 
функция сохраняет единицу:
Л 1 , 1 ........ 1 ) = 1 .
Класс монотонных функций. Функция алгебры логики называ­
ется монотонной, если при любом возрастании набора значения этой 
функции не убывают.
Класс самодвойственных функций. ФАЛ является самодвой­
ственной, если на каждой паре противоположных наборов она при­
нимает противоположные значения.
Базисом называется полная система ФАЛ, с помощью которой 
любая ФАЛ может быть представлена суперпозицией исходных 
функций.
Определение полноты дает теорема Поста-Яблонского: для того 
чтобы система ФАЛ была полной, необходимо и достаточно, чтобы 
она содержала хотя бы одну функцию:
-  не сохраняющую ноль,
-  не сохраняющую единицу,
-  не являющуюся линейной,
-  не являющуюся монотонной,
-  не являющуюся самодвойственной.
Примеры базисов:
-  И, ИЛИ, НЕ;
-  И, НЕ;
-  ИЛИ, НЕ.
ю
Первый из приведенных базисов является избыточным, так как в 
нем есть операция, которую можно убрать. Два других базиса не по­
зволяют это сделать. Если внимательно изучить таблицу двуместных 
логических операций, то можно обнаружить еще две операции, каж­
дая из которых является базисом.
Изложенные элементы алгебры логики являются математиче­
ской основой описания цифровых автоматов, но в задаче синтеза 
необходимо, используя этот аппарат, построить некую логическую 
структурную схему, которая не только отображает работу автомата, 
но позволяет в дальнейшем перейти к его электронной реализации.
Для этого используются логические операторы, которые явля­
ются графической интерпретацией набора логических операций из 
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Возможны и другие логические операторы, построенные по ана­
логии с приведенными. Допускается также изображать двуместные и 
многоместные логические операции через многовходовые логические 
операторы.
1.2. Минимизация логических функций, 
представленных в СНДФ
Минимальная форма представления ФАЛ содержит минималь­
ное количество термов и переменных в термах и не допускает ника­
ких упрощений. Получение минимальной формы проводят на основе 
законов и аксиом, которые мы привели ранее, в частности для булева 
базиса.
Рассмотрим ряд классических методов минимизации ФАЛ, за­
писанных в булевом базисе. Описанные метода не все имеют практи­
ческое значение, но зато позволяют продемонстрировать принципы 
применения законов и аксиом алгебры логики при построении такого 
рода методов.
Метод Квайна. Метод применим к логическим функциям, за­
данным в СНДФ. Метод Квайна оперирует с понятием импликанты -  
некоторой логической функции, обращаемой в ноль при наборе пере­
менных, на котором сама функция равна нулю.
Импликантами исходной НДФ является любой конъюнктивный 
терм, входящий в состав СНДФ, или группа термов, соединенных 
знаком дизъюнкции.
При этом импликанта типа элементарной конъюнкции, никакая 
часть которой не является импликантой, называется первичной им- 
пликантой.
В методе Квайна минимизация состоит в попарном сравнении 
всех импликант, входящих в СНДФ, для выявления возможности по­
глощения какой-то переменной Fx± +  Fx± =  F для понижения ранга 
термов. Повторение этой процедуры осуществляется до тех пор, пока 
не останется ни одного числа, допускающего поглощение с каким- 
либо другим термом. При этом поглощенные термы отмечаются, а 
неотмеченные термы являются первичными импликантами.
Для изучения дополнительной возможности минимизации полу­
ченного набора составляется таблица, в строках которой записы­
ваются найденные первичные импликанты, а в столбцах указываются 
термы исходного уравнения. Клетки этой таблицы отмечаются, если 
первичная импликанта входит в состав какого-либо терма исходной 
формы. Импликанты из отмеченных клеток участвуют в построении 
таблицы для поиска первичных импликант более низкого ранга. Пер­
вичные импликанты участвуют в выборе минимального покрытия, 
которое и дает минимальную форму. Рассмотрим этот метод на при­
мере минимизации функции f ( x 1x2x3) =  V (0,2 ,4 ,7 ).
1
1. Нахождение первичных импликант. Исходная таблица име­
ет следующий вид:
Таблица 1.1
________Исходная таблица для минимизации функции________
Исходный
терм 0 0 0 0 1 0 1 0 0 1 1 1




Таблица симметрична относительно главной диагонали. Из нее 
видно, что на покрытие претендует одна импликанта третьего ранга 
xix2x3, которая не участвует в склейке, а также две импликанты вто­
рого ранга Х-1Х3 и х2х3.
Построение таблицы для поиска импликант более низкого ран­






2. Для выбора минимального покрытия строим таблицу. В ней 
реализуем расстановку меток. Метками отмечаем те клетки, где ви­
дим вхождение первичной импликанты в минтерм исходной формы 
(табл. 1.3).
Таблица 1.3
Таблица с расстановленными метками__________
Первичные импликанты ООО 0 1 0 1 0 0 1 1 1
*1*2*3 — — — V
*2*3 V — V —
*1*3 V V —
Нахождение существенных импликат. Если в каком-либо 
столбце таблицы имеется только одна метка, то первичная импликан- 
та является существенной. Это означает, что без нее не получить все 
множество заданных минтермов. В нашем примере все первичные 
импликанты оказались существенными, так как они единственные, 
которые покрывают столбцы со второго по четвертый. Заодно им­
пликанты х2х3 и Х-1Х3 покрывают первый столбец. Таким образом, 
минимальная НДФ для заданной функции будет x-jX2X3 +  х2х3 +
+ Х-1Х3 .
Кроме трех приведенных этапов в методе Квайна возможно по­
явление этапа вычеркивания линейных столбцов, вычеркивания лиш­
них первичных импликант и выбора минимального покрытия, если 
есть несколько его вариантов.
Недостатком метода Квайна является необходимость полного 
попарного просмотра всех минтермов, входящих в функцию. Метод 
Квайна-Мак-Класки является улучшением метода Квайна в этой 
части.
При этом используется числовое представление минтермов. Все 
минтермы записываются в виде двоичных номеров и разбиваются на 
группы по числу единиц, причем понижение порядка терма возможно 
лишь при сравнении групп, отличающихся только на один двоичный 
разряд при наличии общих независимых координат.
Таким образом, количество сравнений при поиске первичных 
импликант уменьшается. При этом отмечаются наборы, которые 
склеиваются. Неотмеченные импликанты являются первичными, а 
отмеченные разбиваются на группы по общей независимой коорди­
нате X. Далее идет сравнение внутри каждой такой группы для поис­
ка возможных склеек. Импликанты, не принявшие участие в склейке, 
не отмечаются и являются первичными. Процесс группирования и 
склейки внутри групп идет до получения импликант возможно само­
го низкого ранга. В результате будет получен весь спектр первичных
импликант, которые необходимо обработать дальше по схеме, анало­
гичной методу Квайна.
Рассмотрим пример применения метода Квайна-Мак-Класки 
для минимизации функции
Значения минтермов в двоичной системе будут соответственно
* -  обозначает, что набор склеивается.
На основании сравнений обнаружена первичная импликанта 
0011, так как она не участвовала в склейке. В результате получаем 
группы, в которых заменяем поглощенную координату на X.
ГхЮО' 1 x 1 0 r l l l x ]
1 0 x 0 > « 1 1 0 х l l l x l i
(.1 x 0 0 . .1 1 x 0 .
Они соответствуют импликантам 3 ранга.
Рассмотрим по группам на основании положения поглощенной 
координаты:
f ( x 1,x 2, x 3,x 4) = V (3,4 ,8 ,10 ,12 ,13 ,14 ,15 ).i
0011,0100, 1000, 1010, 1100, 1110, 1101, 1111.





















{*100} Г* 1x101 (* ИхО) Г* 110x1 
t* lxOOJ UlOxO I* l l lx J  
U l lx l .
Проведем сравнения внутри групп и отметим возможность 
склейки.
На основании сравнения получаем первичную импликанту хЮО 
и группы термов более низкого ранга:
{lxxO} f lx lx l  {llxx}  
lllxxJ
Их сортировка по положению поглощенных переменных дает 
первичные импликанты lxxO, 11хх второго ранга.
Таким образом, имеем набор первичных импликант различных 





импликанты 0 0 1 1
0 1 0 0 1 0 0 0 1 0 1 0 1 1 0 0 1 1 1 0 1 1 0 1 1 1 1 1
0 0 1 1 + — — — — — — —
хЮО — + — — + — — —
1хх0 — — + + + + — —
llxx + + + +
Существенными будут все импликанты, так как каждая из них 
по одной закрывает первые четыре и седьмой с восьмым столбцы, и 
кроме того, последняя закрывает все оставшиеся. В связи с этим от­
бора минимального покрытия не требуется. Вид минимальной 
формы:
f ( x l f x 2,Х3 ,Х 4 )  =  Х г Х 2 +  X iX 4 +  Х2Х3Х4 +  Х !Х 2Х зХ 4 .
Кроме представленных методов минимизации, использующих 
алгебраическое и числовое представление ФАЛ, существует метод, 
основанный на их графическом представлении. Это метод минимизи­
рующих карт. Карта Карно (диаграмма Вейча) является разверткой 
куба на плоскости. Каждой вершине куба соответствует клетка карты 
с соответствующими координатами. При заполнении карты для
СНДФ в клетке, соответствующей истине, ставится единица. Вид 
карт для разного числа переменных приведен на рис. 1 .2 .
а б в
2  переменные





1 1 0 1 1 1 0 1 1 0 1 0
1 0 0 1 0 1 0 0 1 0 0 0
4 переменные
1 1 0 0 1 1 1 0 0 1 1 0 0 1 0 0
1 1 0 1 1 1 1 1 0 1 1 1 0 1 0 1
1 0 0 1 1 0 1 1 0 0 1 1 0 0 0 1
1 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0
Рис. 1.2. Примеры карт Карно: 
а -  для двух переменных; б -  для трех переменных; 
в -  для четырех переменных
Правила минимизации следующие.
Любые две соседние вершины склеиваются, образуя минтерм на 
один ранг ниже, причем клетки, лежащие на границах карты, также 
являются соседними. Четыре вершины объединяются, снижая ранг 
мин герма на два, восемь на три и так далее.
Рассмотрим процедуру минимизации на предыдущем примере 
функции от четырех переменных. Расставим единицы в клетки карты, 
соответствующие исходным минтермам СНДФ (рис. 1.3).
Рис. 1.3. Пример процедуры минимизации
Обводами и дугами показаны склеивающиеся вершины. Одна 
вершина изолирована, что соответствует сохранению минтерма чет­
вертого ранга. Две склейки по четыре вершины дают два минтерма 
второго ранга и склейка двух вершин стоящих рядом на краях карты
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дает минтерм третьего ранга. Для большего числа переменных нельзя 
изобразить единую плоскую карту. В этом случае применяют комби- 
карту, являющуюся совокупностью более простых карт, но принципы 
склейки остаются прежние.
В приложении 1 приведены контрольные задания, по которым 
необходимо минимизировать функцию четырех переменных всеми 
описанными выше методами.
На практике часто встречается случай не полностью определен­
ной функции алгебры логики (НОФАЛ). В таких функциях часть 
термов не определена, то есть в таблице истинности функция на этих 
наборах может принимать любые значения. Такого рода функцию 
можно записать, например, в следующей числовой форме:
у  =  V(l*,4*, 6 , 9*, 11Д2Д4).
1
Символ * определяет термы, на которых функция может прини­
мать значения 0 или 1. При доопределении этой функции 0 получим:
у = V(6 ,11 ,12 ,14). Ее минимизация дает у  =  х4х2х4 +  х2х3х4 + 
1
*1JC 2% 3-^ 4 •
Если функцию доопределить единицей, то получим у  =
V (l, 4 ,6 ,9 ,11,12,14). Минимизация этой формы дает у  =  х2х4 + 
1
+ х4х2х4 +  х4х2х 3х4.
Для получения минимальной формы для этой НОФАЛ необхо­
димо построить следующую размеченную таблицу.
Таблица 1.5
__________  Поиск минимального покрытия_______
Терм 0110 1011 1100 1110
х2х4 + + +
+
х1х2х3х4 — — — —
В этой таблице строки составлены из термов минимизированной 
функции, дополненной единицами, а столбцы из исходной функции, 
дополненной нулями. По размеченной таблице находят минимальное 
покрытие, которое имеет вид: у  =  х2х4 +  х±х2х4.
Задание на минимизацию НОФАЛ находится в приложении 2.
2. ЭЛЕМЕНТЫ АБСТРАКТНОЙ ТЕОРИИ 
ЦИФРОВЫХ АВТОМАТОВ
Абстрактная теория автоматов (АТА) является разделом теории 
алгоритмов. В ней отвлекаются от структуры самого автомата, а так­
же его входных и выходных сигналов. Она изучает лишь переходы, 
которые претерпевает автомат под воздействием входных сигналов, и 
выходные сигналы, которые он выдает.
Синтез абстрактных автоматов осуществляется на алгоритмиче­
ском уровне и включает в себя описание закона функционирования 
автомата на каком-либо начальном языке, выполнение при необхо­
димости эквивалентных преобразований описания на начальном 
языке, выполнение перехода от описания на начальном языке к опи­
санию на одном из автоматных языков.
Любой абстрактный автомат характеризуется некоторым набо­
ром множеств и функций. Практически важен класс автоматов, опре­
деляемый конечными множествами. Такие автоматы называются 
конечными.
Абстрактный автомат как математическая модель содержит 
шесть объектов:
1. Конечное множество X  =  {*i(t), ...,xn (t)}  входных сигналов 
(входной алфавит).
2. Конечное множество Y =  (y i(t), ...,yn (t)} выходных сигналов 
(выходной алфавит).
3. Множество Q = {<h(t), ...,qn (t)}  состояний автомата.
4. Начальное состояние автомата q0 как элемент множества Q.
5. Функция d(q, х) -  функция перехода автомата из одного со­
стояния в другое.
6 . Функция X(q, х) -  функция выхода автомата.
Понятие состояния автомата позволяет описывать системы, вы­
ходы которых зависят не только от входных сигналов в данный мо­
мент времени, но и от некоторой предыстории. Оно позволяет устра­
нить время как явную переменную и выразить выходные сигналы как 
функцию состояний и входных сигналов.
При описании автоматов используются два способа введения ав­
томатного времени. Выделяют синхронные автоматы, в которых мо­
менты фиксации состояний автомата задаются специальным устрой­
ством -  генератором синхросигналов с заданной частотой (интерва­
лом дискретности). В асинхронных автоматах моменты перехода ав­
томата из одного состояния в другое заранее не определены и зависят 
от некоторых событий, то есть интервал дискретности в них пере­
менный.
Рассмотрим наиболее полно разработанную теорию синхронных 
автоматов. Для них возможно два способа задания автоматного вре­
мени:
1. Выходной сигнал y(t) определяется входным сигналом x(t) со­
стоянием q(t - 1) в предыдущий момент времени.
2. Выходной сигнал y(t) однозначно определяется сигналом х(7) 
и состоянием q(t) в данный момент времени.
В связи с этим законы функционирования абстрактного автома­
та могут быть записаны для автомата первого рода:
'q ( t ) =
y ( t )  =  X(q(t -
и автомата второго рода
/< 7 (0 =  5 ( i ? ( t - l ) ,x ( t ) ) ;
. У( 0  =  А(д(0 ,ж(0 )-
Автоматы первого и второго рода взаимосвязаны. Например, 
чтобы перейти от произвольного автомата второго рода к автомату 
первого рода, надо построить функцию выхода нового автомата 
X1(q1 ,х) =  Л( 6 (q (t — Z),x(t)), и на основе его закона функциониро­
вания получаем:
y ( t )  = X ( 8 ( q ( t - l ) , x ( t ) , x ( t ) ' ) = X 1( q ( t ----- 1 ), *(£))■
Функция перехода остается той же.
Автоматы первого рода называются автоматами Мили. Практи­
чески важен частный случай автоматов второго рода:
/<7(0 = S ( q ( t -  1),х(0); 
у(0 = *(<7(0)
который называется автоматом Мура.
В этом автомате выходной сигнал зависит только от состояния 
автомата и явно не зависит от входного сигнала.
Кроме того, можно выделить модель совмещенного автомата 
(С-автомата), задаваемого следующей системой уравнений:
rq(t  + 1) = s(q(t),x(t))]
■ y(t)  = К  (.q(t),x(t))
(. u ( t)  = A 2 (q (0 )
Выходной сигнал и  =  A2(^s) выделяется все время, пока авто­
мат находится в состоянии qs, а выходной сигнал y k =  A* (qs, хп) вы­
деляется во время действия входного сигнала хп при нахождении 
автомата в состоянии qs. С-автомат также позволяет перейти к авто­
матам Мили и Мура.
В дальнейших разделах главы будут рассмотрены языки описа­
ния автоматов применительно к различным их типам.
2.1. Начальные языки описания цифровых автоматов
В начальных языках автомат описывается на поведенческом 
уровне, то есть на уровне алгоритма его работы. В явном виде функ­
ции переходов и выходов не заданы. Среди начальных языков можно 
выделить язык регулярных выражений алгебры событий, язык логи­
ческих схем алгоритмов (JICA), язык граф-схем алгоритмов (ГСА).
Язык регулярных выражений алгебры высказываний [3; 4; 5] не 
эффективен при синтезе реальных цифровых автоматов с большим 
числом входных сигналов и состояний, хотя его и можно успешно 
применить для ряда теоретических исследований.
Начнем рассмотрение начальных языков с языка ГСА, который 
нашел достаточно широкое применение для описания функциониро­
вания цифровых автоматов в различных областях техники. Язык ГСА 
относится к графическим языкам, отличается наглядностью описания, 
а символы, применяемые в нем, имеют определенное графическое 
изображение. В ГСА имеются четыре основных символа для изобра­
жения начальной, конечной, операторной и логической вершин. На­
чальная и конечная вершины обозначаются символом с выходом или 




Рис. 2.1. Начальная и конечная вершины в ГСА
Операторная вершина определяется прямоугольником с одним 
входом, а логическая -  ромбом с одним входом и двумя выходами, 
помеченными значениями истинно ( 1 ) и ложно (0 ) (рис. 2 .2 ).
Рис. 2.2. Операторная и логическая вершины в ГСА
Имеются также вспомогательные элементы -  внутристраничные 
и межстраничные соединения, которые соединяют разрывы схемы 
(рис. 2.3).
Рис. 2.3. Внутристраничные и межстраничные соединения в ГСА
Элементы схемы соединяются линиями со стрелками, указы­
вающими направление, по определенным правилам:
1 ) входы и выходы вершин соединяются с помощью линий в на­
правлении от выхода к входу;
2 ) каждый выход соединен с одним определенным входом;
3) любой вход соединен по крайней мере с одним выходом;
4) от любой вершины графа можно найти по крайней мере один 
путь к конечной вершине;
5) каждая вершина содержит одно логическое условие, причем 
последнее может быть использовано в других логических вершинах;
6 ) в каждой операторной вершине записывается один из опера­
торов, причем один и тот же оператор можно записать и в других 
вершинах.












Рис. 2.4. Пример записи ГСА
На начальном этапе синтеза ГСА обычно используют содержа­
тельное описание операторов и условий, но после этого целе­
сообразно ввести их условные обозначения в виде элементов U и Z 
соответственно. Эта замена позволяет использовать аналитическую 
форму описания алгоритма на языке логических схем алгоритмов [6 ].
Запись JICA осуществляется слева направо по следующим пра­
вилам:
1) JICA содержит один начальный (t/H) и один конечный ( t/к) 
операторы;
2 ) перед t/H и после t/K не бывает стрелок;
3) вслед за каждым логическим условием (Z\) всегда стоит 
верхняя стрелка;
4) не существует двух одинаковых нижних стрелок;
5) каждой нижней стрелке соответствует не менее одной верх­
ней стрелки;
6 ) каждая верхняя стрелка обязательно имеет только одну соот­
ветствующую нижнюю стрелку.
При чтении последовательности операторов слева направо пере­
ход по верхней стрелке на соответствующую нижнюю осуществляет­
ся по условию Z \,  если оно ложно, в противном случае читается сле­
дующий за Z\ оператор. Связь верхних и нижних стрелок осуществ­
ляется маркировкой их цифрами. При необходимости безусловного
перехода можно использовать тождественное условие ш, после кото­
рого всегда осуществляется переход по стрелке.
На JICA запись приведенного выше алгоритма будет выглядеть 
следующим образом:
1 21 32 3 3
UJUiZi Т U2o) U  Z2 U  U3U4Z3 t  U5 i  Uk .
Запись на языке JICA отличается компактностью по сравнению с 
ГСА, но в данном пособии используется для получения автоматной 
модели начальная модель на языке ГСА как более наглядном.
2.2. Автоматные языки
Укажем в качестве автоматных языков таблицы, графы и матри­
цы переходов и выходов.
Таблицы переходов и выходов имеют два входа, причем строки 
нумерованы буквами входного алфавита х,-, а столбцы -  символами 
состояний qt. На пересечении для таблицы перехода указывается сим­
вол того состояния, в которое перейдет автомат, находящийся в со­
стоянии qt под воздействием входного сигнала х,-. Для автомата Мили 
в таблице выходов на пересечении ставятся те выходные сигналы 
которые формируются под воздействием входного сигнала хг- автома­
та, находящегося в предыдущий момент в состоянии qt. Примеры для 
переходов и выходов заданы в таблицах 2 . 1  и 2 . 2  соответственно.
Таблица 2.1
 Таблица переходов_____
4\ 42 4з 44
XI 42 4з 4\ 44
* 2 44 42 4з 4\
Таблица выходов
Таблица 2.2
4\ 42 4з 44
Xi У\ У2 Уз У1
* 2 Уз У\ У2 Уз
Таким образом, таблица переходов задает в явном виде функ­
цию qs =  b(qm, Xf),  а таблица выходов -  функцию у к =  X(qm, Xf) для 
автомата Мили. Учитывая, что структуры таблиц перехода и выхода 
одинаковы, можно задать функции более компактно, в виде совме­
щенной таблицы переходов-выходов (табл. 2.3).
Таблица 2.3
Совмещенная таблица переходов-выходов
4 i 42 4з 44
Х \ 42>У\ 4 з!У2 4\/У з 4^У \
Х 2 44/Уз 42/ у \ 4 з>У2 4\/У з
Так как для автомата Мура выходной сигнал у =  А(дш) зависит 
только от состояния, то для его задания используют отмеченную таб­
лицу переходов, в которой каждый столбец содержит еще и выходной 
сигнал. Пример таблицы переходов приведен в таблице ниже.
Таблица 2.4
Пример таблицы переходов
У\ Уз У2 У\ У 4
4\ 42 4з 44 45
Х \ 42 4з 44 45 4\
х2 45 44 4з 4\ 42
Если функции перехода и выхода для автомата на каком-то 
пересечении не определены, на их месте ставится прочерк. В этом 
случае автомат называется частичным.
Автоматное изображение может быть и графическим в виде 
графа автомата. Это ориентированный граф с вершинами, соответст­
вующими состояниям автомата. Его дуги изображают переходы 
между состояниями. Дуге графа автомата приписывается соответст­
вующий выходной сигнал. Покажем это на предыдущем примере 
(рис. 2.5).
Рис. 2.5. Пример графа для автомата Мили
Для автомата Мура выходной сигнал приписывается вершине 
(рис. 2 .6 ).
Надо отметить, что не всякий граф задает автомат, но любой ав­
томат может быть задан графом. Например, в графе автомата не 
должно существовать двух дуг с одинаковыми входными сигналами, 
выходящими из одной вершины.
Для матриц переходов-выходов строки и столбцы отмечают со­
стояниями, а на пересечениях строки и столбца, если существует пе­
реход из состояния, отмечающего строку, в состояние, отмечающее 
столбец, ставят входной сигнал, под воздействием которого происхо­
дит этот переход. Для автомата Мили на этом пересечении указывают 
также и выходной сигнал, а для автомата Мура выходным сигналом 
отмечают соответствующий столбец матрицы.
Рис. 2.6. Пример графа для автомата Мура




4\ 42 4з 4а
4\ х\/у\ х2/уз
42 х2/у\ Х\/У2
4з x i / уз Х2/У2
4 а х2/Уз х\!у\
Таблица 2.6
Автомат Мура_____
У\ Уз У2 У\ Уа




4 а х2 Xi
45 Х\ х2
Рассмотрим технику перехода от описания автомата на началь­
ном языке к автоматному описанию, что и является содержанием 
абстрактного синтеза. Начнем рассмотрение с описания автомата 
Мили. Вернемся к описанию автомата на рис. 2.4.
Проведем разметку ГСА следующим образом (рис. 2.7):
1. Символом состояния (#i) отметим вход вершины, следующей 
за вершиной «начало», и вход вершины «конец».
2. Входы всех вершин, следующих за операторными, должны 
быть отмечены символами q с последующими индексами.
у2
Рис. 2.7. Пример разметки ГСА
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3. Если выход вершины отмечается, то только одним символом.
4. Входы различных вершин, за исключением «конец», отмеча­
ются различными символами.
5. Содержательные термины операторов и логических условий 
заменяются их условными обозначениями (в примере сделано 
заранее).
6 . После получения отмеченной ГСА строим граф переходов- 
выходов. Количество вершин в нем совпадает с количеством букв qt. 
Между двумя вершинами проводится дуга, если существует путь ме­
жду этими вершинами в ГСА. Над дугой ставится входной сигнал, 
равный конъюнкции логических условий соответствующего пути в 
отмеченной ГСА. При этом выполнению условия соответствует логи­
ческая переменная без отрицания, а невыполнению -  с отрицанием. 
Если между вершинами имеется несколько путей, то все конъюнк­
ции, соответствующие этим путям, объединяются дизъюнкциями. 
Вид графа переходов для автомата Мили приведен на рис. 2.8.
XiX2/- х-^/-
Рис. 2.8. Граф переходов для автомата Мили
Условия, обозначенные 1, дают безусловный переход. Прочерк 
означает отсутствие оператора. Через наклонную черту указано зна­
чение выходного сигнала.
Для автомата Мура отмеченная ГСА строится по следующим 
правилам:
1. Символами qi отмечаются вершины «начало» и «конец».
2. Различные операторные вершины отмечаются различными 
символами.
3. Все операторные вершины должны быть отмечены.
Разметим ГСА автомата Мура, изображенную на рис. 2.4
(рис. 2.9).
Рис. 2.9. Разметка ГСА
Строим граф переходов-выходов по отмеченной ГСА, при этом 
количество состояний также соответствует числу символов qh а над 
дугами переходов указываются условия, отображающие структуру 
входного сигнала, по которому происходит переход. Символы вы­
ходного сигнала записываются около вершин графа (рис. 2 .1 0 ).
У5 У4 Уз
Рис. 2.10. Построение графа переходов
Полученные графы являются автоматными описаниями, они на­
глядны, но недостаточно удобны для дальнейшей работы. Поэтому 
целесообразно перейти от них к таблицам переходов-выходов 
(табл. 2.7 и 2.8).
Таблица 2.7
Таблица переходов-выходов для автомата Мили
Состояние Входные сигналы
автомата 1 Х\ х ъ *3 х±х2 х±х2
4\ Чг!у\
Чг Чъ>У2 Чъ<- Ч \!~
Чз Ч\!уъ
4 4 Чз/ул
45 Ч\>У5 Ч \!~
Таблица 2.8






1 XI Хз Х з х±х2 х±х2
4 i 42
У\ Чг Чз 44 41
У2 Чз 44
Уз 44 45
У4 45 46 4i
У5 Чб 4i
Табличное описание автомата завершает его абстрактный синтез 
и является удобным исходным материалом для структурного синтеза.
3. ЭТАПЫ СТРУКТУРНОГО СИНТЕЗА 
ЦИФРОВЫХ АВТОМАТОВ С ПАМЯТЬЮ
Любые методы структурного синтеза имеют своей целью по­
строение схемы автомата из логических элементов и элементов памя­
ти на основе алгоритма функционирования автомата, заданного на 
одном из начальных языков.
Канонический метод структурного синтеза [5] автомата исполь­
зует таблицы переходов и выходов и включает этапы кодирования, 
выбора элементов памяти автомата, выбора структурно-полной сис­
темы элементов, построения уравнений булевых функций возбужде­
ния и выхода автомата и синтез его функциональной логической 
схемы.
3.1. Этап кодирования
Кодированием называется процесс замены букв входного {X), 
выходного (У) алфавитов и алфавита состояний (Q) на двоичные ко­
ды. Это позволяет перейти от абстрактных значений в таблицах пере­
ходов и выходов к двоичным векторам, которые можно реализовать в 
конкретных устройствах.
Размерность векторов определяется мощностью множеств соот- 
ветсвущих алфавитов. Она связана с числом физических входных и 
выходных каналов и элементов памяти, фиксирующих состояние 
цифрового автомата. В связи с этим число каналов на входе квх > 
> \og2\X\ и выходе &вых > log2 |P|, где X  и Y -  мощность соответствую­
щих множеств. Количество запоминающих состояние устройств 
ксост > l°g|£?l> гДе Q -  мощность множества состояний.
Сам процесс описывается таблицами кодирования, дающими 
связь «буква-код». Рассмотрим процесс кодирования на примере 
автомата Мили из [6 ] (табл. 3.1, 3.2 и 3.3).
Таблица 3.1 
Кодирование входных сигналов_________
X i 1 Х \ х3 *3 * 1 * 2 * 1 * 2
код ООО 0 0 1 0 1 0 0 1 1 1 0 0 1 0 1
Таблица 3.2
Кодирование выходных сигналов
Уг У\ У2 Уз У4 У5
КОД 0 0 0 0 0 1 0 1 0 0 1 1 1 0 0
Таблица 3.3
Кодирование состояний
<7/ <7i <72 <7з <74 <75
код 0 0 0 0 0 1 0 1 0 0 1 1 1 0 0
Получившаяся после кодирования таблица переходов-выходов 






0 0 0 0 0 1 0 1 0 0 1 1 1 0 0 1 0 1
0 0 0 0 0 1 / 0 0 0 — — — — —
0 0 1 — 0 1 0 / 0 0 1 — — 0 1 0 /— 0 0 0 / -
0 1 0 0 1 1 / 0 1 0 — — — — —
0 1 1 1 0 0 / 0 1 1 — — — — —
1 0 0 — — 0 0 0 / 1 0 0 0 0 0 / - — —
Процесс кодирования позволяет не только перейти от абстракт­
ных букв на языке двоичных сигналов, но и сократить число физиче­
ских каналов. На практике последнее не всегда полезно, так как часто 
есть необходимость физически разнести входные и выходные сигна­
лы в соответствии с их начальным предназначением. В дальнейшем 
будем рассматривать этот вариант, то есть не будем кодировать вход­
ные и выходные сигналы.
зз
Использование элементов памяти в цифровом автомате связано 
с необходимостью запоминать состояние автомата в предыдущий 
момент времени для реализации его функции перехода при поступле­
нии входного сигнала. При этом количество элементов памяти равно 
размерности вектора состояний. В принципе любой автомат может 
быть построен на основе функционально полного набора логических 
элементов, так как они обладают природным свойством задержки, но 
практически удобно строить автоматы с использованием двоичных 
запоминающих устройств -  потенциальных триггеров.
Согласно теореме о структурной полноте, в качестве элементов 
памяти используются элементарные автоматы Мура, обладающие 
полной системой переходов и выходов.
Полнота системы переходов означает, что для любой пары со­
стояний автомата существует входной сигнал, который переводит 
элементарный автомат из одного состояния в другое. Таблица пере­
ходов такого автомата содержит в каждой своей строке все возмож­
ные состояния.
Полнота системы выходов означает, что различным состояниям 
автомата соответствуют различные выходы, например нулевому со­
стоянию нулевой выходной сигнал, а единичному состоянию -  еди­
ничный выходной сигнал.
Рассмотрим несколько типов такого рода автоматов Мура.
Х>-триггер. Таблица переходов приведена в табл. 3.5.
Таблица 3.5







Условное обозначение элемента приведено на рисунке 3.1.





Рис. 3.1. Обозначение D-триггера 
J -триггер. Таблица переходов приведена в табл. 3.6.
Таблица 3.6







Условное обозначение элемента приведено на рисунке 3.2.





Рис. 3.2. Обозначение Г-триггера 
^S'-триггер. Таблица переходов приведена в табл. 3.7.
Таблица 3.7
Таблица переходов для ^ -триггера
Состояние
/^-триггера
Входной сигнал (R, S)
0 0 0 1 1 0
0 0 1 0
1 1 1 0






Рис. 3.3. Обозначение ^-триггера 
Ж -триггер. Таблица переходов приведена в табл. 3.8.
Таблица 3.8
____________ Таблица переходов для Ж -трш тера_______
Состояние
Ж-триггера
Входной сигнал (J, К)
0 0 0 1 1 0 1 1
0 0 0 1 1
1 1 0 1 0









Рис. 3.4. Обозначение Ж-триггера
Таблицы переходов относятся только к информационным вхо­
дам D, Т, R, S, J, К. Вход С предназначен для подачи синхросигнала. 
Выходной сигнал а совпадает с состоянием триггера как автомата 
Мура, но в то же время имеется инверсный выход а. На основе ука­
занных триггеров существуют их различные модификации. В на­
стоящем пособии тип триггера в задании на курсовое проектирование 
определен. В стандартной библиотеке моделирующего пакета имеют­
ся описания всех типов указанных триггеров.
Работа структурного автомата предполагает управление пере­
ключением его элементов памяти в соответствии со структурной таб­
лицей переходов. Это управление осуществляется специальной ком­
бинационной схемой (КС), которая подключается к информационным 
входам элементов памяти. Комбинационная схема реализует булевые 
функции, которые называются функциями возбуждения элементов 
памяти. Количество этих функций определяется числом информаци­
онных входов элементов памяти. Для реализации такой комбинаци­
онной схемы необходимо выбрать какую-либо функционально­
полную систему логических элементов (базис).
При выполнении учебного проекта, предлагаемого в данном по­
собии, задается булевый базис (И, ИЛИ, НЕ).
Из абстрактной модели цифрового автомата видно, что функция 
возбуждения структурного автомата является векторной и зависит от 
пары (qh хг). Значением функции также является вектор, компоненты 
которого есть ничто иное, как значения функции возбуждения каждо­
го элемента памяти. Очевидно, что переменными, от которых зависит 
векторная функция возбуждения, выступают входы автомата и выхо­
ды его элементов памяти. Это хороню видно из структурных схем ав­
томатов Мили и Мура (рис. 3.5, 3.6).
Рис. 3.5. Структурная схема автомата Мили
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Рис. 3.6. Структурная схема автомата Мура
В схемах ai ... ap сост означают выходы элементов памяти. Из 
рассмотренных типов триггеров каждый имеет один выход a. coi ... ©к 
-  выходные каналы, Pi ... pm -  код входного сигнала. Количество ка­
налов, как это указывалось ранее, определяется размерностями соот­
ветствующих векторов-кодов. В частности, для рассмотренного выше 
автомата Мили необходимо три элемента памяти, три входных и три 
выходных канала при условии их кодирования.
3.4. Построение уравнений функций возбуждения 
и выходов автомата
Рассмотрим процедуры построения функций возбуждения и вы­
хода для приведенного выше автомата Мили на основе различных 
типов триггеров и булева базиса. Выделим исходную кодированную 
по состояниям структурную таблицу переходов (табл. 3.9).
Состояние Входные сигналы
автомата 1 Х \ х3 *3 х ±х 2 х гх 2
ООО 0 0 1
0 0 1 0 1 0 0 1 0 0 0 0
0 1 0 0 1 1
0 1 1 1 0 0
1 0 0 0 0 0 0 0 0
Построим по ней таблицу функций возбуждения сначала на 
примере использования в качестве элемента памяти Г-триггера. Ис­
ходными данными для построения таблицы функций возбуждения 
являются таблица переходов синтезируемого автомата и таблица пе­
реходов выбранного триггера. Разметка строк и столбцов таблицы 
возбуждения совпадает с разметкой таблицы переходов структурного 
автомат. Рассмотрим технологию заполнения клеток этой таблицы, 
например, для фрагмента исходной таблицы.
Таблица 3.10
Фрагмент структурной таблицы переходов
Состояние автомата Входной сигнал
ai a 2 a 3 х гх 2
0 0 1 0 1 0
Перевод ai = 0 в ai = 0 осуществляется подачей на вход Т- 
триггера 0. Для а 2 = 0 при переходе в а 2 = 1 необходимо подать на 
вход 1, и для a 3 = 1 при переходе в а 3 = 0 на вход идет 1. Таким обра­
зом, в клетке таблицы функции возбуждения ставится набор входного 
сигнала на элементы памяти 011. По этой методике получим всю таб­
лицу функций возбуждения.
Состояние Входные сигналы
автомата 1 Х\ х3 *3 * 1 * 2 XiX2
ООО 0 0 1
0 0 1 0 1 1 0 1 1 0 0 1
0 1 0 0 0 1
0 1 1 1 1 1
1 0 0 1 0 0 1 0 0
ll\ Ы2 ^ 3 U\ и2 и3 U\ и2 и3 U\ и2 и3 1А\ U2 U3 ll\ U2 U3
Символами щ, и2 и щ в таблице обозначены функции возбужде­
ния триггеров Т\, Т2, Г3. Совершенно очевидно, что для одновходово­
го D-триггера таблица функций возбуждения полностью совпадает с 
исходной таблицей функций переходов.
Таблица функций возбуждения позволяет построить функции щ, 
и2 и щ в явном виде, если рассматривать ее как таблицу истинности 
этих функций, причем значения функций стоят в клетках таблицы, а 
аргументы (вектор а и входной сигнал) в обрамлении таблицы. Для 
Г-триггера получили:
Щ =  с*! а2 а3 +  а1а2а3х 3 +  а±а2а3х 3 =  « 1 _ « 2  «з + 
и 2 = аг а2 а3 + а1а2а3х 1 +  +  a2(xt +
+XlX2)Y,
и 3 =  ага2а3 +  OlG^o^ + а1а2а3х 1х 2 +  a i a 2 a 3 + (х.га2а3Х1 +
+ а1а.2а3х 1Х2 = Ъ.г .
Алгебраические преобразования позволили минимизировать ис­
ходные НДФ этих функций.
Составление таблиц функций возбуждения для RS- и JK- 
триггеров имеет ряд особенностей, так как у них есть два входа. По­
этому количество функций возбуждения в два раза больше элементов 
памяти, так как они выявляются для каждого входа отдельно.
Если взять фрагмент исходной таблицы переходов, который 
рассмотрен ранее, то для него получим в общем случае шесть значе-
ний (три пары) входных сигналов. Определим содержание клетки 
таблицы функций возбуждения для ^S-триггера.
Для перевода <Xi = 0 в ai = 0 на вход ^S-триггера можно подать 
как 0, так и 1, поэтому в позиции входа R ставим символ *, который 
указывает на безразличность входного сигнала. На вход S  надо по­
дать обязательно 0. Для перевода а2 = 0 в а 2 = 1 на R подаем 0, а на *S 
единицу. Для перевода а 3 = 1 в а 3 = 0 уже на входе сигнал 10. Таким 
образом, для перевода структурного автомата на основе ^S-триггеров 
из состояния 0 0 1  в состояние 0 1 0  необходимо на входы элементов 
памяти подать следующий набор входных сигналов: *0 , 0 1 , 1 0 .





автомата 1 Xi *3 *3 х ±х 2 х ±х 2
000 *0, *0, 01
001 *0 ,01 , 10 *0,01,10 *0, *0, 10
010 *0, 0*, 01
011 01,10,10
100 10, *0, *0 10,*0,*0
R-1S 1R2S2 R1S 1R2S2 R1S 1R2S2 R1S 1R2S2 R1S 1R2S2 R1S 1R2S2
R.3S3 R3S3 R3S3 R3S3 R3S3 R3S3
Вид функций возбуждения, если * доопределить 0, будет сле­
дующим:
fii =  a.ia2a3x 3 +  = а ^ а ^ ,  = а± а2 а3;
R2 = O ia2 a 3; S2 = +^а^а2а3х 1х 2 = а ^ ^ х ^ х ^ х ^
R3 =  а х а 2 а 3 +  а1а2а3х 1 +  a 1 a 2 a 3 x1 ;i£:2 + = а ^ ;
S3 =  a i a 2 a 3 +  а±а2 а 3 = ага3.
Исходные НДФ алгебраически минимизированы. Аналогично 
строится таблица функций возбуждения и для Ж-триггера:
С о сто я н и е В х о д н ы е  си гн ал ы





1-НО т-Ч** Л 




0 1 1 1 * , * 1 , * 1
10 0
*От-Ч* *От-Ч*
J i K j ^ K , J l K ! J 2K 2 J i K j J 2K 2 J i K j J 2K 2 J i K j J 2K 2 J i K ^ K ,
J3K 3 J3K 3 J3K 3 J3K 3 J3K 3 J3K 3
При доопределении функции 0 получаем
А  = « 1  « 2  «3; Ki  =  = а ^ а ^ ,
]2 =  a i a 2 «3^i +  a i a 2 a3^i^2 =  <А а 2 « з ( ^ 1  +  * 1* 2 );
^2 =_аа_а^а3;_
Уз = а ! а 2 а 3 +  а 3 =  а ^ ;
К3 =  cti а2 а3 +  с^ азаз*! +  а1а2а3х1л:2+ а ^ з а з ^ З с г  +  с^аз.
Рассмотрим методику построения канонических уравнений ло­
гических функций выходов структурного автомата. Их получают не­
посредственно из структурной таблицы выходов. Выделим для наше­
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000 У1




Тогда функции выхода формируются в общем случае как сумма 
произведений состояния и входного сигнала, соответствующего клет­
ке, в которой стоит значение y t функции:
Уг =  а ! а 2 а 3; у 2 =  а ^ а ^ ;  у 3 =  аг а2 а3; 
у4 = аг а2 а 3; у 5 =  а ^ а ^ .
Выходная функция не зависит от типа элемента памяти, так как 
для любого вида триггера формируются одинаковые выходные сиг­
налы, соответствующие кодам состояния автомата.
Для автомата Мура синтез функции возбуждения осуществля­
ется аналогично случаю автомата Мили. Отличие имеется в построе­
нии функции выхода.
Рассмотрим для примера автомат Мура, полученный в п. 2.2 
разметкой ГСА на рис. 2.9. После выделения части таблицы, соответ­
ствующей функции выхода, получаем следующую таблицу.
Таблица 3.15
Состояние автомата ООО 0 0 1 0 1 0 0 1 1 1 0 0 1 0 1
Выходной сигнал У\ У2 Уз У4 У5 —
Эта таблица является таблицей истинности выходных функций 
автомата (уг). Отсюда имеем
yi =  « 1 « 2 «з; У2 = « 1 « 2 « з ; Уз =  Уа =  « 2  «з; уб =
=  а ! а 2а 3.
3.5. Построение логических схем
На основе полученных логических функций возбуждения и 
выхода с помощью графического языка логических операторов и ус­
ловных изображений элементов памяти строятся функциональные 
логические схемы автомата. При этом формируются комбинационные 
схемы функций возбуждения и выходных сигналов, которые подклю­
чаются соответственно к входам и выходам определенных элементов 
памяти согласно общей структуре автомата Мили или Мура.
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Пример построения логической функциональной схемы автома­
та Мили по исходной ГСА на основе ibS-триггера в булевом базисе 
приведен на рис. 3.7. Схема создана в учебном пакете TAlast. Моде­
лирование работы этой схемы подтвердило правильность ее проекти­
рования.
В приложении 3 даны ГСА, для которых необходимо спроекти­
ровать и построить в булевом базисе автомат Мили на D -триггере и 
автомат Мура на 7?5-триггере. В приложении 4 приведены ГСА, для 
которых в булевом базисе необходимо построить автомат Мили на 
Г-триггере и автомат Мура на Ж-триггере. Особенностью схем при­
ложения 4 является наличие параллельных процессов, для которых 
имеется одновременно два выходных сигнала при одном состоянии.
Рис. 3.7. Функциональная логическая схема автомата Мили, 
построенного по исходной ГСА на основе ^ -три ггера
и булевого базиса
4. КУРСОВОЕ ПРОЕКТИРОВАНИЕ ЦИФРОВОГО 
АВТОМАТА С ПАМЯТЬЮ
Выполнение курсового проекта по синтезу цифрового автомата 
с памятью подытоживает результаты освоения методов описания 
цифровых автоматов на абстрактном и структурном уровнях.
4.1. Задание на курсовое проектирование
В прил. 5 приведены задания на курсовое проектирование циф­
рового автомата. В таблице представлены ссылки на одну из ГСА 
различных автоматов из прил. 6 , а также тип элементов памяти (триг­
гера). Для всех вариантов используется булевый базис. Выполнение 
курсового проекта включает этапы построения абстрактной модели 
автомата от разметки ГСА до построения через граф переходов- 
выходов таблиц переходов-выходов. Каждое задание реализуется для 
автоматов Мили и Мура.
После этого реализуются все этапы структурного синтеза циф­
ровых автоматов с памятью, заканчивающиеся построением логиче­
ских схем с помощью пакета TAlast и их тестированием. Отчет по 
курсовому проекту должен соответствовать требованиям стандарта.
4.2. Правила оформления отчета
Согласно [7], объем курсового проекта должен находиться в 
пределах 20-40 страниц рукописного текста или 15-30 страниц ма­
шинописного текста через 1,5 интервала (65 знаков в строке).
Пояснительную записку выполняют на листах белой бумаги 
формата А4 с оставлением полей: левое -  25-30 мм, верхнее или 
нижнее -  20 мм, правое -  10 мм. Номера страниц проставляют в пра­
вом верхнем углу листа в случае одностороннего заполнения листов. 
Разрешается двустороннее заполнение листов, кроме титульного лис­
та и приложений. В случае двустороннего заполнения листов номера 
четных страниц указываются в верхнем левом углу.
Пояснительная записка курсового проекта должна содержать:
-  титульный лист;
-  задание на проектирование;
-  содержание;
-  введение;
-  основную часть;
-  заключение;
-  список использованных источников;
-  приложения.
Условные графические обозначения (УГО) используют для обо­
значения элементов цифровой техники [8 ].
УГО имеет вид прямоугольника, к которому подводят линии 
выводов. УГО элемента может содержать до трех полей: одно основ­
ное и два дополнительных, расположенные слева и справа от основ­
ного (табл. 4.1).
Выводы элементов делят на входы, выходы, двунаправленные 
выводы и выводы, не несущие логической информации.
Входы элемента изображают с левой стороны УГО, выходы -  с 
правой стороны УГО.
Двунаправленные выводы и выводы, не несущие логической 




1. Содержащее только основное поле
2. Содержащее основное и одно (пра­
вое/левое) дополнительное поле
3. Содержащее основное поле и два до­
полнительных, разделенных на зоны. 
Количество зон не ограничено.
При подведении линий выводов к контуру УГО и выполнении 
надписей внутри УГО надо выполнять следующие правила:
-  допускается ориентация УГО, при которой входы располага­
ются сверху, а выводы -  снизу;
-  при расположении линии с изменением расположения входов 
и выходов на выходных линиях надо ставить стрелки
-  не допускается проводить линии на уровне сторон прямо­
угольника;
-  расстояния между линиями должны быть не менее 1 мм при 
ручном изготовлении рисунка и не менее 1 линии (интервала) при из­
готовлении с помощью ЭВМ;
-  надписи внутри У ГО выполняют основным шрифтом по 
ГОСТ 2.304;
-  размеры УГО определяют:
1 ) по высоте:
а) число линий выводов;
б) число интервалов;
в) число строк информации в основном и дополнитель­
ных полях, размер шрифта;
2 ) по ширине:
а) наличие дополнительных полей;
б) число знаков, помещенных в одной строке внутри
УГО (с учетом пробелов), размер шрифта.
Обозначения функций или совокупности функций, выполняе­
мых элементом, образуют из символов без пробелов. Количество зна­
ков в обозначении функции не ограничено, однако надо стремиться к 
минимально возможному их количеству при сохранении изоморфиз­
ма (однозначности понимания) каждого обозначения.
5. АЛГОРИТМЫ ДВОИЧНОЙ АРИФМЕТИКИ
5.1. Сумматоры
Сумматором называется устройство, суммирующее коды чисел 
по определенным правилам. На основе работы сумматоров реализо­
ваны все алгоритмы других арифметических операций. В нашем кур­
се мы не рассматриваем внутреннее устройство сумматоров на уров­
не электронных элементов, а будем интересоваться только логикой 
их работы, то есть на уровне устройств для переработки информации, 
представленной в некотором двоичном коде.
5.1.1. Одноразрядные устройства
Прежде чем перейти к рассмотрению сумматоров как устройств, 
работающих с двоичными кодами чисел, изучим свойства их компо­
нентов, которые представляют действия над отдельными двоичными 
разрядами. Это одноразрядный полусумматор и сумматор.
Одноразрядный двоичный полусумматор




Рис. 5.1. Двоичный полусумматор
В пакете моделирования ADAT работу HS  представляет подпро­
грамма HS, которая входит во все подпрограммы, описывающие ра­
боту сумматоров с использованием Ж-элементов.
Табл. 5.1 показывает логику работы одноразрядного полусумма­
тора (HS) и основана на правилах двоичной арифметики. Здесь ah bt -  
значения разрядов исходных операндов; Q  -  разряд суммы; Пг -  пере­
нос из данного разряда в соседний старший.
Таблица 5.1 
Правила сложения на HS_________
щ Ъг Q Пг
0 0 0 0
0 1 1 0
1 0 1 0
1 1 0 1
Одноразрядный двоичный сумматор
Отличие одноразрядного двоичного сумматора (SM) от HS за­
ключается в появлении на входе наряду со значениями операндов до­
полнительного переноса из младшего разряда. Условное обозначение 
S M представлено на рис. 5.2, а логика его работы показана в табл. 5.2.
Cli SM s с ,
bi
Пг-1 р Пг
Рис. 5.2. Двоичный сумматор:
П/ _ 1 — перенос из младшего ( / -  1) разряда в старший (/) разряд
Таблица 5.2
П]завила сложения на SM
Cli bi П « Ci Пг
0 0 0 0 0
0 1 0 1 0
1 0 0 1 0
1 1 0 0 1
0 0 1 1 0
0 1 1 0 1
1 0 1 0 1
1 1 1 1 1
В пакете ADAT работу этого устройства моделирует подпро­
грамма SM, входящая во все подпрограммы, моделирующие сумма­
торы.
Результаты работы подпрограмм HS  и SM  можно посмотреть че­
рез соответствующий раздел меню пакета ADAT.
5.1.2. Двоичный сумматор прямого кода (ДСПК)
ДСПК является одним из видов двоичных сумматоров, характе­
ризующийся существенными ограничениями. На ДСПК можно скла­
дывать только числа, имеющие одинаковые знаки, то есть такой сум­
матор не может выполнять в общем случае операцию алгебраическо­
го сложения.
Представление двоичных чисел в прямом коде
Прямой код положительного числа в форме с фиксированной 
запятой А = 0, « 1, а2 ... ап является машинным изображением вида: 
\А\п = 0, а\, а2 ... ап, то есть для положительных чисел знак «+» коди­
руется «О», а цифры разрядов изображаются соответственно матема­
тической записи.
Отличие появляется при изображении прямого кода отрицатель­
ного числам = -0 , аъ а2 ... ап : \А\п = 1, аъ а2 ... ап , т. е. в прямом коде 
знак отрицательного числа кодируется « 1 », а изображение цифровой 
части по-прежнему совпадает с математической записью. Таким об­
разом, общее правило преобразования числа в прямой код:
А, если А >  О,
М »= \ (5.1)
1 + \А\,А<0
Пример:
А = 0,101110; [А\п =0,101110;Л = - 0 , 101110; [Д]л =1,101110.
Устройство ДСПК
ДСПК характеризуется отсутствием цепи поразрядного перено­
са между старшим цифровым и знаковым разрядами. Его схема пред­
ставлена на рис. 5.3.
Рис. 5.3. Устройство ДСПК
Выполнение сложения на ДСПК
Если заданы [А\п = SgA, аъ а2 ... ап и [В\п = SgB, Ъъ Ь2 ... Ъп, 
где Sg -  знак числа, то сумма чисел будет иметь знак любого 
операнда, так как знаки всегда одинаковые, а цифровая часть получа­
ется после сложения цифровых частей операндов.
Примеры: Сложить 4^ = 0,1011 и В  = 0,0100 на ДСПК
[A]п = 0,1011 SgA = 0 
+
[B]п = 0,0100 SgB = 0
[q* = 0 ,1111 sgc  = o
Сложить А -  -0,0101 и В = -0,1001 на ДСПК 
\А\п = 1,0101 SgA = 1 
+
[В]п = 1,1001 SgB = l
[С\п = 1,1110 S g C = l
При сложении на ДСПК возможно переполнение разрядной 
сетки. Признаком и сигналом переполнения является наличие «1» пе­
реноса из старшего разряда цифровой части сумматора. В пакете 
ADAT ДСПК моделирует подпрограмма DSPC, работу которой мож­
но посмотреть через соответствующий раздел меню.
5.1.3. Двоичный сумматор обратного кода (ДСОК)
ДСОК позволяет производить алгебраическое сложение любых 
чисел.
Представление двоичных чисел в обратном коде
Для положительных чисел представление в обратном коде числа 
[А\о = 0, аи а2 ... ап совпадает с математической записью числам = О, 
аъ а2 ... ап. Для отрицательного числа А = -0 , аь а2 ... ап и обратного 
кода [А\о = 1, аъ  а2 ..., , где а* = 0, если а{ = 1, и где at = 1, если
at = 0. Получается, что обратный код отрицательного числа является 
инверсным изображением цифровой части, а знак кодируется едини­
цей; если обозначить q -  основание системы счисления (в нашем слу­
чае «2 »), то правило преобразования в обратный код:
М о  =
А. если А > 0—
(5.2)
q -  q п + А, если А<0
Пример: А = -0,101110; [А\0= 1,010001;
На практике имеет применение модифицированный обратный 
код [ А = 1 1 ,0 1 0 0 0 1 , особенностью которого является наличие до­
полнительного знакового разряда. Смысл использования модифици­
рованных кодов обсуждается далее.
Устройство ДСОК
Особенностью ДСОК является наличие цепи кругового или цик­
лического переноса из знакового разряда в младший разряд цифровой 
части. Его схема представлена на рис. 5.4.
Рис. 5.4. Устройство ДСОК
Выполнение алгебраического сложения на ДСОК
Операции сложения и вычитания на ДСОК заменяются алгеб­
раическим сложением обратных кодов. Сумма обратных кодов дает 
результат в обратном коде. Рассмотрим основные случаи:
1) А > О, В > О, А + В  < 1, тогда [А\0 + [5]0 = А + В  = [А + В\0 по 
определению.
2) А < О, В > О, \А\ > В . [А] о = q - q - n + A; [В]0 = В, [А\0 + [В]0 = 
= q - q n + A +  B = [ A +  5 ]0 по определению.
3) А < О, В > О, \А\ < В, тогда [А\0 = q -  q~n + А, [Я]0 = В, [А\0 + 
+ [5]о = q - q  п + А +  В.
Так как эта величина положительна, то правая часть становится 
больше q, что вызывает появление единицы переноса из знакового 
разряда по цепи обратного переноса в младший цифровой разряд, при 
этом величина переноса равна q — q~n то есть [А]о + [fijo = [А + В] о по 
определению, так как результат положительный.
4) А < О, В < О, \А + В\ < 1, [А\0 = q — q~n + А, [5]0 = q - q ~ n + В, 
тогда [А\0 + [5]о = q - q ~ n + q -  q~n + А + В. Появляется единица пере­
носа, которая уносит одну величину q -  q~n, то есть остается [А]0 + 
+ [5]о = [А + В\0.
5) \А\ = В, А < О, В > 0, тогда [А\0 = q -  q~n + А, [5]0 = 5 ; [А\0 + 
+ [В\о = q -q~n + A + B  = q -q ~ n. Результат указывает на то, что сумма 
равна 0  (для обратного кода существует два изображения 0 ).
Пример:
1 )Д  = 0 ,0 1 0 1 ; В = 0 , 0 1 1 1  
[А]0 = 0 , 0 1 0 1
+
И о  = 0 , 0 1 1 1  
И о  = 0 , 1 1 0 0
2) Д = -0,0101; В  = 0,0111 
М о = 1 , 1 0 1 0
+
И о  = 0 , 0 1 1 1
(1)00001
+ 1— ► 1
[С\о = 0 , 0 0 1 0
3) ^  = 0,0101; В = - 0,0111
M o = 0,0101
+
[В] о = 1,1000
[ q 0 = 1ДЮ1
4 ) А = - 0 ,0 1 0 1 ; В = - 0,1000
[A] о=1,1010
+
М о = 1,0111
(1)1,0001
+ 1 ► 1
[q 0 = i,ooio
5)А  = 0 , Ш ;В  = - 0 ,111
№  =  0,111
+
[B] о = 1,000
[С\о= 1,111 = 0,000
При выполнении сложения чисел в форме с фиксированной за­
пятой может возникнуть ситуация переполнения разрядной сетки. 
Для ее выявления в цифровом автомате необходимо предусмотреть 
аппаратные средства, вырабатывающие признак переполнения. Таким 
признаком для ДСОК является знак результата, противоположный 
знакам операндов. Для этого на практике используют модифициро­
ванный обратный код, для которого в случае переполнения получа­
ются разные значения в знаковых разрядах.
Примеры:








В пакете ADAT ДСОК моделирует подпрограмма DSOC, работу 
которой можно проследить через соответствующий раздел меню.
5.1.4. Двоичный сумматор дополнительного кода (ДСДК)
ДСДК позволяет производить алгебраическое сложение любых 
чисел.
Представление двоичных чисел в дополнительном коде
Для положительных чисел представление в дополнительном ко­
да числа [А]а = 0, аь а2, ... , ап совпадает с математической записью 
А = 0, а\, а2, ... , ап. Для отрицательного числа А = - 0, «ь а2, ... , ап до­
полнительный код \А\а = 1, аъ  а2, ... , ап , где % -  инверсное изо­
бражение разряда за исключением последнего значащего разряда, для 
которого ак = 1 при ак = I. Правило преобразования в дополнитель­
ный код:
Для отрицательных чисел из соотношений (5.2) и (5.3) \А\ 0 + \A]q 
= q и [А\ + [А\о = q -q ~ n следует:
то есть для получения дополнительного кода необходимо инвертиро­
ванием получить обратный код и добавить единицу в младший 
разряд.
Устройство ДСДК
Особенностью ДСДК является наличие цепи поразрядного пе­
реноса из старшего разряда цифровой части в знаковый разряд. Его 
схема представлена на рис. 5.5.
А, если А > 0
м,= (5.3)
q + А, если А<0
= И1о + q n , (5.4)
Рис. 5.5. Устройство ДСДК
Выполнение алгебраического сложения на ДСДК
Операции сложения и вычитания на ДСДК заменяются алгеб­
раическим сложением дополнительных кодов. Сумма дополнитель­
ных кодов дает результат в дополнительном коде. Рассмотрим 
основные случаи для формы с фиксированной запятой, стоящей пе­
ред старшим разрядом:
\ ) А  > О, В > О, А + В < 1. Тогда [А\д = А, [В]д = В , [А\д + [В]д = 
= А + В = [А + В]а по определению.
2) А < О, В  > О, \А\ > В. [А]а = А + q; [В]а = В, [А\а +[В]д = А + В  + 
+ q = [А + В]а по определению (результат отрицательный).
3) А < О, В > О, \А\ < В , тогда [A]q = А + q, [В]д = В , [А]д + [В]д = 
= А + В  + q, а так как значение этой суммы больше q, то появляется 
единица переноса из знакового разряда, что равносильно изъятию из 
суммы q единиц, то есть результат равен [А]а + [В]а = А+  В.
4) А < О, В < О, \А + В\ < 1, тогда [А] = А + q, [В] = В + q, [А]д + 
+ и ,  = A +  B + q + q = [А + В]д — результат отрицательный (появляет­
ся единица переноса из знакового разряда). Как и в случае ДСОК на 
ДСДК при сложении не разделяется цифровая и знаковая часть изо­
бражений чисел.
Примеры:










3) ^  = 0,1011; В = - 0,0100 
[Л], = 0,1011
+
[Щв = 1,1100 
[С]^ = 0,0111
При выполнении сложения чисел в форме с фиксированной 
запятой может возникнуть ситуация переполнения разрядной сетки. 
Признаком переполнения для ДСДК, как и для случая ДСОК, являет­
ся появление различных значений знаковых разрядов в модифициро­
ванной форме дополнительного кода. Поэтому для контроля работы 
ДСДК используются дополнительные модифицированные коды.
Примеры:
1) М "  = оодоп
+
[В]" = 00,1010 
[С\" = 01,0101
2) [Л ]"=  11,0101
+
[В]" = 11,0111 
[С \"=  10,1100
В пакете ADAT ДСДК моделирует подпрограмма DSDC, работу 
которой можно проследить через соответствующий раздел меню.
5.1.5. Сложение чисел в форме с плавающей запятой
Особенность выполнения операции алгебраического сложения в 
этом случае заключается в том, что операции над мантиссами и 
порядками различны, поэтому эту операцию осуществляют два уст­
ройства. Действия выполняются над нормализованными числами. 
Нормализация включает проверку условия q~l < \тл \ < 1 и сдвига изо­
бражения мантиссы в ту или иную сторону в пределах разрядной 
сетки.
Операции сдвига
В арифметике с плавающей запятой используют несколько ти­
пов операций сдвига.
Простой сдвиг:
исходная сдвиг влево сдвиг вправо
комбинация на 1 разряд на 1 разряд
0, 0 \ ,  0.25 ••• ••• 0, 0, 0 \ ,  0 2 , ... Оп_ 1
1, о\, 02 , ... оп аь а2, ... опа 0, 1 э о\, 02 , ... оп_\
а -  для дополнительного кода 0, а для обратного 1.
Модифицированный сдвиг:
исходная сдвиг влево сдвиг вправо
комбинация на 1 разряд на 1 разряд
О 0, 0\, а2, ... ап 0 аи а2, ... ап0 0 0, 0, аъ а2, ... ап_\
0 1, а\, а2, ... ап 1 а\, а2, ... ап0 0 0, 1, а\, а2, ... ап_\
1 0, а\, а2, ... ап 0 а\, а2, ... апа 1 1, 0, а\, а2, ... ап_\
1 1, 0 \ ,  О2, ... Оп 1 0 \ ,  О 2, ... Оп(X 1 1, 1, 0 \ ,  О 2, ... Оп_ \
Нарушение нормализации
Так как условие нормализации состоит из двух неравенств, то 
может быть его нарушение слева и справа. Признак нарушения нор­
мализации числа справа соответствует случаю, когда мантисса ре­
зультата равна или больше 1, то есть происходит переполнение на 
сумматоре, вычисляющем мантиссу. Поэтому признаком нарушения 
нормализации числа справа является наличие разноименных комби­
наций в знаковых разрядах сумматора. Для нормализации необходи­
мо сдвинуть число вправо на один разряд. При этом кроме сдвига 
мантиссы порядок увеличивают на 1.
Признак нарушения нормализации числа слева появляется при 
получении результата по величине меньшего \!q и соответствует на­
личию одинаковых комбинаций в разряде переполнения и старшем 
разряде цифровой части сумматора. Для нормализации надо сдвинуть 
число влево на один разряд с уменьшением на 1 порядка числа и по­
следующей проверкой его нормализации.
Алгоритм сложения
Запишем два числа в форме с плавающей запятой: А = т^рА и 
В  = твр в, где т -  мантисса числа, р  -  порядок числа.
Если рА = р в, то операция сложения А + В содержит сложение 
мантисс как чисел с фиксированной запятой на одном из типов сум­
маторов. Если результат нормализован, то ему приписывается поря­
док. В противном случае реализуется процедура нормализации.
Примеры:
1) Л = 0,1000 ■ 2"3;В  = -0,1011 ■ 2"3;
Выберем для обработки мантиссы и порядка дополнительный 
код, тогда
[тА]"  = 00,1000 М "  = U 0 1
[тв]” = 11,0101 [рг] " =  1,Ю1
Сложение мантисс на ДСДК дает:
[тА]" = 00,1000
+
VmBf q = 11,0101
{mc\"q = 11,1101
Наблюдаем равенство разряда переполнения и старшего разряда 
цифровой части, что свидетельствует о нарушении нормализации
слеза. Сдвинем мантиссу влево на разряд: [тэт. ']* = 11,1010.с q
Одновременно со сдвигом влево нужна коррекция порядка, то 
есть уменьшение его на 1, что равносильно прибавлению кода 1,111:
Ы *  = U 0 1
+
i , i i i
K ] q = 1,100
Так как полученная мантисса по-прежнему не нормализована,
II ж я II
проделаем еще раз сдвиг и коррекцию: [ m c]q = 11,0100; [рс]9 = 1,011.
Полученный результат удовлетворяет условиям нормализации и С = 
= -0,1100 • 2-5.
2) Сложим А = - 0,1100 ■ 24 и В = - 0,1000 ■ 24 на сумматоре об- 
ратного кода. Машинное изображение:
[тА]"=  11,0011 ГМ, = 0,100
[тв ] " =  1,0111 Ы о  = 0,100
Сложение мантисс на ДСОК дает:




Нарушена нормализация числа справа, поэтому осуществляем 
модифицированный сдвиг мантиссы вправо: [т = 11,0101 и кор­
ректируем порядок результата на +0,001: \р'Л = 0,100 + 0,001 =0,101.
5 с
Результат С = - 0,1010 • 2 нормализован.
3) В более общем случае рА Ф р в. Для сложения необходимо со­
ответствие разрядов операндов друг с другом, поэтому предвари­
тельно необходимо привести порядки, что повлечет за собой наруше­
ние нормализации одного слагаемого. Выравнивание означает, что 
порядок меньшего числа надо увеличить на величину Ь р= \рА -  р в\ и 
сдвинуть мантиссу меньшего числа вправо на Ар разрядов. Меньшее 
число определяет знак разности рА - р в, так как она положительна при 
Р а > Р в  и отрицательна прирА <р в.  2
Сложим на сумматоре обратного кода числа А = 0,1011 -2  и 
В = - 0,1001 • 2_3. Машинные изображения:
[тА]" = 00,1011  М о =  1,101
[тв] " =  11,0110 Ы о =  1,Ю0
60
Разность [Др]0 = \рА]о+ \рв]0.
Обозначим величину - \р в\ъ = [ Рв\о, что означает изменение зна­
ка р в на обратный, то есть [ р в ]о = 0,011.
Тогда [Ар]0 = \рА]о+ [рв]о = 0,001.
Так как Ар > 0, то рА > р в. Поэтому необходимо сдвинуть ман­
тиссу числа В  вправо на Ар = 1:
[ = 11,1011 (сдвиг модифицированный). Далее:
[тА]м0 = 00,1011
+
[m Bf 0 =  11,1011 
[етс] "  = 00,0111
Нормализуем мантиссу по признаку нарушения нормализации 
слева, сдвигая ее вправо и корректируя порядок: [ш ']^  = 00,1110; 
\р'с] = 1,100.
При реализации операции сложения чисел в форме с плавающей 
запятой возможно переполнение порядка (при нормированной ман­
тиссе). Иногда порядок исчезает, то есть при отличной от 0 мантиссе 
характеристика становится отрицательной. В этом случае возможно 
либо прерывание процесса, либо в первом случае прибавление к ха­
рактеристике максимально возможного значения X, а во втором слу­
чае формирование 0, то есть числа с нулевой мантиссой и положи­
тельной нулевой характеристикой.
В пакете ADAT операция сложения чисел в форме с плавающей 
запятой на ДСОК моделируется подпрограммой DSOCF и может 
быть прослежена через соответствующее меню.
5.2. Умножение и деление двоичных чисел
Арифметические операции умножения и деления построены на 
использовании показанных ранее операций алгебраического сложе­
ния и сдвига. Рассмотрим алгоритмы их выполнения на примерах 
применения различных сумматоров.
5.2.1. Алгоритм выполнения операции умножения
двоичных чисел
Для двоичной системы счисления умножение состоит из ряда 
последовательных операций сложения частных произведений. Опе­
рациями сложения управляют разряды множителя: если текущий 
разряд множителя равен единице, то к сумме частных произведений 
добавляется множимое с соответствующим сдвигом, а если в разряде 
множителя стоит ноль, то множимое не прибавляется, а происходит 
только сдвиг.
При этом можно сдвигать множимое, множитель и сумматор, а в 
зависимости от комбинации сдвигов выделяется четыре способа ум­
ножения, схемы которых показаны на рис. 5.6.
а б
в г
Рис. 5.6. Способы умножения: а -  первый метод; б -  второй; в -
третий; г -  четвертый
Умножение чисел с фиксированной запятой
Пусть заданы машинные изображения чисел [А\ = SgA, аь а2, ... 
ап и [В] = SgB, b\, Ь2, ... Ъп. Тогда произведение [С] = SgC, сь с2, ... сп. 
Выберем метод 2 для умножения (рис. 5.6, б). Схема устройства
для его реализации представлена на рис. 5.7.
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Рис. 5.7. Структура умножения по способу 2
Умножение на ДСПК
В результате умножения операндов А и В  на ДСПК получаем ре­
зультат (С) в прямом коде. Алгоритм умножения содержит следую­
щие операции:
1. Установка исходного положения:
а) обнуляем сумматор;
б) в регистр А записываем множимое в прямом коде;
в) в регистр В  посылаем множитель в прямом коде.
2. Суммирование:
а) предварительно анализируется ситуация на равенство 0 любо­
го из операндов, что должно сразу же приводить к нулевому резуль­
тату;
б) если младший разряд в регистре В равен 1, то складываем 
значение сумматора и регистра А, в противном случае сложение не 
происходит:
в) сдвигаем регистр В  и сумматор на 1 разряд вправо;
г) повторяем шаги (б) и (в) п раз, где п -  разрядность числа;
д) знак результата вычисляется отдельно SgC = SgA 0  SgB.
В пакете ADAT данный алгоритм реализован в подпрограмме 
MULTPC.
Пример: Умножить на ДСПК А = +0,11010 и В = - 0,11001.
[А]п= 0,11010; [В]п= 1,11001; SgC = 0 + 1 = 1 (табл. 5.3).
















1 1 0  0 1
-  1 1 0 0
-------1 1 0
---------- 1 1
СМ =0; РгА=[Д]„; РгВ=[Я]й; 
b5=  1, СМ = [СМ]+[РгА];
[РгВ]; [СМ];
Ь4 = 0; [РгВ]; [СМ];
Ь3 = 0; [РгВ]; [СМ];
Ь2 = 1; СМ =  [СМ] +  [РгА]; 
[РгВ]; [СМ];
Ьг = 1; СМ = [СМ] +  [РгА]; 
[РгВ]; [СМ].
СМ, РгА, РгВ -  сумматор и регистры, а [СМ], [РгА], [РгВ] -  со­
держимое сумматора и регистров А и В  соответственно. Стрелка 
сверху означает сдвиг на 1 разряд. Для накопления произведения ис­
пользуется сумматор удвоенной разрядности.
Умножение на ДСОК
На ДСОК можно получить результат в обратном коде, если сле­
довать указанным ниже правилам.
1. Исходное положение:
а) проверка на равенство 0 операндов и при необходимости 
формирование нулевого результата;
б) если множитель положительный, то необходимо обнулить 
сумматор, иначе в сумматор записывается [А\ 0 • Т п\
в) в регистр А записывается значение [А] *;
г) в регистр В  записывается цифровая часть значения [2?]0.
2. Суммирование:
а) если первый бит регистра В  равен 1, то складываем значение 
сумматора и регистра А, иначе сложение не производим;
б) сдвигаем регистр В  и сумматор вправо на один разряд;
в) повторяем шаги (а) и (б) п раз;
г) если множитель отрицательный, то к сумме добавляется чис­
ло, обратное числу А, то есть [A]
Эти действия сформируют произведение в обратном коде. В па­
кете ADAT умножение на ДСОК моделирует подпрограмма 
MULTOC.
Примеры.
1. Положительный множитель. А = - 0,10011, В  = 0,11001.
[А] * = 11,01100; [В] о = 00,11001.
Таблица 5.4
__________ Пример умножения на ДСОК_____
Сумматор Регистр В Примечание
11,11111 11001 СМ = 0 ; РгА = [А]*-, РгВ =
+
= [я ']0;










Ь4 =  0; [РгВ]; [СМ]; 
Ь3 =  0; [РгВ]; [СМ];





11,01100 Ъх =  1 ; СМ =  [СМ] +  [А]*;
11,00010
111,0001 ^00100 [РгВ]; [СМ].
[В']0 -  цифровая часть от [В] Результат получается сразу с чи­
словой и знаковой частью. Старшие цифровые разряды регистра В 
используется дня записи младших разрядов результата по мера их 
сдвига вправо, поэтому нет необходимости применять сдвоенный 
сумматор.
2. Отрицательный множитель. А = - 0,110101; В  = - 0,101000.
[Л] о =11,001010; [ВЗо = 010111; р ]  „ = 00,1100101.
Сумматор Регистр В Примечание
11,111111 010111 СМ: = 0 ; РгА: = [А]*;  РгВ: =
+
= [В']0;
11,001010 СМ: =  [СМ] +  [A]J;



















Ь3 =  0 ; [СМ]; [РгВ];







Ь± =  0 ; [СМ]; [РгВ];
+
00,110101 СМ: =  [СМ] +  \А\ М0•
00,100010
В исходной позиции при обнулении сумматора использована 
одна из возможных записей 0 в обратном коде. Первое добавление
[A] g в сумматор равносильно поправке результата на величину
[А]м0 - 2Л  так как далее будет произведено п сдвигов. Последней вно­
сится поправка [A]
Умножение на ДСДК
На ДСДК можно умножать числа в дополнительном коде с по­
лучением результата в этом же коде. Для этого необходимо реализо­
вать следующие действия.
1. Исходное положение:
а) проверка на 0 операндов и при необходимости формирование 
нулевого результата;
б) обнуление сумматора, запись в регистры А и В  дополнитель­
ных кодов операндов.
2. Суммирование:
а) если младший разряд, регистра В равен 1, то прибавляем к 
сумматору значение регистра И;
б) сдвигаем сумматор и регистр В  вправо;
в) пункты а) и б) повторяем п раз;
г) если множитель отрицательный, то к результату добавляем 
поправку [А]
В пакете ADAT эти действия моделирует подпрограмма 
MULTDC.
Примеры:
1. Положительный множитель. А = - 0,10101, 2? = 0,10011.
[Л]* = 11,01011; [В% = 1011.
Таблица 5.6
___________ Пример умножения на ДСДК_______
Сумматор Регистр В Примечание
00,00000 10011 СМ: = 0 ; РгА = [A] Mq; PrB = [B']q
+
11,01011 b s =  1 ; CM =  [CM] +  [РгА];
11,01011
11,10101 ^11001 [PrB]; [CM];
+
11,01011 b4 =  1 ; CM: =  [CM] +  [PrA];
11,00000
+
11,10000 ^01100 [PrB]; [CM];
11,11000 ^00110 b 3 =  0 ; [PrB]; [CM];
11,11100 ^00011 b 2 =  0 ; [PrB]; [CM];
+
11,01011 Ъг =  1 ; CM =  [CM] +  [PrA];
11,00111
11,10011 ^10001 [PrB]; [CM1.
2. Отрицательный множитель. А = - 0,10111; В=  - 0,11001. 
[Л]* = 11,01001; [B']q = 00111; [л ]"  =00,10111 (табл.5.7).
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Сумматор Регистр В Примечание
00,00000 00111 СМ: = 0 ; РгА: =  [A] q; РгВ = [В%
+
11,01001 Ъ5 =  1 ; СМ:=[СМ ] +  [A]Mq,
11,01001
11,10100 ->10011 [РгВ]; [СМ];
+
11,01001 1 4 =  1 ; СМ: =  [СМ] +  [Л] *;
10,11101
11,01110 ->11001 [РгВ]; [СМ];
+
11,01001 Ь3 =  1 ; СМ:=[СМ ] +  [A]Mq,
10,10111 ->11100 [СМ]; [РгВ];
11,01011
11,10101 ->11110 Ь2 =  0 ; [СМ]; [РгВ];
11,11010 ->11111 Ь1 =  0 ; [СМ]; [РгВ];
+
00,10111
00,10001 11111 СМ =  [СМ] +  \A \Mq.
Поправка в результат внесена на последнем шаге, знаковая часть 
получается в ходе суммирования автоматически. Значащие цифры, 
перешедшие из сумматора в регистр В , отбрасываются как для ДСДК, 
так и для ДСОК.
Умножение чисел в форме с плавающей запятой
В операции умножения чисел в форме с плавающей запятой 
действия над мантиссой и порядком отличаются. При этом мантиссы 
перемножаются, а порядки складываются. Так как результат должен 
быть нормализован, то требуется нормализация и коррекция порядка. 
Структурная схема такого умножителя приведена на рис. 5.8.
Рис. 5.8. Схема умножителя чисел 
в форме с плавающей запятой
Операция умножения предусматривает также проверку на 
равенство нулю операндов и при необходимости формирование нуле­
вого результата. Если же порядок результата равен наибольшей 
допустимой по модулю отрицательной величине, то возможно фор­
мирование машинного нуля. Так как обработка мантиссы и порядка 
разделена, то для их представления можно использовать даже раз­
личные коды. Исходные данные должны быть нормализованы.
Пример: Умножить А = - 0,11001 • 2_3 и В  = 0,10011 • 2+1. Ман­
тиссы представить в прямом коде, а порядки в обратном.
[тА]п= 1,11001; Ы о =  1Д00;
|_тв]п= 1,11001; [ря]0= 1,100.
Сложение порядков дает:
[Рс]о= [Ра]о+ [рв]о= 1Д00 + 0,001 = 1,101.
Умножение мантиссы: знак SgC = 1+ 0  = 1 (табл. 5.8).
Сумматор Регистр В Примечание
+
0000000000 10011 PrmB: = \тв\, РгтА : = [т^]; СМ: = 0 ;















Ь3 =  0 ; [PrmB]; [СМ]; 
Ь2 =  0 ; [PrmB]; [СМ];
11001 bt  =  1 ; СМ: =  [СМ] +  [РгтА];
11101
^000000111011011 [PrmB]; [СМ .
В результате получили значение мантиссы [гас]„ = 1,0111011011. 
Наблюдается нарушение нормализации мантиссы, так как имеем раз­
ные значения знака и старшего разряда. Для нормализации сдвигаем 
вправо на один разряд мантиссу: [тсг\п = 1,1110110110 и корректи­
руем порядок [рс] 0= [рс]о+ 1,110 = 1,101 + 1,110 = 1,100. Конечный 
результат С = - 0,11110 • 2_3.
В пакете ADAT операцию умножения двоичных чисел в форме с 
плавающей запятой на ДСОК моделирует процедура MULTOCF.
5.2.2. Алгоритм выполнения операции деления
двоичных чисел
Существует несколько способов выполнения операции деления. 
Рассмотрим один из них, применяемый в большинстве универсаль­
ных ЭВМ. Он заключается в том, что делитель на каждом шаге вычи­
тается столько раз из делимого, начиная со старших разрядов, 
сколько это возможно для получения наименьшего положительного 
остатка. При этом в текущий разряд частного записывается цифра, 
равная числу делителей, содержащихся в делимом на данном шаге. 
Таким образом, весь процесс деления сводится к операциям вычита­
ния и сдвига.
Для двоичных чисел цифры частного получаются также после­
довательно, начиная со старшего разряда путем вычитания делителя 
из полученного остатка. Если получен положительный остаток, то 
цифра частного равна единице, если отрицательный, то нулю. При 
этом восстанавливается предыдущий положительный остаток. В слу­
чае положительного остатка для получения следующей цифры част­
ного последний остаток сдвигается влево (либо делитель вправо) на 
один разряд, и из него вычитается делитель, и так далее.
В случае отрицательного остатка восстанавливается предыду­
щий положительный остаток путем прибавления к отрицательному 
остатку делителя, и восстановленный остаток сдвигается на один раз­
ряд влево (либо делитель на один разряд вправо), и из него вычита­
ется делитель. Такой алгоритм деления называется «деление с вос­
становлением остатка».
Запишем указанные действия в другой форме. Обозначим А -  
делимое, В -  делитель, С -  частное.
Для реализации деления чисел в форме с фиксированной запя­
той необходимо, чтобы \А\ < \В\, иначе произойдет переполнение на 
первом шаге.
На первом шаге производится сдвиг делителя и определение ос­
татка:
А\ = А -  В ■ 2~\ где В ■ 2-1 -  сдвинутый делитель.
Пусть А 1 > 0, тогда С\ = 1.
_2
Продолжим процесс деления: А2 = А\—В  • 2
Пусть А2 < 0, тогда С2=0 и производится восстановление остатка 
Л,:Л2' = Л2 + В ■ 2~2.
Продолжим деление: А3 = А3 -  В-
Таким образом, алгоритм деления в общем виде на г-ом шаге:
At = At_] -  В ■ 2~\
Если Aj > 0, то С,- = 1 и переход к следующему шагу, а если А, < 
< 0, то С/ = 0 и восстановление остатка A t_\ = A t + В  ■ 2~\ который при­
нимается за A j, и процесс продолжается.
Следовательно, операция деления сводится к последователь­
ному выполнению вычитаний (сложений) в сумматоре и сдвигам де­
лителя. Сдвиг делителя может быть заменен сдвигом сумматора в 
противоположную строку.
Рассмотрим отдельно процесс восстановления остатка. Когда 
А,<  0 и Ci = 0, то на следующем шаге выполняются действия по фор- 
муле: A i+1 = А? -  В ■ Г (‘+1> = А,+ В ■ 2' -  В ■ 2~(i+l> = А, +В ■ 2~т>.
Таким образом, появляется возможность алгоритм деления уп-
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ростить по следующей схеме: А, = -  В • 2~\ если А > 0, то Q  = 1 и
продолжение по формуле Ain = At + В  ■ 2_(г+1). При этом если A i+X > О, 
то Cj+i = 1 и переход к формуле А г- = А г_1 -  В • Т \  а если A i+1 < 0, то 
Cj+i = 0 и переход к A i+1 = Аг-+ В  • 2_(г+1). Такой алгоритм с переключе­
нием формул называется делением без восстановления остатка.
Реализация рассмотренных алгоритмов деления возможна с по­
мощью двоичных сумматоров обратного и дополнительного кодов. 
При этом результат на ДСОК может быть получен в прямом или об­
ратном коде. В дальнейшем в примерах будем использовать схему 
деления, в которой происходит сдвиг делителя и частного влево. Знак 
результата формируется по формуле SgC = SgA ф  SgB. В табл. 5.9 
показаны в зависимости от комбинации знаков операндов вид опера­
ции на сумматоре, а также правила выбора значения разряда частно­
го, определяемые знаком остатка, и определены условия необходимо­
сти восстановления остатка.
Таблица 5.9
Правила формирования разряда частного__________
Знак
целимого
+ + — —
Знак делителя + — + —
Операция 
на сумматоре
Ai_! + в ■ 2“(£+1) Ai_t  + В ■ 2 - (£+1) Ai_t  + В ■ 2 - (£+1) Ai_t  + В ■ 2- (£+1)
Знак остатка A t>  0 A t <  0 A t>  0 A t <  0 A i>  0 A ,<  0 A t>  0 A ,<  0
Цифра (*) част­
ного
Q = 1 
с£ = l II 
II 
о 
о Q = 0







M Q = о
q = i
q  = o 
q = о




да да да да
Q  определяет результат в обратном или дополнительном коде в 
зависимости от типа используемого сумматора, a Q  -  результат в 
прямом коде для любого сумматора. Так как операция деления дает 
приблизительное значение частного, то и результаты, полученные на 
различных типах сумматоров и в различных кодах, могут несколько 
отличаться.
Деление с фиксированной запятой
Учебный пакет АДАТ содержит реализации деления с фиксиро­
ванной запятой на сумматорах обратного и дополнительного кодов с 
демонстрацией последовательности шагов и состояния регистров и 
сумматора в ходе деления.
Деление с восстановлением остатка
Рассмотрим алгоритм с восстановлением остатка на примере де­
ления с использованием ДСОК и получением результата в прямом 
коде. Операцию на сумматоре определяем по табл. 5.9.
Примеры:
1. Делимое А = - 0,10010, делитель В  = 0,11101.
Обратные коды операндов [.А = 11,01101; [В]*£ = 00,11101. 
Знак результата SgC = SgA 0  SgB = 1 0  0 = 1.
Таблица 5.10
___________ Деление с использованием ДСОК_______
Сумматор Регистр С Примечание
1101101 00000 ИП СМ: = [ А ] РгВ: = [В] MQ, [РгС]: = 0;
1011011 0000- [РгС]; [СМ];
+
0011101 СМ: = [СМ]+ [£]";
1111000 00000 А \ < 0; С \ = 0;
+
1100010 восстановление остатка
1011011 0000- [РгС]; [СМ];
0110111 СМ:= [СМ] + [5 ]";
+




0110111 0000- [РгС]; [СМ];
1101110 СМ:= [СМ] + [5 ]";
+
0011101 00001 А 3>  0; Сз= 1;
0001100 0001- [РгС]; [СМ];
0011000 СМ:= [СМ] + [5 ]";
+





0011101 СМ:= [СМ] + [В]";
1100111 00110 А§ < 0; С5= 0.
Хсдв = 5; конец
В итоге получаем код \С\п = 1,00110, что соответствует значе­
нию С = - 0,00110.
2. Для этих же значений операндов рассмотрим получение на 
ДСОК результата в обратном коде.
Таблица 5.11
Деление с использованием ДСОК (результат в обратном коде)







ИП СМ: = [A] MQ\ РгВ: = [5 ]"  [РгС]: = 0; 
[РгС]; [СМ];





























А3> 0; Сз = 0;
[РгС]; [СМ];







А4 > 0; С4 = 0;
[РгС]; [СМ];
СМ: = [СМ] + [В] J;
1111111 11001 А$= 0; С5= 0.
Хсдв = 5; конец
Получаем код [С]о= 1,11001, что соответствует значению С = 
= - 0,00111. Приближенный характер операции деления дал отличие 
результатов, полученных в прямом и обратном кодах, на единицу в 
младшем разряде. Знак результата получаем аналогично предыдуще­
му примеру.
Деление без восстановления остатка
Рассмотрим тот же пример с получением частного на ДСОК с 
результатом в обратном коде, но процесс деления осуществим без 
восстановления остатка. Знак результата прежний.
Таблица 5.12
___________Деление без восстановления остатка______
Сумматор Регистр С Примечание
<— <—
1101101 00000 ИП СМ: = [ А ] РгВ: = [В] MQ, [РгС]: = 0;
1011011 0000- [РгС]; [СМ];
+
0011101 СМ: = [СМ]+ [£]";
1111000 00001 А \< 0; С\ = 1;
1110001 0001- [РгС]; [СМ];
+
1100010 СМ: = [СМ] + [В] J;
1010100 00011 А2< 0; Сг= 1;
+
0101001 0011- [РгС]; [СМ];
1100010 СМ: = [СМ] + [В] J;
0001100 00110 Дз > 0; Сз= 0;
0011000 0110- [РгС]; [СМ];
+
0011101 СМ: = [СМ] + [В] J;
0110101 01100 А4 > 0; С4= 0;
1101010 1100- [РгС]; [СМ];
+
0011101 СМ: = [СМ] + [В] J;
0001000 11000 А$ > 0; С5= 0 .
Хсдв = 5; конец
Получаем код [С]о= 1,11000, что соответствует значению С = 
= -0,00111.
Пакет ADAT позволяет также моделировать деление без восста­
новления остатка на сумматоре дополнительного кода, с получением 
результата как в прямом, так и в дополнительном кодах, с пошаговым 
анализом действий.
Деление с плавающей запятой
Частное от деления двух чисел в форме с плавающей запятой 
получается делением мантисс и вычитанием порядков: тс = тА1тв\ 
Рс = Ра ~ Рв■ Так как мантиссы исходных данных нормализованы, то 
возможно, что \тА\ > \тв\ или наоборот.
В первом случае в конце операции потребуется нормализация 
частного из-за нарушения правой границы. При этом на первом шаге 
происходит вычитание делителя из делимого с записью единицы в 
целую часть частного, а далее алгоритм деления мантисс реализуется 
в обычном порядке.
Для второго случая на первом шаге вычитания получаем отри­
цательный остаток и соответственно ноль в целой части мантиссы ча­
стного с последующим продолжением алгоритма деления.
Таким образом, частное получается в прямом коде, а операции 
над мантиссами осуществляются на ДСОК или ДСДК.
При вычитании порядков возможно переполнение разрядной 
сетки в сумматоре порядков. Переполнение в сторону отрицательных 
величин порядка превращает мантиссу результата в машинный ноль, 
порядку присваивается наибольшее отрицательное значение. Необхо­
димо также предусмотреть блокировку попытки деления на ноль.
Для получения значений мантиссы и порядка частного можно 
использовать различные типы сумматоров. Знаки частного и порядка 
получаются по указанным ранее правилам.
Примеры:
1. Задано А = 0,10000 • 25; В = 0,11100 • 23.
Имеем случай \тА\ < \тв\. Используем для деления мантисс и вы­
числения разности порядков ДСДК. При этом реализуем алгоритм 
деления без восстановления остатка с результатом в прямом коде. 
SgC = SgA 0  SgD = 0 0  0 = 0. В числовой части частного пять зна­
чимых цифр и один разряд для фиксации возможного переполнения 
(в данном примере не будет).
[тА\ м = 00,10000
["гВ] “  = 00,11100
[ т с] "  = 11,00100
[рД "  = 00,00101
+
[рв ] ма = 11,11101
[рс]"  = 00,00010




0,00000 ИП: СМ: = [:тА]"; РгС: = 0; 








[ т с]; [СМ];







А \> 0; С\ = 1;
[ т с]; [СМ];







А2< 0; Сг= 0;
[т с]; [СМ];













A 3 < 0; Сз= 0;
[т с]; [СМ];
СМ:= [СМ] + [т в]";
А4 > 0; С4 = 1;
[т с]; [СМ];
СМ:= [СМ] + [т в]";
11,01100 0,10010 А$ < 0; С5= 0 .
Хсдв = 5; конец
Результат: [тис]„ = 0,10010; [рс\ "  = 00,00010; С = 0,10010 • 22 = 
= 0,5625 • 22 = 2,245.
2. Задано Л = 0,11100 ■ 23; 5  = 0,10000 ■ 25.
Имеем случай \тА\ > \тв\. Используем для деления мантисс
ДСОК с получением результата в прямом коде, а вычитание порядков
осуществим на ДСДК. SgC = 1 0  0 = 1. [тА] ^  = 11,00011; [тв ] ^  = 
00,10000; [ т в] о = 11,01111 (табл. 5.14).




0,00000 ИП: СМ: = [:тА]"; РгС: = 0; 







Ао< 0; Cq= 1;
[РгС]; [СМ];







А\ < 0; С\ = 1;
[РгС]; [СМ];







А2= 0; С2= 1;
[РгС]; [СМ];







А3> 0; Сз = 0;
[РгС]; [СМ];







А^  > 0; С4 = 0;
[РгС]; [СМ];
СМ:= [СМ] + [т в]";
00,10000 1,11000 А$ > 0; С5= 0 .
Хсдв = 5; конец
+
+
Ы *  =00,00011
[РвГа = 11,11011 
[рсГ  = 11,11110
2~5 =  00,00001
[ т с]" = 0,11100
\P cY q = 11,11111
С = - 0,11100 т' = 
= - 0.875- 2'1 = 0.4375
[р'с] ‘‘= 11,11111 (нормалшация)
6. АЛГОРИТМЫ АЛГЕБРАИЧЕСКОГО СЛОЖЕНИЯ 
В D-КОДАХ
Исходные числовые данные, которые готовит пользователь, а 
также результаты вычислений обычно представлены в десятичной 
системе. Но при выполнении вычислений на ЭВМ по известным при­
чинам возникает необходимость перевода исходных данных в двоич­
ную систему счисления, а результат приходится преобразовывать об­
ратно из двоичной системы в десятичную систему. При этом числа, 
рациональные в одной системе счисления, могут при переводе в дру­
гую систему перейти в иррациональное представление, которое при­
ведет на ограниченной разрядной сетке ЭВМ к потере точности. 
Обычно для расчетов с использованием действительных данных это 
является вполне допустимым, но в ряде случаев, например, при цело­
численных вычислениях, необходимо соблюдать абсолютную точ­
ность представления исходных данных и результатов. Это можно 
обеспечить с помощью вычислений в исходной системе счисления, 
т. е. десятичной, а для этого необходимо использовать некоторую 
систему кодирования десятичных цифр в совокупности с правилами 
выполнения операций над ними, которые приводили бы к правиль­
ным результатам.
6.1. Характеристики некоторых систем D-кодов
Изображение десятичных цифр с помощью двоичных символов 
называется D-кодом. При этом требуется четыре двоичных разряда, 
которые называются тетрадой {a4J, a3J, a2J, aiJ}. Это число двоичных 
разрядов избыточно для изображения десятичных цифр, поэтому ко­
личество возможных D -кодов определяется числом возможных соче­
таний по 10 из 16 комбинаций. Видно, что в отличие от обычных по­
зиционных систем счисления в D-кодах не все комбинации разре­
шены.
При выборе системы D-кодов необходимо ориентироваться на 
ряд свойств, характерных для систем счисления:
-  различным D -числам соответствуют различные тетрады;
-  большая D-цифра должна изображаться большей тетрадой, ес­
ли разряды тетрады имеют вес по двоичной системе счисления;
-  для десятичных цифр а = {а4, а3, а2, a j  и b = {р4, р3, р2, Pi} свя­
занных соотношением а + b = 9, удовлетворяют условия
р/
0, (X/ 1,
1 ,аг = 0,
(6 .1)
где / = 1, 2, 3, 4.
Для однозначности перевода чисел в D-код и обратно желатель­
но, чтобы разряды тетрад имели определенный вес:
а* = a4c4 + а3с 3 + а2а2 + aiOi, (6.2)
где о,- -  вес разряда тетрады.




Десятичная Эквиваленты в кодах
Цифра А  (8, 4, 2, 1) А  (2, 4, 2, 1) А  (5, 1, 2, 1) А(8, 4, 2, 1+3)
0 0000 0000 0000 0011
1 0001 0001 0001 0100
2 0010 0010 0010 0101
3 0011 0011 0011 0110
4 0100 0100 0111 0111
5 0101 1011 1000 1000
6 0110 1100 1001 1001
7 0111 1101 1010 1010
8 1000 1110 1011 1011
9 1001 1111 1111 1100
Примечание. В скобках заголовка столбцов указаны веса двоич­
ных разрядов тетрады для каждого кода.
Из таблицы видно, что в коде Di разрешенные комбинации яв­
ляются двоичными эквивалентами десятичных цифр с естественными 
весами разрядов, равными степеням основания 2. Очевидно, что для 
этой системы не выполняется условие а + Ъ = 9, так как цифры, яв­
ляющиеся дополнением до 9, невозможно получить простым инвер­
тированием наборов тетрад.
В коде D2 изменена естественная система весов разрядов тетра­
ды на систему (2, 4, 2, 1). Поэтому веса разрядов в таблице кодирова­
ния делятся на две части: от 0 до 4 они повторяют D b а от 5 до 9 по 
сравнению с D\ каждая тетрада содержит избыток (+0110). Это свой­
ство позволяет каждую цифру кодировочной таблицы превратить в ее 
дополнение до 9 простым инвертированием двоичных цифр кода в 
тетраде.
Код D3 с системой весов разрядов в тетраде (5, 1, 2, 1) имеет ко- 
дировочную таблицу, отчасти совпадающую с кодом D b но кодовые 
комбинации подобраны таким образом, что при появлении недопус­
тимой комбинации после сложения или обращения возможно выпра­
вить результат внесением регулярных поправок по относительно про­
стому алгоритму.
Для кода D4 все тетрады имеют значения, увеличенные по срав­
нению с кодовыми комбинациями D\ на три. В этом коде так же легко 
корректировать результат, прибавляя или отнимая поправку в зави­
симости от возникающих обстоятельств. В то же время этот код 
позволяет легко получить обратное кодовое представление простым 
инвертированием тетрад. На практике чаще применяют коды D\ и D4.
6.2. Алгоритмы сложения положительных чисел
в D-кодах
Правила сложения в любых D-кодах имеют одну общую осо­
бенность, связанную с кодированием десятичных цифр по тетрадам. 
В связи с этим перенос единицы переполнения десятичного разряда 
осуществляется из старшего разряда младшей тетрады в младший 
двоичный разряд старшей тетрады. Но собственно правила сложения, 
включающие анализ результата и внесение при необходимости 
поправки, определяются системой кодирования и отличаются для ка­
ждого D-кода. Отметим также, что представление положительных 
чисел, как и для двоичной системы счисления, одинаково при исполь­
зовании обратного и дополнительного кодов.
Возникновение запрещенной комбинации указывает либо на 
ошибку, либо на необходимость корректировки результата. Способы 
определения ошибок в данном издании не рассматриваются, поэтому 
ограничимся обсуждением второго варианта ситуации.
Необходимо также учесть, что при сложении тетрад возникаю­
щий перенос является потетрадным П / =16  вместо поразрядного де­
сятичного переноса Пг = 10.
Обозначим запись десятичных операндов и результата:
^ 1 0  =  а т а п- Ь  • • • а Ъ a Q\
Вю Ь»-lj-- - Ь\уЬ(),
С\о = ^ю + В 10 и Q = ai + bi + П/_1 — П 
где С/ -  /-Й разряд суммы;
П/_1 -  перенос из младшей тетрады;
П/ -  перенос в старшую тетраду;
q -  основание системы счисления, в нашем случае 10, при этом и 
Пг принимают значения из {0, 1}.
6.2.1. Сложение в коде Dl
Допустим, что сложение двух цифр в коде D\ дает at + bt + Пм  < 
< 10, т. е. получаем цифру, которая не превышает 10. Так как сложе­
ние двоичных кодов происходило по правилам двоичной арифмети­
ки, полученный результат является правильным и в коррекции не 
нуждается.
Примеры: 1) яг = 2 = 0010 и bt= 7 = 0111, Пм  = 0.
Cj— cii+ bj+ Пг_1 = 0010 + 0111 = 1001 = 9.
2) яг = 2 = 0010 и 6г = 5 = 0101, Пм  = 1. 
сг= 0010 + 0101 + 0001 = 1000 = 8.
В других случаях, когда at + bt + Пм  > 10, возникает десятичный 
перенос в старший разряд и сумма должна быть равна at + bt + Пм  -  
- П г - 10, гдеП г =1.
Признаком этой ситуации является возникновение запрещенной 
комбинации в тетраде, если 15 > а{+ bt + Пм  > 10 ,  либо появление 
единицы переноса в соседнюю тетраду, что соответствует потетрад- 
ному шестнадцатеричному переносу П / = 16. Оба случая требуют 
коррекции результата. Для первой ситуации необходимо обеспечить 
перенос единицы в старшую тетраду, а это можно сделать, добавив в
результат 6(+0110) единиц. Остаток после переноса П / в старшую
тетраду дает код правильной цифры. Во втором случае необходимо 
компенсировать перенос шести единиц в старшую тетраду путем 
прибавления их (+0110) к полученному в младшей тетраде резуль­
тату.
Примеры: 1) at= 9 = 1001 и bt= 2 = 0010, Пм  = 0. 
сг = aj+ bt= 1001 + 0010 = 1011
+0110
(1)0001.
Общий результат сложения равен 11. После сложения получили 
в тетраде двоичный код этого числа, но в десятичной арифметике не­
обходимо получить код 1. Для этого прибавляем поправку (+0110) и 
получаем перенос десятичной единицы в старшую тетраду, а в млад­
шей тетраде имеем уже правильный результат.
2) at = 8 = 1000 и bj= 7 = 0111, Пм  = 1.
С/ — л,-+ bj + П/_1 — 1000 + 0001 — (1)0000
+0110
(1)0110.
Общий результат сложения равен 16. После сложения, в ходе 
которого произошел перенос единицы в старшую тетраду, к получен­
ному результату добавили компенсирующую поправку (+0110) и по­
лучили двоичный код правильного результата 6(0110).
3) af= 8 = 1000 и bi= 9  = 1001, Пм  = 0. 
сг= aj+ bt= 1000 + 1001 = (1)0001
+0110
(1)0111.
Внесение поправки компенсировало перенос шести лишних 
единиц в старшую тетраду и дало правильный результат 7(0111) в 
младшей тетраде.
Таким образом, получаем правило потетрадного сложения в Dr  
коде: если при сложении двух тетрад получаем запрещенную комби­
нацию или перенос единицы в старшую тетраду, то вносим в млад­
шую тетраду поправку (+0110), иначе -  результат не корректируем.
Рассмотрим пример сложения многоразрядных положительных 
десятичных чисел в D i-коде.
Даны числам = 279 = 0010 0111 1001, Я = 591 = 0101 1001 0001.
Вначале производим потетрадное суммирование, а затем при 
необходимости вводим поправки:
А =  0010 0111 1001
+
В =  0101 Ж 1  0001
1000 < 0000 1010
± шло ± шло
С=  1000 0111 < 0000
Стрелка (<) указывает на передачу единицы в старшую тетраду. 
При внесении поправок для кода D\ межтетрадные цепи переноса не 
блокируются.
6.2.2. Сложение в коде D2
Особенности кодировочной таблицы D2 приводят к следующим 
правилам сложения одноразрядных чисел. Если а/ < 5, и Ь/ < 5, и 
сумма а/ + b/  + Пм  < 5, то результат попадает в верхнюю часть таб­
лицы и не требует коррекции.
Пример: а/=  1 = 0001 и Ь/= 2 = 0010, Пм  = 1 = 0001. 
с / =  0001 +0010 + 0001 =0100 = 4.
Если а/ + bi' + П/_! > 5 то результат попадает во вторую часть 
таблицы кодирования, где с / = сг + 6 по сравнению с кодом D x. В этом 
случае необходима коррекция результата введением поправки 0110. 
Признаком этой ситуации является наличие запрещенной комбина­
ции (з. к.).
Пример: а/=  2 = 0010 и Ь/= 2 = 0010, Пм  = 1 = 0001. 
с/ — 0010 + 0010 + 0001 = 0101 (з. к.).
Вносим поправку с /  =0101 + 0110 = 1011 = 5, что является пра­
вильным результатом в коде D2.
Если а/ >5  и Ъ- < 5, а сумма 15 > а- + Ъ- + Пм  > 5, то результат 
попадает в верхнюю часть таблицы и получается без искажения, так 
как избыточная шестерка по сравнению с кодом D\ имеется в одном 
из исходных операндов.
Пример: а{ = 2 = 0010, Ь/ = 5 = 1011, Пм  = 1 = 0001. 
с /  = 0010 +1011 +0001 = 1110 = 8.
В случае а/ > 5 и Ь/ > 5 и Пг = 1, при условии 10 < а/ + Ь/ + Пм < 
< 15, когда есть перенос в старший разряд и возникает запрещенная 
комбинация, необходима поправка-0110 (+1001 в обратном коде или 
+1010 в дополнительном коде).
Пример: а/ = 6 = 1100 и Ъ( = 7 = 1101, Пм  = 1 = 0001.
cl = 1100+ 1101 +0001 =(1)1010(з. к.).
Вносим поправку с/ = 1010 -  0110 = 0100 = 4.
Общий результат 14 = 0001 0100.
Обобщенное правило сложения в £)2-коде: если при сложении 
возникает запрещенная комбинация, для случая отсутствия переноса 
в старший разряд (Пг = 0) необходима поправка +0110, а при возник­
новении единицы переноса (Пг = 1) требуется поправка - 0110. В ос­
тальных случаях результат не требует коррекции.
Так как поправки бывают с разными знаками, то их внесение 
сопровождают блокировкой цепей межтетрадных переносов. 
Примеры: 1) Сложить в £)2-коде:
А = 167 = 0001 1100 1101
+
В = 289 = 0010 1110 1111
С = 456 = 0100 < 1011 < 1100
Результат не требует коррекции, так как ни в одной тетраде нет 
запрещенных комбинаций.
2) Сложить в Б 2-коде:
А = 267  = 0010 1100 1101
+
В = 219  = 0010 1101 1111
0101 < 1010 < 1100
+ 0110 + 1010________
С = 546 = 1011 0100 1100
При сложении возникли запрещенные комбинации, причем для 
второй тетрады зафиксирован перенос единицы в старшую тетраду. 
Поправки внесены при разомкнутых цепях межтетрадного переноса, 
причем во второй тетраде поправка (-0110) сделана на сумматоре до­
полнительного кода (+1010).
6.2.3. Сложение в коде D3
Кодировочная таблица D3-кода имеет три раздела. В первой час­
ти (от 0 до 3) она совпадает с кодом D b далее (от 4 до 8) имеем сис­
тему (Рх + 3), т. е. избыток +0011 относительно D\, а код 9 = 
= (А  + 0110).
При сложении двух разрядов с учетом переноса возможно появ­
ление запрещенной комбинации, соответствующей условию:
(cj> 0011 Л Cj< 0111) v (сг> 1011 л сг< 1111).
В этом случае внесение поправки зависит от значений исходных 
операндов: если at = 4 v bt = 4, тогда с,-: = с,- -  0011, иначе -с,-: = с,- + 
+ 0011. В остальных случаях получаем разрешенные комбинации.
Примеры:
1) di= 1 = 0001 и bt= 2 = 0010, Пм  = 1. 
сг = 0001 + 0010 + 0001 = 0100.
Получена запрещенная комбинация, так как коды исходных зна­
чений не имеют избытка по отношению к коду D\. Чтобы получить 
правильный код результата, необходимо внести поправку +0011: 
сг= 0001 +0011 =0111 = 4.
2) aj= 1 = 0001 и bt= 3 = 0011, Пм  = 0. 
сг= 0001 +0011 =0100.
Получена запрещенная комбинация по тем же причинам, что и в 
предыдущем примере. Внесение поправки +0011 дает правильный ре­
зультат:
сг= 0001 +0011 =0111 = 4.
3) cii= 4 = 0111 и bi= 4 = 0111, Пм  = 0. 
с,= 0111 +0111 = 1110.
Получена запрещенная комбинация. Поскольку код результата 
относительно кода D\ должен иметь одну избыточную 3, но на самом 
деле их получилось две, то коррекция результата сводится к удале­
нию одной избыточной тройки: 
с,= 1110-0011 = 1011.
4) Избыточная тройка в результате может получиться и при Пг = 
= 1 (унос шести единиц в старшую тетраду), если результат лежит в 
первой области, совпадающей с D\, а второй операнд был взят из вто­
рой области:
Я| = 9 = 1111 и £/= 4 = 0111, Пм  = 0. 
с,= 0111+ 1111 =(1)0110.
Получена запрещенная комбинация, коррекция которой с{ = 
= (1)0110 -  0011 = 0011 дает верный код числа 3.
5) Запрещенные комбинации могут получаться и при сложении 
в случае шестнадцатеричного переноса в виде единицы в старшую 
тетраду. При этом уходят обе избыточные тройки относительно D r  
кодов исходных операндов, а код результата должен содержать одну 
избыточную тройку относительно Di:
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at = 8 = 1011 и bi= 8 = 1011, Пм  = 0.
c,= 1011+ 1011 =(1)0110.
Поправка заключается в добавлении +0011:
с,= (1)0110+ 0011 =(1)1001 =6.
Внесение поправки никогда не будет вызывать межтетрадный 
перенос, поэтому блокировка соответствующих цепей переноса не 
нужна.
Примеры сложения многоразрядных чисел.
1) Сложить в Д -коде:
А = 149 = 0001 0111 1111
+
В = 562 = 1000 1001 0010
С = 711 = 1010 < 0001 < 0001
В этом примере нет необходимости вносить поправки, так как
межтетрадные переносы унесли лишние тройки в виде единицы ше­
стнадцатеричного переноса (2-я и 3-я тетрады), а результат в первой 
тетраде правильный, так как сложение не привело к появлению лиш­
ней тройки.
2) Сложить в Д -коде:
А = 149 = 0001 0111 1111
+
В = 254 = 0010 1000 0111
С = 403 = 0100 < 0000 < 0110
+ 0011 0011
0111 0000 0011
Необходимость поправки в младшей тетраде результата возник­
ла из-за наличия в сумме девяти избыточных единиц относительно 
кода Д  дня обоих операндов. Но при сложении в перенос ушло 
только шесть единиц, три оставшиеся необходимо изъять, чтобы при­
вести код результата в соответствие с первой частью кодовой табли­
цы Д ,  совпадающей с Д .
В старшей тетраде в коде результата не достает трех единиц, по­
тому что исходные операнды не содержали их, так как были взяты из 
первой части кодировочной таблицы, а код результата относится к ее 
второй части. Поэтому внесена поправка +0011.
6.2.4. Сложение в коде / )4
Код D4 построен на основе кода D\ и содержит избыточное зна­
чение +3(+0011) в каждой разрешенной комбинации тетрады. Тогда 
два одноразрядных десятичных операнда в этом коде могут быть за­
писаны как а "  = Л/+ 3 и b "  = b + 3, где а "  и Ь" -  тетрады в коде D4.
Для случая а"  + Ъ” + <10  имеем в результате с ” = at + bt +
+ П/_1 + 3 + 3. В этой сумме правильный результат дает сложение пер­
вых четырех компонентов, а наличие избыточной тройки требует 
коррекции -0011.
Если же а "  + Ъ" + Пм  > 10, то из суммы с"  = а{ + bf + + 3 + 3
возникает десятичный перенос, который по условию уносит шесть 
избыточных единиц в старшую тетраду. Для доведения результата до 
правильной кодовой комбинации в D4 необходима коррекция +0011, 
которая возвращает три недостающих единицы.
Примеры:
1) а/' =  2 =  0101 и Ь" =  6 =  1001,Пм  = 1.
с," = а/' + Ь/' + Пм  = 0101 + 1001 + 0001 = 1111.
Получена запрещенная комбинация. Внесем поправку в резуль­
тат: с/' := а" -  0011 = 1100.
2) Сложить в D4 коде многоразрядные положительные числа:
А = 29 = 0101 1100
+
В = 63 -  1001 0110
1111 < 0010 
-  0011 + 0011
С = 92 = 1100 0101
В обоих примерах при внесении поправки цепи межтетрадного 
переноса блокируются. Таким образом, правило потетрадного сложе­
ния приводит к необходимости внесения поправки +0011 в случае пе­
реноса единицы между младшей и старшей тетрадами и -0011 -  при 
отсутствии этого переноса.
6.3. Особенности алгебраического сложения 
с участием отрицательных чисел в D-кодах
Отрицательные числа в зависимости от применяемого для их 
сложения типа сумматора должны быть представлены в прямом, об­
ратном или дополнительном кодах, поэтому можно ввести для отри­
цательного числа А = - 0, аи а2, ... ат где at -  двоичные тетрады, сле­
дующие обозначения:
[/4]и 1, #1, #2? ••• «ш
[А]0= 1
[у4]д 1, alt ci2i ■ ■ ■ %•
Знак «-», как и в случае двоичных чисел, закодирован единицей 
в знаковом разряде. При этом ai является дополнением до q -  1, т. е.
до 9, во всех тетрадах, a al также дополняет все тетрады, кроме по­
следней, для которой это дополнение -  до q, т. е. до 10.
Отсюда сц +  at = 10, щ +  at = q — 1 =  9, т. е. для получения
дополнительного кода отрицательного числа после кодирования зна­
ка необходимо обратить все цифровые разряды и прибавить в млад­
ший разряд единицу по правилам сложения используемого D-кода.
6.3.1. Получение обратных и дополнительных кодов 
отрицательных чисел в D-кодах
Для двоичного представления обратный код получается простой 
инверсией цифровых разрядов. Прибавление по правилам двоичной 
арифметики единицы к младшему разряду давало дополнительный 
код. Поэтому желательным свойством D-кода является получение в 
тетраде дополнения до девяти простым инвертированием ее разрядов. 
Это свойство выполняется не для всех рассмотренных D-кодов.
Примером такого кода является код D b так как в результате ин­
версии тетрад получается дополнение до 15, т. е. до старшей цифры 
шестнадцатеричной системы счисления. Очевидно, что обращение 
таким способом цифр от 0 до 9 дает двоичный код, отличающийся от 
обратного десятичного значения на шесть единиц в большую 
сторону. Поэтому для получения правильного результата необходима 
коррекция путем вычитания шести лишних единиц. Более распро­
страненный прием содержит первоначальное прибавление (+0110) 
шести единиц, а затем инверсию тетрады.
Пример. Получить обратные коды цифр 1, 5 и 9, представлен­
ные в D i-коде:
Исходные коды 1 = 0001 , 5 = 0101 , 9 = 1001
Добавление +6 + 0110______ + 0110_____+ 0110
0111 1011 1111 
Инверсия 8 = 1000 4 = 0100 0 = 0000
Полученные двоичные комбинации в тетрадах после инвертиро­
вания являются цифрами-дополнениями до 9 в коде D\.
Пример. Получить дополнительный код числа -19 в коде Di:
IIс\
О1 1 , 0001 1001
Добавить +6 + 0110 + 0110
0111 1111
Инверсия 1000 0000
+1 в младшую + 0001
тетраду 1 , 1000 0001
8 1
Рассмотрим правила выполнения тех же операций в коде D2. Для 
этого кода в табл. 6.2 приведены двоичные комбинации в тетрадах и 
соответствующие им десятичные цифры, которые получены инвер­
сией разрядов тетрад. Видно, что во всех случаях прямое инвертиро­
вание дает правильный результат.
Таблица 6.2
Инвертирование тетрад в коде Р 2____________
Цифра 0 1 2 3 4 5 6 7 8 9
Код
А>
0000 0001 0010 0011 0100 1011 1100 1101 1110 1111
Инв.
А>
1111 1110 1101 1100 1011 0100 0011 0010 0001 0000
Цифра 9 8 7 6 5 4 3 2 1 0
Примеры:
1) Найти обратный и дополнительный коды для числа А = 
= - 0,720 в коде D2.
А = -  0 , 1101 0010 0000
[А\о = 1 , 0010 1101 1111
[А\д = 1 , 0010 1101 1111
 + 0001
1 , 0010 0111 < 0000
При добавлении единицы в младшую тетраду произошел меж- 
тетрадный перенос, но во всех десятичных тетрадах получены разре­
шенные комбинации. Ад = - 0,280 и А 0 = - 0,279.
2) Найти обратный и дополнительный коды для числа А = 
= - 0,750 в коде D2.
А = --  0 , 1101 1011 0000
[А\о =
М д =












1 , 0010 1011 0000
При добавлении единицы в младшую тетраду получили, вслед­
ствие переноса единицы в старшую тетраду, запрещенную комбина­
цию в последней. Согласно правилам сложения в В 2-коде, в эту тет­
раду внесена поправка +0110 и получен верный результат. А 0 = - 0,249 
и А д = - 0,250.
3) Найти обратный и дополнительный коды для числа А = 
= - 0,748 в коде D2.
А = -  0 , 1101 0100 1110
[А\о = 1 , 0010 1011 0001 А0 = - 0,251
\А\д = 1 , 0010 1011 0001
 + 0001
1 , 0010 1011 0010 Ад = - 0,252
В коде D 3 обратное значение можно получить инверсией разря­
дов тетрад только для некоторых кодов. В других случаях получа­
ются запрещенные комбинации. Анализ содержимого табл. 6.3 пока­
зывает, что в последнем случае все запрещенные комбинации содер­
жат избыточное значение 0011, поэтому корректировка результата в 
случае появления запрещенной комбинации (з. к.) заключается в вы­
читании этого значения (-0011).
Таблица 6.3
Обращение чисел в коде £>3 инверсией разрядов тетрады
Цифра 0 1 2 3 4 5 6 7 8 9
D3 0000 0001 0010 0011 0111 1000 1001 1010 1011 1111
Инв. 1111 1110 1101 1100 1000 0111 0110 0101 0100 0000
Цифра 9 3 . к. 3 . к. 3 . к. 5 4 3 . к. 3 . к. 3 . к. 0
3 . к.-£>з ООН 0011 0011 — 0011 0011 0011
Пример. Найти обратный и дополнительный коды для числа А = 




1 1000 0000 0110
0011
1 1000 0000 0011
1 1000 0000 0011
+ 0001
1 1000 0000 0100
+ 0011
1 1000 0000 0111
При получении обратного кода в младшей тетраде была полу­
чена з. к., которая потребовала введения поправки ( -0011). А прибав­
ление единицы к младшему разряду при получении дополнительного 
кода также привело к появлению з. к., что по правилам сложения в 
£)3-коде потребовало коррекции (+0011). В результате А0 = - 0,503 и Ад 
= = - 0,504.
Рассмотрим задачу получения обратного и дополнительного 
кода Da. Из анализа табл. 6.4 очевидно, что обратный код числа для 
кода D4 получается в любом случае инвертированием тетрады.
Таблица 6.4
Получение обратного кода числа для кода Р 4 _____
Цифра 0 1 2 3 4 5 6 7 8 9
А 0011 0100 0101 0110 0111 1000 1001 1010 1011 1100
Инв. 1100 1011 1010 1001 1000 0111 ОНО 0101 0100 0011
Цифра 9 8 7 6 5 4 3 2 1 0
Пример. Найти обратный и дополнительный коды для числа А = 
= - 0,29 в коде Z)4.
А = -  0 , 0101 1100
[А\о = 1 , 1010 0011
[А\д = 1 , 1010 0011
__________________ + L
1 , 1010 0100
Обратный код А0 = - 0,70 получен инвертированием тетрад, а 
прибавление единицы в младшую тетраду для получения дополни­
тельного кода Ад = - 0,71 не требует коррекции, так как для кода лю­
бой цифры прибавление единицы дает разрешенную комбинацию.
6.3.2. Сложение отрицательных чисел на сумматорах 
прямого, обратного и дополнительного кода в D-кодах
Сложение с участием отрицательных чисел в форме с фиксиро­
ванной запятой включает, в зависимости от используемого типа дво­
ичного сумматора (ДСПК-прямого, ДСОК-обратного, ДСДК- 
дополнительного кода), представление чисел в соответствующем ко­
де и их суммирование по правилам применяемого D-кода. Особенно­
сти сложения продемонстрируем на примерах.
Код А :
1). Сложить на ДСПК числам = - 0,192 и В = - 0,381.
[A]п = 1 , 0001 1001 0010
+
[B]n = 1 , 0011 1000 0001
0101 < 0001 0011
 + 0110
[C\n 1 , 0101 0111 0011 = - 0,573
Знак результата формируется присвоением знака любого опе­
ранда. Складывать можно только числа с одинаковыми знаками. 
Перенос единицы из старшего цифрового разряда является признаком 
переполнения.
2). Сложить на ДСОК числа:
а) А = - 0,192 и В  = - 0,381.
А = 1 0001 1001 0010
В  = 1 0011 1000 0001
[А] о = 1 0001 1001 0010
+ 0110 + 0110 + 0110
1 0111 1111 1000
Инверсия 1 1000 0000 0111
[В] о = 1 0011 1000 0001
+ 0110 + 0110 + 0110
1 1001 1110 0111
Инверсия 1 0110 0001 1000
Знак результата вычисляется вместе с цифровой частью. 
\А\о = 1 , 1000 0000 0111
+
[В]о = 1 , 0110 0001 1000
Л о 1110 0001 1000
+1
0 , 1110 0010 < 0000
+ 0110 + 0110
[С]0 = 1 , 0100 0010 0110
В прямом изображении С = 1,01010111 0011= - 0,573.
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Ь)А = - 0,192 и В  = +0,381.
А 1 , 0001 1001 0010
В 0 , 0011 1000 0001
[А] о = 1 , 1000 0000 0010
+
[В] о = 0 , 0011 1000 0001
1 , 1011 1000 1000
+ 0110
< 0 , 0001 1000 1000
+1
[С]о = о , 0001 1000 1001 = 0,189.
Разность положительна, так как В > А по модулк
с) А = —0,381 и В  = - 0,7000.
А = 1 , 0011 1000 0001
В = 1 , 0111 0000 0000
[А] о = 1 , 0110 0001 1000
И о — 1 , 0111 0000 0000
+ 0110 + 0110 + 0110
1 , 1101 0110 0110
Инверсия 1 , 0010 1001 1001








11 , 0110 0001 1000
11 , 0010 1001 1001
10 , 1000 1011 < 0001+ 1
10 , 1000 1011 0010+ 0110 + 0110
10 , 1001 0001 1000
В результате получены различные значения знаковых разрядов, 
указывающие на переполнение.
3). Сложить на ДСДК числа:
а) А = - 0,192 и 2? = - 0,381.
И]дМ — 11 , 1000 0000 0111
+ 1
11 , 1000 0000 1000
[Я]дМ — 11 , 0110 0001 1000
+ 1
11 , 0110 0001 1001
и и = 11 , 1000 0000 1000
+
[В]д" — 11 , 0110 0001 1001
10 , 1110 0010 < 0001
+ 0110 + 0110
[С]д“ = 11 , 0100 0010 0111
льтат в [С]оМ= 11,0100 0010 0110, ав
\С]п == 1 , 1011 1101 1001
0110 - 0110 - 0110
1 , 0101 0111 0011
Л = 0,192 и В  = -0,381
А о , 0001 1001 0010
В 1 , 0011 1000 0001
М д = о , 0001 1001 0010
+
И д  = 1 , 0110 0001 1001
1 , 0111 1010 1011
+ 0110 + 0110
[С]д - 1 , 1000 < 0001 < 0001
[С1о = 1 , 1000 0001 0000
[С\п = 1 , 0001 1000 1001
Результат отрицательный, так как В > А по модулю, 
с) Л = - 0,381 и В  = - 0,700.
[Л]дм = 11 , 0110 0001 1001
+
и дм  = 11 , 0010 1001 1010
10 , 1000 1010 < 0011
 + 0110 + 0110
И д "  = 10 , 1001 0000 1001
Разные значения знаковых разрядов в результате указывают на 
переполнение разрядной сетки.
Код D2\
1). Сложить на ДСПК числам -  -ОД92 и В — - 0,381.
[A]я = 1 , 0001 1111 0010
+
[B]п = 1 , 0011 1110 0001
0101 < 1101 < 0011 
+ 0110 -  0110_________
[C]п = 1 , 0111 1011 0011 = - 0,573
2). Сложить на ДСОК числа:
а) А = - 0,192 и В = - 0,381.
А = 1 э 0001 1111 0010
В  = 1 ? 0011 1110 0001
М о = 1 ? 1110 0000 1101
+
[В] 0 = 1 э 1100 0001 1110
< 1 ? 1010 0010 < 1011
+ 1
1 ,< 1010 0010 1100
— 0110
[С\о = 1 , 0100 0010 1100
[С\п = 1 , 1011 1101 0011 = - 0,573
Ъ)А = - 0,192 и В  = +0,381.
А = 1 , 0001 1111 0010
В  = 0 , 0011 1110 0001
М о = 1 , 1110 0000 1101
+
[В] 0 = о , 0011 1110 0001
< 0 , 0001 1110 1110
+ 1
[С1о = 0 , 0001 1110 1111 = (
с )А  = - 0,381 и В = - 0,700.
А = 1 , 0011 1110 0001
В = 1 , 1101 0000 0000
[А]ом = 11 , 1100 0001 1110
+
[В] ом = 11 , 0010 1111 1111
< 10 , 1111 < 0001 < 1101
+ 1
[Q ом = 10 , 1111 0001 1110
Сложение модифицированных кодов дало различные значения в 
знаковых разрядах, что указывает на переполнение разрядной сетки.
3). Сложить на ДСДК числа:
а) А = - 0,192 и В = - 0,381.
А = 1 , 0001 1111 0010
в = 1 , 0011 1110 0001
М д = 1 , 1110 0000 1101
+ 1
1 , 1110 0000 1110
[В] д = 1 , 1100 0001 1111
М д = 1 , 1110 0000 1110
+
[В] д = 1 , 1100 0001 1111
1 ,< 1010 0011 < 1101
-  0110
И д = 1 , 0100 0010 1101
Ъ)А = -о, 192и В = +0,381
А = 1 , 0001 1111 0010
В = 0 , 0011 1110 0001
М д = 1 , 1110 0000 1110+
И д = 0 , 0011 1110 0001
[С]д = 0 , 0001 1110 1111 = 0,189
с) Л = - 0,381 и В = - 0,700
[A]* = 11 , 1100 0001 1111
+
[B]* = 11 , 0011 0000 0000
[С\* = 10 , 1111 0001 1111
В результате имеем различные значения в знаковых разрядах 
модифицированного кода, что указывает на переполнение разрядной 
сетки.
Код D3:
1). Сложить на ДСПК числам -  - 0,192 и В = - 0,381.












[С]п = 1 , 1000 1010 0011 =
2). Сложить на ДСОК числа: 
а) А = - 0,192 и В = - 0,381. 
А = 1 , 0001 1111 
В  = 1 , 0011 1011
0010
0001




1 , 1011 0000 1010
[В] 0 = 1 , 1100 





1 , 1001 0001 1011
М о = 1 ? 1011 0000 1010
+
[В] 0 = 1 ? 1001 0001 1011
< 1 ,< 0100 0010 < 0101
+ 1
1 э 0100 0010 0110
+ 0011 + 0011
[С1о = 1 1000 1010 0011
Ь)А = - 0,192 и В = +0,381.
[А] о = 1 1011 0000 1010
+
[В] о = 0 ? 0011 1011 0001
1 э 1110 1011 1011
+ 0011
0 ,< 0001 1011 1011
+ 1
0 0001 1011 1100
+ 0011
0 ? 0001 1011 1111 =
с )А  = - 0,381 и В = - 0,700
А = 1 , 0011 1011 0001
в = 1 , 1010 0000 0000
[А]ом = 11 , 1001 0001 1010
[В] 0м = 11 , 0101 1111 1111
-  0011
11 , 0010 1111 1111
\А\0м = 11 , 1001 0001 1010
+
[В] 0м = 11 , 0010 1111 1111
< 10 , 1100 < 0001 < 1001
+ 1
10 , 1100 0001 1010
+ 0011
[С\ом = 10 , 1111 0001 1010
Имеем признак переполнения в знаковых разрядах.
100
3). Сложить на ДСДК числа
а) А = -О,
М д  =
[В] д =






А J 1001 0001 1001
И]д = 1 1011 0000 1011
+
И д = 1 ? 1001 0001 1001
0100 0010 < 1001
+ 0011 + 0011
[С] д — 1 0111 0010 0111
[С] 0 — 1 0111 0010 1001
[С]„ = 1 1000 1010 0011
Ь )^  = - 0,192 и 5  = +0,381
И]д — 1 1011 0000 1011
+
И д = о , 0011 1011 1001
1 , 1110 1011 1110
+ 0011 + 0011
[С] д = 0 , 0001 1011 1111
= - 0,573.
= 0,189







11 , 0010 1111 + 11111
11 , 0011 < 0000 < 0000
11 , 1001 0001 1001
11 , 0011 0000 0000
10 , 1100 
+ 0011
0001 1001
[С]дм = 10 , 1111 0001 1001
Имеем признак переполнения в знаковых разрядах.
Код Da\
1). Сложить на ДСПК числам -  -ОД92 и В = - 0,381.
[А\п = 1 , 0100 1100 0101
+
[В]п = 1 , 0101 1011 0100
1 , 1010 < 0111 1001
-  0011 + 0011 -  0011
[С\п = 1 , 0111 1010 0110 = - 0,573
2). Сложить на ДСОК числа: 
а) А = - 0,192 и 2? = - 0,381.
А = 1 , 0100 1100 0101
В = 1 , 0110 1011 0100
[Л]о — 1 , 1011 0011 1010
+
[В] о — 1 , 1011 0011 1010
< 1 ,< 0100 1000 < 0101
+ 1
1 , 0100 1000 0110
+ 0011 -  0011 + 0011
[СЪ — 1 , 0111 0101 1001
Ъ)А = - 0,192 и В  = +0,381.
[А\о = 1 , 1011 0011 1010
+
[В]о = 0 , 0110 1011 0100
0 ,< 0001 1110 1110
+ 1
0 , 0001 1110 1111
+ 0011 -  0011 - 0011
[С]о = 0 , 0100 1011 1100 = 0,189
с) А = —0,381 и В  = - 0 ,70 0 .
[А\0М = 11 , 0101 1100 1100
+
[B]ом = 11 , 0101 1100 1100
< 10 , 1111 < 0001 < 0100
+ 1
10 , 1111 0001 0101 
+ 0011 + 0011 -  0011
[C]ом = 10 , 0010 0100 0010
В знаковых разрядах есть признак переполнения. 
3). Сложить на ДСДК числа:
а) А = 
М д
- 0,192 и В  = - 0,381 




1 , 1011 0011 1110
0011
1 , 1011 0011 1011




1 , 1001 0100 1111
0100





















[С]о = 1 0111 0101 1001
[С\п —  1 1000 1010 0111
юз
Ь)А = - 0,192 и В  = +0,381
М д = 1 , 1011 0011 1011
+





+ 0011 -- 0011 - 0011
И д = о , 0100 1011 1100 =
с) А = - 0,381 и В = - 0,700.
М " = П  , 1001 0100 1001
+
т * = П  , 0101 1100 1101
10 , 1110 < 0001 < 0110
- 0011 + 0011 + 0011






6.4. Сложение чисел, представленных в форме 
с плавающей запятой
Основные принципы сложения чисел в форме с плавающей 
запятой, представленных .D-кодами, полностью соответствуют вы­
полнению этой операции в двоичной арифметике, но с рядом особен­
ностей: при выравнивании порядков и нормализации мантиссы сдви­
ги осуществляются для десятичных разрядов, что соответствует по- 
тетрадному сдвигу двоичных кодов десятичных цифр. При этом кор­
рекция порядка путем прибавления или вычитания единицы осущест­
вляется по правилам соответствующего D-кода. Операции выполня­
ют на сумматорах обратного или дополнительного кодов с использо­
ванием их модифицированной формы.
Рассмотрим примеры выполнения операции сложения для фор­
мы с плавающей запятой:
а) А = - 0,192 Е-2  и В = 0,381 Е-2  в коде D\ на ДСОК.
Числа имеют одинаковый порядок, поэтому можно сразу же 
складывать их мантиссы:
[тА]ом = 11 , 1000 0000 0111 \рА]0 = 1 , 0111
+
[тв]0м = 00 , 0011 1000 0001 [р5]0 = 1 , 0111
11 , 0011 1000 1000
+ 0110оо
,< 0001 1000 1000
+ 1
[тс]ом = 00 , 0001 1000 1001 = 0,189 \рс]0 = 1 , 0111
Полученное значение мантиссы нормализовано, так как знако­
вые разряды равны, а значение младшего знакового разряда 0 не рав­
но значению цифры старшей тетрады 1.
б)А  = 0,700 Е-2  и В  = 0,381 Е-2  в коде D2 на ДСОК.
[тА]ом = 00 , 1101 0000 0000 [ p j 0 = 1 , 1101
+
[тв\ом = 00 , 0011 1110 0001 \рв\ 0 = 1 , 1101
[тс\ом = 01 , 0000 1110 0001 \рс]0 = 1 , 1101
Наличие разных значений в знаковых разрядах указывает на на­
рушение нормализации справа, т. е. результат больше единицы. 
Необходим потетрадный модифицированный сдвиг вправо. При этом 
единица из младшего знакового разряда переместится в старший зна­
ковый разряд, причем ее изображение должно соответствовать при­
меняемому £)-коду (в данном случае D 2):
[mcV  = 00,0001 0000 1110.
Для коррекции величины порядка в данном случае увеличиваем 
его на единицу:
\рЪ=  1,1101 +0,0001 = 1,1110 
С=  0,108 Е -1.
в)А  = 0,700Е-2  и i? = 0,381Е-3  в коде D3 на ДСДК.
[тА]дм = 00 , 1010 0000 0000 \рА]д = 1 , 1011
+
[тв\дм = 00 , 0011 1011 0100 \рв\д = 1 , 1010
Вычислим разницу [дДд -  \рв]д = 1,1011 + 0,0001 = 1,1110 + 
+ 0011 = 0,0001.
Разница положительна, следовательно, порядок первого операн­
да больше порядка второго операнда на величину разности 1.
Для приведения к большему порядку сдвинем мантиссу второго 
операнда вправо на величину разности, т. е. один раз, и проведем 
сложение мантисс:
[твг\д = 00 , 0000 0011 1011 
+
[тА]д = 00 , 1010 0000 0000 
[тс\дм = 01 , 1010 0011 1011 = 0,768
В результате имеем нормализованное значение С = 0,738 Е -2.
г) А = 0,381 Е+3 и В = - 0,391 Е+3 в коде DA на ДСДК.
[тА]дм = 00 , 0110 1011 0100 \рА]д = 0 , 0110
+
[тв\дм = 11 , 1001 0011 1100 \рв\д = 0 , 0110
11 , 1111 1111 < 0000
-  0011 -  0011 + 0011
[тс]дм = 11 , 1100 1100 0011 \рс\д = 0 , 0110
В полученном результате значение младшего знакового разряда 
равно 1, а старшего цифрового разряда равно в прямом коде 0. Это 
указывает на нарушение нормальности мантиссы слева. Для норма­
лизации необходимо сдвинуть десятичные тетрады цифровой части 
влево на один десятичный разряд и уменьшить порядок на единицу: 
[тс']дм= 11,1100 0011 0011
\рс]дм =0,0110 + 1,1100 = 0, < 0010+  0011 =0,0101 =+2
С = 0,100 Е+2.
При сдвиге старшие тетрады замещаются младшими, причем 
знаковые разряды не участвуют в этой операции, а младший разряд 
замещается 0 в коде £)4 (0011).
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ПРИЛОЖЕНИЕ 1 
ЗАДАНИЕ НА МИНИМИЗАЦИЮ ФУНКЦИИ
№ п/п Числовое значение f (x lt х2, х3, х4) = Vi(...)
1 0, 2, 4, 6, 8, 10, 12, 14
2 1, 3, 5, 7, 9, И, 13, 15
3 1, 2, 4, 6, 8, 10, 12, 14
4 0, 3, 5, 7, 9, И, 13, 15
5 1, 3, 4, 6, 8, 10, 12, 14
6 0, 1, 3, 4, 9, И, 13, 15
7 1, 2, 4, 5, 8, 10, 12, 14
8 2, 3, 5, 6, 9, 11, 13, 15
9 1, 2, 5, 6, 8, 10, 12, 14
10 2, 3, 6, 7, 9, 11, 13, 15
11 2, 3, 6, 7, 8, 10, 12, 14
12 1, 2, 6, 7, 9, 11, 13, 15
13 0, 1, 6, 7, 8, 10, 12, 14
14 1, 3, 5, 7, 9, 10, 14, 15
15 0, 2, 4, 6, 9, 10, 14, 15
16 1, 3, 5, 7, 10, И, 14, 15
17 0, 2, 4 , 6, 10, И, 14, 15
18 1, 3, 5, 7, 9, 10, 13, 14
19 0, 2, 4, 6, 9, 10, 13, 14
20 1, 3, 5, 7, 10, 12, 13, 15
21 0, 2, 4 , 6, 10, 12, 13, 15
22 1, 3, 5, 7, 10, 11, 13, 15
23 0, 2, 4 , 6, 10, 11, 13, 15
24 1, 3, 5, 6, 10, 11, 13, 15
ЗАДАНИЕ НА МИНИМИЗАЦИЮ НОФАЛ
№ 1 (0, 1*, 3, 4*, 5, 6, 9, 10, 11*, 12, 14*, 15)
№ 2 (0*, 2, 3, 5, 6, 7*, 8*, 9, 10, 12, 13*, 15)
№ 3 (0*, 2*, 3, 5, 6, 7*, 8, 9, 10, 12, 13*, 15)
№ 4 (1, 3, 4*, 5, 6, 7*, 9, 10, 11*, 12, 14*, 15)
№ 5 (0*, 1*, 3, 4*, 5, 6, 9, 10, 11, 12, 14*, 15)
№ 6 (1, 2*, 3, 5, 6, 7*, 8, 9*, 11, 12, 13*, 15)
№ 7 (0*, 1, 2, 4*, 5, 6, 9, 11*, 12, 14*, 15)
№ 8 (0*, 2, 4*, 5, 6, 8, 9, 10*, 11, 12, 14*, 15)
№ 9 (0, 1* ,3* ,4*, 5, 6, 9, 10, 11, 12, 14*, 15)
№ 10 (0, 1, 3, 4*, 5, 6, 9*, 10, 11*, 12, 14*, 15)
№ 11 (0*, 1, 3*, 4*, 5, 6, 9, 10, 11, 12, 14*, 15)
№ 12 (0, 1*, 3, 4*, 5, 6, 9*, 10, 11, 12, 14*, 15)
№ 13 (1, 2, 3*, 4*, 6*, 7, 8, 9*, 11, 12, 13, 14)
№ 14 (0*, 1, 2, 3*, 6, 7, 8, 10*, 11, 13, 14, 15*)
№ 15 (1, 2, 3*, 4, 6, 7, 8, 9*, 11, 12*, 13, 14*)
№ 16 (0*, 1, 2, 3*, 4, 5, 6*, 7, 8, 11, 12*, 14)
№ 17 (0*, 1, 2, 4, 5*, 7, 8, 10*, 11, 13*, 14, 15)
№ 18 (0*, 1, 2, 4, 5*, 7*, 8, 10*, 11, 13, 14, 15)
№ 19 (0*, 1, 2, 4, 5*, 7*, 8, 10*, 11, 12, 13, 15)
№20 (0*, 1, 2, 4, 6*, 7, 8, 10*, 11, 12, 14*, 15)
№ 21 (0*, 1, 2, 4, 5, 7, 8, 10*, 11, 12, 14*, 15*)
№22 (1, 2, 3*, 6, 7*, 8, 9*, 10*, 11, 13, 14, 15)
№ 23 (0*, 1, 2, 3*, 6, 7, 8, 9*, 10*, 11, 14, 15)
№ 24 (0*, 1, 2, 3*, 4*, 5, 6, 7, 8, 9*, 11, 14)
№25 (1* ,3* ,5* ,7*, 8, 9, 10, 11, 12, 13, 14, 15)
№26 (1, 3, 5, 7, 8*, 9, 10*, 11, 12*, 13, 14*, 15)
№27 (1, 3, 5, 7, 8*, 9*, 10*, 11*, 12, 13, 14, 15)
№28 (0*, 1, 2*, 3, 4*, 5, 6*, 7, 9, 11, 13, 15)
№29 (0, 1, 2, 3, 4, 5, 6, 7, 9*, 11*, 13*, 15*)
№ 30 (0, 1, 2, 3, 4*, 5, 6*, 7, 9*, 11, 13*, 15)
№31 (2* ,3* ,4, 5, 6, 7, 10*, 11*, 12, 13, 14, 15)
№ 32 (2, 3, 4*, 5*, 6, 7, 10, 11, 12*, 13*, 14, 15)
№ 33 (2, 3, 4*, 5*, 6*, 7*, 10, 11, 12, 13, 14, 15)
ПРИЛОЖЕНИЕ 3 
ВАРИАНТЫ ГСА ДЛЯ ЗАДАНИЙ НА ПОСТРОЕНИЕ 
АВТОМАТА МИЛИ НА Н-ТРИГГЕРЕ 
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