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Chapter 1
Introduction
1.1. Why molecular systems?
The research on complex molecular systems o®ers fascinating questions to chal-
lenge the theoretical and experimental physicists. This is a highly interdisciplinary
¯eld of study where the collaboration between physicist, chemists and biologists is
crucial [1,2]. The variety of molecules in nature is already enormous if we think about
the proteins, DNAs or RNAs for instance. But in the same way we could hardly
imagine our nowadays life without a great number of synthetic macromolecules like
polyethylene, polystyrene or Te°on [3]. Generally speaking, these complex molecular
systems can be formed by many identical or di®erent molecules units bound together
by intermolecular interactions, especially Van der Waals forces [4]. Such molecular
interactions are indeed the basis of many highly selective recognition, transport and
regulatory processes in biological systems [5].
The physical contributions to this topic have initially focused on the struc-
tural characterization by X-ray or neutron di®raction and magnetic resonance tech-
niques [6]. However, experimental and theoretical approaches from physics are also
necessary to describe the conformation and organization of molecular systems and to
establish the physical rules taking place in the construction of such systems. Such
2 Introduction
Figure 1.1. Scanning electron microscope image of the aligned polyacetylene
thin ¯lm with uniaxially oriented ¯bril morphology. The ¯lm contains partially
disordered strands of linear polymer molecules. This picture was taken by M.
Kyotani and coworkers in Ref. [9].
a study is absolutely relevant to determine their possible functionality and their
reaction ability.
Among the physical interests in this area, one of the most important is the search
for molecular systems with a high electrical conductivity. In the last years, this
became one of the main objectives in the development of the molecular electronics
as we will see later [7]. For example, since the discovery of the doped polyacetylene
(CH)n which presents highly conducting properties [8], a lot of research e®ort has
been focused on the study of the conducting behavior of polymers. Figure. 1.1 shows
a scanning electron microscope image of polyacetylene molecules aligned in a thin
¯lm.
Another important property of these complex molecular systems which attracts
the attention of chemists is molecular recognition. This interesting process takes
place in systems where the integrating molecules are held together by intermolecu-
lar noncovalent forces so that the molecular ¯tting is determined electronically or
geometrically [10]. By taking advantage of this property, many molecules can be
speci¯cally designed with a particular size or structure to contribute in reactions or
transport processes as preferable [11].
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Figure 1.2. Chemical structure of ¯-carotene.
The conversion of optical radiation into chemical energy takes also place in many
molecular systems. Usually the light absorption occurs in a component of the sys-
tem (donor) and such excitation is driven by electronic couplings to the reaction
center [12]. Remarkably, transfer of electronic excitation energy between molecules
over long distances is a process of great importance in many molecular systems.
Even more, by using suitable energy transfer systems, one can thus drive the energy
preferentially to particular molecules with speci¯c properties to produce preferable
e®ects [11]. This is what occurs for instance in the so-called antenna complexes
which collect light for photosynthesis, as well as in technical applications such as
photography [13]. Notice that there is a wide range of J-aggregates which show these
interesting functions, see Refs. [14{17]. Looking at the biological world, the most im-
portant photoreceptor involved in this kind of photoreactions is the chlorophyll [12].
This molecule consists of a large ring with delocalized electrons responsible for the
characteristic light absorption of the photosynthesis. The carotenoids are also an-
other important group of pigment molecules in plants and animals [13]. The linear
chemical structure of an example of this group, ¯-carotene, is shown in Fig. 1.2.
The biological realm is also the best example to describe the huge possibilities of
storage and transfer of information in molecular systems [12]. Proteins, which are the
foundations of life, are folded polypeptide chains made up of amino acids in a speci¯c
sequence determined by the genetic code and synthesized during cell development.
According to its speci¯c sequence and structure, proteins can perform numerous
biochemical functions. The biosynthesis of proteins is determined by the nucleic
acids, in particular DNAs (deoxyribonucleic acids) and RNAs (ribonucleic acids).
Thus, during the transcription process RNAs help to pass the stored information in
DNAs on and make use of it in the proteins synthesis. DNA is a long-chain polymer
4 Introduction
Figure 1.3. Schematic ¯gure of the chemical structure of a fragment of DNA
double-helix.
made up of molecules of the sugar deoxyribose together with phosphates groups
which alternate with the sugar molecules to form a double-helix chain, see Fig. 1.3.
In view of all these examples, it is clear that the variety of complex molecu-
lar systems which already exist in nature and many others that can be arti¯cially
designed, constitute a huge rich ¯eld of study whose possible applications can be
determinant in our future day-lifea.
1.2. Molecular electronics
Molecular chemists and condensed-matter physicists have been trying to give
shape to a new idea of the conventional electronics since some years ago, the molec-
ular electronics [7]. This relatively new term refers to the research and speculations
of substituting or at least complementing the nowadays silicon-based electronics.
Though its main interest is mainly focused on the miniaturization of the present-
day devices, the variety of structures and functions supported by organic molecular
systems, as well as the chemical control of its design and its easy production are
aFor further reading about this topic, see Ref. [18].
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very promising. The big challenge of molecular electronics is to exploit all properties
of organic molecular materials related to the transmittal or storage of information.
But eventually, the ¯nal objective is much more ambitious and it involves the design
of electronic circuits where molecular systems play the role of conductors, switchers
and logic or storage elements. A lot of interdisciplinary e®orts of the current basic
research are devoted to this clearly nontrivial goal in order to hopefully perform its
real applications in the future.
The ¯rst devices of a circuit to think about are the conductors which connect
all electronic components. The substitutes of such conductors in the molecular
electronics are usually known as molecular wires. The thinnest molecular wire one
can imagine is consistent of a chain of carbon atoms, which indeed exists in polymer
molecules [19]. In these materials, all kind of conducting behavior can be found
depending on the particular characteristics of such polymers. Other more complex
candidates as molecular conductors are the polyenes which contain organic and
inorganic components. However, the structural complexity of these materials has
as a consequence the existence of nondesired defects in its fabrication [20]. On
the contrary, among the family of carbon compounds, the carbon nanotubes are
the most promising systems working as molecular wires. Their synthesis method
is well established and they can behave as metals or semiconductors depending on
its speci¯c structure [21]. Besides, the possibility of a metal-insulator or metal-
semiconductor phase transition induced by an electric or magnetic ¯eld brings the
possibility to use these molecular wires as transistors as well [22]. As a last remark
in the discussion, it is to be mentioned the contradictory but maybe promising
conducting properties of DNA molecules which have been widely studied in the
last decade [23]. According to experimental results, DNA molecules can behave as
metals, insulators, semiconductors or even superconductors depending on the DNA
sequence and the solution conditions [23]. Indeed, many electronic applications have
been already proposed for DNA-based devices, although there is not a common
description of the basic electronic properties of this biomolecule yet [24].
Other typical components of an electronic circuit are the switches, whose role
can be played by molecules which are bistable in regard to light or to electric or
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magnetic ¯elds. An example of such molecules are the fulgides, whose photochem-
istry properties gives rise to a structural transformation [25]. The optical bistability
properties supported by some J-aggregates can also be useful for this electronic
application [26].
The light-matter interaction can also taken into account to design storage ele-
ments. Thus, it would be possible to change the state of a molecular system by
the action of light into a new state which is stable and distinguishable from the
initial state, and read out this information or erase it by a second light beam. The
hole-burning phenomenon [27] might be useful for this application and it is based
on the inhomogeneously broadening of single molecules spectral lines when dealing
with the spectra of molecules embedded in a solid matrix. This broadening is typi-
cal from J-aggregates due to the in°uence of the local environment on the molecule
energy levels [26,28].
A further issue to be studied by molecular physicists is the transport of excita-
tions through molecules in such a way that some speci¯c regions of a large molecular
system behaves as a wire. Nevertheless, in this process the molecules do not conduct
electrical current but electronic excitation. This application was already introduced
in the previous section by mentioning molecules like the photosynthesis antenna
complexes and the J-aggregates which present this type of functionality [16,17].
Needless to say that molecular recognition and self-organization properties of
some molecular systems can constitute an enormous help in the design and fabrica-
tion of these molecular circuits [11]. These procedures are not a®ected by the typical
problems occurring in the conventional lithography technics. The ¯nal structure in
the natural self-assembly only depends on the initial structures of the individual com-
ponents to be assembled and even more, already existent biological structures can
be used as the initial template to start the self-assembling or the production process.
For instance, these properties have been already well established for DNA [29,30].
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1.3. Disorder e®ects
Disorder can arise by nonintentional defects like in solid crystals as impurities,
vacancies or dislocations or it can exist due to di®erent local environments which is
mostly the case when dealing with molecular systems. Similarly to the conclusions
of the Anderson model for tridimensional systems [31], it is well established that the
inclusion of uncorrelated disorder in low-dimensional lattices results in the localiza-
tion of all eigenstates [32, 33]. On the contrary, some types of correlations a®ecting
the disorder may lead to delocalized states in the thermodynamic limit [34{37]. In
the case of localized states, in some speci¯c systems the localization length might be
larger than the typical system sizes used in experiments and thus, their transport
properties might remind those of extended states. These localization properties are
clearly crucial in the energy or charge transport in physical systems, giving rise
to coherent or incoherent transport processes or a superposition of both possible
mechanisms, depending on the particular system under consideration [38].
In molecular aggregates such as J-aggregates, the main source of disorder arises
from the various local environments which shift the energy levels of the molecules
by di®erent amounts [39]. This leads to a inhomogeneously broadening of the ab-
sorption spectra which has been clearly observed in experiments [40].
In the case of biomolecules, such as DNA-polymers, the situation is much more
complicated. On one hand, disorder e®ects, appearing directly from the sequence of
nucleotides, have an important in°uence on the localization properties [41]. Besides,
in vivo and most experimental situations, DNA is exposed to diverse environments
which may alter its structure and properties. For instance, water molecules or
counterions which surround DNA molecules, might bind with the backbone sites
inducing local °uctuations of the site energies on the base pairs. This environment
conditions introduce midgap states similar to those created by impurities in semicon-
ductors which can enhance the conductivity by thermally activated hopping mech-
anisms [42]. On the other hand, dynamical °uctuations of the counterions can also
give rise to con¯gurations which might a®ect the carrier transport along the system.
In particular, due to the softness of some organic molecules such as DNA-polymers,
8 Introduction
dynamical disorder e®ects might lead to the excitation of low-energy vibrational
modes which can couple to the charge tunneling. In this regard, a study of the
electron-phonon interactions is in order in this kind of systems since they can even
lead to polaron formation [43].
In view of these arguments it is clear that disorder e®ects have to be considered in
the study of the physical properties of molecular systems which are strongly a®ected
by environment conditions.
1.4. Main objectives of the Thesis
In the preceding sections it was argued the relevance of the study of complex
molecular systems due to their promising applicability in di®erent ¯elds such as
physics, chemistry, electronics or computer science. The di±culty of a complete
description of these systems is highly increased due to the wide variety of molec-
ular systems, as well as the di®erent environment conditions which might a®ect
their properties. Therefore, an interdisciplinary collaboration is necessary to de-
scribe such complex scenario with simple models based on e®ective interactions,
whose application and understanding lead to the basic comprehension of their main
properties.
This Thesis presents a study of the optical and transport properties of one and
quasi-one dimensional molecular systems by way of tight-binding models which have
been previously demonstrated to be a very powerful tool in this regard [44{47]. In
particular this work is focused on two kind of systems: linear molecular aggregates
and DNA double helix.
InChapter 2 the localization properties of a disordered one-dimensional Frenkel
Hamiltonian are studied. Long-range correlations are considered in the model of
disorder which is introduced in the on-site transition frequencies. Clear evidences of
a localization-delocalization transition (LDT) at the center of the band in the case
of strong correlations are presented. In this regard, the e®ect of such particular long-
range correlations in biased disordered linear aggregates on the absorption spectra is
studied in Chapter 3. In particular, the appearance of a periodic pattern in these
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spectra when a bias is present in the system and correlations are strong enough,
is numerically demonstrated and attributed to the Wannier-Stark quantization. In
Chapter 4 we will establish a clear relationship between this quantization and the
radiative decay of excitons (°uorescence). Chapter 5 is dedicated to the study of
the localization properties of a DNA-ladder model by means of the calculation of
the Landauer and Lyapunov exponents. The intrinsic correlations due to the base
complementarity in DNA are demonstrated not to give rise to extended states in the
system, while the hopping parameters are revealed to have a much more important
role on this regard. The optical absorption spectra of DNA-homopolymers is studied
in Chapter 6 by considering di®erent DNA-ladder models. It is argued that the
characterization of such spectra can contribute to a better description of the hopping
parameters of the model. Disorder e®ects and the helix conformation impact is also
considered in this study. A brief experimental proposal is introduced at the end of
this chapter, pointing out the di±culties to be considered in the design of a real
experimental set up.
Chapters 7 and 8 are focused on the study of transport properties of DNA-
homopolymers. In Chapter 7 an incoherent hopping formalism is proposed to
describe the semiconducting current-voltage curves observed in some experiments.
By introducing on-site disorder we demonstrated that disorder e®ects cannot smear
out the semiconductor gap, as it is also observed in some experiments, within the
master equation formalism proposed in this chapter. On the contrary, Chapter 8 is
dedicated to the study of coherent transport in biased systems where charge-lattice
coupling is considered within the Peyrard-Bishop-Holstein model (PBH). In such a
case, oscillating currents are claimed to appear in uniform DNA sequences, as well
as in the case of disordered ones provided strong long-range correlations are present
in the system.

Chapter 2
Localization-delocalization transition in a
1D lattice with scale-free disorder
The localization properties shown by a long-range correlated model of disorder in 1D
systems is under consideration. By diagonalizing the corresponding tight-binding Hamilto-
nian, we will obtain the eigenstates and eigenenergies of the system. Di®erent magnitudes
of interest will be analyzed, searching for signatures of a localization-delocalization transi-
tion at the center of the band. A qualitative explanation to support our numerical results
is proposed as well.
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2.1. Introduction
Since the Anderson model [31] was introduced in 1958, a lot of e®ort has been de-
voted to study the localization properties of quasiparticles in disordered systems. In
particular Anderson studied a tridimensional lattice with random uncorrelated site ener-
gies and nearest-neighbor interaction. He established that in such a case a localization-
delocalization transition (LDT) arises, resulting in the localization of all states at large
magnitude of disorder. This transition is also known as Anderson transition or metal-
insulator transition. One of its main signatures is the existence of mobility edges which
separate the localized and extended phases in the thermodynamic limit. Nevertheless, for
low-dimensional systems Mott and Twose (1D) and Abrahams et al. (2D) concluded that
all eigenstates are localized for any magnitude of uncorrelated disorder [32,33]. It is worth
mentioning that Anderson shared the Nobel Prize in Physics with Mott and Van Vleck in
1977 by their research on the electronic structure in magnetic disordered systems [48].
At the end of the eighties some theoretical works demonstrated that even in 1D a
set of discrete extended eigenstates arise if short-range correlations are included in the
on-site energies [34{37]. This theoretical prediction was also experimentally proven [49].
However, this cannot be referred to as a true Anderson transition since the mobility edges
are not well de¯ned in these models.
More recent studies based on models supporting long-range correlations have demon-
strated the possibility of a true LDT in these systems [50{52]. These long-range correlated
disorder distributions are characterized by a power-like spectrum of the form S(k) / 1=k®
with ® > 0. This function corresponds to the Fourier transform of the correlator h"i"ji
for the site energies "i and "j . Here the brackets indicate average over realizations of the
disorder. Many stochastic processes in nature present this kind of disorder (see Ref. [53]
and references therein). Particularly it seems to be involved in the long-range charge
transport properties of DNA molecules [54{56].
Such disorder distributions give rise to a phase of extended states for ® > ®c at the
center of the band, ®c being a threshold exponent. Moreover this phase is separated
from the localized regions by two well characterized mobility edges. Needless to say,
this extended phase might present very promising and unusual transport properties for
future technological applications. Indeed, there exist experimental evidences of this LDT
transition based on microwave transmission measurements on wave guides with correlated
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scatterers [57].
From a theoretical point of view, a numerical renormalization approach proved that
this model presents a phase of extended states at the center of the band for ® > ®c ¼ 2 in
the thermodynamic limit. However, these results were checked just for a single realization
of the disorder distribution [50].
Our interest is to provide new evidences of the localization properties of this kind of
systems. In particular we will use the model proposed by the authors of Ref. [50]. We will
give a more general and precise result than in Refs. [50{52] averaging over several disorder
realizations and thus, de¯ning in a proper way the energy of the mobility edges [51]. Fur-
thermore we propose a qualitative explanation to understand the origin of these mobility
edges.
2.2. Model
We consider a 1D chain consisting of an even number of sites N and unit spacing.
Two allowed levels for every lattice site are assigned, the ground state and the excited
one. The transition energy between them is written as En = ¹E + "n. We restrict ourselves
to nearest-neighbor dipolar coupling. The transition dipole moments are assumed to be
perpendicular to the lattice (J-aggregates). We choose the hopping between neighbors
J = ¡1, referring all energies involved in the problem to the modulus of this unit. The
Hamiltonian ¯nally reads:
H =
NX
n=1
En jnihnj ¡
N¡1X
n=1
³
jnihn+ 1j+ jn+ 1ihnj
´
; (2.1)
which is expressed in terms of Wannier states jni localized at site n of the lattice. Ac-
cording to the model proposed by Moura and Lyra in Ref. [50], the diagonal disorder is
introduced by means of a stochastic °uctuation in the site energies given by the trace of
a fractional Brownian motion
"n = ¾C®
N=2X
k=1
1
k®=2
cos
µ
2¼kn
N
+ Ák
¶
: (2.2)
Here C® =
p
2
¡PN=2
k=1 k
¡®¢¡1=2 is a normalization constant and Á1; : : : ; ÁN=2 are N=2
independent random phases. They are generated using a uniform probability distribution
within the interval [0; 2¼]. Hereafter we set ¹E = 0 without loss of generality.
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The relevant correlators of this long-range correlated disorder distribution are
h"ni = 0 ; (2.3a)
h"2ni1=2 = ¾ ; (2.3b)
h"n"mi = ¾
2C2®
2
N=2X
k=1
1
k®
cos
·
2¼k(n¡m)
N
¸
: (2.3c)
Here ¾ refers to the standard deviation, usually known as magnitude of disorder, and h:::i
indicates average over di®erent sets of random phases.
In this model the strength of the long-range correlations is given by the parameter ®
which de¯nes the power-like Fourier spectrum S(k) » 1=k®. The larger ® is, the stronger
the correlations are. On the contrary if ® = 0 the Hamiltonian leads to weakly correlated
site energies, see Fig. 2.1.
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Figure 2.1. Energy landscape obtained from a single realization of the random
phases appearing in Eq. (2.2). Di®erent correlation exponents ® are considered
for the same magnitude of disorder ¾ = 1.
Elena D¶³az Garc¶³a
2.3 Numerical results 15
2.3. Numerical results
2.3.1. Inverse participation ratio
An interesting magnitude to study the localization properties of the eigenstates is the
participation ratio (PR) or its inverse (IPR) which are de¯ned as:
PR = 1=
PN
n=1 jÃºnj4; IPR =
PN
n=1 jÃºnj4; (2.4)
where Ãºn represents the amplitude at site n of the normalized eigenstate º with eigenen-
ergy Eº .
In the case of considering Bloch states, Ãkn = 1pN exp
ikn, the probability of the particle
being at any of the sites of the lattice is the same and then, IPRBloch = 1=N . Dealing
with extended states which are not Bloch states, things are slightly di®erent. Though the
probability of the quasiparticle being at every site is not the same, in average the IPR
depends on the size N in the same way, IPRext = 1=N .
On the other hand, if the eigenstate is localized in a ¯nite region of the chain, its
probability amplitude Ãºn will not be uniform along the chain. Indeed, it will be exactly
zero for some sites, while in others it will be signi¯cantly higher to keep the eigenstate
normalization. Thus, the condition IPRloc À 1=N arises and the size-dependence of the
IPR disappears for large enough systems.
Keeping in mind these concepts, we perform the direct diagonalization of the Hamil-
tonian by means of a standard numerical method [58]. We obtain the eigenenergies and
eigenstates of the system and calculate the IPR. Repeating this procedure for di®erent
sizes of the system within the range 1000 ¡ 2500 sites, we will be able to study the de-
pendence of the IPR on the lattice size. Assuming a power-like dependence of the IPR
on the system size as follows IPR= N¯, we can extract information about the eigenstate
localization properties through the calculation of the exponent ¯. Then, according to the
previous arguments, ¯ ¼ ¡1 for extended states and ¯ = 0 for localized ones.
Figure 2.2 shows the value of the exponent ¯ at di®erent eigenenergies at the center
of the band and three di®erent values of the correlation exponent ®. For ® = 1 < ®c we
obtain ¯ ¼ 0 as a signature of localized states, while for ® = 3 and 5 > ®c the existence
of extended states reveals an exponent ¯ close to minus one. The fact that ¯ does not
reach the exact values zero nor one is a consequence of ¯nite-size e®ects. Notice that the
concept of extended state is strictly de¯ned only in the thermodynamic limit, while we
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Figure 2.2. Exponent ¯ which de¯nes the power dependence of the IPR on
the system size for di®erent eigenenergies and three values of ®. The magnitude
of disorder is ¾ = 1
are dealing with systems of a maximum size of N = 2500. For the same reason we cannot
either properly detect the mobility edges, the energies where the LDT occurs, using this
procedure.
2.3.2. Transmission coe±cient
In this section the transmission coe±cient ¿ for a ¯nite disordered chain is calculated
considering plane waves with di®erent incoming energies. To this end two semi-in¯nite
regular chains are added to both ends of the one under study. The site energy of these new
chains is set to zero and we keep considering nearest-neighbor coupling set to ¡1. This
calculation is performed by means of an iterative method based on the transfer matrix
approach [59].
In order to get information of the extended phase we study the behavior of log ¿
for di®erent system sizes and energies within the range E = 0:0 ¡ 1:4. The results are
summarized in Fig. 2.3 and Fig. 2.4. For ® = 1 < ®c (Fig. 2.3), the transmission
coe±cient decays exponentially with the system size for any value of the energy, clearly
indicating the localization of the states. However for ® = 3 > ®c (Fig. 2.4), we ¯nd a
phase of extended states at the center of the spectrum where the transmission coe±cient
keeps constant and close to one. If the spectral region where the LDT occurs is sampled
more carefully (inset of Fig. 2.4), we can even approximately determine the energy where
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Figure 2.3. Logarithm of the transmission coe±cient as a function of the
system size for di®erent incoming energies ¾ = 1 and ® = 1 (circles E = 0:0,
squares E = 0:6, diamonds E = 1:0 and triangles E = 1:4).
the transition takes place, the mobility edge, at E = 0:9§ 0:1.
It is to be noticed that ¯nite-size e®ects are not so relevant in the study of the trans-
mission properties as in the case of the IPR analysis. In the former case the position of
the mobility edges is de¯ned by searching the energies for which the transmission coe±-
cient decays exponentially with the size of the system. Therefore, this tendency is much
better de¯ned, even considering system sizes far from the thermodynamic limit, than the
numerical value of the exponent ¯ de¯ned as IPR= N¯ (see previous section).
2.3.3. Phase diagram
Once evidences of the existence of an extended phase at the center of the spectrum
for ® > ®c are established, a phase diagram based on the localization properties is in
order. To this end we calculate the transmission coe±cient in a system of N = 3000 sites
averaging over 1000 realizations of disorder. When ® > ®c the transmission coe±cient
behaves as shown in Fig. 2.5 for incoming energies within the energy spectrum. It reaches
unity at the center of the band where the extended states are expected, but it abruptly
decreases at the mobility edges to become zero at energies of the localized states. In the
case ® < ®c the transmission coe±cient is vanishing small for the whole spectrum and no
LDT occurs.
Taking the energies which correspond to the sharp decay of the transmission coe±cient
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Figure 2.4. Logarithm of the transmission coe±cient as a function of the
system size for di®erent incoming energies and ® = 3 (circles E = 0:0, squares
E = 1:0, diamonds E = 1:2 and triangles E = 1:4). The inset presents in detail
the behavior of log ¿ at the center of the band (circles E = 0:0, squares E = 0:2,
diamonds E = 0:4, triangles up E = 0:6 and triangles down E = 0:8).
for every value of ® as the mobility edges, we obtain the phase diagram presented in
Fig. 2.6. We ¯nd a central phase of extended states for values of ® larger than a critical
one around ®c ¼ 2 but slightly lower, see Ref. [50]. The reason why it happens is again
related to ¯nite-size e®ects which strongly a®ect these calculations in a system of N = 3000
sites, especially in the vicinity of the mobility edges where the LDT transition occurs.
Besides, the extended phase seems to broaden by increasing the value ® over the critical
one. However its width saturates for ® > 4 within the energies [¡1:0; 1:0]. Once again
the results of Ref. [50] are con¯rmed in a qualitative way. Notice that our calculations
were performed after averaging over 1000 realizations of disorder while Moura and Lyra
considered just one. Therefore, our results are more meaningful and should be taken into
account for completeness.
2.4. Qualitative explanation
An analysis of the long-range correlated disorder distribution Eq. (2.2) will make clear
our results. The idea is to make some approximations in the distribution of disordered
energies (see Fig. 2.7). Bear in mind that it is the sum of harmonic terms whose amplitude
is proportional to k¡®=2. Then, if we consider a large enough ® we could keep the ¯rst
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Figure 2.5. Logarithm of the transmission coe±cient as a function of the
incoming energy for ¾ = 1, ® = 4 and N = 3000. The inset compares log ¿ at
the center of the band for two di®erent sizes of the system: solid line N = 3000
and dashed line N = 30000, showing that ¿ is size-independent.
term and neglect the rest since this term is clearly the dominant one. According to this
approximation we neglect the summation and the potential pro¯le becomes harmonic
with period N . Furthermore we can design a sinusoidal landscape by choosing the initial
phase Á1 = ¡¼=2. In such a case, the middle point of the chain coincides with half of
the period of the harmonic distribution and a change of sign in the site energies arises
at N=2. To simplify our reasoning even more we can approximate the site energies of
both halves of the chain by the mean value of the sine function in both regions §¹",
where ¹" = 2¾C®¼ = 0:63¾C®, being positive and negative in the ¯rst and the second
half of the chain respectively (see Fig. 2.7). The new energy landscape becomes "n = ¹"
sgn(N=2 ¡ n) and we could understand the system like two uniform coupled chains of
length N=2 hereafter. However, this coupling can be reasonably neglected so that both
chains are expected to support an allowed band within the energies [§¹"¡ 2;§¹"+2]. This
is the case according to the following estimations. Let us consider the elements of the
coupling matrix between the two subchains which are given by [61]
Vklkr = (¡1)kl
4
N + 2
sin
µ
2¼kl
N + 2
¶
sin
µ
2¼kr
N + 2
¶
: (2.5)
Here, kl and kr, ranging from 1 to N=2, number the eigenstates of the left and right
sublattices, respectively. From Eq. (2.5) we ¯nd that the magnitude of coupling of the
lowest state of the right sublattice (kr = 1) to the closest state of the left one (kl = 1) is
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Figure 2.6. Phase diagram obtained for a system of N = 3000 sites and
averaging over 1000 realizations of disorder.
jV11j ¼ 16¼2=(N +2)3, that is much smaller than 2¹" = 1:78, the energy di®erence between
the lowest band edges (the limit of N À 1 is implied). In the same way, the magnitude of
the coupling of the lowest state of the left sublattice (kl = 1) to the central band states of
the right one is about jV1kr j ¼ 8¼=(N+2)2, whereas the energy spacing at the center of the
band is 4¼=(N +2). Again, the coupling is smaller than the energy spacing. This explains
the low sensitivity of the states of the subbands to switching on the interaction between
the sublattices and therefore, the validity of our simpli¯cations of the model explained in
the preceding paragraph.
Our simpli¯ed approach explains some of the numerical results of our study. On one
hand, the overlapping between the two subbands seems to point out the possibility of an
extended phase in the center of the spectrum. Simultaneously this suggests the system
may be transparent to the incoming energies where the overlapping occurs which supports
our results relative to the transmission coe±cient. On the other hand, we can estimate the
position of the mobility edges which coincide with the limiting edges of the overlapping
region, ¹"¡2 and ¡¹"+2. Indeed, performing the exact calculations we come to an extended
region within E 2 [¡1:1; 1:1] which is in good agreement with our numerical results.
2.5. Conclusions
Our starting point was a tight-binding model which describes a 1D lattice with long-
range correlated diagonal disorder. We diagonalized the Hamiltonian obtaining eigenstates
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Figure 2.7. a) Energy landscape for ¾ = 1, Á1 = ¡¼=2 and three di®erent val-
ues of ®. b) Approximated model which replaces the sinusoidal energy landscape
by a Heaviside-like one for ® large enough. c) Two subbands of allowed eigen-
states supported by the Heaviside-like landscape are shown as shadowed bands
and d) the central phase where these two subbands overlap giving rise to extended
states is presented in a shadow region as well.
and eigenenergies and we calculated di®erent magnitudes of interest searching for signa-
tures of a localization-delocalization transition at the center of the band. In addition we
propose a simple reasoning to explain our numerical results under some approximations.
In light of the results based on the IPR and the transmission coe±cient behavior, we
proved the existence of an extended phase at the center of the band when ® > ®c ¼ 2
which presents a perfect transmission. Furthermore we performed a phase diagram where
the width of the extended phase is estimated. In this sense a slight increase of this width
by increasing ® over ®c is found. However it saturates for ® > 4 within the values [¡1; 1]
in units of the hopping J .
To give an explanation to these results we proposed a simple model based on replacing
the disorder distribution Eq. (2.2) with the ¯rst and dominant term of its summatory.
This is completely justi¯ed in the case ®À ®c since the amplitude of consecutive terms of
the sum decreases rapidly as » k¡®=2. After this approximation we argued the possibility
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of choosing a proper phase Á1 = ¡¼=2 to have a sinusoidal energy landscape. At this point
it seems reasonable to replace this harmonic pro¯le with a Heaviside-like one centered at
the middle of the chain. Hereafter we can understand our system like two weakly coupled
chains with half of the initial length and uniform site energies of value §¹" depending on
the subchain (see Sec. 2.4). Each of these chains supports an allowed band of states within
[§¹"¡ 2;§¹"+2] which overlap in the central region of the original band. This leads to the
existence of extended states and high transmission properties in this region. Furthermore
the mobility edges predicted by this approximated model are in complete agreement with
our numerical results based on the IPR and the transmission coe±cient behavior.
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Chapter 3
Optical absorption in a 1D lattice with
scale-free disorder
The linear optical absorption spectrum of a 1D disordered lattice is studied in this
chapter. The disorder distribution for the site energies is the one previously studied in
Chap. 2 which presents a LDT for a correlation exponent ® > ®c. As a new anomaly of
the model, the unbiased system reveals a double-peaked spectrum when correlations are
strong enough. When a bias is applied along the lattice, a competition between disorder
and bias e®ects takes place. We demonstrate that strong correlations, as well as strong
bias, enhance the appearance of a periodic pattern in the absorption spectra which we
attribute to the Wannier-Stark quantization.
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3.1. Introduction
In ordered crystals whose lattices generate a periodic potential, the Bloch theorem
predicts uniformly extended states along the whole system [62]. However, if a uniform
electrical ¯eld is also applied in addition to this periodic potential then, due to the Bragg
re°ection, all states become localized [63{65]. In such a case, neglecting all kind of scat-
tering e®ects, the quasiparticle keeps oscillating within a localized lattice region of size
LB = W=eF according to semiclassical arguments. Here ¡e is the electron charge and
W refers to the band width in the unbiased lattice. The oscillation frequency is usu-
ally known as Bloch frequency and it is proportional to the applied electric ¯eld F as
follows !B = eFa=~, where a refers to the lattice period which is set to unity here-
after. This periodic motion takes place in real and in k space, and it is known as Bloch
oscillations (BOs) [66, 67]. Since scattering processes, due for instance to phonons or de-
fects, destroy the coherence necessary to support BOs, its experimental detection is highly
nontrivial. The ¯rst BOs were detected in wave packets associated to electrons in semicon-
ducting superlattices [68{74]. Later they were revealed as oscillatory motions of ultracold
atoms [75,76] and Bose-Einstein condensates [77].
On the other hand, since 1998 there exists an enormous interest to study the anomalous
localization properties of disordered systems supporting long-range correlations. It is to be
noticed that for a large enough correlation exponent of the disorder distribution Eq. (2.2),
a phase of extended states at the center of the spectrum arises, see Chap. 2 and references
therein. In such a situation, in Ref. [78] the authors established the existence of BOs.
This is another reason why long-range correlations in disorder might be interesting from a
fundamental point of view. The origin of such oscillations in these systems is the following.
As we already said, Bloch states in periodic systems become localized when a bias is
applied. Then, it is reasonable to expect a similar e®ect on the states within the extended
phase supported by this kind of disorder. In particular, the mobility edges of the extended
phase in the disordered system will behave as the edges of the unperturbed band in the
ordered one. Therefore, if the extended phase width is called W ¤, BOs within a region of
size LB =W ¤=eF are expected to occur [78].
In this chapter we will gain an insight into the ¯nding of BOs for this type of disor-
dered systems considering its counterpart e®ect in the frequency domain. This is known as
the Wannier-Stark ladder (WSL) [79, 80] and consists of a discretization of the spectrum
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in equidistant quasistationary energy levels due to the bias e®ect. The energy spacing
between consecutive levels is ¢E = ~!B = eFa. The WSL has been clearly observed in
photoluminescence [81, 82] and photoconductivity spectra [83] of semiconducting super-
lattices and might arise also in optical absorption spectra.
In this sense the magnitude of interest in this chapter is the linear optical absorption
coe±cient of a biased Frenkel chain. We claim that disordered systems generated under
the disorder distribution Eq. (2.2) presents a periodic pattern in its absorption spectra as
soon as the applied bias is large enough. The intensity of the correlations also enhances
the appearance of the WSL structure. Then we provide new evidences of the existence
of BOs in disordered lattices with long-range correlations [78] by way of the study of its
counterpart e®ect in the energy domain.
3.2. Hamiltonian description
A 1D Frenkel system with uniform spacing set to unity is described by means of a
tight-binding Hamiltonian. Disordered site energies and uniform nearest-neighbor coupling
along the chain are considered. Hereafter the latter will be used as the energy unit of the
problem jJ j = 1. The Hamiltonian to describe the eigenstates of a quasiparticle in such a
lattice under the e®ect of an electrical bias U = eFa is the following:
H =
NX
n=1
·
En ¡ U
µ
n¡ N
2
¶¸
jnihnj ¡
N¡1X
n=1
³
jnihn+ 1j+ jn+ 1ihnj
´
; (3.1)
where jni is the ket vector of the state in which the nth molecule is excited and the rest
are in the ground state. The on-site energy of the nth molecule is En = ¹E + "n. For the
sake of simplicity ¹E = 0 and the number of sites in the lattice N is assumed to be even.
We introduce a stochastic contribution in these energies according to the distribution
Eq. (2.2). For further details about this distribution see Sec.2.2. The linear potential
created by the applied bias is de¯ned by the new term ¡U(n ¡ N=2) introduced as an
on-site contribution. This bias may be due to an internal or external uniform electrical
¯eld.
The magnitude of interest in this chapter is the linear optical absorption spectrum
(OAS) which is de¯ned as in Ref [84]:
A(E) =
1
N
*
NX
º=1
Ã
NX
n=1
Ãºn
!2
±(E ¡ Eº)
+
; (3.2)
26 Optical absorption in a 1D lattice with: : :
where º and n label the eigenstate and the site index respectively and Eº and Ãºn are
the eigenenergies and eigenstates resulting from the diagonalization of the Hamiltonian
Eq. (3.1) under rigid boundary conditions.
Another relevant parameter when dealing with optical transitions is the dimensionless
oscillator strength of the state º, fº =
³PN
n=1 Ãºn
´2
, which provides the contribution to
the optical absorption spectrum of the state º.
In order to get into the characteristics of the model, ¯rst of all we study the simplest
situation: ® = 0 and U = 0. In such a case there is no bias applied to the uncorrelated
system. Therefore, it is well known that disorder results in the localization of all the
states [33] and in the appearance of Lifshits tails in the density of states (DOS) outside
the bare quasi-particle band which ranges from E = ¡2 to E = 2 [85,86].
On the other hand, because of considering a negative hopping, the optically relevant
states are those at the bottom of the band. Their importance arises from their bell-
like amplitudes of probability within their localization length which do not present any
signi¯cative node along it. For this reason, their oscillator strength, as well as their con-
tribution to the optical coe±cient, will be larger than those of the states of higher energies
which present indeed more nodes, the so-called dark states [85, 86]. While the width of
these wells N¤ is related to the eigenstates localization length, the magnitude ¾=
p
N¤
determines the absorption line width. This latter e®ect is usually known as exchange nar-
rowing e®ect [84{88]. The position of this line is known to be slightly below the bottom
of the unperturbed band E = ¡2 and its width is also well de¯ned, see Ref. [84]. In
Ref. [87] the localization length of the optically dominant states N¤ and the width of the
absorption line were estimated as a function of the degree of disorder as:
N¤ =
µ
3¼2
¾
¶2=3
; (3.3a)
¾¤ =
2¾p
N¤
= 6¼2
³ ¾
3¼2
´4=3
: (3.3b)
It is worth mentioning that both short-range and power-law long-range correlations in
disorder enhance the localization of the eigenstates of the system and subsequently, they
give rise to broadener absorption lines [60,61].
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3.3. Optical absorption in an unbiased system
Once the absorption spectrum in the absence of correlations and electrical bias has
been discussed, the study of the correlations e®ects is in order. Keeping in mind that the
model reveals di®erent localization properties for ® > ®c or ® < ®c ¼ 2, hereafter two
representative values for the correlation exponent, ® = 1 and ® = 4, will be considered.
We refer to them as weakly and strongly correlated limits.
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Figure 3.1. Absorption spectrum for chains of N = 500 sites under no applied
bias (U = 0). Results for the two representative correlation exponents, ® = 1 and
® = 4 are shown. In both cases a magnitude of disorder ¾ = 1 and an average
over 3£ 104 realizations were considered.
Figure 3.1 shows the optical absorption coe±cient of a system of N = 500 sites cal-
culated averaging over 3£ 104 realizations of disorder and considering U = 0 and ¾ = 1.
In the weakly correlated case a single absorption line, which is asymmetric and inhomo-
geneously broadened, arises. Drawing an analogy between this case and the one discussed
in the previous section for ® = 0, this line is situated below the edge E = ¡2 and its
width is ¾¤ ¼ 2:2. This width is approximately three times larger than in the uncorrelated
model, Eq. (3.3b). This tendency is in full accordance with what we mentioned in the
preceding section. On the contrary the spectrum turns to be double-peaked in the strongly
correlated situation, ® = 4. Both peaks arise from states with large oscillator strength
not only at the bottom of the band, but also well inside it.
In order to explain this double-peaked spectrum it is very useful to recall the qualitative
explanation proposed in Sec. 2.4 for chains where ®À ®c ¼ 2. Under those approximations
we come to a simpli¯ed system consistent in two weakly coupled subchains with N=2 sites.
The site energy of these chains is uniform along them and their values are +¹" and ¡¹". We
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Figure 3.2. A subset of eigenstates for a typical realization of the random
energy potential (dashed line), for a chain of size N = 500, magnitude of disorder
¾ = 1, and correlation exponent ® = 3 (larger than the critical value ®c = 2). The
baselines indicate the energies of each eigenstate. The states 1 and 3 are those
which contribute to the low- and high-energy peaks of the absorption spectrum,
respectively.
argue that every subchain gives rise to an allowed band within the range [§¹"¡ 2;§¹"+2].
This explains the existence of an extended phase in the energy region where these two
subbands overlap. In particular, this region coincides with the central part of the initial
spectrum. Concerning the current topic we are dealing with, the absorption spectrum,
this qualitative picture should be taken into account again. It is well established that for
a uniform chain the states at the bottom of the band present high oscillator strength and
thus, high contribution to the optical absorption (see Ref. [84]). Therefore if our system
behaves as one consistent of two uniform subchains, it seems reasonable to think that both
of them will present optically active states at the bottom of their bands, ¹"¡ 2 and ¡¹"¡ 2,
see Fig. 3.2. As a result of such states the spectrum becomes double-peaked. Performing
the exact calculation of these band edges we ¯nd ¹"¡2 = ¡1:11 and ¡¹"¡2 = ¡2:89 which
are in perfect agreement with the position of the absorption lines. Taking into account this
¯nding, the mobility edges may be experimentally detected by means of optical absorption
spectroscopy, since one of them coincides with the higher energy line of the spectrum.
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3.4. Optical absorption in a biased system
3.4.1. Previous considerations
In the introduction of this chapter it was already mentioned that a uniform electrical
¯eld applied to an ordered system localizes all eigenstates within a localization length
depending on the magnitude of the ¯eld as LB = W=eF , in our units LB = 4=U . The
numerator of this equation is the allowed band width in units of the hopping. The e®ect
on the level structure was also reported, claiming that it turns out to be a ladder-like
spectrum. The level spacing is uniform and coincides with U in an in¯nite system [79].
Considering now the disordered case, we should take into account that disorder broad-
ens the absorption peaks. For this reason both, the absorption line width ¾B and the
separation between peaks U , must be considered to predict whether we will have enough
resolution to observe the WSL in the spectrum.
The ¯rst step is to use the same reasoning as in Sec. 3.2 about the exchange narrowing
e®ect (see Refs. [84{88]). Thus, if the quasiparticle is localized within a region LB due
to the bias e®ect, then it will be a®ected by a reduced disorder ¾=
p
LB. According to
Eq. (3.3b) we can estimate the broadening of the WSL levels as
¾B =
2¾p
LB
= ¾
p
U : (3.4)
Under these considerations the WSL may be resolved as long as the level broadening
¾B is smaller than the level spacing U . This reasoning leads to the following condition in
our particular case:
¾ <
p
U : (3.5)
Those situations where the inequality Eq. (3.5) is ful¯lled will be referred as the strong
bias limit. Otherwise we will be dealing with the weak bias case.
3.4.2. Weak bias
In the weak bias limit, the absorption spectrum is calculated for systems of N = 100
sites under the e®ect of a bias U = 0:01. The site energies are generated with a magnitude
of disorder ¾ = 1, 106 realizations of disorder and two correlation exponents are considered
for the weakly and the strongly correlated cases, ® = 1 and ® = 4.
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Figure 3.3. Absorption spectra for chains with N = 100 sites under an applied
bias U = 0:01. The calculations are performed for two correlation exponents
® = 1 and ® = 4. In both cases the magnitude of disorder is ¾ = 1 and the
number of averages is 106.
Being considered the weak bias limit ¾ À pU , the WSL is not resolved (see Fig. 3.3).
Due to the chosen parameters, the potential drop along the whole system is UN = 1,
smaller than the line width in the unbiased system (¾¤ ¼ 2:2, see Sec. 3.3). The main
feature of these spectra is that the e®ect of the bias is weak, leading only to an unnoticeable
broadening of the spectra and smoothing the shape of the doublet (at ® = 4) as compared
to the bias-free conditions (compare to Fig. 3.1).
As a further step the absorption spectrum for the same set of parameters of Fig. 3.3
but a higher bias U = 0:1 is calculated.
In this situation the potential drop along the system due to the bias is UN = 10
which is larger than the line width for the unbiased system, producing a transformation
of the spectra (see Fig. 3.4). These spectra are de¯ned by the e®ect of the bias and not
by the disorder anymore. Thus, they present a well de¯ned plateau in the central part
whose width coincides with the potential drop along the system ¼ 10. Since the bias is
the dominant parameter, there is no relevant di®erence between the spectra calculated for
weak and strong correlations. This is consistent with the fact that disorder and its relative
parameters are not signi¯cative for weak ¯elds.
3.4.3. Moderate bias
As it was already mentioned, the WSL is expected to be resolved in the strong bias
limit, however in this section we demonstrate that for the case of moderate bias the WSL
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Figure 3.4. Absorption spectra for chains with N = 100 sites under an applied
bias U = 0:1. The calculations are performed for two correlation exponents ® = 1
and ® = 4. In both cases the magnitude of disorder is ¾ = 1 and the number of
averages is 106. Insets show enlarged views of the absorption spectra.
can arise provided the correlations are strong enough. Figure. 3.5 shows the absorption
spectra for the same set of parameters as before but with an even higher bias, U = 0:5.
For weak correlations, ® = 1 < ®c = 2, the WSL is not resolved according to the
condition Eq. (3.5) deduced in Sec. 3.4.1, which is not ful¯lled with this set of parameters.
However, for strong correlations, ® = 4 > ®c = 2, the spectrum gives rise to a clearly
periodic pattern with period U = 0:5. The same structure is revealed by studying the
oscillator strength fº as a function of the energy level Eº , left panel of Fig. 3.6.
In view of these results we claim that this pattern corresponds to the Wannier Stark
ladder. We have also proven that the period of the periodic pattern does not depend
on the size of the system, meaning that it is not a ¯nite-size e®ect. In this regard the
right panel of Fig. 3.6 shows the absorption spectra for the same set of parameters that
in Fig. 3.5 but a di®erent size of the system.
It is to be noticed that for U = 0:5 the WSL is not expected to be resolved according
to the condition Eq. (3.5). The disorder distribution Eq. (2.2) should be analyzed in more
detail to understand this e®ect. In particular, for the strongly correlated limit ® = 4,
this distribution can be approximated for its ¯rst and dominant term, see Sec. 2.4. This
implies that the magnitude of the actual disorder is at least a factor of 2¡®=2 smaller than
the bare value ¾. Therefore, strong correlations facilitate the condition Eq. (3.5) to be
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Figure 3.5. Same as in Fig. 3.4 but considering a stronger bias U = 0:5. The
WSL is observed for ® = 4.
ful¯lled: by reducing ¾ the WSL will be resolved at lower bias.
3.4.4. Strong bias
Finally, we study the absorption spectra using a set of parameters to enhance the WSL
observation even when the most weakly correlated case ® = 0 is considered: ¾ = 0:2 y
U = 0:1. The resulting optical absorption spectra are shown in Fig. 3.7 for correlation
exponents ® = 0 and ® = 5. In the upper panel the spectrum for ® = 0 is shown. In the
central part the WSL arises as a set of equidistant peaks with period U = 0:1. For the
strongly correlated case, ® = 5 (lower panel) every single peak of the upper level transforms
in a double peak. Nevertheless the periodic pattern with period U = 0:1 remains. The
origin of this splitting is the same that the one mentioned in Sec. 3.3. Then, the anomalous
behavior of the absorption spectrum due to the particular correlated disorder distribution
Eq. (2.2) occurs even in the strong bias limit.
Regarding the irregular edges of the spectrum our claim is that they are a consequence
of ¯nite-size e®ects. These e®ects are more relevant for states localized in regions close to
the lattice edges whose properties are quite di®erent from those of the center of the band.
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Figure 3.6. Left panel shows the oscillator strength distribution as a function of
energy. This calculation is performed with the same set of parameters of Fig. 3.5
and ® = 4. Right panel shows the same as in Fig. 3.5 but for a larger system of
N = 250 sites.
3.5. Conclusions
In this chapter the linear optical absorption spectrum in a 1D disordered lattice is
studied. The disorder distribution for the site energies is long-range correlated and its
power spectrum has the form 1=k®.
The starting point is the simplest case, the unbiased system. The spectrum reveals
itself as single-peaked for the weakly correlated limit ® < ®c = 2. This peak is situ-
ated slightly below the band bottom of the uncorrelated system and splits by considering
stronger correlations ® > ®c = 2. Notice that this e®ect is an interesting peculiarity of
the disorder distribution.
By applying a weak or a moderate bias along the system, the properties of the spectra
depend on the competition between bias and disorder e®ects. Thus, there is a signi¯cative
transformation of the spectra only if the potential drop along the system UN is larger
than the spectrum line width in the unbiased system. In such a case, the spectra present
a wide central plateau of width UN not depending on the correlation exponent since the
disorder e®ects are not relevant for moderate bias.
Considering a strong enough bias to ful¯ll the condition ¾ <
p
U (see Sec. 3.4.1),
periodic patterns with period U in the optical absorption spectrum are expected. We
claim that this e®ect is related to the Wannier-Stark level quantization of the spectrum
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Figure 3.7. Same as in Fig. 3.4 but considering ¾ = 0:2 and correlation
exponents ® = 0 and ® = 5. Insets show enlarged views of the absorption spectra.
produced by the applied bias. We demonstrated that this behavior does not depend on
the system size and therefore, it is not related to ¯nite-size e®ects.
Due to the anomalous characteristics of the disorder distribution, the correlations seem
to enhance the Wannier-Stark ladder resolution. Moreover, the splitting of the single peak
studied in the unbiased system for ® > ®c = 2 (see Sec. 3.3), arises as well in the periodic
spectra for strong biased lattices.
It is interesting to remark that the modeled bias can be external or internal to the
system. Then our predictions may be applied to electrons moving in the conduction band
of a 1D disordered chain [89] as well as to Frenkel excitons, where the ¯eld is intrinsic due
to the particular properties of the system like in dendrimers (see Ref. [90]).
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Fluorescence decay in a 1D lattice with
scale-free disorder
We investigate transport properties of a 1D disordered system by analyzing the survival
probability of an initially created excitation. The disorder distribution under consideration
was studied in the preceding chapters and it presents long-range correlations. The dynam-
ics of the intraband excitonic relaxation is monitored by the °uorescence decay calculated
after broadband pulse excitation by way of the Pauli master equation. An exponential °u-
orescence decay arises when considering the case of strongly long-range correlated disorder
which in previous chapters has revealed to be a limiting situation giving rise to anomalous
properties.
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4.1. Introduction
Transport properties of disordered systems have received a lot of attention from a
fundamental and also from an applied point of view [91, 92]. Indeed it can be consid-
ered in di®erent and complementary ways, namely in the coherent [93] or incoherent [94]
regimes. Generally speaking conclusions about this topic arise from studies of localization
properties or spectroscopy on one hand, but they can also be established by means of the
analysis of the distribution and the dynamics of excited states. In this sense, the magni-
tude of interest in this chapter will be the °uorescence decay, which is directly accessible
through optical experiments [95]. The °uorescence gives a measurement of the survival
probability of the initial excitation in any of the eigenstates of the system before decaying
by radiative channels. In most works substitutional or interstitial traps were included in
the lattice to quench the excitation [96{98] and di®erent theoretical approaches have been
proposed to simulate its time-evolution. For instance random walks theories [99, 100],
imaginary non-Hermitian Hamiltonians [98,101] or Pauli master equations [102,103] have
been used to gain an insight into this topic. Also di®erent disorder distributions for the
traps position [101, 102, 104] and for the transition energies of the molecules conforming
the lattice [96, 105, 106] have been considered. The most relevant and widely accepted
conclusion is that the general asymptotic behavior at very long times of the survival
probability ¯ts a stretched exponential of the form I(t) » exp £¡(t=¿1)¯¤, where both
¿1 and ¯ < 1 depend on the particular characteristics of the disordered system under
consideration [97,102].
As a further step in this matter, we propose the study of the survival probability under
the de¯nition of Ref. [102] in a system with long-range correlated diagonal disorder. We
will use the disorder distribution Eq. (2.2) proposed in Ref. [50] keeping in mind its main
peculiarities: the appearance of an extended phase at the center of the band considering
high correlations, see Chap. 2, as well as the splitting of the single peaked absorption
spectrum, see Chap. 3. Moreover, this model might support Bloch oscillations [78] for
a large enough correlation exponent in the strong bias limit. This can be tested in the
frequency domain by way of the study of the WSL in the absorption spectrum, see Chap. 3.
The main di®erence with previous studies about this topic is that in these correlated
systems, the role of the additional traps is played by their unusual states at the center of
the band which present high oscillator strength, see Sec. 3.3. Then, the excitation of the
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system will be quenched by radiative processes which take place due to the high coupling
to the light of these states. Our main goal in this chapter is to study the °uorescence
decay in this kind of systems considering two representative situations, highly correlated
and weakly correlated disorder, under a master equation approach. Thus, we will try
to establish a relationship with previous results concerning the absorption spectrum and
provide new experimental procedures to support the existence of the WSL in the spectrum
of this kind of systems when a bias is applied.
4.2. Model description
4.2.1. Tight-binding Hamiltonian
As in previous chapters we consider a tight binding Hamiltonian to describe a 1D dis-
ordered lattice of N sites, assuming N to be even. Biased systems are under consideration
so we use the Hamiltonian described in Sec. 3.2:
H =
NX
n=1
·
En ¡ U
µ
n¡ N
2
¶¸
jnihnj ¡
N¡1X
n=1
³
jnihn+ 1j+ jn+ 1ihnj
´
; (4.1)
considering a long-range correlated disorder distribution for the site energies En = ¹E + "n,
assuming ¹E = 0 hereafter for simplicity (see Sec. 2.2 for further details) and:
"n = ¾C®
N=2X
k=1
1
k®=2
cos
µ
2¼kn
N
+ Ák
¶
: (4.2)
As we already mentioned the Hamiltonian Eq. (4.1) with this disorder distribution sup-
ports a phase of extended states at the center of the band among other interesting pecu-
liarities for strongly correlated systems, see previous chapters for details. On the contrary
all the states are localized in the weakly correlated limit.
4.2.2. Pauli master equation
In disordered systems exciton levels are usually localized. Hopping between them may
involve a loss or a gain of energy which is exchanged with the host medium by means of
phonons. For this reason, this kind of hopping is usually known as incoherent hopping. In
this sense, two important assumptions to simplify our study will be considered hereafter:
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the exciton-vibration coupling is weak not considering polaron e®ects and only one-phonon
processes are assumed.
According to Ref. [107] the transition rate from the state Ã¹ (with energy E¹) to the
state Ãº (with energy Eº) is de¯ned as following:
W¹º =W0 S(j¢E¹º j)F (¢E¹º ; T ) I¹º ; (4.3)
with ¢E¹º ´ E¹ ¡ Eº . The constant W0 characterizes the amplitude of transitions. A
spectral density function of the form S(j¢Ej) = j¢Ej=J holds for glassy hosts [107, 108].
Temperature T enters into this expression through the function F (¢E; T ) = µ(¢E) +
n(¢E; T ), where µ is the Heaviside step function and n(¢E; T ) = [ exp(j¢Ej=kBT )¡1]¡1
is the occupation number of the vibration mode with frequency ¢E=~. The parameter
I¹º ´
NX
n=1
Ã2¹nÃ
2
ºn (4.4)
represents the overlap integral of exciton probabilities for the states Ã¹ and Ãº . The princi-
ple of detailed balance is ful¯lled by these transition rates: Wº¹ =W¹º exp(¡¢E¹º=kBT ).
We describe the process of exciton relaxation by means of the Pauli master equation
for the level population P¹ of the ¹ th exciton eigenstate
dP¹
dt
= ¡°¹P¹ +
NX
º=1
(Wº¹ Pº ¡W¹º P¹) ; (4.5)
where °¹ = ° f¹ is the spontaneous emission rate of the ¹ th exciton state, while ° is
that of a monomer, f¹ = (
PN
n=1 Ã¹n)
2 being the dimensionless oscillator strength. After
broadband pulse excitation, each level is populated according to its oscillator strength,
namely P¹(0) = f¹=N . Consequently, the initial total population is normalized to oneP
¹ P¹(0) = 1. The normalized °uorescence after pulse excitation is then obtained from
I(t) = N
PN
¹=1 f¹P¹(t)PN
¹=1 f
2
¹
; (4.6)
which is the magnitude of interest in this chapter.
4.3. Fluorescence decay in unbiased systems
In order to get familiar with the °uorescence decay in our model we start explaining
the unbiased system. Under rigid boundary conditions we diagonalized the Hamiltonian
Elena D¶³az Garc¶³a
4.3 Fluorescence decay in unbiased systems 39
Eq. (4.1) to obtain the eigenenergies and eigenstates to monitor the evolution of the
°uorescence Eq. (4.6). As we already did in previous chapters we make calculations for
di®erent values of the correlation exponent ®.
Hereafter we restrict ourselves to T = 0, although we have checked that our main con-
clusions are valid when the temperature is a fraction of J=kB. For instance, in J-aggregates
of cyanine dyes I J ¼ 0:05 eV [26], this means that our results would be relevant for a
wide range of temperatures below J=kB ¼ 600K. We also choose the parameter W0 = °,
so that radiative decay is favored with respect to intraband relaxation. This statement
can be understood from previous estimations in unbiased lattices with uncorrelated disor-
der [103]. When ¾ = 1, the largest intraband transition rate W¹º is of the order » 0:06W0
but the highest spontaneous emission rate °¹ is about » 9°.
Figure. 4.1 presents the °uorescence decay after an initial broadband excitation. The
time scale is set to °t hereafter. The lattice size is N = 250 and the results comprises
the average over 200 realizations of the disorder. Looking at the logarithm axis for the
°uorescence we can conclude that in none of the considered cases the decay is exponential.
However, at large times, the °uorescence can be ¯tted by a stretched exponential I(t) »
exp
£¡(t=¿1)¯¤, where both ¿1 and ¯ < 1 depend on the correlation exponent ®. It is to be
stressed that the °uorescence decay of weakly correlated systems is signi¯cantly faster than
in the strongly correlated ones. The di®erent °uorescence decay rates can be understood
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Figure 4.1. Time dependence of the °uorescence decay after pulse excitation
in weakly (® = 1) and strongly (® = 4) correlated 1D lattices when U = 0 for a
magnitude of disorder ¾ = 1. Lattice size is N = 250 and the results comprise
the average over 200 realizations of the disorder.
keeping in mind the amplitude of probabilities of the eigenstates, see Fig. 4.2. When
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Figure 4.2. A subset of eigenstates for a typical realization of the random
energy potential for a lattice of size N = 250, magnitude of disorder ¾ = 1, and
correlation exponents a) ® = 1 and b) ® = 4. The baseline indicates the energy
of the eigenstate.
® < ®c, all states are localized and the higher the eigenenergy is, the smaller oscillator
strength of the eigenstate is. Therefore, higher energy states are weakly coupled to the light
and their populations after the initial excitation will be scarce. These states will be referred
to as dark states hereafter. Indeed, the excitation gets soon stuck at the bottom state and
the exciton emits a photon on average after a time 1=° has elapsed. On the contrary, when
®À ®c, high energy states can be excited by the initial excitation due to the anomalous
states with large oscillator strength at the center of the band around E = ¡1. This kind of
states do not decay radiatively because it exists a non-zero probability of hopping between
them and other lower energy dark states. This means that the excitation is transferred
through these states down to reach the ones at the bottom of the band when a photon
is emitted. Consequently, on average there are more intraband scattering events through
dark states when ® is large and this entails a longer °uorescence decay time as observed
in Fig. 4.1.
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4.4. Fluorescence decay in biased systems
4.4.1. Objectives
The bias e®ect on the energy levels, the WSL [79] was analyzed in Chap. 3. It was
mentioned that the eigenstates turn out to be localized in a region of size LB = 4=U in
units of the lattice period (see Sec. 3.4.1). It is convenient to review the main conclusions
of that chapter before going into the °uorescence analysis. Generally speaking the most
important fact is that long-range correlations facilitate the occurrence of the WSL even
if the magnitude of disorder is large. In this case, a periodic pattern is found to build up
at the center of the optical absorption band. Its period is equal to U , as for the WSL
in an ideal lattice, and independent of the system size N . This pattern was attributed
to the Wannier-Stark quantization of the energy spectrum in the long-range correlated
disordered lattice.
Once the existence of the WSL in this kind of disordered systems was proved, our goal
now is to establish a relationship between the anomalous optical spectra shown in Chap. 3
and the °uorescence decay behavior. This would open another experimental possibility
to determine if this model of disorder supports the WSL. For this reason we compare the
absorption and °uorescence spectra in the most characteristic cases.
4.4.2. Main results
In Fig. 4.3 the absorption spectra (see Sec. 3.2) calculated for chains of N = 250 sites is
plotted. The magnitude of disorder is ¾ = 1 and the bias magnitude is U = 0:05. Averages
over 106 realizations of disorder were performed in Eq. (3.2). Two values of the correlation
exponents are considered, ® = 1 and ® = 4. The spectra broaden as compared to those of
the unbiased systems (not shown in the ¯gure, see Fig. 3.1 for completeness) but they are
still featureless and no signatures of the WSL are detected. The corresponding °uorescence
decay is shown in Fig. 4.3, where we observe that the decay is non-exponential. At large
time the decay is slower on increasing the magnitude of the correlations, similarly to what
was found in the absence of bias, see Fig. 4.1.
In Fig. 4.4 we plot the absorption spectra calculated for a higher value of the bias
U = 0:5 and same set of parameters than in Fig. 4.3. As we explained in Sec. 3.4.4
in the case of ® < ®c, the spectrum remains structureless, while for strong correlations,
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Figure 4.3. Absorption spectra (left) and time-dependence of the °uorescence
decay (right) of biased chains (U = 0:05) with N = 250 sites calculated for two
values of the correlation exponent ®, shown in the plot. The magnitude of disorder
is ¾ = 1. Every absorption spectrum and °uorescence decay curve was obtained
after averaging over 106 and 200 realizations of disorder respectively. Insets show
enlarged views of the absorption spectra.
® > ®c, it presents a periodic pattern shown in detail in the inset of the lower panel. Most
important, the period of the modulation is exactly equal to U = 0:5, as results from the
occurrence of the WSL in the energy spectrum of the system.
Looking at the right panel of Fig. 4.4 we present evidences that long-range correlations
also have a remarkable impact on the °uorescence decay. In particular it turns out to be
still non-exponential when ® < ®c, while the decay is exponential in the opposite limit,
when ® > ®c. Moreover we checked that this new exponential °uorescence decay is a real
consequence of the considered disorder model and not a ¯nite-size e®ect. In Fig. 4.4, it is
observed that the °uorescence decay behavior does not depend on the lattice size N . In
view of these results, we claim that the existence of the WSL in the optical spectrum is
associated to an exponential °uorescence decay. Thus, we propose two related methods
to elucidate if the disorder distribution Eq. (2.2) can support the WSL.
For completeness we study how the °uorescence behaves in a last case for which the
bias is strong enough to resolve the WSL even in a weakly correlated system, see Sec. 3.4.4.
As before we calculate the absorption spectrum and the °uorescence decay for the same set
of parameters but for a smaller magnitude of disorder ¾ = 0:2 in order that the Eq. (3.5)
is ful¯lled for any strength of the correlations.
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Figure 4.4. Same as in Fig. 4.3 but considering a stronger bias U = 0:5. The
right panel shows the time-dependence of the °uorescence decay for two di®erent
system sizes.
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Figure 4.5. Same as in Fig. 4.3 but considering a stronger bias U = 0:5 and
a weaker magnitude of disorder ¾ = 0:2.
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In Fig. 4.5 it is observed that a periodic pattern with period U arises considering weak
and strong correlations. In the same way, an exponential °uorescence decay is observed
for both limits.
4.5. Qualitative picture
Results shown in Figs. 4.4 and 4.5 provide compelling evidences that the occurrence of
the WSL in the energy spectrum may result in an exponential decay of the °uorescence.
In the left panel of Fig. 4.4 we observed no WSL signatures in the optical absorption
spectrum when ® < ®c and the magnitude of disorder ¾ is large. Simultaneously, the
°uorescence decay is non-exponential for this set of parameters, as shown in the right
panel of Fig. 4.4. This behavior, as well as such situations which support the WSL
pattern, can be explained by the following reasoning. When ¾ is large and correlations
are weak (® < ®c) the oscillator strength depends on the energy state, similarly to what
is found in the absence of bias (see Sec. 4.3). This ¯nally leads to a non-exponential decay
of the °uorescence. However, when correlations are strong, ® > ®c, or the magnitude of
disorder ¾ is smaller than
p
U , the occurrence of the WSL ladder is accompanied by an
exponential decay of the °uorescence, as shown in the right panel of Fig. 4.4. In this case
localization by the bias U prevails over that produced by disorder e®ects. When the WSL
arises, the shape of the eigenfunction is almost the same for all states, except for a trivial
space shift and excluding ¯nite-size e®ects (see Fig. 4.6). Consequently, the oscillator
strength of all states has the same value, yielding a single exponential in the decay law of
the °uorescence.
4.6. Finite-size e®ects
In the current and the previous chapters the existence of the WSL structure in the
optical absorption spectrum, as well as the exponential behavior for the °uorescence decay
in strongly correlated disordered systems generated according to Eq. (2.2), were demon-
strated not to depend on the system size. This means that these peculiar properties of
such a disorder distribution are not a consequence of ¯nite-size e®ects. In this section
we provide new evidences for this claim respect to the topic we are dealing with in this
chapter, the time-dependence of the °uorescence decay.
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Figure 4.6. A subset of eigenstates for a typical realization of the random
energy potential when U = 0:5 for a lattice of size N = 250, magnitude of disorder
¾ = 0:2, and correlation exponent ® = 1. The baseline indicates the energy of the
eigenstate.
Firstly it is worth noticing that the peculiarities observed at the low- and high-energy
sides of the absorption spectra shown in Figs. 4.4 and 4.5 are associated with ¯nite-size
e®ects as it was already mentioned in Sec. 3.4.4. The energy levels of the spectrum edges
are formed by the states localized close to the system ends. Therefore, the corresponding
eigenfunctions di®er from those at the band center. As a consequence, not all eigenstates
present exactly the same value of the oscillator strength and a slight deviation from the
single exponential decay of the °uorescence can be detected.
We propose an analysis to establish the relevance of these deviations taking as the
starting point the biased disorder-free lattice which is well described theoretically [109].
In such a case, the normalized eigenstates of the Hamiltonian Eq.( 4.1) can be expressed
in terms of the Bessel functions as Ã¹n = Jn¡¹(2J=U) in the thermodynamic limit (N !
1). The corresponding eigenenergies are E¹ = ¹U , ¹ being an integer (i.e. the WSL
structure). The oscillator strength can also be calculated exactly in this limiting case as
f¹ = 1, which takes the same value for all states, as expected. Remarkably, the oscillator
strength becomes also independent of the bias U in large disorder-free systems. From
Eq. (4.6) we conclude that the normalized °uorescence intensity is nothing but the survival
probability I(t) =
PN
¹=1 P¹(t) in this case. Summing over all states in Eq. (4.5) we obtain
_I(t) = ¡°I(t), leading to I(t) = exp(¡°t). Consequently, the °uorescence decay in biased
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Figure 4.7. Bias dependence of °¿1 for di®erent system sizes. The left
panel shows the disorder-free lattice ¾ = 0. The right panel displays the results,
comprising averages over 50 realizations of disorder, for the biased lattice with
long-range correlated disorder, ¾ = 1 and ® = 4.
disorder-free lattices is the same as in the isolated monomer (i.e. single exponential with
decay time 1=°), when the system is large enough.
A similar exponential decay of the °uorescence is expected for ¯nite-size ordered
systems. Moreover disordered lattices, generated according to the disorder distribution
Eq. (2.2) in the strong correlated limit, seem to behave also in a similar way due to the
numerical results obtained for the optical absorption spectrum and the °uorescence decay.
In such cases the decay time is found to be the same as in the single monomer as well
and consequently, it is independent of the bias. We have performed simulations in ¯nite
systems when ¾ = 0 to obtain the decay time ¿1 from the °uorescence intensity curves
when t ! 1. Results are shown in the left panel of Fig. 4.7, where we observe that
°¿1 approaches the theoretical limit (°¿1 = 1) on increasing both the system size or the
bias. The localization length LB due to the presence of the bias decreases on increasing
U , leading to smaller ¯nite-size e®ects. For the sake of completeness we perform the same
study in a biased lattice with long-range correlated disorder. As expected, in the right
panel of Fig. 4.7 we observe a similar trend to that found in disorder-free lattices. The
main di®erence is related to the value of ¿1, which is slightly lower than in disorder-free
lattices of the same size due to disorder e®ects.
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4.7. Conclusions
In this chapter we studied the intraband exciton relaxation in a biased 1D system
whose site energies are disordered following a long-range correlated distribution. Exci-
ton transport is considered as incoherent hoppings between the eigenstates of the static
lattice, arising when the coupling to vibrations is taken into account. The dynamics of
the intraband relaxation is monitored by means of the °uorescence decay after broadband
pulse excitation calculated within a Pauli master formalism.
Our starting point was the unbiased system (U = 0) for which a non-exponential
°uorescence decay was found for any value of correlation exponent. This time-dependence
re°ects the existence of many decay channels in the system with di®erent decay times. As
a main feature, it is to be noticed that a °uorescence decay slowdown arises when ® > ®c,
which we relate to the peculiar level structure in this case, see Sec. 4.3.
In biased systems the °uorescence behaves di®erently depending on the intensity of the
bias as the same way as the absorption spectrum does, see Chap. 3. Indeed, a relationship
between both magnitudes can be established.
At moderate bias no signatures of the WSL are found in the absorption spectrum.
This gives rise to a non-exponential °uorescence decay. However, on further increasing
the magnitude of the bias, a periodic pattern is found to build up at the center of the
(already wide) absorption band when ® > ®c. Its period is independent of the system size
N and equal to U as for the WSL in an ideal lattice. Simultaneously, the °uorescence
decay is described approximately by a single exponential. Finally, when the parameter
p
U exceeds the magnitude of disorder ¾, the WSL in the absorption spectrum and the
exponential decay of the °uorescence appear, irrespective of the value of the correlation
exponent ®.
We qualitatively explained the correspondence between the WSL absorption spectrum
and the exponential °uorescence decay. When the localization by the bias e®ect is large
enough, all states will display the same amplitude of probability within their localization
length. As a result they carry approximately the same value of the oscillator strength.
Therefore, a single exponential decay characterized by same time-scale relaxation is ex-
pected. Deviations from perfect exponential decay were related not only to stochastic
°uctuations of the disorder but mainly to ¯nite-size e®ects as studied in Sec. 4.6.

Chapter 5
E®ect of the intrinsic base pairing on the
localization properties of DNA molecules
In this chapter we consider a ladder model of DNA for describing electronic transport
in a fully quantum-mechanical regime. Backbone e®ects are neglected while a single orbital
is assigned to every base, assuming that conduction takes place through orbital overlap.
Due to the disorder appearing in DNA sequences, localized states are expected in general,
giving rise to an insulator behavior for DNA. However, correlations in the disorder might
enhance the conduction along DNA molecules by increasing the localization length of the
system states. In this regard, we study the localization properties revealed by a DNA-
ladder model and its dependence on the intrinsic base pairing correlations, as well as on
the hopping parameters of the model.
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5.1. Introduction
DNA has always attracted much attention from di®erent perspectives due to its main
role in biological processes. Nevertheless in the last decade its electronic properties turned
out to be a new promising ¯eld of study due to the search of new materials for nanotechno-
logical aims such wires, transistors, diodes and all sorts of molecular electronics [110{113].
Furthermore DNA, assembling spontaneously [29], has also revealed itself as a very useful
building material to organize other higher conductive nanomaterials [30].
In this sense a lot of experiments have been performed searching for signatures of long-
range transport along DNA molecules. However, there is not a common conclusion about
its conducting properties yet. The particular sequence, the contacts and the surrounding
environment seem to have enormous e®ects on the experimental results. Therefore, di®er-
ent conducting behaviors for DNA molecules have been reported, i.e. metallic [114{117],
semiconducting [118{123], insulating [124{126] or even superconducting [127].
From a theoretical point of view it is to be noticed that according to standard theories
of disordered systems [33], all states in low-dimensional systems with uncorrelated disorder
are spatially localized. This is the general case when dealing with DNA molecules which
do not present periodic sequences, i. e. ¸-DNA [126]. Then, in a pure quantum-mechanical
regime, these molecules would lead to an insulator behavior unless the localization length
of their states reaches anomalously large values. On the contrary, spatial correlations of the
nucleobases might enhance the long-range transport along the molecules [54{56,128{130].
In particular, those models which support long-range correlations so that its power-law
spectral density reads S(k) » 1=k® with ® > 0, result in a phase of extended states at the
band center, provided ® is larger than a critical value ®c [50{52]. As a consequence, long-
range charge DNA transport might be feasible even at very low temperature, provided the
chemical potential lies within the band of extended states, see Chap. 2.
Some authors claimed that intrinsic DNA-correlations, due to the base pairing (AT
and GC) between the two DNA-strands, lead to electron delocalization even if the base
sequence along one of the strands is random and uncorrelated [131]. Indeed, they pointed
out that there is a localization-delocalization transition (LDT) for certain hopping param-
eters range. Nevertheless it was later proven that this is not the case and all states remain
localized [132].
In this chapter we make clear the role of the intrinsic DNA correlations due to the
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base pairing in electronic transport. To this end we study the Landauer and the Lyapunov
coe±cients in a DNA-ladder model to analyze the spatial extent of its eigenstates. Fur-
thermore we point out the main features resulting from considering di®erent values of the
hopping parameters.
5.2. DNA-ladder model
The DNA is a double-stranded molecule in which each of these strands is consistent of
a sequence of nucleotides formed by a nucleobase bonded to sugar and phosphates. These
latter are usually known as the backbone of the molecule. The most common geometry for
observed DNA molecules is the double-helix geometry which is usually known as B-type
DNA. From a theoretical point of view it seems reasonable to consider the untwisted helix
as a ¯rst approximation, and to deal with a planar geometry for the DNA molecule [133].
In order to describe this system we consider a ladder model of DNA in a fully coherent
regime and assign a single orbital to each base. Conduction through the sugar-phosphate
backbone is neglected hereafter. The double-stranded DNAmolecule is described by means
of a tight-binding Hamiltonian within the nearest-neighbor approximation. It is worth
mentioning that consecutive bases along the stacking direction are coupled by covalent
interactions while the coupling within a base pair is due to hydrogen bonds. Because of
the di®erent nature of these interactions, two hopping parameters are considered in the
model, namely interstrand (t?) and intrastrand (tk) hoppings. For the sake of simplicity
we will assume that both hoppings do not depend on the base hereafter. Figure 5.1 shows
a schematic view of a fragment of this ladder model.
Four di®erent energy sites ("A, "T , "C , and "G) are randomly assigned in one of
the strands with the same probability while the second strand is de¯ned following the
DNA pairing (A{T and C{G). Hereafter we will restrict ourselves to the following values
of the site energies, taken from molecular orbital calculations [134, 135], "A = 8:24 eV,
"T = 9:14 eV, "C = 8:87 eV and, "G = 7:75 eV. The two remaining parameters in the
model, namely t? and tk, will be varied in our calculations.
The described model is the one considered by Caetano and Schulz in Ref. [131] which
does not consider backbone e®ects. It is to be noticed that the lattice model including the
backbone can be easily mapped onto a ladder model similar to that presented above with
energy-dependent hoppings [45,46].
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Figure 5.1. Schematic view of a fragment of the ladder model for DNA
molecules, excluding the sugar-phosphate backbone. A single orbital is associated
to each base, with a corresponding energy "n, n being A, T, C or G.
According to the proposed model, we can write down the equations for the amplitudes
at di®erent bases as following:
EÃ(1)n = "
(1)
n Ã
(1)
n + tk
³
Ã
(1)
n+1 + Ã
(1)
n¡1
´
+ t?Ã(2)n ; (5.1a)
EÃ(2)n = "
(2)
n Ã
(2)
n + tk
³
Ã
(2)
n+1 + Ã
(2)
n¡1
´
+ t?Ã(1)n : (5.1b)
The notation reads as follows: Ã(¾)n refers to the amplitude of the state at the bases,
¾ = 1; 2 runs over the two strands and n = 1; 2; : : : ; N denotes the position of the bases
at each strand. As it was already mentioned "(¾)n takes one of the four values of the site
energies.
5.3. Landauer and Lyapunov exponents
The previous equations for the amplitudes can be expressed in a compact form by using
4£4 transfer matrices. To this end we introduce the 4-vector©n ´
³
Ã
(1)
n ; Ã
(2)
n ; Ã
(1)
n¡1; Ã
(2)
n¡1
´t
where the superscript t indicates the transpose. De¯ning the following 2£ 2 matrix [136]
M
(n)
2 ´
0@ E¡"(1)ntk ¡ t?tk
¡ t?tk
E¡"(2)n
tk
1A ; (5.2)
the transfer matrix equation of the model reads ©n+1 = Tn©n, with
Tn ´
0@ M (n)2 ¡I2
I2 O2
1A ; (5.3)
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where I2 and O2 are the unity and null 2£ 2 matrices, respectively. One can easily ¯nd,
that the 4£ 4 transfer matrix Tn satis¯es the condition T ynJ Tn = J where y denotes the
Hermitian conjugate matrix and
J =
0BBBBB@
0 0 ¡i 0
0 0 0 ¡i
i 0 0 0
0 i 0 0
1CCCCCA ; (5.4)
meaning that Tn belong to the SU(2; 2) group.
In order to study the localization properties of the whole sequence, the full transfer
matrix MN =
Q1
n=N Tn;ij should be taken into account. Notice that, due to the intrinsic
base pairing only four transfer matrices can appear in an arbitrary DNA sequence: Tn;AT ,
Tn;TA, Tn;CG or Tn;GC .
Assuming exponential localization for the eigenstates, the eigenvalues of the limiting
matrix limN!1 ln(MNMyN )1=2N provide information about the localization length of
the states [137], which is measured in units of the base separation along a single strand
(3:4 nm). These eigenvalues are usually known as the Lyapunov exponents ¸Ly. Notice
that the in¯nite limit can be substituted by a product of random transfer matrices over a
long enough system due to the self-averaging property of the Lyapunov exponent [138].
On the other hand, the Landauer exponent whose de¯nition reads ¸La(N) = lnh jj
Q1
n=N Tn;ij jj i1=N
(hereafter h: : :i denotes ensemble averages) becomes twice the largest Lyapunov exponent
for extended states in 1D systems [139,140].
Both exponents are relevant in the analysis of the localization properties of the system.
Indeed, in a quasi-one-dimensional system as the considered DNA-ladder model, it is
expected that the Lyapunov and the Landauer exponents are also proportional but the
ratio between them can be di®erent from 2. It is worth noticing that the former might be
a®ected by convergence problems [141] while the latter can be analytically calculated, see
Refs. [136, 142, 143]. Therefore, both exponents provide complementary information and
should be considered for completeness.
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5.4. Base pairing e®ects
5.4.1. Landauer exponent
In Refs. [136, 142, 143] it was shown that the Landauer exponent can be calculated
exactly. To this end, the direct product MN ­MyN of the fundamental representations
of transfer matrices of the SU(1; 1) group is reduced to the adjoint one. We apply this
technique here for the group SU(2; 2). In order to calculate this direct product exactly, we
use the known representation of the permutation operator via generators ¿¹ (¹ = 1; : : : ; 15)
of the sl(4) algebra as P = (1=4)(I­ I+ ¿¹ ­ ¿¹). Thus the matrix elements satisfy
±®2®1±
¯2
¯1
=
1
4
[±¯2®1±
®2
¯1
+ (¿¹)¯2®1(¿¹)
®2
¯1
] ; (5.5)
where we assume summation in the repeated indices ¹. Among the generators ¿¹ there is
one which coincides with the metric J de¯ned in Eq (5.4). We denote the corresponding
index ¹ as J , namely ¿J = J .
Multiplying Eq. (5.5) by Tn and T
y
n from the left and right hand sides respectively, one
can express the direct product of Tn and T
y
n via their adjoint representation
(Tn)®®0(T
y
n)
¯0
¯ =
1
4
(J )®¯(J )¯
0
®0 +
1
4
(¿¹J )¯0®0¤¹ºn (J ¿º)®¯ : (5.6)
Here the adjoint representation ¤n of Tn is de¯ned by
¤¹ºn =
1
4
Tr(Tn¿¹T yn¿
º) ; (5.7)
being an 15 £ 15 matrix that depends on the parameters of the model at site n of both
chains.
It is then straightforward to get the average over four equivalent substitutions of the
base pairs in the random chain
h¤i = 1
4
(¤AT + ¤TA + ¤CG + ¤GC) : (5.8)
The Landauer exponents are the nonnegative eigenvalues of 12 logh¤ia.
The condition of the existence of an extended state is equivalent to det jh¤i¡Ij = 0. In
order to elucidate if this condition can be met, we solve the eigenvalue problem associated
with the matrix h¤i, namely det jh¤i ¡ zIj = 0. We prove that for a reasonable set of
aThis theoretical formalism was entirely developed in Refs. [136,142,143]
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hopping parameters there is no solution z = 1 and then, no extended states. For the sake
of clarity Fig. 5.2 shows the magnitude jz ¡ 1j for the eigenvalues of the problem when
considering the hoppings used by Caetano and Schulz [131]. In view of this ¯gure it is clear
that none of them is equal to unity. Therefore, we come to the conclusion that the system
studied by Caetano and Schulz [131] cannot support truly extended states. Consequently,
a LDT is not to be observed since all states are spatially localized.
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Figure 5.2. Euclidean distance to unity of all eigenvalues of the matrix
h¤i within the energy spectrum of the system, indicated by di®erent colors, for
t? = 0:5 eV and tk = 1:0 eV.
5.4.2. Lyapunov exponent
So far we have proven that no LDT arises in the considered DNA-ladder model. How-
ever, the results of transport experiments [114{123] might be consistent with the existence
of localized states whose localization length is larger then the typical size of the system. In
order to estimate this localization length we numerically calculate the Lyapunov exponents
by way of the discrete QR algorithm [141]. We perform this calculations in a system of
size N = 4000 considering those hoppings used by Caetano and Schulz [131], t? = 0:5 eV
and tk = 1:0 eV. Notice that these parameters are larger than those usually considered in
the literature [144{146] but our ¯rst objective is to test the conclusions of Ref. [131].
From Fig. 5.3 it becomes clear that neither the largest Lyapunov exponent nor the
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Figure 5.3. 2=3 of Landauer exponent ¸La (solid line) and the Lyapunov
exponents ¸Ly, as a function of energy, for N = 4000, t? = 0:5 eV and tk = 1:0 eV
are shown in the left panel. The second and smaller Lyapunov exponent ¸Ly as
a function of energy for a di®erent system size N = 2000 is also displayed in the
right panel for N = 2000 and N = 4000.
Landauer one vanishes over the whole energy spectrum. Furthermore, taking the inverse
of the minimum value of the Lyapunov exponents, we come to a maximum localization
length of the order of ¼ 80 base pairs. It is worth mentioning that this value does not
depend on the system size as it is shown in the right panel of Fig. 5.3. This reveals a clear
signature of the true localization of the states and indicates that the base pairing e®ects
cannot lead to long-range transport at low temperature.
In order to elucidate the in°uence of the base pairing on the localization properties,
we perform the calculation for the Landauer and the Lyapunov exponents in an arti¯cial
model where base pairing is not considered. In such a case both strands are completely
random and therefore, new pairs and new transfer matrices are allowed, (e.g. AC or AA).
By switching o® the base pairing correlations our system becomes even more disordered
and even smaller localization lengths are expected. However, this is not revealed by our
calculations shown in Fig. 5.4. In this case we plot the inverse of the second Lyapunov
exponent which provides the largest possible value for the localization length. Contrary to
what we expected the localization length seems not to depend on base pairing correlations
over almost the whole energy spectrum. Indeed it seems to be reduced only close to
the two resonances around 6:4 eV and 10:6 eV. Nevertheless, these resonances appear for
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Figure 5.4. Inverse of the second Lyapunov coe±cient for N = 4000 t? =
0:5 eV and tk = 1:0 eV, when the base pairing is present (solid line) and absent
(dashed line).
the uncorrelated and the paired system so they cannot originate from the base pairing
correlations. In view of all these results our claim is that the base pairing does not
signi¯catively a®ect the localization properties of the considered DNA-ladder model.
5.5. Hopping parameters e®ects
5.5.1. Lyapunov exponent
In this section we analyze the dependence of the localization length of the states on
the hopping parameters t? and tk. In this sense we calculate the inverse of the second
Lyapunov exponent as in the previous section but using hoppings of the order of those
found usually in the literature [144{146], see Fig. 5.5. In particular we take t? = 0:05 eV
and tk = 0:5 eV as representative parameters. It is worth mentioning that lower hoppings
lead to a more-e®ective disorder and even smaller localization lengths are expected. This
means that it might well be that the overestimation of the hoppings by Caetano and
Schulz [131] gave rise to larger localization lengths than those of a realistic system.
Figure 5.5 shows a dramatic decrease of the localization length of the states by using
lower hopping parameters in the DNA-ladder model. In particular the states at the center
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Figure 5.5. Inverse of the second Lyapunov coe±cient for N = 4000 and two
sets of hopping parameters, indicated on the legend box. Notice the scaling factor
indicated on the lower curve.
of the band are ¯ve times more localized than in the system considered in Ref. [131]. This
e®ect is even stronger at the mentioned resonances. Therefore, we come to the conclusion
that hopping is a more important mechanism for delocalization than base pairing in this
ladder model.
As a further step we have obtained the minimum Lyapunov exponent for realistic values
of the hopping parameters, namely ft?; tkg 2 [0; 1] eV in order to reach a quantitative
picture of the in°uence of them on the localization length. We summarize our results in
Fig. 5.6 where the maximum localization length, in units of the lattice period, for di®erent
set of parameters ft?; tkg is plotted.
Though the localization length depends smoothly on the particular set of hoppings,
in all considered cases it remains much smaller than the system size (N = 4500). Indeed,
even in the most favorable situation of our simulations, the eigenstates would only cover
a 3% of the system size.
5.5.2. Time-dependent participation ratio
Finally, we will analyze the time-evolution of an initially-localized wave packet. In
this sense our interest is to check if the expected spread of the packet might give rise to
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Figure 5.6. Maximum localization length for N = 4500 as a function of
the hopping parameters, t? and tk. Notice that the localization length is much
smaller than the system size even for high values of the hopping parameters.
a localization length larger than the system size. To compute the spread of an initially-
localized wave packet we solve the time-dependent SchrÄodinger equation for the amplitudes
at di®erent bases which for this system read
i~
dÃ
(1)
n
dt
= "(1)n Ã
(1)
n (t) + tk
³
Ã
(1)
n+1(t) + Ã
(1)
n¡1(t)
´
+ t?Ã(2)n (t) ; (5.9a)
i~
dÃ
(2)
n
dt
= "(2)n Ã
(2)
n (t) + tk
³
Ã
(2)
n+1(t) + Ã
(2)
n¡1(t)
´
+ t?Ã(1)n (t) : (5.9b)
The procedure is rather standard and the details can be found in Ref. [147]. Our simulation
takes as the initial condition the following localized state Ã(¾)n (t = 0) = (1=
p
2)±n;N=2
(¾ = 1; 2) and the monitored magnitude is the time-dependent participation number,
de¯ned as
P (t) =
ÃX
n:¾
jÃ(¾)n (t)j4
!¡1
: (5.10)
In a similar way as in Sec. 2.3.1 P (t) gives an estimation of the length over which the
wave packet spreads but now its evolution in time is taken into account. For the sake
of clarity P (t) will be normalized to the number of sites, 2N = 60, to provide a better
description of the ratio between the state extension and the system size. Our simulations
are performed for a wide range of hopping parameters ft?; tkg. For all hooping parameters
we ¯nd that P (t) saturates at a value Psat much smaller than the system size, even for
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unrealistic and large hopping parameters. We plot this saturation value Psat as a function
of the hopping parameters in Fig. 5.7. In all cases the saturation value normalized to
Figure 5.7. Saturation value of the participation number Psat, normalized to
the number of sites 2N = 60, as a function of the hopping parameters, t? and tk.
the system size is much smaller than unity. Thus, even considering the time-dynamics
of a localized wave-packet, the considered DNA-ladder model cannot support localization
lengths larger than the system size.
5.6. Conclusions
In this chapter we considered a ladder model of DNA for describing electronic trans-
port in a fully quantum-mechanical regime. In this model, a single orbital is assigned
to each base, and the sugar-phosphate is excluded. Therefore, it is assumed that elec-
tronic conduction takes place through the orbital overlap at the bases. However it is to
be noticed that the backbone e®ects can be easily included in this model by considering
energy-dependent hoppings [45, 46]. We described this DNA-ladder model by means of
a tight-binding Hamiltonian within the nearest-neighbor approximation. For the sake of
simplicity we neglect the dependence of the hoppings on the bases, only considering two
di®erent parameters for the interstrand (t?) and the interstrand (tk) interaction. Well
established site energies for the four bases are considered, see Ref. [134, 135]. In order
to describe a general DNA sequence, random energies are assigned for one of the DNA
strands, while the other is de¯ned according to the base complementarity (A-T, G-C).
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By calculating the Landauer and the Lyapunov exponents we analytically and numer-
ically demonstrated that the existence of intrinsic correlations due to the base pairing is
not a su±cient condition for the occurrence of extended states in this system. Then, no
LDT can take place, contrary to what was claimed in Ref. [131].
As a further step we analyzed the e®ects of the base pairing on the localization prop-
erties of the system by comparing the Lyapunov exponent for uncorrelated and paired
systems. We observed that base pairing has negligible e®ects on the localization length
except close to two resonant energies, located at 6:4 eV and 10:6 eV for t? = 0:5 eV and
tk = 1:0 eV. Nevertheless, in all cases we obtained localization lengths much smaller than
the system size.
The maximum localization length of the system was also calculated as a function of
the hoppings ft?; tkg revealing its stronger dependence on these parameters. As expected,
smaller hoppings give rise to more localized states in the system since they lead to a more-
e®ective disorder. In particular, for hoppings of the order of those found in the literature,
we obtained a maximum localization length which covers roughly a 3% of the system size.
Finally, to provide further support to the claim that the localization length remains
¯nite for all values of the hopping parameters, we undertake the study of the time-evolution
of electron wave packets. To this end, we solve the time-dependent SchrÄodinger equation
to compute the spread of an initially-localized wave packet. In all numerical simulations
we ¯nd that P (t) saturates at a value Psat much smaller than the system size even for
unrealistic and large hopping parameters.
After our analysis we conclude that base pairing alone is unable to explain electronic
transport at low temperature in random DNA-sequences. On the other hand, the magni-
tude of the hopping seems to have a stronger in°uence on the localization properties of the
DNA-ladder model. So far parameters usually found in literature cannot support the idea
of long-range transport either in this type of DNA. Nevertheless, in view of its important
e®ects on the DNA properties, a better de¯nition of the hopping parameters seems to be
crucial to theoretically describe the conducting behavior of DNA molecules.

Chapter 6
Interband optical transitions in DNA-ladder
models.
The underlying band structure of the semiconducting synthetic DNA, such as the
poly(G)-poly(C), suggests the allowance of interband optical transitions. In this chapter
we propose the study of such transitions as a complementary tool to understand contra-
dictory experimental results about the conducting DNA properties. The in°uence of the
backbone of DNA on these optical transitions, the static environment interactions and the
helical conformation is also considered. Finally, we discuss a possible experimental set up
to measure the optical absorption of poly(G)-poly(C) DNA molecules in the visible region.
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6.1. Introduction
In the previous chapter it was already mentioned the variety of experimental results
related to the conducting properties of DNA molecules found in the literature, see Sec. 5.1
for an overview. Due to its size in the nanometer scale range and its self-assembly prop-
erties as well as the molecular recognition, DNA becomes a new promising material for
designing new nanostructures [29] for technological applications [23]. In particular those
experiments which reveal a semiconducting behavior [118{123] for DNA molecules might
open the possibility to develop a new electronics based on this a®ordable biomaterial. The
main problem is that electrical experiments seem to be rather a®ected by the detailed se-
quence of nucleotides or the environment conditions such as contact, thermal or solution
e®ects and it is di±cult to come to a common conclusion about this topic.
However, in the case of dry synthetic DNA, such as the poly(G)-poly(C) (consistent of
a G-homopolymer strand coupled to its complementary, namely a C-homopolymer one),
theoretical calculations already predicted its semiconducting behavior in the sixties [148]
while ¯rst experimental evidences appeared much later [118]. Since this crucial experi-
mental goal, several theoretical models [44{46, 133, 149{154] have provided a reasonable
description of the semiconductor gap observed in experiments. Despite most of them hav-
ing been based on e®ective Hamiltonian models within the tight-binding approximation,
there is no complete agreement about the parameters yet. In this sense, the in°uence of
the hopping parameters on the localization properties of a DNA-ladder model and then,
on the long-range transport along DNA molecules, was reported in Chap. 5.
Assuming the semiconducting behavior of synthetic DNA molecules, it seems reason-
able to apply well established theoretical and experimental procedures frequently used for
traditional semiconductors. Such materials support optical transitions between the valence
and the conduction bands and its analysis provides relevant information to characterize
the semiconductor under consideration.
Therefore in this chapter we get into the study of the interband optical transitions
between the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular
orbital (LUMO) bands in DNA. This optical study facilitate an insight into the electronic
band structure of DNA providing useful tools to de¯ne more realistic theoretical models.
For instance, the relevance of the inclusion of the backbone in theoretical models might be
established. In addition, this analysis might allow us to elucidate whether poly(G)-poly(C)
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DNA behaves as a direct or indirect band gap semiconductor, what is also important for
developing new optical devices.
In this chapter we use two di®erent DNA models, previously introduced in Refs. [45]
and [133], to describe the main features of the optically induced electronic transitions in
the synthetic semiconducting DNA. We also focus on the e®ect of the environment on
DNA properties, not only in vivo but mainly in experimental situations, by introducing
a disorder contribution to the site energies of the DNA bases. Besides, we consider a
more realistic helix conformation of DNA molecules, which is expected to be relevant
when dealing with optical transitions. Finally, we discuss what kind of poly(G)-poly(C)
samples are the most appropriate to measure the interband optical transitions in the
visible region, as well as what experimental conditions are the optimal ones to enable us
to observe these weak transitions.
6.2. DNA-ladder models
Our analysis proceeds as follows. We consider two ladder models of DNA [45, 133],
referred to as the dangling backbone ladder (DBL) model and the simple ladder (SL) model
hereafter. The former model considers both base and backbone molecules, while the latter
describes only the ¼-stack of base pairs. Similar models have been previously introduced
by several authors [44{46,133,149{154]. In order to study collective electronic properties of
the whole DNA molecule, we restrict ourselves to one orbital per base within both models
and therefore, intra-molecule transitions are excluded in this work. The nearest-neighbor
approximation is used for inter-strand and intra-strand hoppings, de¯ned as in Sec. 5.2.
6.2.1. Dangling backbone ladder model
The DBL model assumes that the value of intra-strand (tk) hoppings is the same for
both strands since it takes into account interactions between two identical bases in both
cases tGG = tCC = tk. In addition, since poly(G)-poly(C) DNA consists of a sequence of
identical base pairs, a uniform value for the inter-strand (t?) hopping is also considered.
We neglect the conduction through the sugar-phosphate backbone but keep the coupling
of the backbone to the stack of base pairs, describing it by the hopping tq. Left panel of
Fig. 6.1 shows a schematic view of a fragment of the poly(G)-poly(C) DNA within the
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DBL model.
The tight-binding Hamiltonian for this model reads
H =
NX
n=1
h X
s=G;C
³
"sna
y
s;nas;n + °
s
nb
y
s;nbs;n + tqa
y
s;nbs;n + tqb
y
s;nas;n
´
+ t?a
y
G;naC;n + t?a
y
C;naG;n + tGG(a
y
G;naG;n+1 + a
y
G;n+1aG;n)
+ tCC(a
y
C;naC;n+1 + a
y
C;n+1aC;n)
i
: (6.1)
Here ays;n (as;n), b
y
s;n (bs;n) denotes creation (annihilation) operators while "sn and °
s
n refer
to site energies for basis and backbone respectively, being s = G;C.
Once the model has been established, we can write down the equation for the electronic
amplitudes at the bases. Let us denote these amplitudes as Ãsn, where n = 1; 2; : : : N labels
a base pair and the superscript s = G;C labels the G and C strands, respectively. The
total number of sites in the tight-binding model is 4N . The equations for the amplitudes
are given by ¡
E ¡ ®Cn
¢
ÃCn = tk
¡
ÃCn+1 + Ã
C
n¡1
¢
+ t?ÃGn ; (6.2a)¡
E ¡ ®Gn
¢
ÃGn = tk
¡
ÃGn+1 + Ã
G
n¡1
¢
+ t?ÃCn ; (6.2b)
with renormalized site energy
®sn = "
s
n +
t2q
E ¡ °sn
: (6.2c)
After solving the equations for the electronic amplitudes at the bases, the amplitudes
at backbone sites can be obtained from
Ásn =
tq
E ¡ °sn
Ãsn : (6.2d)
It should be stressed that the DBL model is equivalent to a SL model, in which the site
energies of the bases (6.2c) are renormalized due to the coupling to the backbone [45,46].
6.2.2. Simple ladder model
Because the backbone seems to have little e®ect on the DNA transport properties, it
is neglected completely within the framework of the SL model. This is the case when the
electronic bands arising from the hybridization of backbone levels (with energies °sn, as
shown in Fig. 6.1) lie at much higher energy than the levels of the bases [46,155]. In this
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Figure 6.1. Schematic view of a fragment of poly(G)-poly(C) DNA molecules,
according to the DBL model (left panel) and the SL model (right panel). Only
two di®erent hoppings are considered: the inter-strand (t?) and the intra-strand
(tGG = tCC = tk) one. In addition, coupling between the backbone and the pair
of bases is mediated through the hopping tq in the DBL model.
case, one could neglect the terms t2q=(E ¡ °sn) in Eq. (6.2c) to describe the bands arising
from the bases. Consequently, the Hamiltonian for this model becomes the following
H =
NX
n=1
h X
s=G;C
³
"sna
y
s;nas;n + t?a
y
G;naC;n + t?a
y
C;naG;n
´
+ tGG(a
y
G;naG;n+1 + a
y
G;n+1aG;n)
+ tCC(a
y
C;naC;n+1 + a
y
C;n+1aC;n)
i
; (6.3)
and the equations for the amplitudes reduce to
(E ¡ "C)ÃCn = tCC
¡
ÃCn+1 + Ã
C
n¡1
¢
+ t?ÃGn ; (6.4a)
(E ¡ "G)ÃGn = tGG
¡
ÃGn+1 + Ã
G
n¡1
¢
+ t?ÃCn : (6.4b)
6.3. Electronic wave functions
6.3.1. DBL model: indirect band gap semiconductor
From now on we consider a uniform DBL model, in which all base energies take the
same value. Although this model cannot describe any real DNA, it is very enlightening
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and allows for understanding of the main features of the interband optical transitions.
To this end, in this section we set °sn = "
s
n = 0. The discussion of the DBL model with
di®erent site energies on each strand is presented in Sec. 6.4 below.
Introducing the symmetric and antisymmetric combinations of amplitudes Ã§n = ÃCn §
ÃGn [156], we can decouple Eqs. (6.2) to obtainÃ
E ¨ t? ¡
t2q
E
!
Ã§n = tk
¡
Ã§n+1 + Ã
§
n¡1
¢
: (6.5)
The eigenfunctions of Eq. (6.5) with rigid boundary conditions are easily found since
they correspond to two one-dimensional decoupled lattices. Inserting these solutions in
Eqs. (6.2) we get the amplitudes at the bases. We notice that solutions of Eqs. (6.2) have
well-de¯ned symmetries not only along the base-stacking direction (hereafter referred to
as parallel) but also in the transversal direction (hereafter referred to as perpendicular).
We thus obtain four bands of electronic states of di®erent symmetries:
Symmetric states
The unnormalized amplitudes at the base sites are given by ÃGn = Ã
C
n = sin(Kn) and
the corresponding eigenenergies are
E(K) =
1
2
E+(K)§ 12
q
E2+(K) + 4t2q ; (6.6a)
where K = ¼k=(N +1) with k = 1; 2; : : : ; N and E+(K) = t? +2tk cos(K) is the electron
dispersion relation in the one-dimensional lattice with on-site energies t? and hopping tk.
Antisymmetric states
In this case the unnormalized amplitudes are expressed as ÃGn = ¡ÃCn = sin(Kn) and
the corresponding eigenenergies are
E(K) =
1
2
E¡(K)§ 12
q
E2¡(K) + 4t2q ; (6.6b)
with E¡(K) = ¡t? + 2tk cos(K).
Figure 6.2 shows HOMO and LUMO bands in the DBL model, according to Eqs. (6.6a)
and (6.6b). Here we take t? = 0:037 eV, tk = 0:37 eV, and tq = 0:74 eV. The ¯rst value
was suggested by Klotsa et al. in Ref. [45] as a SPARTAN result taking into account
the weak overlap across the hydrogen bonds within the Watson-Crick pairs. The rest
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of hoppings were proposed by Cuniberti et al. in Ref. [44] to reproduce experimental
I-V curves [118]. Furthermore, they are within the range of values obtained by chemical
quantum calculations [135,145].
The electronic amplitudes at the backbone and base sites are also indicated on Fig. 6.2.
Note that Eq. (6.2d) reduces to Ásn = (tq=E)Ã
s
n in the case of the uniform DNA. Therefore,
the amplitudes Ãsn and Á
s
n have the same sign for the LUMO band states, because E > 0,
and opposite signs for the HOMO band states, since E < 0.
Figure 6.2. HOMO (H§) and LUMO (L§) bands within the uniform ladder
DBL model. The right plot shows schematically the symmetries of the wave-
functions in the perpendicular direction. The squares and circles represent the
backbone and bases sites, respectively. Electronic and optical gaps are indicated
by vertical arrows.
In view of these results, since the electronic gap and the direct optical gap do not
coincide, the band structure within the DBL model might lead to an indirect band semi-
conducting behavior for DNA molecules.
6.3.2. SL model: direct band gap semiconductor
In contrast to the uniform case, the symmetry of wave functions along the perpendicu-
lar direction is broken if hoppings are di®erent along the two strands, which is the case we
consider within the SL model. Nevertheless, a closed expression for the dispersion relation
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can also be obtained analytically:
E(K) = E+(K)§
q
E
2
¡(K) + t2? ; (6.7)
where for brevity we have now de¯ned
E§(K) =
1
2
[EG(K)§EC(K)] ;
with EG(K) = "G + 2tGG cos(K) and EC(K) = "C + 2tCC cos(K).
Parameters of the SL model are chosen to ¯t ab-initio band structure calculations. To
this end, we compare density functional calculations from Ref. [157] and the band structure
obtained from Eq. (6.7). The best ¯tting parameters are: "C = ¡0:75 eV, "G = ¡1:85 eV,
tCC = ¡0:105 eV, tGG = 0:047 eV, and t? = 0:917 eV. Figure 6.3 shows the obtained band
structure for poly(G)-poly(C) DNA. In this case hoppings along the two strands, tCC and
tGG, have opposite signs which results in a direct band gap.
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Figure 6.3. HOMO (H) and LUMO (L) bands in poly(G)-poly(C) DNA.
Solid lines correspond to Eq. (6.7) within SL model and solid circles are the
energy values taken from density functional calculations in Ref. [157].
6.4. Interband optical transitions
The solutions presented in the previous section will be the starting point to calculate
the optical absorption coe±cient due to interband transitions in DNA molecules. To
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simplify the calculations, we will restrict ourselves to zero temperature and assume that
the lower (HOMO) band is full and the higher (LUMO) band is empty. Under these
assumptions, the absorption coe±cient due to interband transitions is given by the Fermi
golden rule as
A(~!) /
X
i
X
f
jhijbe ¢ ~rjfij2±(Ef ¡ Ei ¡ ~!) ; (6.8)
where i and f run over the states of the HOMO and LUMO bands, respectively. Here be
is the unit vector along the polarization direction of the incoming electromagnetic plane
wave.
We then focus on the square of the optical transition matrix elements Fij = jhijbe ¢
~rjfij2 as it determines the selection rules for the optical transitions. The ±-function in
Eq. (6.8) is replaced by a square-box function of width 10meV to take into account the
spectral resolution. For the sake of clarity, we now discuss separately the two independent
polarizations of the incoming ¯eld: perpendicular and parallel polarization with respect
to the stacking direction of the molecule.
6.4.1. DBL model
Perpendicular polarization
The optical transition matrix elements reduce to
Fif /
¯¯¯¯
¯
NX
n=1
³
Ã+n;i Ã
¡
n;f + Ã
¡
n;i Ã
+
n;f
´¯¯¯¯¯
2
: (6.9a)
Thus we come to the conclusion that the symmetry in the perpendicular direction of the
initial and ¯nal electron states should be di®erent. As a consequence, only H+ ! L¡
and H¡ ! L+ transitions are allowed. Moreover, it is a matter of simple algebra to
demonstrate that
Fif / ±(Ki ¡Kf ) ; (6.9b)
namely only vertical transitions in K-space are allowed. We will discuss this issue in more
detail below.
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Parallel polarization
A similar calculation for parallel polarization yields
Fif /
¯¯¯¯
¯
NX
n=1
³
Ã+n;i Ã
+
n;f + Ã
¡
n;i Ã
¡
n;f
´
n
¯¯¯¯
¯
2
: (6.9c)
In this case the initial and ¯nal electron states should have the same symmetry to give
rise to an allowed transition. There is no simple closed expression for the optical transition
matrix elements when polarization is parallel to the direction of base stacking, but it is
not di±cult to demonstrate that
Fif /
¯¯¯¯
¯
NX
n=1
n sin (Kin) sin (Kfn)
¯¯¯¯
¯
2
/
¯¯¯¯
¯
NX
n=1
n
"
cos [(Ki +Kf )n]¡
NX
n=1
cos [(Ki ¡Kf )n]
#¯¯¯¯
¯
2
/
¯¯¯¯
¯12
0@1¡ (¡1)ki¡kf
sin2
³
Ki¡Kf
2
´ ¡ 1¡ (¡1)ki+kf
sin2
³
Ki+Kf
2
´
1A
¡ (N + 1)
h
(¡1)1+ki¡kf ¡ (¡1)1+ki+kf
i ¯¯¯¯¯
2
; (6.9d)
where again Ki;f = ¼ki;f=(N + 1) with ki;f = 1; 2; : : : ; N .
The previous expression is nonzero only if ki § kf is odd. Then,
Fif /
¯¯¯¯
sin¡2
µ
Ki +Kf
2
¶
¡ sin¡2
µ
Ki ¡Kf
2
¶¯¯¯¯2
: (6.9e)
Numerically it can be demonstrated that by increasing jKf ¡ Kij the optical transition
matrix elements decrease rapidly. Therefore, the allowed optical transitions are almost
vertical in K-space.
The fact that only vertical or almost vertical transitions in K-space are allowed has
a strong impact on optical properties of DNA. In transport measurements (e.g, current-
voltage experiments [118]) the electronic gap, which is given by the di®erence of the closest
band edges, can be revealed (see Fig. 6.2 for illustration). In poly(G)-poly(C) DNA this
gap is found to be of the order of 1 eV, and it is well described by the parameters set
used above. However, the optical gap is larger due to exact or almost exact conservation
of the quasi-momentum requirement (interaction with phonons is not considered here).
This di®erence is clearly observed in Fig. 6.4(a), where we show the absorption spectra for
Elena D¶³az Garc¶³a
6.4 Interband optical transitions 73
parallel and perpendicular polarizations. Results correspond to the uniform DBL model
for a system of size N = 500, in which all site energies are set to zero, tk = 0:37 eV,
t? = 0:037 eV and tq = 0:74 eV (see Sec. 6.3.1). Note that the optical gap is about 1:45 eV
for both polarizations, while the electronic gap is about 1:0 eV.
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Figure 6.4. Absorption spectra in (a) uniform and (b) nonuniform DBL
models for N = 500 and parallel (upper panels) and perpendicular (lower panels)
polarizations. The parameter used in (b) are reported in Sec. 6.4.1
The width of the absorption band can be calculated exactly in the case of the perpen-
dicular polarization. The energy of the lower absorption edge is obtained as the di®erence
between L¡ and H+ bands at K = ¼=2. This di®erence is found to be 1:45 eV, in agree-
ment with Fig. 6.4. Similarly, the energy of the upper absorption band edge is obtained
as the di®erence of L+ and H¡ bands at K = 0, which gives 1:69 eV. The width of the
absorption band due to interband optical transitions within the uniform model is about
250meV.
As mentioned above, the uniform DBL model is not realistic, in the sense that all site
energies are set to zero (see Sec. 6.3.1). To ascertain whether the results obtained for
the uniform DBL model are relevant to understand optical transitions in real DNA, we
have also considered a nonuniform DBL model by setting ²G = 7:75 eV, ²C = 8:87 eV and
the backbone site energy °BB = (²G + ²C)=2 [45]. Note that these base energies are the
base ionization potentials well established by molecular orbital calculations [134,135]. On
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the other hand t? and tq were kept the same while two di®erent intra-strand hoppings
are considered now. Thus we keep the previous value tGG = tk = 0:37 eV and we choose
tCC = 4tGG in order to take into account the di®erent widths of the HOMO and LUMO
bands obtained in Ref. [157]. In this situation, the site energy of the two strands are
di®erent and the symmetries of the states are broken. The corresponding absorption
spectra for parallel and perpendicular polarizations are shown in Fig. 6.4(b). As expected,
the absence of symmetric and antisymmetric states relaxes the selection rules and new
interband optical transitions appear. However, the new absorption band below 1:45 eV
(the optical gap in the uniform DBL) are several orders of magnitude weaker than the
main band and it can therefore be neglected. As a consequence, the di®erence between
the optical and electronic gap remains in the nonuniform DBL model.
6.4.2. SL model
As previously mentioned, the symmetry along the perpendicular direction is unde¯ned
if hoppings along the two strands are di®erent. Therefore, any electronic transition from
the HOMO band to the LUMO band is optically allowed for both polarizations. Figure 6.5
shows the absorption spectra in SL model for parallel (upper panel) and perpendicular
(lower panel) polarizations. The optical gap is about 2:0 eV in both cases and coincides
with the electronic gap (see Fig. 6.3).
6.5. E®ects of disorder
In this section we consider the e®ects of the environment on the interband optical
transitions described above. The disorder can originate from interactions with a random
environment of solute ions around the DNA molecule. We restrict ourselves to static
disorder as we consider the T = 0K case and the molecule is supposed to be embedded
into a glassy host.
6.5.1. Disorder in backbone energies
In the case of the DBL model we propose to include the environment e®ects in the
outer part of the molecule, the backbone. Therefore we vary the backbone site energies
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Figure 6.5. Absorption spectra within the SL model for parallel (upper panel)
and perpendicular (lower panel) polarizations for N = 1000 and parameter set
given in Section 6.3.2. In both cases the optical gap of 2:0 eV is equal to the
electronic gap.
°sn in the DBL model as (see Fig. 6.1):
°sn = °BB +¢°
s
n
where °BB is the unperturbed value of the backbone energy while ¢°sn are stochastic
variables generated by a box probability distribution with zero mean value:
P(¢°sn) =
1
2w
µ (w ¡ j¢°snj) ; (6.10)
where µ is the Heaviside step function and the parameter w is the halfwidth of the uniform
probability distribution. Despite having de¯ned the standard deviation ¾ as the magnitude
of disorder in Chap. 2, hereafter we will use this term referring to w when dealing with the
uniform probability distribution. Notice the proportionality between this two parameters
¾ = w=
p
3.
Figure 6.6 shows the absorption spectra for two di®erent magnitudes of the backbone
disorder: w = 0:25 eV and w = 0:50 eV in the nonuniform DBL model. The left panel
shows the corresponding density of states (DOS). At moderate disorder (w = 0:25 eV)
the electronic gap is still open and the corresponding absorption spectrum broadens as
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compared to the case of the homogeneous DNA discussed in the previous section. Note that
the absorption edge for perpendicular polarization is not sharp, re°ecting the relaxation
of the optical selection rules. As the magnitude of disorder increases (w = 0:5 eV) the
electronic gap closes, as the left panel of Fig. 6.6 demonstrates. The e®ect is much more
pronounced for the parallel polarization.
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Figure 6.6. Left panels show the DOS for two di®erent magnitudes of backbone
disorder indicated on each plot. The corresponding absorption spectra for parallel
(middle panels) and perpendicular (right panels) polarizations are also shown.
Each curve comprises the average over 200 realizations of disorder for N = 200.
6.5.2. Disorder in base energies
Random interactions with solute ions and water molecules can a®ect not only the
backbone but also the base molecules. In a similar way as we already did with the backbone
energies, we account for these interactions by considering random base energies uniformly
distributed within a box of halfwidth w and centered around "G or "C , depending on
the strand [see Eq. 6.10]. Figure 6.7 shows the absorption spectra for synthetic poly(G)-
poly(C) DNA within the SL model. The ¯gure demonstrates that the absorption band
edge remains almost unchanged for perpendicularly polarized light.
We stress that absorption spectra for the parallel polarization are qualitatively di®erent
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Figure 6.7. Left panels show the DOS for two di®erent magnitudes of disorder
in the base energies indicated on each plot. The corresponding absorption spectra
for N = 50 and parallel (middle panels) and perpendicular (right panels) polar-
izations are also shown. Each curve comprises averages over 1000 realizations of
base disorder.
for disorder introduced in the backbone or the base energies. In the former case the lower
energy edge of the spectrum remains rather sharp by increasing the magnitude of disorder
(see Fig. 6.6), while in the latter this feature disappears, giving rise to highly contributing
optical transitions at very low energies (see Fig. 6.7).
6.6. DNA-helix conformation
Both considered models neglect the double helix geometry of the DNA molecule. How-
ever, the spatial arrangement of bases has been demonstrated to be crucial for transport
properties in the presence of the perpendicular electric ¯eld [24]. In addition it can also
be relevant when dealing with optical dipole moments of the electronic transitions. To
improve the analysis, we consider the double helix structure of DNA molecules in both
models.
In the case of the DBL model we propose the twisted DBL model as a set of four helices.
The inner layer is composed by the traditional double helix structure of DNA bases and
78 Interband optical transitions in : : :
1 2 3 4
h_ ω (eV)
A(h_
ω
) (a
rb.
 un
its
) HelixPlanar
a) DBL model
1,8 2.0 2,2 2,4
h_ ω (eV)
b) SL model
× 3
Figure 6.8. Absorption spectra for perpendicular polarizations within the
planar ladder (dashed line) and the twisted ladder (solid line) in (a) DBL (N =
500) and (b) SL (N = 1000) models.
the outer one, corresponding to the backbone sites, arranged in the same geometry. The
coordinates of the bases along both strands can be set then as
xsn = R cos
¡
2¼
T n+ ¯sÁ0
¢
; ysn = R sin
¡
2¼
T n+ ¯sÁ0
¢
; z
s
n = vn ; (6.11)
where n = 1; : : : ; N and s = C;G. Here ¯C = +1 and ¯G = ¡1. We consider the
B-form of the DNA with the following parameters of the double helix: radius R = 1nm,
distance between the bases along the stacking direction v = 0:34 nm and full twist period
of 10 base pairs, i.e. T = 10. Finally, we set Á0 = ¼=3, so that the relative phase di®erence
between the helices is 2Á0 = 2¼=3, and the minor groove is one half of the major one.
The backbone sites coordinates are set in the same way used for the bases but assuming
a larger radius, 3R. Needless to say that in the case of the twisted SL model the outer
layer containing the backbone sites is neglected.
Despite the di®erences between both models, the helical conformation of the DNA
strands results in the same unusual selection rules for interband optical transitions in the
case of perpendicular polarization [158]. Assuming for simplicity the uniform case of both
models, the wave functions have well-de¯ned symmetries not only along the base-stacking
direction but also in the perpendicular direction. These symmetries give rise to selection
rules for the electron momentum. It is then a matter of simple algebra to demonstrate
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that [158]
Fif / sin
2( jKi §Kf j ¡ 2¼=T )
( jKi §Kf j ¡ 2¼=T )2 » ¼ ±( jKi §Kf j ¡ 2¼=T ) : (6.12)
Thus, the harmonic modulation of dipole moments brings in the additional e®ective mo-
mentum 2¼=T , which changes the selection rule from that conserving the true total mo-
mentum [see Eq. (6.9b)] to the conservation of the sum of the total and the e®ective
momenta.
The main di®erence between the two considered models occurs for perpendicular po-
larization, while the absorption spectrum for parallel polarization remains unchanged. In
the latter case the height of the absorption spectrum is reduced by considering the helix
conformation as compared to the planar case. The reduction is due to the fact that dipole
moments are rotating around the molecule axis as one moves along this axis, so roughly
half of them are perpendicular to the ¯eld and do not interact with it. Therefore we will
focus on the impact of the helix conformation on the optical absorption under perpen-
dicular polarization. In such a situation the strongest transitions appear to be indirect
in K-space for both models. However, due to the dependence of selection rules on the
energy dispersion of the bands, the absorption band width is modi¯ed in a di®erent way
for each model, see Fig. 6.8. In particular the absorption band broadens because of the
energy structure being indirect for the DBL model, while for the SL model the opposite
e®ect is found. Moreover the amount of broadening(shrinking) also depends on the model
parameters: the smaller are the e®ective masses at the bottoms (tops) of the bands the
larger it is. Figure 6.8 shows the results for the nonuniform DBL and SL models, with the
same set of parameters used in previous sections.
6.7. Experimental challenge
In this section we get into the experimental challenge of measuring the absorption co-
e±cient in the visible region of poly(G)-poly(C) chains. We also point out the steps to be
followed in the procedure, as well as the di±culties that should be taken under considera-
tion. First of all, we discuss the quality of the commercial poly(G)-poly(C) DNA product
used in conductivity experiments, and propose a single-stranded DNA sequence speci¯-
cally designed to conform a segment of double poly(G)-poly(C) DNA helix. In order to
assure that our designed sequence conforms the desired structure, we will be dealing with
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two other DNA sequences used as compositional and structural controls. The sample of
interest, in comparison with the control sequences, will be characterized by means of poly-
acrylamide gel electrophoresis (PAGE). The composition of the samples will be studied in
denaturing gels while their structure will be described by their migration in native gels.
Di®erent annealing and solution conditions, as well as DNA concentration of the samples,
will be considered since these might a®ect their folding properties. After this characteriza-
tion we will theoretically estimate the most favorable samples and experimental conditions
to observe the optical transitions predicted in previous sections.
6.7.1. Sample design
Figure 6.9. Schematic ¯gure of the most probable conformation of the DNA
sequences (GC), (R) and (P) displayed in this order from left to right.
In order to perform an experimental study of the already theoretically predicted optical
absorption coe±cient, the ¯rst point to be considered is the DNA samples to be used.
As we previously mentioned, reviewing the electrical measurements on DNA molecules,
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di®erent results are found [114{127]. The reasons to explain these contradictory evidences
are usually related to the speci¯c DNA sequence, environment conditions and also contact
e®ects [159]. However, the characterization of the DNA samples used in the experiments,
which hardly ever appear explicity in the references, is another important issue to think
about. This seems to be a crucial question, in particular when dealing with uniform
poly(G)-poly(C) because of the di±culty to synthesize long homogeneous DNA strands,
specially consistent of guanine [160{162]. In this sense, it was already probed the existence
of structural defects in the commercial preparation of poly(G)-poly(C) used in electrical
conductivity studies [163]. Due to these synthesis problems it is important to deal with
speci¯c experimental tools to allow for a proper control of the characterization of the
poly(G)-poly(C) DNA samples. As already mentioned, in our case we use two DNA
sequences designed as compositional and structural controls whose properties are to be
compared to those of the one of interest, denoted hereafter as (GC).
The three initial samples under consideration are single-stranded DNA chains con-
sistent of 44 nucleotides and they were provided by Integrated DNA Technologies (IDT)
after a standard desalting procedure but no puri¯cation (see the IDT website for further
details [164]). The longest G-homopolymer the company accepted to synthesize to get
relevant yield was 20 nucleotides long. Therefore, our main sample will be designed to
contain 20 stacked GC base pairs. This will be revealed later as a limiting factor for the
optical absorption coe±cient observation. In particular these are the samples which we
will be considering hereafter:
GC sample (GC):
5'GGGGGGGGGGGGGGGGGGGGTTTTCCCCCCCCCCCCCCCCCCCC3'.
This sample will be the one of our interest. It is consistent of a sequence
of bases G, C, and T arranged in the above given order. Due to the GC
complementarity, this single-stranded DNA sequence is expected to conform a
hairpin structure with high probability. In such a case, the T segment forms a
loop while the GC stacked pairs conform a segment of double poly(G)-poly(C)
DNA helix. Since the loop contains only 4 bases, its e®ects on the absorption
spectrum might be negligible as compared to those produced by the paired
GC-segment.
82 Interband optical transitions in : : :
Random sample (R):
5' AAGTGAAGCTCATTCCAGGCTTTTGCCTGGAATGAGCTTCACTT 3'.
This will be the structural control sample. It is consistent of a sequence of the
four bases G, C, T, and A arranged in the above shown order. As in (GC), a
T loop is included at the center of the sequence, while the initial and the ¯nal
segments are designed to be complementary and contain a random sequence
of the four DNA bases. Due to this design, the most stable structure for (R)
is also a hairpin and therefore, it will behave similarly to (GC) in a structural
study. Nevertheless, when dealing with optical absorption measurements only
(GC) is expected to give rise to relevant results regarding collective excitations.
Permuted sample (P):
5' GTACATTGGACCATTACGGCTCCGATCTTGTGATTTCAAAGCTG 3'.
This will be the compositional control sample. It is consistent of a sequence
of the four bases G, C, T, and A arranged in the above given order. As such
a control, it is designed with the same base composition than (R) but with no
order speci¯cation in the sequence. This means that a priori no T loop and
no complementary segments are included in the sequence. For this reason,
(P) is not expected to conform any specially stable structure so that it can be
di®erentiated of a hairpin in a structural study. However, in a compositional
study, and due to the great similarity of the four bases molecular weight, (P)
should behave in the same way than (R) and (GC). This will be useful to
assure the right synthesis of the sequence (GC).
Figure 6.9 shows the most stable structures for these sequences according to the DNA/RNA
folding algorithm implemented by the Mfold web-server [165].
6.7.2. Sample characterization
The sample characterization consists of two di®erent analyses, the compositional and
the structural one a.
aThe sample characterization was carried out by the author in the DNA NanoTech laboratory
at Duke University (NC-USA).
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Figure 6.10. Autoradiograph of a formamide-urea denaturing gel, where
mobility is expected to depend on the sequence length (molecular mass). The
lanes considered in the gel are labeled according to the loaded sample (P), (R) or
(GC) and the temperature at which they were loaded 25±C or 90±C.
Compositional study
Once we get the three DNA samples provided by IDT, we proceed with its puri¯cation
in order to separate the full length sequences of the whole synthesis. To this end, we use
a standard denaturing procedure based on urea-polyacrylamide gel electrophoresis [166].
In these gels all kinds of structure have tendency to disappear in such a way that DNA
samples are expected to behave as random coils and to migrate as single, discrete bands
with mobilities depending only on the molecular mass. Thus, in our case the three samples
should get the same ¯nal position in the gel due to their same sequence length and the
highly similar molecular weight of the four DNA bases.
Figure 6.10 shows an analytical denaturing gel where 6 lanes have been considered, two
for every type of sequence. One is loaded directly with the sample at room temperature
25±C and the other is loaded after heating it up to 90±C. The heating process should
enhance the DNA melting of all base pairing or DNA folding. After running this gel
we ¯nd single bright bands in all cases. Keep in mind that the appearance of bright
discrete bands in the gel can only be produced by a unique product of every sample,
while broader bands are typical when molecules of di®erent length or conforming di®erent
structures coexist in the same sample. This latter situation seems to be revealed by the
shadowed regions in the lanes where the samples (R) and (GC) were loaded directly at
room temperature. However, they disappear after the heating process. Therefore, in view
of Fig. 6.10, we claim that every DNA sample behaves as a unique DNA product.
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On the other hand, and contrary to what expected, we observe that every sample
behaves di®erently in the denaturing gel, see the di®erent heights which the bands of every
sample appear at in Fig. 6.10. Our explanation for the di®erent mobilities of the three
samples is that the most probable folding of (R) and (GC), being a hairpin (see Fig. 6.9), is
such a highly stable structure that it is inclined to be partially conformed due to the high
bases complementarity even in a denaturing gel. Assuming that the hairpin structures
expected for (R) and (GC) are fully or partially folded, their long helical stems could
move along the gel matrix easier than the unstructured (P) sample [167] and therefore,
they would reach a lower ¯nal position in the gel. Moreover, being the GC pairs much
more stable than the AT ones, the complementary bases recognition in (GC) is easier and
even longer helical stems can be conformed. Thus, (GC), with the highest mobility in the
gel, gives rise to the lowest band in the autoradiograph.
The same behavior of the three DNA samples was also observed even in a more de-
naturing gel (not shown here for brevity) with a higher urea concentration [168]. This
con¯rms the high and unusual stability of the structures conformed by (R) and (GC).
Finally, since the compositional analysis by way of denaturing PAGE has not con¯rmed
the length of the sequences we are dealing with, and due to the problematic synthe-
sis of DNA-homopolymers already reported [160{162], we use a mass spectrophotometer
(Voyager-DE PRO Biospectrometry Workstation by Applied Biosystems) to determine if
the DNA product provided by IDT actually contains DNA molecules of 44 nucleotides.
If the synthesis failed, the molecules might be shorter and therefore its molecular weight
would be lower. It is to be mentioned that previously to this mass measurement, it is
neccesary to perform a carefully desalting of the samples in order to avoid the salt contri-
bution in the determination of the molecular weight of the DNA molecules. Figure 6.11
shows the mass spectra of the three DNA samples which clearly reveal a well de¯ned
peak close to the calculated molecular weight for all of them (M(GC) = 13552:7 amu and
M(R) = M(P ) = 13512:8 amu) con¯rming that our samples contain DNA molecules 44
nucleotides long.
Structural study
So far we have proven that our three samples are 44 nucleotides long and (GC) and (R)
seem to spontaneously collapse to unusually stable conformations in view of their behavior
in denaturing gels. In particular, according to the DNA/RNA folding algorithm mfold,
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Figure 6.11. Mass spectra of the three DNA samples under consideration.
All spectra reveal a well de¯ned peak close to the calculated molecular weight for
all samples M(GC) = 13552:7 amu and M(R) =M(P ) = 13512:8 amu.
these stable foldings might well be hairpin structures for both sequences. Our interest now
is to elucidate if the sample of main interest (GC) actually conforms the expected GC-
hairpin and if it can conform other di®erent structures depending on the type of annealing,
the surrounding solvent or the DNA concentration. For this structural study we use native
or nondenaturing PAGE [169]. The native gels of this procedure allow for the formation
of DNA structures in such a way that the distribution of DNA mobilities is in°uenced
by the conformational collapse unique to each sequence, with compactly folding molecules
tending to migrate faster in the gel. Therefore, we do not expect now any di®erent behavior
between (GC) and (R), which are expected to conform hairpin structures but both, being
long helical stems, should migrate faster than (P).
Firstly we study the e®ect of the annealing conditions on the folding properties of
our samples. We start describing the types of annealing we will be considering in our
experiments:
Quenching (Q): the sample is heated up to 100±C in boiling water and cooled
abruptly in ice. Thus, it will conform the more accessible structure since the an-
nealing is almost instantaneous.
Slow annealing (S): the sample is heated up to 100±C in boiling water and afterwards
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Figure 6.12. Autoradiograph of a nondenaturing gel at 2mM Mg2+ concentra-
tion. Every lane is loaded with 10¹l of a DNA solution 1¹M DNA and no Mg2+.
Every label denotes the loaded sample in each lane (P), (R) or (GC) and the type
of annealing applied in each case (Q), (S) or (B).
it is cooled simultaneously with the heated water at room temperature till both of
them reach 25±C. This process can take one hour and several complicated structures
can appear.
Intermediate annealing (B): the sample at 100±C is let on the laboratory bench at
room temperature during 4min. This annealing takes such a time that nontrivial
structures can be conformed but not as complicated as in the procedure (S).
Our ¯rst experiment is focused on studying the in°uence of the annealing procedure on
the structure conformation of the DNA samples. In particular we consider a native gel at
2mM Mg2+ concentration, and we run 9 lanes, three for every sample at which a di®erent
kind of the above reported annealings is applied. In Fig. 6.12 it is shown the resulting
gel after running these 9 lanes which were loaded with 10¹l of a solution of 1¹M DNA
and no Mg2+. Figure 6.12 shows well de¯ned bright discrete bands for the three DNA
samples revealing that all of them are conforming a single structure. As expected, there is
a di®erence in the position of the band for (P) respect to the others which were designed
to conform hairpin structures. It is worth mentioning that in the native gels (GC) and
(R) behave identically because of conforming the same structure. As a last remark, notice
that in all samples the slow annealing seems to produce much less brilliant bands which
might be a consequence of some kind of DNA degradation.
After demonstrating that di®erent annealing procedures do not give rise to new struc-
tures for our samples, we analyze the e®ect of the presence of Mg2+ in the solution of the
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Figure 6.13. Autoradiograph of a nondenaturing gel at 10mM Mg2+ concen-
tration. Every lane is loaded with 10¹l of a DNA solution 1¹M DNA and 10mM
Mg2+ Mg. Every label denotes the loaded sample in each lane (P), (R) or (GC)
and the type of annealing applied in each case (Q), (S) or (B).
DNA samples. In this regard, it is proven that this might enhance a variety of possible
DNA foldings depending on the Mg2+ concentration [170]. Therefore, we consider now
another native gel at 10mM Mg2+ concentration, and in the same way as before we run
9 lanes, three for every sample annealed through a di®erent process. In particular, every
lane contains 10¹l of a solution of 1¹M DNA and 10mM Mg2+. In Fig. 6.13 the resulting
gel is displayed. The bands appearing in the gel of Fig. 6.13 behave very similarly to those
of Fig. 6.12 and the conclusions discussed in the preceding paragraph are con¯rmed by
this new experiment. This means that the presence of Mg2+ in the DNA solution does not
a®ect their structural properties, though it indeed reduces the DNA degradation produced
by the slow annealing process.
According to all these data, it seems that our sequence of interest (GC) is conforming
a well behaving structure with a well de¯ned length and which hardly depends on the
solution or annealing conditions. Moreover, in a structural study it behaves similarly to
(R) but di®erent from (P) which means that, keeping in mind the expected structures
for the three samples (see Fig. 6.9), (GC) and (R) conform stable hairpin structures with
higher mobilities inside the gel matrix than the unstructured (P) folding. Therefore, our
claim is that our GC-hairpin, containing 20 stacked base pairs of a double poly(G)-poly(C)
DNA helix, is a proper sample to test experimentally our theoretical calculations of the
optical absorption coe±cient of poly(G)-poly(C) DNA.
Respect to the optical measurements it is well established that optical transitions are
more intense when considering more concentrated DNA samples [171]. Thus, an analysis
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Figure 6.14. Autoradiograph of a nondenaturing gel at 2mM Mg2+ concentra-
tion. Every lane is loaded with 10¹l of a DNA solution of 1¹M, and 10¹M and
100¹M DNA and 10mM Mg2+. Every label denotes the loaded sample in each
lane (P), (R) or (GC) and its DNA concentration 1¹M, 10¹M and 100¹M. The
intensity of the discrete bands increase by considering higher concentrated DNA
samples as expected
of the structural stability of increasing DNA concentrated samples in a native gel is in
order. We consider then another native gel at 2mM Mg2+ concentration, and we load our
DNA samples after an intermediate annealing procedure. In this case we run 9 lanes, three
for every sample with a di®erent DNA concentration 1¹M, 10¹M and 100¹M respectively.
The Mg2+ concentration in all samples is 10mM. In Fig. 6.14 the resulting gel is displayed.
Once again we ¯nd well de¯ned discrete bands even for a high concentration of DNA so the
hairpin structure is very stable even in a highly concentrated sample. Indeed, we con¯rmed
this result even for a (GC) sample with a DNA concentration of 400¹M. Therefore the
optical absorption coe±cient might be measured at least in (GC) samples with 400¹M
concentration of DNA.
6.7.3. Experimental proposal to measure the optical absorp-
tion coe±cient
Once we have demonstrated that our designed (GC) sample conforms a very stable
structure, and according to our structural control, it is a hairpin structure, we make a
measurement of its absorption spectrum in the visible region with the Varian Cary 100
UV-Vis spectrophotometer. Notice that despite the fact this spectrophotometer takes ex-
cellent static and dynamic measurements of sample concentrations with a resolution at
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zero level of absorbance of 10¡4AU, it may occur that for our current objective such a
resolution is not enough to detect the optical transition we are searching for. In particular
our measurement is performed on a DNA solution of 180¹l of our highest concentrated
(GC) sample containing a 400¹M concentration of DNA and no other bu®er in the so-
lution, since the presence of Mg2+ seems not to a®ect this sample's folding properties.
We load the cuvette of the spectrophotometer with such a solution after an intermediate
annealing process and we compare the results with the blank provided by H2O. Under
these conditions no signal was observed in the visible region.
This experimental result can be understood by estimating our theoretical predictions
for the optical absorption coe±cient of the particularly considered poly(G)-poly(C) sam-
ple.
To this end, ¯rst of all, we should keep in mind the Beer's law to calculate this
coe±cient in a solution of DNA molecules [171]:
I(z) = I(0) e¡Az; (6.13)
where z represents the light incident direction and A is the absorption coe±cient of the
sample. The exact expression to calculate this coe±cient in S.I. units reads [171]
A(~!) =
4¼2!nmol
c
X
i
X
f
jhijbe ¢ ~rjfij2±(Ef ¡ Ei ¡ ~!) : (6.14)
Here nmol is the volume density of the absorbing DNA molecules and c is the speed
of light in vacuum. Spectrophotometric measurements of the absorption coe±cient are
usually expressed in absorbance units de¯ned as AAU = ¡ log I(z)=I(0). Notice that, as we
already mentioned in the previous section, Eq. (6.14) con¯rms that the higher concentrated
the DNA solution is, the stronger the visible optical transitions are expected to be. On
the other hand it is worth mentioning that the intensity of these optical transitions is
also directly proportional to the length of the DNA molecules according to our numerical
calculations (not shown here for brevity).
In order to compare our theoretical estimations with the measurement performed by
the Varian Cary 100 UV-Vis spectrophotometer, we should take into account that this
instrument deals with unpolarized light beams which is not the case considered by our
theoretical calculations so far. Thus, the polarization of the light is also a factor to
be taken into account in the experiment. The optical absorption of polarized light was
already analyzed in Sec. 6.6 for the helicoidal conformation typical of DNA. For the case
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Figure 6.15. Theoretical absorption coe±cient for unpolarized and polar-
ized light in the perpendicular direction within the twisted DNA-ladder model for
a DNA solution of 180¹l of poly(G)-poly(C) molecules 20 base pairs long and
concentration 400¹M.
of unpolarized light the optical absorption coe±cient can be calculated using the unitary
vector for the electric ¯eld as be = (cos µ; sin µ cosÁ; sin µ sinÁ) and averaging the matrix
elements of the optical transitions over all possible directions of the ¯eld, namely µ 2 [0; ¼]
and Á 2 [0; 2¼].
We check our theoretical predictions for a sample of 180¹l of a DNA solution of
poly(G)-poly(C) molecules 20 base pairs long and concentration 400¹M to be directly
compared with the measurement reported above. In Fig. 6.15 the absorption coe±cient
for the case of unpolarized and polarized light in the perpendicular direction is shown. The
case of polarized light in the parallel direction gives rise to coe±cient 6 orders of magni-
tude smaller and therefore, it is not relevant in our current study. In view of Fig. 6.15
we ¯nd that the intensity of the optical transitions we are dealing with is in the range
of 10¡8AU for this kind of samples, which is four orders of magnitude lower than the
accuracy of conventional spectrophotometers as the one used in the measurement. The
polarization of the light only a®ects this order of magnitude in a factor smaller than two
so it does not seem a crucial factor in this experiment, though it can indeed be taken into
account. However, the main conclusion of these estimations is that harder e®orts should
be devoted to the preparation of the (GC) sample trying to get longer molecules and to
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the study of its structural properties at higher concentrations. For example, if it could
be managed to conform well behaving GC-hairpins containing 100 base pairs in a DNA
concentration of 10mM DNA, the intensity of its interband transitions would theoretically
reach values of 10¡5AU which could be experimentally detected. In any case, it is to
be mentioned that, apart from the traditional spectrophotometers, these weak transitions
might be detectable by modern diode laser absorption spectrophotometry technics where
the signal to noise ratio is higher [172]. These set ups might manage accuracy levels of the
order of 10¡7 ¡ 10¡8AU which would be high enough to detect the absorbance produced
by the DNA solutions under consideration.
6.8. Conclusions
We considered interband optical transitions in semiconducting synthetic DNA, such as
the poly(G)-poly(C) DNA. In order to study the optical properties we used two di®erent
tight-binding models and parameter sets. We have demonstrated that both of them, which
reproduced transport experiments [118] (DBL) or sophisticated ab-initio calculations [157]
(SL) present di®erent optical behaviors. Note that the fact of considering the backbone
sites within a theoretical model is not the most important point. Indeed it can be demon-
strated that the DBL model can be transformed to the SL model renormalizing the sites
energies of the bases in a proper way [45, 46]. The crucial point then is the tight-binding
parameters set and mainly, the signs of the intra-strand hoppings. In the literature the
values for these hoppings are usually positive [135,145]. However they should have oppo-
site signs in order to reproduce the typical curvatures of the HOMO and LUMO bands
obtained by ab initio calculations [157]. Because of this inconsistence we have shown how,
by means of the analysis of interband optical transitions, it can be distinguished whether
the synthetic poly(G)-poly(C) DNA behaves as a direct or indirect semiconductor and
thus, which is the best theoretical description.
Furthermore, environment e®ects on the DNA molecules can be included by introduc-
ing disorder in both base and backbone levels. Thus, our study might be relevant in many
di®erent experimental situations but mostly in natural DNA which is always in liquid solu-
tion. Indeed there are two issues which could be modi¯ed to reproduce natural conditions,
namely the distribution and the magnitude of disorder. Disorder reduces both optical and
electronic gaps which, in principle, might provide a reasonable explanation of the observed
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ohmic behavior of DNA conductivity in disordered aqueous environment [117].
We show that the helical con¯rmation of the DNA strands results in unusual selection
rules for interband optical transitions in the case of perpendicular polarization of incoming
light. Such transitions appear to be indirect in K-space. On these grounds, we demon-
strate that the analysis of absorption spectra for parallel and perpendicular polarizations
can provide valuable information on the DNA energy structure, the e®ective masses at the
top and bottom of the bands and the value of the tight-binding parameters.
Although matrix elements of intra-molecule excitations are several orders of magnitude
larger than those involving collective states [173,174], the intra-molecule transition energy
of about 3:7 eV [174] observed in wet DNA is probably well above the absorption band
edge for interband transitions. Thus, low-energy features in the absorption spectra due to
interband transitions are relatively weak but well separated from the strong intra-molecule
excitations, which suggests that they can be observed, although this could be challenging
from the experimental point of view. In this regard, we discussed the most favorable
conditions to experimentally observe the interband transitions theoretically studied in
this chapter. We proposed the GC-hairpin as a promising poly(G)-poly(C) DNA sample
to perform the optical experiment, see Sec. 6.7. However, the intensity of such transitions,
which is under the accuracy of conventional spectrophotometers, must be enhanced by
taking long DNA sequences or highly concentrated DNA samples.
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Current across DNA molecules assisted by
molecular vibrations
In this chapter we study the incoherent transport in a DNA-ladder model at room
temperature. While the static environment interactions are modeled by introducing a
disorder perturbation in the base energies, its °uctuations are considered within a master
equation approach based on a phonon-assisted hopping formalism. Experimental I ¡
V characteristics performed over dry DNA are reproduced, revealing a semiconducting
behavior for synthetic DNA-homopolymers like the poly(G)-poly(C).
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7.1. Introduction
As we already mentioned in Chaps. 5 and 6 electronic transport through DNAmolecules
attached to leads is an exciting topic. Biologists even claim the possibility of revealing
and controlling damages in DNA by means of electrical currents (for an overview see
Ref. [175, 176] and references therein). Far from this genetic interest, the e®orts of this
chapter will be focused on theoretically describing the variety of results on electrical trans-
port through dry and wet DNA molecules [114{125,127]. The most promising experiments
on this topic are those revealing the semiconducting behavior of DNA-homopolymers like
the synthetic poly(G)-poly(C). Moreover it seems that solid theoretical arguments support
this claim [44{46,133,148{153].
Our interest in this chapter is to get into a problem not so frequently studied: the
e®ects of molecular vibrations of the environment on the electric current through DNA. In
this regard it was reported in Ref. [177] that charge-hopping between the sites of G-traps
in presence of charge-phonon interactions, results in a staircase structure of the I ¡ V
characteristics. Moreover, the height of the steps of such a structure might provide rele-
vant information about the strength of the electron-phonon coupling and the temperature
of the system. A di®erent work was performed in Ref. [178] where charge transport was
studied considering electron-phonon coupling, as well as the fact that DNA vibrational
modes are also coupled to the surrounding environment. In this reference two di®erent
DNA sequences were considered: the homogeneous ones such us the synthetic poly(G)-
poly(C) DNA and a inhomogeneous (natural) sequences. For the former case, the main
result is that the charge-vibration coupling enhance the zero-bias conductance at low tem-
peratures, while its e®ects at large bias are very weak due to the quasiballistic transport
through the extended states. For natural DNA however, all states are strongly localized
and transport is dominated by inelastic processes by way of phonon-assisted hoppings
which highly in°uence the conductance. These dissipative e®ects, comprising counter-ions
and hydration shells, were investigated also in Ref. [179] by means of embedding the DNA
molecule in a collection of harmonic oscillators. By allowing for electron-bath interaction,
the electronic gap becomes temperature dependent. In this sense a crossover from tunnel-
ing to activated behavior at low voltages is observed by increasing the temperature in the
strong electron-bath coupling limit. As a further step, in Ref. [47] these authors get into
the analysis of the quality of the molecule-electrode coupling, claiming that it can modify
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the order of magnitude of the current along DNA molecules. This is a well established
claim in molecular electronics [180].
In order to model these clearly relevant environment e®ects on the charge transport
of DNA molecules we will take two complementary approaches. On the one hand, a tight-
binding ladder model [133] with disordered base energies is considered to describe the
DNA electronic states arising when static environment interactions are present [45]. On
the other hand, to take into account the °uctuating counterpart of these interactions,
we propose a nonlinear master equation formalism [107, 181]. Temperature e®ects are
included in this approach by means of phonon-assisted hopping between localized states.
7.2. DNA model
7.2.1. Hamiltonian description
We consider a ladder-like model [133] of the poly(G)-poly(C) DNA based on a tight-
binding Hamiltonian within the nearest-neighbor approximation. This model was already
studied in Chap. 6 where it was referred as simple ladder model. As before we assume
that values of inter-base hopping parameters depend on the bases, describing it by the
hoppings tGG, tCC and t?. In the absence of disorder, site energies are "C and "G.
Figure 7.1 represents a sketch of the DNA molecule attached to ideal contacts at both
ends of the DNA molecule.
Figure 7.1. Schematic view of a fragment of poly(G)-poly(C) DNA molecules,
excluding the sugar-phosphate backbone, coupled to ideal leads.
As we already did in Chap. 6 we can write down the equations for the electronic
96 Current across DNA molecules assisted by: : :
amplitudes at the bases of this model as follows:
(E ¡ "C)ÃCn = tCC
¡
ÃCn+1 + Ã
C
n¡1
¢
+ t?ÃGn ;
(E ¡ "G)ÃGn = tGG
¡
ÃGn+1 + Ã
G
n¡1
¢
+ t?ÃCn : (7.1)
Here Ãsn denotes the electronic amplitudes, where n = 1; 2; : : : N labels a base pair and
the superscript s = G;C refers to the two strands. In a poly(G)-poly(C) DNA molecule
all base energies along each strand take the same value. In such a case closed expressions
for the dispersion relation arising from Eq. (7.1) can also be obtained analytically with
rigid boundary conditions, see Sec. 6.3.2:
E(K) = E+(K)§
q
E
2
¡(K) + t2? : (7.2)
where the upper and lower signs correspond to the HOMO and LUMO states. For brevity
we de¯ne E§(K) in terms of the dispersion relations in each strand EG(K) = "G +
2tGG cos(K) and EC(K) = "C+2tCC cos(K) as follows: E§(K) = (1=2) [EG(K)§ EC(K)],
where K = ¼k=(N + 1) with k = 1; 2; : : : ; N .
7.2.2. Nonlinear Pauli master equation
In vivo as well as in most of the experimental situations, environment e®ects on DNA
properties seem to be crucial in view of the wide range of experimental results on DNA con-
ductivity [159]. The static interactions of the surrounding solute molecules and ions with
DNA molecule can be modeled by a random perturbation of the DNA base energies [45]:
i. e. a uniform disorder distribution (see Sec. 6.5):
P(¢°sn) =
1
2w
µ (w ¡ j¢°snj) ; (7.3)
where µ is the Heaviside step function and w is the halfwidth of the uniform probability
distribution. This parameter will be referred to as magnitude of disorder hereafter, see
Sec. 6.5
Notice that, in a similar way that for a 1D lattice, the localization properties of a
DNA-ladder model strongly depend on the distribution and magnitude of disorder. It is
well known that strong disorder localizes the electronic states in regions shorter than the
system size suppressing the coherent transport along the lattice. However, there also exist
environment °uctuations which cannot be captured by the static approach. In such a case
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electron-phonon coupling can result in phonon-assisted hoppings between these localized
states of di®erent energy giving rise to an incoherent transport along the system. In
the same way that in Sec. 4.2.2, we describe this incoherent mechanism by means of the
following transition rates from the state Ã¹ (with energy E¹) to the state Ãº (with energy
Eº) [107]:
W¹º =W0 S(j¢E¹º j)F (¢E¹º ; T ) I¹º ; (7.4)
with ¢E¹º ´ E¹ ¡ Eº and ¹ = 1; 2; : : : ; 2N . The discussion about all contributions
appearing in these transition rates can be found in Sec. 4.2.2, but notice that the spectral
density function reads for our DNA-ladder model S(j¢Ej) = j¢Ej=tGG [107,108].
Taking advantage of these expressions the process of charge transport through the
DNA molecule can be modeled by way of a nonlinear Pauli master equation expressed in
terms of the population P¹ of the eigenstate ¹
dP¹
dt
¯¯¯
DNA
=
2NX
º=1
[Wº¹ Pº (1¡ P¹)¡W¹º P¹ (1¡ Pº)] : (7.5)
It is worth mentioning that to account for the Pauli exclusion principle a nonlinear term
in the populations P¹ arises.
In order to calculate the electric current along the DNA molecule as a function of the
applied bias to compare our results directly with experiments [118], new terms should be
included in the previous master equation. They will take into account the transition prob-
ability between states associated to the DNA molecule and the contacts. The contribution
of these transitions to the master equation are assumed to be of the form:
dP¹
dt
¯¯¯
Leads
= ¡L¹(f
L
¹ ¡ P¹) + ¡R¹ (fR¹ ¡ P¹) ; (7.6)
being fL;R¹ the Fermi distribution functions for the left and right leads:
fL;R¹ =
h
1 + exp
³E¹ ¡ ´L;R
kBT
´i¡1
; (7.7)
where kB is the Boltzmann constant, and ´L = EF + eV and ´R = EF are the chemical
potentials of the left and right contacts. EF is the Fermi energy at equilibrium, taken to be
in the middle of the homogeneous DNA band gap, which is the case for Au contacts [182].
The magnitudes ¡L¹ = °(jÃG1 j2 + jÃC1 j2) and ¡R¹ = °(jÃGN j2 + jÃCN j2) measure the coupling
between leads and the eigenstate ¹, the parameter ° being the amplitude of the coupling.
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Our interest focuses on the system consisting of a biased DNA molecule coupled to
ideal contacts in order to estimate the current passing through it. Therefore we search
the steady solution of the following master equation:
dP¹
dt
=
dP¹
dt
¯¯¯
DNA
+
dP¹
dt
¯¯¯
Leads
= 0 : (7.8)
The corresponding system of nonlinear algebraic equations is solved by an iterative
method that guarantees the condition 0 · P¹ · 1 [183]:
P (j+1)¹ =
P2N
º=1Wº¹ P
(j)
º + ¡L¹(f
L
¹ ¡ P (j)¹ ) + ¡R¹ (fR¹ ¡ P (j)¹ )P2N
º=1Wº¹ P
(j)
º +
P2N
º=1Wº¹ (1¡ P (j)º ) + ¡L¹ + ¡R¹
; (7.9)
where the initial solution to start iterating arises from the charge-current continuity con-
dition applied to every state ¹:
P (0)¹ =
¡L¹f
L
¹ + ¡
R
¹ f
R
¹
¡L¹ + ¡R¹
: (7.10)
The convergence of this iterative method was set to jP (j+1)¹ ¡ P (j)¹ j · 10¡4 8¹ in our
calculations.
Once we get the solution within the speci¯c tolerance, the current along the DNA
molecule can be obtained also due to the current conservation condition as follows:
I(V ) =
2NX
¹=1
¡R¹ (f
R
¹ ¡ P¹) = ¡
2NX
¹=1
¡L¹(f
L
¹ ¡ P¹): (7.11)
7.3. Numerical results: I ¡ V characteristics.
7.3.1. Ordered system
The input tight-binding parameters which de¯ne the DNA electronic structure are cho-
sen to ¯t experimental I¡V characteristics of Ref. [118]. In such a experimental situation
dry DNA is under consideration and thus, disorder e®ects are expected to be negligible.
According to this experimental setup our calculations are performed over poly(G)-poly(C)
DNA molecules of 30 base pairs. The best ¯tting parameters are "G = ¡1:16 eV and
"C = 1:00 eV, while hopping integrals are tGG = 0:4eV, tCC = ¡0:5 eV, t? = 0:95 eV and
EF = ¡0:13 eV. This value for the Fermi level is in good agreement with the expected
one in the middle of the uniform DNA band gap [182]. We assume room temperature and
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we consider only interaction with the phonons of the thermal bath. The parameter ° was
found to only in°uence the amplitude of the current and was taken to be ° = W0 in all
calculations.
Figure 7.2 shows the I ¡ V characteristics for poly(G)-poly(C) DNA at room temper-
ature in the absence of static disorder (w = 0). As deduced from Eq. (7.2), a gap of the
order of 2:0 eV appears in the I ¡ V characteristics for the chosen set of parameters. In
Fig. 7.2 the experimental curve from Ref. [118] is also shown, revealing a good agreement
with the predictions of our model.
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Figure 7.2. Current-voltage characteristics for a 30 base pair poly(G)-poly(C)
DNA at room temperature obtained when W0 = °. Numerical results (solid line)
are compared to experimental values (circles) from Ref. [118].
7.3.2. Disordered system
Uniform disorder distribution
So far we have theoretically supported the experimentally observed semiconducting
behavior of dry DNA molecules [118]. Nevertheless, other experiments did no ¯nd the
existence of a semiconducting gap [117]. In this sense it is well established that disorder
gives rise to new eigenstates inside the electronic gap producing its closure [184]. This is
also revealed in Fig. 7.3 where the density of states of the system (DOS) is shown for a
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single realization of disorder and di®erent magnitudes of it. Thus, it seems reasonable that,
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Figure 7.3. Density of states for a single realization of the disordered DNA-
ladder model. The value of the magnitude of the disorder is also indicated.
by introducing disorder in the site energies of the DNA-ladder model, I¡V characteristics
presenting smaller voltage gap might arise. For the case of strong enough disorder even
a metallic behavior might be found for the system of interest. Therefore, by varying the
magnitude of disorder introduced in the system, our model might reproduce a wide range
of experimental results. However, our calculations do not agree with these reasonings as
shown in Fig. 7.4.
Figure 7.3 shows the DOS while Fig. 7.4 presents the I ¡ V characteristics calculated
for the DNA-ladder model considering di®erent magnitudes of disorder of the uniform
disorder distribution introduced in Sec. 6.5.1. In the former ¯gure it is clear the appearance
of disorder-induced states in the bare band gap which form the tails of DOS by increasing
the magnitude of disorder. On the contrary, there is no relevant change in the voltage
gap of the characteristics due to the contribution of these new states inside the electronic
gap. One of the major di®erences of these curves by considering a higher magnitude of
disorder is a shrinking conductance at high voltages. This e®ect is reasonable due to the
larger localization of the states produced by the strong disorder a®ecting the system.
On the other hand, the curves in Fig. 7.4 also show a slight increase of the voltage
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Figure 7.4. Current-voltage characteristics for a 30 base pair poly(G)-poly(C)
DNA molecule at room temperature obtained when W0 = °. The results were
averaged over 100 realizations of disorder, whose magnitude is also indicated.
gap when higher magnitudes of disorder are taken into account. At low voltages, the
new disorder-induced states inside the electronic gap are also strongly localized so that
the probability of coherent tunneling between them is vanishingly small. Then, transport
can only be supported by an incoherent mechanism. In such a case, the most relevant
parameter is the averaged level spacing in the tails of DOS which enters directly in the
transition rate between these states via the phonon occupation number, see Sec. 4.2.2.
According to Refs. [84{87] this magnitude is well established and it can be estimated for
the G-band states as [185]:
±E ¼ (432¼2)¡1=3 jtGGj
¯¯¯¯
2w
tGG
¯¯¯¯4=3
: (7.12)
For instance for w = 0:5 eV, which was used in our calculations, the level spacing is
expected to be approximately 80meV according to the previous formula. Notice that at
room temperature only phonons of 25meV, much lower than the level spacing of the band-
gap states, can be activated. Therefore, they cannot assist incoherent transitions between
these states at the tails of the bands. In such a scenario, carrier transfer between both
leads can only take place via well-overlapped states appearing above the bare energy band
edges [103]. In Ref. [186] it was demonstrated that the energy region where this kind of
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states appear, the di®usion mobility edge, is pushed up to the band center when disorder is
increased in the system. Thus, for a larger disorder, the appearance of conducting states at
higher energies is revealed by the higher voltage gap obtained in the I ¡ V characteristics
of Fig. 7.4.
Long-range correlated disorder distribution
Long-range correlations in the energy landscape of DNA sequences have been reported
in several references to a®ect its transport properties [54{56, 128{130]. At this point
we want to study if, within the model under consideration in this chapter, a long-range
correlated disorder distribution might produce new features in the I ¡ V characteristics
of a DNA-ladder model. To this end we will use the disorder distribution already studied
in Chaps. 2, 3 and 4 which gives rise to extended states provided that the correlation
exponent is larger than a critical one ®c ¼ 2. In particular, site energies of both DNA
strands will be independently generated according to the distribution Eq. (2.2). The mean
value of this distribution in one strand will be set to "G while in the complementary one
will be "C .
In order to compare the results provided by the uniform and the correlated disor-
der models our calculations should be performed for the same standard deviation of the
disorder distributions ¾. In this respect, notice that we already mentioned in Sec. 6.5.1
that the actual magnitude of disorder of the uniform distribution is proportional to w:
¾ = w=
p
3. Despite having referred w to this concept so far, for the sake of clarity the
standard deviation ¾ is chosen to represent the common magnitude of disorder for both
models in this section.
Figure 7.5 compares the I ¡ V characteristics for both models of disorder, the uni-
form distributed and the one provided by the long-range correlated distribution Eq. (2.2)
considering a correlation exponent ® = 5 > ®c ¼ 2. It is shown that the long-range
correlations in the disorder model does not produce any change in the voltage gap of the
characteristics but only an increase of the conductance at high voltages. This quanti-
tative di®erence between both models becomes more signi¯cative by considering higher
magnitudes of disorder.
Notice that the e®ect of disorder in the case of the uniform distribution is to strongly
localize the states of the system. This also a®ects the states of the long-range correlated
system out of the center of the band. However this correlated model supports extended
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Figure 7.5. Current-voltage characteristics for a 30 base pair poly(G)-poly(C)
DNA molecule at room temperature obtained when W0 = °. Two disorder distri-
bution are considered: the uniform and the long-range correlated Eq. (2.2) with
correlation exponent ® = 5. The results were averaged over 100 realizations of
disorder, whose magnitude is also indicated.
states at the center of the poly(G) and poly(C) bands for a correlation exponent ® > ®c.
Thus, the contribution of these extended states to the conductance at high voltages will
always be more favorable than the one provided by the localized states of the uniform
disorder distribution. However, it is to be mentioned that at low magnitudes of disorder,
¾ = 0:1tGG, the localization is still weak to observe di®erences between both disordered
models.
All these considerations are consistent with the discussion previously given in Sec. 7.3.2
to explain the I ¡ V characteristics of Fig. 7.4. The anomalous extended states appear at
the center of the poly(G) and poly(C) bands contributing to the conductance only at high
voltages. However, the properties of the disorder-induced states inside the electronic gap
are similar for both considered models of disorder. Since these are the main responsible
for the transport activation at low voltages, no change in the voltage gap is expected to
occur by switching on the correlations.
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7.4. Conclusions
Electronic transport through a double-stranded DNA molecule attached to two ideal
leads was studied. The electronic structure was described by a tight-binding ladder
model [133] with random molecular energies. Static disorder localizes the states, and
the coupling to the vibrational degrees of freedom of the environment cause transitions
between electronic states. A nonlinear master equation for level populations allowed us to
obtain the electronic current as a function of the applied voltage.
When the magnitude of disorder is vanishingly small, the I ¡ V characteristics agree
with those observed in semiconducting poly(G)-poly(C) DNA [118] for some particular
¯tting parameters, see Sec. 7.3.1.
The same set of parameters was used to obtain the I¡V characteristics at a moderate
magnitude of disorder ¾ = w=
p
3 by considering ¯rstly a uniform disorder distribution.
As a major result we found that the smearing of the electronic gap by introducing a higher
disorder in the DNA base energies is not a su±cient condition to reproduce the shrinking
of the voltage gap in I ¡ V characteristics. Contrary to expected, the disorder-induced
states inside the electronic gap do not contribute to the incoherent hopping due to their
strongly localized character and high energy separation. In such a case, and according
to the proposed formalism, only phonon-assisted transport might occur. The e±ciency of
this mechanism is de¯ned basically by the level spacing and the overlapping of the band
tails states which contributes to the electronic transition ratesW¹º , see Sec. 7.2.2. For the
considered DNA-ladder model this spacing results of the order of 80meV, unaccessible
for phonons which are activated at room temperature of energy 25meV. Therefore, at
least within the proposed formalism, the disorder e®ects cannot reproduce the closure
of the voltage gap found in some experiments where DNA is claimed to behave as a
metal [114{117].
We also considered a long-range correlated disorder distribution which is reported to
support extended states for strong enough correlations [50]. In such a case transport along
the system is expected to be enhanced. However, since these favorable conducting states
arise deep inside the poly(G) and poly(C) bands, they do not participate in activating the
conduction process at low voltages. Therefore, this correlated disorder model can neither
reproduce experimental results which establish a narrowing or even a closure of the voltage
gap in the I ¡ V characteristics.
Elena D¶³az Garc¶³a
Chapter 8
Polaron dynamics in biased DNA molecules
The nucleotide sequence in synthetic homopolymer DNA molecules is periodic. Con-
sequently they can carry electric current when they are subjected to an external bias as
studied in the previous chapter. On the other hand, electrons in periodic potentials sub-
jected to an applied electric ¯eld present dynamic localization and may undergo coherent
oscillations known as Bloch oscillations (BOs) at shorter time-scales than the one related
to scattering processes. Our aim now is to investigate whether the carrier, coupled to
the deformations of the DNA lattice, might perform sustainable BOs under electric ¯elds
within the Peyrard-Bishop-Holstein model (PBH).
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8.1. Introduction
In the last chapters the conducting properties of DNA have been studied. In particular
we have focused on the case of synthetic DNA-homopolymers as poly(G)-poly(C) where,
due to the sequence periodicity, charge transport is expected to occur. We have dedicated
a special interest to theoretically support the promising semiconducting properties of such
DNA molecules which has been experimentally established [118{122]. Bear in mind that
other experiments reveal di®erent conducting behavior for DNA [114{117, 124, 125, 127].
These di®erent observations seem to be caused by environment and contacts e®ects [159].
In Chap. 7 we took into account the static counterpart of these e®ects by considering
a disordered contribution to the base energies of the DNA molecule. As a further analysis,
their °uctuations were described by a nonlinear master equation formalism based on a
phonon-assisted hopping mechanism. In this sense, it is well established that structural
deformations of DNA are very important in the charge transport process [187]. Indeed,
the charge-coupling with such DNA distortions can create a polaron and enhance its
mobility. Similarly as what happens in 1D-systems, the polaron behaves as a Brownian
particle that collides with environment excitations resulting in a di®usive behavior for the
polaronic state. This process reminds the multiple-step hopping mechanism also proposed
to explain charge transport in DNA [188,189]. Thus, the behavior of the incoherent charge-
hopping can be understood as polaron di®usion. In this regard a variety of works have
been dedicated to the description of the polaron dynamics in DNA molecules [190{193].
In this chapter we will take advantage of the accurate description of the nucleotide
dynamics and its e®ects on electric transport provided by the Peyrard-Bishop-Holstein
(PBH) model [195{199]. In this model the lattice dynamics is nonlinear, beyond the har-
monic approximation, and it allows for a better description of large-amplitude vibrations
of nucleotides coupled along each strand. It is worth noticing however that the most re-
markable success of the PBH model is focused on the DNA denaturation occurring in the
transcription process [195,196].
On the other hand, due to the periodicity of the nucleotide sequence of some syn-
thetic DNA molecules, the polaron states might behave under electric ¯elds as electrons
in periodic potentials subjected to an external bias. As we already mentioned in Chap. 3,
in such a case quasiparticles present dynamic localization [65] and may undergo coher-
ent oscillations [63, 64]. They perform a periodic motion, in real and in k space, known
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as BOs [66, 67], whose characterizing parameters can be established from semiclassical
arguments, see Chap 3. These oscillations are related to the wave dynamics of parti-
cles, and therefore they can be observed in almost any coherent motion of waves in tilted
periodic potentials [68{77]. The major problem is that BOs persist until the particles
lose their phase coherence through scattering processes. In particular DNA molecules
largely di®ers from inorganic solids because vibrations of nucleotides are signi¯cant and
could rapidly degrade the electron quantum coherence. Nevertheless, Lakhno and Fialko
found that homogeneous nucleotide sequences display BOs under electric ¯elds, even if
the electron-lattice coupling is taken into account, provided the temperature is low [193].
Their model, however, considers uncoupled nucleotides and small (harmonic) vibrations.
More recently this phenomenon was also studied by considering the helical conformation
of DNA molecules [194].
In this sense our aim here is to investigate whether the polaron performs sustainable
BOs in biased DNA molecules, described by a more realistic model as the PBH model.
8.2. Model
The Hamiltonian of the PBH formalism consists of three contributions:
H = Hlat +Hch +Hint : (8.1)
The ¯rst term, describing the lattice Hlat, arises from the Peyrard-Bishop model which
maps the double stranded DNA helix onto a 1D lattice where every node represents a base
pair [195]. A single degree of freedom is assigned to every site, yn, and it represents the
stretching of the H-bonds within the two complementary bases. It is worth noticing that,
according to this mapping, all inhomogeneities in the sequence, as well as the existing
asymmetries in the complementary strands, are beyond the scope of this model. Under
these considerations Hlat reads:
Hlat =
NX
n
h1
2
m _y2n + V (yn) +W (yn; yn¡1)
i
; (8.2)
where m is the nucleotide mass and n = 1; 2; : : : N labels the base pairs of the DNA
molecule.
Apart from the kinetic energy there exist two other potential terms in this Hamiltonian:
a local Morse Potential V (yn) and a nonlinear stacking interaction W (yn; yn¡1) whose
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particular de¯nitions are the following:
VM (yn) = V0
¡
e¡®yn ¡ 1¢2 ; (8.3a)
W (yn; yn¡1) =
k
4
³
2 + e¡¯(yn+yn¡1)
´
(yn ¡ yn¡1)2 : (8.3b)
The former takes into account the interaction between complementary bases within a base
pair, as well as the repulsion between backbone phosphates and other surrounding sol-
vent. The latter represents the nonlinear anharmonic coupling between nearest-neighbor
nucleotides which gives rise to long-range interactions. Both potential terms depend on ¯t-
ting parameters which were chosen to reproduce experimental DNA melting curves. Here-
after we will use the following set of optimized parameters: m = 300 amu, V0 = 0:04 eV,
® = 4:45ºA¡1, k = 0:04 eV/ºA2, ¯ = 0:35ºA¡1 and T = 0:1 eV [196].
The charge Hamiltonian Hch is expressed in terms of a tight-binding approach within
the nearest-neighbor approximation [197].
Hch = ¡T
NX
n
(aynan+1 + a
y
n+1an) ; (8.4)
where T describes the nearest-neighbor hopping and ayn(an) denotes the carrier creation
(annihilation) operators. Since there is not a common parameter T in the literature, we
will take T = 0:1eV hereafter as a good representative value [144{146].
The last term in the Hamiltonian, Hint, takes into account the charge-lattice inter-
action and it was proposed by Holstein by introducing an on-site energy correction as
follows [197]:
Hint = ¡Â
NX
n
yna
y
nan : (8.5)
Here Â denotes the charge-lattice coupling constant. It should be noted that ab-initio
estimations of this coupling Â are scarce and the results are strongly dependent on the
sequence and number of nucleotides [200]. Therefore, we will vary its magnitude in our
numerical simulations to study its e®ects on the carrier dynamics.
The equations of motion for the PBH model can be derived by treating the bases as
classical oscillators, while the carrier is described by quantum mechanics. This semiclassi-
cal approach is justi¯ed by the di®erent time-scales of the charge and the lattice dynamics.
For the former, the nearest-neighbor hopping gives rise to time-scales of the order of fem-
toseconds. On the contrary, the typical phonon frequency of the lattice is in the range of
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terahertzs so that the lattice dynamics is three orders of magnitude slower than the one
of the carrier [198].
According to this formalism, the dynamics of the carrier in the speci¯c system of
interest in this chapter, a biased DNA molecule, can be studied by way of the following
SchrÄodinger equation [199]
i~
dÃn
dt
= ¡UnÃn ¡ T (Ãn+1 + Ãn¡1) + ÂynÃn ; (8.6)
where Ãn is the probability amplitude for the charge carrier located a the nth nucleotide.
The parameter U = eFa is the potential energy drop across the period of the lattice
(a = 3:4ºA in DNA) due to the applied bias, which was not considered in the original PBH
model. The last term in Eq. (8.6) describes the carrier-vibration coupling through the
constant Â and the displacement yn of the nth nucleotide from its equilibrium position.
Newton's equations of motion for the displacement yn become
m
d2yn
dt2
= ¡V 0M (yn)¡W 0(yn; yn¡1)¡W 0(yn; yn+1)¡ ÂjÃnj2 ; (8.7)
where the prime indicates di®erentiation with respect to yn.
These are the equations we will be using along this chapter to study the dynamics of
a charge coupled to the lattice of DNA molecules within the PBH model.
8.3. Stationary polaronic solution
The ¯rst step before studying the time evolution of the polaron in the biased lattice
is to get the proper stationary polaronic solution of minimum energy of the Hamiltonian
Eq. (8.1). To this end, we take advantage of the procedure given in Ref. [197] in an
unbiased lattice (U = 0), including a dissipative term of the form ¡°mdyn=dt in Eq. (8.7)
with ° = 50THz. We solve the nonlinear equations (8.6) and (8.7) using a Runge-Kutta
method of 4th order under rigid boundary conditions in a DNA-homopolymer. Gaussian-
like packets are used as initial conditions for the lattice distortion as well as for the carrier
wave packet. Due to the friction term, the extra energy of this arti¯cial condition will
be removed in the energy minimization process. After a long enough time we will get
the minimal energy conformation of the charge-lattice system, which is the stationary
polaronic solution, to start our dynamical study of the biased DNA molecules.
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Figure 8.1. Carrier wave function (upper panel) and lattice displacement
(lower panel) at t = 0 for di®erent values of Â and N = 500.
In Fig. 8.1, the stationary polarons for di®erent values of Â in a system of N = 500 are
shown. It is to be noticed that by increasing the strength of the charge-lattice coupling
the localization of the stationary states becomes larger.
8.4. Ordered system
8.4.1. Motion of the polaron in a biased system
Once we obtained the stationary polaron of the system under consideration, we use it
as the initial condition to let it evolve according to the Eqs. (8.6) and (8.7) in a biased
lattice with no dissipation. In this respect, it is worth mentioning that the motion of
the polaron in a biased lattice with dissipation is uniform with constant speed [200, 201].
Therefore, dissipation destroys the quantum coherence required for the observation of BOs
at very long times.
In order to analyze what happens after the initial excitation of the system, we monitor
the time-domain evolution of the carrier wave packet, as well as the one of the lattice
distortion.
Figure 8.2(a) displays the wave function while Fig. 8.2(b) shows the corresponding
displacements in a lattice of N = 1000 sites as a function of position and time, for Â =
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Figure 8.2. a) Carrier wave function and b) lattice displacement as a function
of position and time in a lattice of N = 1000 sites for Â = 0:1 eV/ºA and F =
3:0mV/ºA, showing their oscillatory behavior.
0:1 eV/ºA and F = 3:0mV/ºA. Both, the carrier and the lattice, display clear signatures of
a coherent oscillation with small distortion of its initial shape.
These oscillations can be monitored in more detail by way of the centroid c(t) of the
carrier wave function
c(t) = x(t)¡ x(0) ; x(t) =
NX
n=1
njÃn(t)j2 : (8.8a)
Similarly for the lattice displacements we de¯ne the dimensionless magnitude l(t) as follows
l(t) = »(t)¡ »(0) ; »(t) =
NX
n=1
n yn(t)=a : (8.8b)
For completeness we also study the Fourier transform of these magnitudes, see Fig. 8.3.
Figure 8.3 displays the calculated c(t) and l(t) in a lattice of N = 1000 sites for Â =
0:1 eV/ºA and F = 3:0mV/ºA. The Fourier spectrum of c(t) shows that the centroid of the
carrier wave packet performs a harmonic motion with frequency equal to !B = eFa=~ =
15:52THz, fairly close to the semiclassical value for the Bloch frequency !B = eFa=~ =
15:502THz within the numerical uncertainty [see the inset in Fig. 8.3(a)]. However, the
lattice displacements display a more complex motion, as seen in Fig. 8.3(b). The main
frequency is about 7:22THz which is not related to the Bloch frequency !B. On the
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Figure 8.3. a) Centroid of the carrier wave function and b) l(t) as a function
of time in a lattice of N = 1000 sites for Â = 0:1 eV/ºA and F = 3:0mV/ºA. The
insets show the corresponding Fourier transform.
contrary, it is close to the Morse frequency !M , namely the harmonic frequency of the
small amplitude oscillations of a particle with mass m around the minimum of the Morse
potential Eq. (8.3a). This frequency is found to be !M = ®
p
2V0=m = 7:138THz for the
set of parameters used in the simulation. Therefore, we come to the conclusion that the
oscillations of the lattice and the carrier are almost decoupled, at least at small applied
¯elds. Furthermore, we observe the occurrence of a smaller peak at the Bloch frequency
[see the inset in Fig. 8.3(b)]. In spite of the complex behavior of the lattice displacements
in the frequency domain, let us stress that the carrier motion is characterized by a single
frequency, namely the Bloch frequency.
8.4.2. Average current density
In view of the oscillating behavior of the wave packet of the carrier, it seems reasonable
to expect that the current along the DNA molecule behaves in a similar way. Therefore,
and since the current is a macroscopic parameter which can be directly observed in exper-
iments, we calculate the current density J(t) through the one-dimensional base stacking.
To this end, we ¯rstly consider the local current density at the n-th base pair which is [199]
Jn(t) =
i~e
2mea2
[Ãn(Ã¤n+1 ¡ Ã¤n¡1)¡ Ã¤n(Ãn+1 ¡ Ãn¡1)] ; (8.9)
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where me is the mass of the carrier. Then, the average current density over the whole
lattice is given by
J(t) =
1
N
NX
n=1
Jn(t) =
~e
meNa2
NX
n=1
Im[Ã¤n(Ãn+1 ¡ Ãn¡1)] : (8.10)
Our analysis will consider di®erent magnitudes of the applied bias, as well as the
charge-lattice coupling. Typical results of our simulations are collected in Fig. 8.4. The
left panels show the time-dependent current density over a short time interval when F =
3:0mV/ºA and several values of the coupling constant Â = 0:1; 0:2; 0:3 eV/ºA. The current
density displays a well-de¯ned oscillatory behavior, whose time period matches almost
perfectly the semiclassical value ¿B = 2¼~=eFa = 0:405 ps in the rigid lattice for all shown
cases in Fig. 8.4. The right panels display the envelope of the curve J(t) over a much
larger time interval, for the same values of the coupling constant. The increase of the
coupling constant leads to a faster modulation of the current density but, remarkably, the
oscillations do not decay on time. As we already did in the case of the centroid, the Fourier
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Figure 8.4. Current density as a function of time when F = 3:0mV/ºA for
di®erent values of the coupling constant, namely Â = 0:1; 0:2; 0:3 eV/ºA from top
to bottom. The left panels show the oscillatory behavior over a short time interval.
The right panels only show the envelope of the current over a much longer time
interval.
transform of the average current density is calculated in order to clarify which frequencies
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are playing a major role in the polaron dynamics for several values of the coupling constant
Â and electric ¯eld F , see Fig. 8.5.
For all considered coupling constants the Fourier spectrum transforms in a single peak
at the semiclassical value of the Bloch frequency !B = eFa=~ (!B = 1:55THz and !B =
15:50THz for F = 0:3mV/ºA and F = 3:0mV/ºA, respectively) as expected.
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Figure 8.5. Fourier transform of the current density J(t) for F = 0:3mV/ºA
(left panels) and F = 3:0mV/ºA (right panels) and three di®erent values of the
coupling constant, namely Â = 0:1; 0:2; 0:3 eV/ºA from top to bottom.
However, it is worth mentioning that for higher electric ¯elds, the modulation of the
current density becomes even faster on increasing the coupling constant Â. This gives
rise to side peaks around !B in the Fourier spectrum but even in the case of a broad
Fourier spectrum, quasi-harmonics oscillations are observed over time intervals larger than
¿B [202].
8.5. Disordered system
As it was already discussed along this Thesis, it seems that long-range correlations
in DNA sequences may play an important role on its properties [54{56, 128{130]. An
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example of a long-range correlated disorder distribution and its e®ects on optical and
transport properties of 1D systems was deeply studied in Chaps. 2, 3, and 4. The main
issue which attracts our attention in this chapter is that systems, whose energy sites are
generated according to the disorder distribution Eq. (2.2), might support BOs in the case
of strong correlations, see [78]. However, in this study no particle-lattice interaction was
considered. Our interest now is to study if BOs might arise in DNA molecules with a
long-range correlated energy landscape within the PBH model.
In order to analyze the e®ect of this speci¯c model of disorder on our study, a new
diagonal term is included in Eq. (8.6) in the following way:
i~
dÃn
dt
= EnÃn ¡ UnÃn ¡ T (Ãn+1 + Ãn¡1) + ÂynÃn ; (8.11)
where the sequence of site energies En = ¹E + "n is generated according to Eq. (2.2) and
setting ¹E = 0 without loss of generality.
8.5.1. Motion of the polaron in biased disordered systems
Similarly as in Sec. 8.4.1, we calculate the time-evolution of the stationary polaronic
solution obtained in Sec. 8.3. To this end, we integrate Eq. (8.7) and Eq. (8.11) including
disorder in the site energies of a biased lattice without dissipation. The numerical integra-
tion method, as well as the boundary conditions used in this case are the same that those
previously considered in this chapter. Our interest is to monitor the motion of the polaron
in a biased disordered DNA molecule in two limiting cases: the strongly correlated (i.e.
® = 5) and the weakly correlated disorder (i.e. ® = 1), see previous chapters. To this
end, the modulus of the carrier wave function jÃnj and the local lattice distortion yn are
displayed by means of density plots.
Figures 8.6 and 8.7 show the amplitudes associated to the carrier wave function (right
panels) and the corresponding local lattice displacement (left panels) in a lattice of N =
750 sites as a function of position and time for a single realization of disorder. The
parameters considered are Â = 0:3 eV/ºA, F = 3:0mV/ºA, and magnitude of disorder
¾ = 0:1 eV. Notice that this magnitude of disorder is of the order of the nearest-neighbor
hopping T . The correlation exponent is ® = 1 in Fig. 8.6 (weak correlations) while ® = 5
in Fig. 8.7 (strong correlations).
No signatures of BOs are revealed in the carrier wave packet motion in Fig. 8.6(b), as
a clear indication of disorder-induced dephasing e®ects, expected in the weakly correlated
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Figure 8.6. a) Local lattice displacement and b) modulus of the carrier
wave function in a lattice of N = 750 sites as a function of position and time
for a single realization of disorder. The parameters considered are Â = 0:3 eV/ºA,
F = 3:0mV/ºA, magnitude of disorder ¾ = 0:1 eV and correlation exponent ® = 1.
Light and dark regions indicate nonzero and zero values, respectively.
regime. However, the lattice dynamics seems to present weak traces of a periodic time-
evolution, as seen in Fig. 8.6(a). On the contrary, at ® = 5 in Fig. 8.7, the density plots
show well behaving oscillations for the carrier and the lattice dynamics, demonstrating
that strong correlations enhance the coherence neccesary for BOs to arise.
As in Sec. 8.4.1 we calculate the Fourier spectrum of the time-dependent magnitudes
c(t) and l(t) [de¯ned in Eqs. (8.8a) and (8.8b)] to make clear which frequencies are exactly
involved in the carrier and the lattice time-evolution, see Fig. 8.8. The lower panel of
Fig. 8.8(a) con¯rms that in the case of weakly correlated systems, no well de¯ned oscilla-
tions are performed by the wave packet of the carrier and therefore, a variety of several
peaks arise in the Fourier spectrum of its centroid, c(t). On the contrary, in the upper
panel the analogous magnitude for the lattice distortion, l(t), reveals a clear oscillatory
behavior, as we already presumed in the preceding paragraph. Similarly to what happens
in the case of the ordered lattice (see Sec. 8.4.1), l(t) oscillates with a main frequency of
7:22THz close to the Morse frequency of the system !M = 7:138THz according to its
Fourier spectrum. Nevertheless, in the disordered situation there is no other peak related
to the Bloch frequency contribution which indeed appears in the ordered lattice. There-
fore, our claim is that the dynamics of the disordered lattice is basically determined by
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Figure 8.7. Same as in Fig. 8.6 but considering the correlation exponent
® = 5.
the Morse potential and it is even more decoupled of the carrier one than in the ordered
case.
On the other hand, Fig. 8.8(b) con¯rms the results observed in Fig. 8.7 for the strongly
correlated regime. Thus, well behaving BOs appear in the time-evolution of the magni-
tudes c(t) and l(t). The Fourier spectrum for l(t) turns out to be single-peaked again
at the Morse frequency as in the weakly correlated regime, while that associated to c(t)
reveals now a well de¯ned peak at 17:0THz. Notice that, contrary to what happens in the
uniform lattice, this frequency does not coincide with the expected semiclassical value of
the Bloch frequency !B = 15:502THz but it is blue-shifted respect to this value.
This deviation can be understood looking at the particular energy landscape of the
considered realization of disorder and taking advantage of the simpli¯cation proposed in
Sec. 2.4 for strongly correlated systems (see Fig. 8.9). According to that approach, in the
case of strong correlations the whole distribution Eq. (2.2) can be substituted by the ¯rst
term of the sum:
"n ¼ ¾C® cos
µ
2¼n
N
+ Á1
¶
: (8.12)
In such a case, this is the dominant term in Eq. (2.2) which is determined by the random
phase Á1. The phase randomly generated in our simulation was Á1 = 5:28 rad. Figure 8.9
shows the actual energy landscape of the single realization used in our calculations as well
as the simpli¯ed one Eq. (8.12). Notice that such an energy landscape gives rise to a new
tilted potential at the center of the lattice which is to be added to the linear applied bias.
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Figure 8.8. Centroid of the carrier wave function, c(t), and l(t) as a function
of time in a disordered lattice of N = 750 sites for Â = 0:3 eV/ºA , and F =
3:0mV/ºA. The magnitude of disorder is set to ¾ = 0:1eV and the correlation
exponents are a) ® = 1 and b) ® = 5. The insets show the corresponding Fourier
transforms.
According to the Taylor expansion of Eq. (8.12):
"n = "N=2 + (n¡N=2)
d"n
dn
¯¯¯
N=2
+O(n2); (8.13)
the e®ective potential drop across one lattice period due to disorder e®ects at the initial
position of the polaron is Ue® = »® sinÁ1, with »® = 2¼¾C®=Na. In the case of our
random realization (Á1 = 5:28 rad) it results in an e®ective bias of Ue® ¼ ¡1:0meV/ºA.
The term Ue® n is to be included in Eq. (8.6) in such a way that the potential energy drop
across one period of the lattice becomes now ¡(U ¡ Ue®). Thus, the semiclassical Bloch
frequency under such conditions is !¤B = (U ¡ Ue®)=~ ¼ 17:0THz, which is in prefect
agreement with the position of the single peak revealed by the Fourier spectrum of the
centroid c(t), see Fig. 8.8(b). It is worth mentioning that the energy landscape of the
particular considered realization of disorder (see Fig. 8.9) can be well approximated by a
linear pro¯le at the center of the molecule, which leads to the de¯nition of the e®ective bias
Ue®. In those realizations of disorder where this is not the case, the previously introduced
e®ective potential Ue® is actually not well de¯ned. Thus, despite ¯nding well behaving
oscillations of the wave function, the Fourier spectrum of c(t) becomes more complex,
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Figure 8.9. Energy landscape of a single realization of the disorder distribution
Eq. (2.2) for a correlation exponent ® = 5 and a system of N = 750 sites. The
simpli¯ed energy landscape de¯ned by the ¯rst term of the distribution is also
displayed.
presenting several peaks around the semiclassical value of the Bloch frequency.
For completeness we also study the dynamics of the wave packet for di®erent values
of the carrier-lattice coupling and the applied bias in the strongly correlated situation.
Bear in mind that the lattice dynamics is de¯ned in all cases by the Morse potential,
not depending on the remaining model parameters as we already demonstrated. Our
calculations, summarized in Fig. (8.10), show that for all considered parameters the carrier
wave packet performs well behaving oscillations, whose amplitude and period depend on
the bias strength as expected for BOs, namely LB / 1=F and ¿B / 1=F [63, 64], see
Figs. 8.7 and 8.10. On the other hand, these oscillations behave similarly for di®erent
values of the carrier-lattice coupling. In this respect notice that for a small coupling (i. e.
Â = 0:1 eV/ºA) the polaron extends over a larger number of nucleotides and therefore, it
is more easily a®ected by disorder e®ects, leading to a faster transformation of the initial
shape of the wave packet, see Figs. 8.10(b) and 8.10(c).
Figure 8.10 shows the above mentioned density plots associated to the carrier wave
packet dynamics for di®erent values of the applied bias and charge-lattice coupling. We
stress that, since the amplitude of the BOs increases by decreasing the applied bias, the
system size should be larger to support the oscillating carrier dynamics at low ¯elds.
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Figure 8.10. Modulus of the carrier wave packet as a function of position and
time for a single realization of disorder (¾ = 0:1 eV and ® = 5). The considered
parameters for the biased lattice are the following: a) N = 750 sites, Â = 0:3 eV/ºA
and F = 0:3mV/ºA , b) N = 1250 sites, Â = 0:1 eV/ºA and F = 3:0mV/ºA , and
c) N = 1250 sites, Â = 0:1 eV/ºA and F = 0:3mV/ºA .
8.5.2. Average current density
In view of the oscillatory motion performed by the wave packet of the carrier in the
strongly correlated regime, a similar time-dependent dynamics can be demonstrated for
the average current density de¯ned in Eq. (8.10). Indeed, according to the results of
Sec. 8.5.1, the oscillation frequency of J(t) is expected to be slightly shifted respect to the
predicted Bloch frequency in disordered lattices. Moreover, this shift was proved to depend
on the particular realization of disorder in the previous section. Therefore, by considering
the Fourier transform J(!) of an ensemble of disordered sequences, one can obtain the
frequency probability distribution of J(t) centered at the semiclassical Bloch frequency.
The width of this distribution, ¾!, might be estimated within the same argument that
in the preceding section: the e®ective disorder-induced bias Ue® is proportional to the
frequency shift of the Fourier peak of J(!) with respect to the semiclassical value !B.
Thus, its probability distribution coincides with the one of the shifted frequencies of J(t)
for di®erent realizations of disordered sequences.
This probability distribution can be analytically calculated keeping in mind that the
randomness of Eq. (2.2) arises from the set ofN=2 independent random phases Á1; : : : ; ÁN=2
uniformly distributed within the interval [0; 2¼]. Therefore, one can write P(Ue®)dUe® =
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P(Á)dÁ and the following distribution for the e®ective bias can be obtained
P(Ue®) = 1
¼
q
»2® ¡ U2e®
: (8.14)
This probability distribution diverges at the edges and its width is given by ¾! = 2»® =
4¼¾C®=Na. Thus, ¾! is inversely proportional to the number of base pairs N .
Our numerical calculations prove the validity of the above approach. To this end,
we calculate J(t) and the average Fourier spectrum hJ(!)i for an ensemble of disorder
realizations. We repeat this procedure for four di®erent sizes of the system N = 750,
N = 1000, N = 1250, and N = 1500 and display simultaneously our results in Fig. 8.11.
This ¯gure clearly demonstrates that the width of hJ(!)i decreases upon increasing the
number of nucleotides. This means that disorder e®ects are less relevant in longer chains
and therefore, the average current density oscillates with a frequency closer to the Bloch
frequency.
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Figure 8.11. Average Fourier transform of the current density J(t) of 100
di®erent realizations of disorder. The parameters used in the calculations are:
Â = 0:1 eV/ºA and F = 3:0mV/ºA, ¾ = 0:1 eV and ® = 5. Four di®erent sizes of
the system are considered. The inset displays log(¾!) vs. log(N) as well as the
¯tting of these data.
On the other hand, our calculations are in good agreement with the above proposed
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approach to describe the dispersion of the oscillation frequencies of J(t) in disordered
systems. Indeed, we ¯nd a size-dependence ¾! / 1=N0:90, close to that predicted by our
simpli¯ed model ¾! / 1=N . Needless to say, the divergences in this respect come from the
approximations considered in our approach: i.e. the simpli¯cation of the energy landscape
by a harmonic-like shape, and the absence of the charge-lattice coupling in our arguments
or the de¯nition of Ue® as the derivative of the energy landscape at a single site of the
system.
8.6. Conclusions
The polaron dynamics was studied in synthetic biased DNA molecules within the
Peyrard-Bishop-Holstein model, which accurately describes the charge dynamics in DNA [195{
199]. It is well known that, neglecting the charge-lattice interaction, the electron under-
goes coherent and harmonic oscillations in biased uniform lattices, known as Bloch oscilla-
tions [63,64]. In this chapter it was ¯rstly demonstrated that these oscillations might even
occur when dealing with polaron states within the PBH model in DNA-homopolymers. In
particular, we found that the lattice dynamics is mainly de¯ned by the Morse potential in-
cluded in the model, while the carrier wave packet oscillates with a well de¯ned frequency
coinciding with the semiclassical value for the Bloch frequency.
As a further study, we also considered the e®ects of a nonuniform nucleotide sequence,
as well as the environment conditions of DNA, which locally modify the base energy levels,
on the polaron dynamics. In this regard, it is well established the existence of long-range
correlations in the energy landscape of natural DNA sequences [54{56,128{130]. Therefore,
we used the energy distribution used in Ref. [50], which models long-range correlations,
to generate the base-energy sequence of DNA molecules.
Such correlated distribution allows for BOs despite disorder-induced dephasing e®ects
when correlations are strong enough and the charge-lattice coupling is neglected [78]. In
this chapter we proved that this also occurs when considering polaron states within the
PBH model. Thus, even when charge and lattice are coupled, we still found an oscillatory
carrier dynamics for the strongly correlated regime. However, its frequency turned out to
be shifted with respect to the semiclassical value of the Bloch frequency. We theoretically
explained this shift by extending a simpli¯ed approach formerly proposed in Chap. 2.
In DNA-homopolymers, as well as in DNA sequences whose energy landscape presents
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long-range correlations, the oscillatory carrier dynamics leads to alternating currents across
the DNA molecule whose frequency lies in the THz range, which might be useful in nano-
electronic applications. In the nonuniform case, we also calculated the averaged Fourier
transform of the electric current in an ensemble of disordered DNA sequences. The fre-
quency dispersion around the Bloch frequency decreases by considering larger systems,
where disorder e®ects seem to be less relevant in this regard. We were able to explain this
claim by means of the previously mentioned simpli¯ed analytical approach.
It is to be noticed that, apart from the disorder-induced e®ects, scattering by phonons
also destroys the phase coherence at times larger than the scattering time ¿ and therefore,
BOs can hardly be observed at such time-scales. Lakhno and Fialko [193] estimated that
the temperature Tmax below which BOs take place at a given magnitude of the electric ¯eld
is Tmax ' 0:45T0(!B¿0)1=2:3, where ¿0 » 6:4 ¢ 10¡15 s is the relaxation time at T0 = 300K.
This means that for instance at a ¯eld magnitude of F = 3:0mV/ºA, BOs might be observed
at T < Tmax = 50K. Larger electric ¯elds are applied in the charge transport experiments
on DNA what raise this threshold temperature.

Chapter 9
Conclusions and perspectives
9.1. Anomalous properties of a 1D model with
long-range correlated disorder
In Chaps. 2, 3, and 4 we have studied transport and optical properties of the 1D
model of disorder proposed in Ref. [50] by means of a Frenkel Hamiltonian. This model
supports long-range correlations whose strength depends on the correlation exponent ®
such that, for ® > ®c, anomalous properties arise in the system. Recent research already
established a LDT for this model which takes place for a correlation exponent larger than
a critical one ® > ®c ¼ 2 [50{52]. In this Thesis new evidences of this LDT transition have
been revealed. Firstly, we calculated the IPR and the transmission properties of the states,
and by averaging over an ensemble of disorder realizations, we obtained a phase diagram
related to the localization properties of the system. Thus, we demonstrated the existence
of a phase of extended states at the center of the energy spectrum for ® > 2 which besides,
presents perfect transmission. Our results should be taken into account for completeness
and they are consistent with those of previous works obtained for a single realization of
disorder [50, 51]. Looking at the linear optical absorption spectra of this kind of systems,
we found that the single absorption line typical for the Frenkel model with uncorrelated
disorder transforms into a double-peaked lineshape for ® > ®c as a new anomaly of the
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model. We proposed a simpli¯cation of the original distribution of disorder in the case of
strong enough correlations which explains perfectly our numerical results [203].
Due to the existence of the mentioned extended phase when ® > ®c, it was claimed in
Ref. [78] that the quasiparticle might perform coherent BOs within this model of disorder.
In this regard, Chap. 3 was dedicated to the study of such oscillations in the frequency
domain looking for signatures of the Wannier-Stark quantization. We demonstrated that
due to the interplay of disorder and bias e®ects, strong correlations or strong bias enhance
the appearance of this periodic pattern in the optical absorption spectra. In particular, for
strong enough bias we found a periodic double-peak structure reminding the absorption
properties of the unbiased system [204].
In view of the linear optical absorption of these biased lattices, the intraband relaxation
of excitonic states was considered in Chap. 4. We used a Pauli master equation formalism
to study the °uorescence decay after broadband pulse excitation. We claim that there is
a full correspondence between the appearance of the WSL in the absorption spectra and
the exponential time-dependent decay of the °uorescence. We evaluated the relevance of
¯nite-size e®ects in our study and we demonstrated that our main conclusions are not a
consequence of such e®ects [205].
9.2. Optical and transport properties of DNA
Our study starts considering the importance of the base pairing correlations in random
DNA molecules in Chap. 5. The Landauer and the Lyapunov exponents calculated for a
DNA-ladder model reveal that the correlations appearing in DNA due to the base comple-
mentarity do not allow for the existence of extended states or states localized in regions
larger than the system size, in contrast to what was claimed in Ref. [131]. Therefore,
these correlations cannot explain DNA transport at zero temperature. We used the same
exponents, as well as the time-evolution of the participation number of a localized wave
packet, to demonstrate that, by varying the tight-binding hopping parameters within the
range considered in the literature, no extended state can arise in the system either [206].
In the case of DNA-homopolymers such as poly(G)-poly(C) DNA, the situation is
completely di®erent. Due to the periodicity of these nucleotide sequences, it is to be no-
ticed that two well separated bands of extended states might arise in these systems [148].
Some experimental current-voltage curves, revealing a semiconducting behavior for these
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molecules [118], also con¯rm this theoretical prediction. There exist however other con-
tradictory results in this respect, justi¯ed by di®erent environment and contact e®ects. In
Chap. 6 we proposed to characterize the predicted semiconducting behavior for poly(G)-
poly(C) by studying the interband optical transitions between the HOMO and the LUMO
bands. Our study shows the importance of a proper de¯nition of the value and the sign of
the hopping parameters and how they can be estimated by way of experimental measure-
ments of such transitions in the visible region [207,208]. Unfortunately we experimentally
showed that these transitions are very weak and it is important to design proper DNA
samples or to use so¯sticated experimental technics to detect them. The environment
e®ects due to the surrounding solution around the DNA molecules must also be taken
into account in this experiment. We theoretically modeled these e®ects by introducing
static diagonal disorder in the site energies of the DNA-bases and we demonstrated that
disorder-induced states appear inside the electronic gap. In such a case, the stronger the
magnitude of disorder a®ecting the DNA samples is, the more di±cult the detection of
the predicted interband absorption spectra in the visible region becomes. This means that
experiments over dry DNA are preferable.
In Chap. 7 we proposed a Pauli master equation formalism to take into account these
environment e®ects in a dynamical way by introducing thermal-activated hoppings. In
the case of the ordered lattice our results are in perfect agreement with the experimental
evidences of the semiconducting DNA behavior for some ¯tting parameters. When static
disorder is included in the model, all states become localized according to the scaling
theory [33]. Then, incoherent hopping processes were expected to be thermally activated
and enhance the conductivity through disorder-induced states inside the semiconducting
gap. In such a way, we tried to explain experimental results claiming that DNA can behave
as a poor metal as well. However, according to our model, the typical energy of phonons
at room temperature is much lower that the one needed by the carrier to hop between
the midgap states. This is also the case when we include long-range correlations in the
disorder distribution of the system. Therefore, according to our formalism, no incoherent
transport at low voltages can be activated at room temperature when environment e®ects
are relevant and thus, our model cannot explain simultaneously the semiconducting and
the metallic DNA conductivity observed in experiments [209].
In Chap. 8 the coupling between the carrier and the lattice dynamics is considered in
DNA molecules in a di®erent fashion, namely within the PBH formalism [196]. Thus, we
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studied the polaron dynamics in biased uniform DNA molecules and we demonstrated that
in absence of dissipative e®ects, BOs might arise in this model, giving rise to oscillating
currents in the range of terahertzs [202]. We demonstrated that these results remain valid
even for nonuniform DNA molecules provided that strong enough long-range correlations
are present [210].
9.3. Perspectives
Regarding Chaps. 2, 3, and 4 it seems clear that the characterization of the 1D model
of disorder proposed in Ref. [50], as well as its understanding by means of the simpli¯-
cation proposed in this Thesis is already satisfactory. As a further step on this topic the
observation of our theoretical predictions in a experimental set up is in order. The Frenkel
model we have been dealing with is established as a good description for J-aggregates prop-
erties [26]. However, it would be di±cult to introduce a disorder a®ecting the aggregate
molecules in such a speci¯c way as that proposed by the distribution Eq.( 2.2). Neverthe-
less, our results are also valid for other kind of systems described by similar tight-binding
Hamiltonians. For instance ultracold atoms in optical lattices created by laser waves,
which are more easily tunable, would be a promising scenario to experimentally test our
predictions. On the other hand, despite the existence of long-range correlations in DNA
sequences has been already experimentally demonstrated, the direct applicability of the
model of Ref. [50] in this ¯eld is still missing. While the disorder distribution Eq.( 2.2) is
continuous, the DNA molecules are consistent of only four bases. Therefore, it is necessary
to develop a variation of the considered model which is consistent with the discrete nature
of DNA sequences. In this regard, there was already a dicotomic theoretical proposal
based on the existence of two possible base pairs in DNA: GC or AT. This model, in spite
of including long-range correlations on the sequences, failed to reproduce a localization-
delocalization transition which could explain long-range transport in DNA [54].
On the other hand, regarding the conducting properties of DNA it is crucial to im-
prove the experimental technics to avoid or, at least, to properly control environment or
contact e®ects, as well as the quality of the samples to get a common description of the
conducting DNA properties. Our claim is that DNA-homopolymers, as well as DNA se-
quences with long-range correlations, are good candidates to support long-range transport
as long as environment e®ects are diminished, namely in case of dry DNA. We really think
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that our proposal to study the optical absorption of DNA sequences in the visible region
to elucidate the semiconducting behavior of DNA molecules is very promising due to the
absence of contacts e®ects in this experiment. Therefore, it would be worth designing op-
timized periodic DNA samples and studying its structural properties in high concentrated
solutions to intensify such optical transitions. On the other hand, it turns to be crucial a
proper description of environment e®ects in this kind of biological systems since they are
surrounded by many di®erent solvent molecules with dynamics at di®erent time-scales. In
the same way, due to the softness of DNA molecules, the electron-phonon coupling must
be considered and polaron models must be taken into account. In this regard, though the
PBH model has been demonstrated as a powerful tool to describe melting processes of
DNA [196], the polaron states which it describes are localized in regions too large com-
pared to the DNA molecules commonly used in conducting experiments. In this sense
small polaron models open another possibility to describe transport mediated by polarons
in DNA [211].
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LUMO Lowest unoccupied molecular orbital.
OAS Optical absorption spectrum.
PAGE Polyacrylamide gel electrophoresis.
PBH Peyrard-Bishop-Holstein.
PR Participation ratio.
RNA Ribonucleic acid.
SL Simple ladder.
WSL Wannier-Stark ladder.

Breve resumen de la Tesis
Introducci¶on
>Por qu¶e sistemas moleculares? El estudio de los sistemas moleculares comple-
jos es un campo altamente interdisciplinar donde la colaboraci¶on entre f¶³sicos, qu¶³micos
y bi¶ologos es crucial [1, 2]. La variedad de mol¶eculas que se encuentran en la naturaleza
ya es enorme si pensamos en las prote¶³nas, ADNs o ARNs. Pero igualmente, ser¶³a dif¶³cil
imaginarse nuestro d¶³a a d¶³a sin un gran n¶umero de macromol¶eculas sint¶eticas como por
ejemplo el polietileno, el poliestireno o el Te°on [3]. En l¶³neas generales, estos sistemas
moleculares complejos est¶an formados por un gran n¶umero de unidades moleculares id¶enti-
cas o distintas que se unen por interacciones no covalentes, especialmente de tipo Van der
Waals [4]. Estas fuerzas intermoleculares son de hecho la base de muchos procesos de re-
gulaci¶on o de reconocimiento selectivo entre mol¶eculas, as¶³ como de transporte en sistemas
biol¶ogicos [5].
Inicialmente, las contribuciones de la f¶³sica en este campo se centraron en la carac-
terizaci¶on estructural de los sistemas moleculares por rayos X, difracci¶on de neutrones o
t¶ecnicas de resonancia magn¶etica [6]. Sin embargo, el estudio de las propiedades f¶³sicas de
estos sistemas, desde un punto de vista te¶orico o experimental, es tambi¶en imprescindible
para describir los principios que rigen la organizaci¶on y conformaci¶on de estos sistemas
moleculares.
Uno de los intereses principales de los f¶³sicos en este campo es debido a la obtenci¶on de
sistemas org¶anicos que presenten una alta conductividad el¶ectrica. Estos materiales han
adquirido una gran importancia en los ¶ultimos a~nos debido a su aplicaci¶on en electr¶onica
molecular [7]. Por ejemplo, desde el descubrimiento del poliacetileno dopado (CH)n (ver
Fig. 1.1) que presenta una alta conductividad [8], se han dedicado muchos esfuerzos ha
caracterizar el comportamiento conductor de los pol¶³meros.
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Por otra parte el inter¶es de los qu¶³micos por estos sistemas se centra en el recono-
cimiento selectivo que tiene lugar entre mol¶eculas unidas por enlaces no covalentes, de
manera que su estructura queda de¯nida por su a¯nidad electr¶onica o geom¶etrica [10]. De
hecho, de acuerdo con los criterios de selecci¶on molecular, se pueden dise~nar sistemas con
una cierta forma, estructura o tama~no para que contribuyan de una manera espec¶³¯ca en
reacciones o procesos de transporte [11].
Algunos sistemas moleculares tambi¶en son interesantes porque convierten la radiaci¶on
¶optica en energ¶³a qu¶³mica ¶util en ciertas reacciones. Normalmente en estos casos, la ab-
sorci¶on de luz se da en un componente llamado donor y es transferida por interacciones
moleculares hasta el centro de la reacci¶on [12]. Dicha transferencia de energ¶³a puede darse
a lo largo de grandes distancias y es un proceso de gran relevancia en sistemas moleculares
que incluso, puede ser utilizado para redireccionar la energ¶³a a centros funcionales espec¶³¯-
cos [11]. Esto es lo que ocurre por ejemplo en lo que se conoce como complejos antena
donde se capta la luz necesaria para la fotos¶³ntesis u otros utilizados en fotograf¶³a [13].
Los ejemplos t¶³picos de estos complejos en sistemas biol¶ogicos son la cloro¯la [12] y los
carotenoides (ver Fig. 1.2) [13]. Vale la pena mencionar tambi¶en que hay una gran variedad
de agregados-J que realizan este tipo de funciones [14{17].
Siguiendo con el an¶alisis de sistemas complejos, las prote¶³nas as¶³ como las mol¶eculas
de ADN (ver Fig. 1.3) y ARN son el mejor ejemplo de sistemas moleculares que participan
en procesos de almacenamiento y transferencia de informaci¶on [12]. En particular, las
prote¶³nas, que son la base de los organismos vivos, son cadenas de amino¶acidos cuya
secuencia viene determinada por el c¶odigo gen¶etico encriptado en el ADN que es descifrado
con ayuda del ARN en el proceso de transcripci¶on.
A la vista de todos estos ejemplos, parece claro que la gran variedad de sistemas
complejos moleculares que aparecen en la naturaleza y otros, que han sido dise~nados
arti¯cialmente, constituyen un campo de estudio muy rico y con grandes posibilidades de
aplicaciones futurasa.
Electr¶onica molecular Desde hace algunos a~nos, tanto los qu¶³micos como los f¶³sicos
moleculares han intentado dar forma a la idea de una electr¶onica basada en sistemas
org¶anicos y moleculares que pudiera sustituir, o al menos complementar, la electr¶onica
actual basada en componentes de silicio [7]. El inter¶es m¶as pr¶actico de esta propuesta es la
aPara m¶as informaci¶on sobre este tema, ver Ref. [18].
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miniaturizaci¶on de los dispositivos aunque el objetivo ¯nal es mucho m¶as ambicioso, y trata
de aprovechar la variedad de estructuras y funciones de sistemas moleculares para construir
todos los elementos t¶³picos de un circuito: conductores, interruptores, elementos l¶ogicos y
de almacenamiento. Gran parte de la investigaci¶on interdisciplinar actual est¶a dedicada al
desarrollo de esta idea desde un punto de vista te¶orico y tambi¶en pr¶actico.
Los sustitutos de los t¶³picos conectores en la electr¶onica actual ser¶³an los llamados ca-
bles moleculares. Ciertos pol¶³meros y polienos pueden de hecho conducir la corriente, pre-
sentando un comportamiento conductor que depende de sus caracter¶³sticas concretas [19].
Sin embargo, la complejidad estructural de estos materiales hace que en su fabricaci¶on
aparezcan frecuentemente defectos no deseados que afectan su conductividad. Por el con-
trario, dentro del grupo de compuestos de carbono, los nanotubos de carbono se pueden
sintetizar de manera mucho m¶as controlada y tambi¶en pueden comportarse como meta-
les o semiconductores [21]. De hecho, se les puede inducir una transici¶on metal-aislante o
metal-semiconductor variando el campo el¶ectrico o magn¶etico que se les aplique [22]. En
esta discusi¶on vale la pena comentar las propiedades conductoras de mol¶eculas de ADN
que, aunque contradictorias seg¶un las condiciones experimentales, son muy prometedoras,
e incluso han dado lugar ya a varias propuestas espec¶³¯cas de dispositivos electr¶onicos
basados en ADN [24].
En cuanto a los interruptores de un circuito opto-electr¶onico, las mol¶eculas candidatas
a realizar dicho papel son aquellas que presentan propiedades de biestabilidad en presen-
cia de radiaci¶on ¶optica o campos el¶ectricos o magn¶eticos. Dicha biestabilidad aparece en
mol¶eculas como los f¶ulgidos y algunos agregados-J [26].
La interacci¶on luz-materia tambi¶en ha de ser tenida en cuenta en el dise~no de ele-
mentos de almacenamiento de datos. En este sentido podr¶³a ser posible transformar de
forma reversible el estado inicial molecular del sistema en otro diferente y distinguible del
original por la acci¶on de la luz. El efecto hole-burning [27] dar¶³a lugar a esta funcionali-
dad en sistemas cuyas lineas espectrales est¶en ensanchadas inhomog¶eneamente debido a
interacciones con el entorno, como en el caso de agregados-J .
Otra posible aportaci¶on de los sistemas moleculares en electr¶onica es la transferencia
de energ¶³a, que no de corriente el¶ectrica, como ya se plante¶o en la secci¶on anterior cuando
se discutieron las propiedades de los complejos antena t¶³picos de la fotos¶³ntesis y otros
pertenecientes a la familia de los agregados-J [16,17].
Por otra parte, las propiedades de reconocimiento selectivo y de autoensamblaje de
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ciertos sistemas moleculares ser¶³a de enorme utilidad en el dise~no y fabricaci¶on de com-
ponentes electr¶onicos moleculares [11], evitando as¶³ los problemas t¶³picos de la litograf¶³a
convencional. De hecho, el autoensamblaje de estos sistemas se determina b¶asicamente por
la estructura inicial de componentes individuales que act¶uan como patr¶on en el proceso
e incluso, en algunos casos, se podr¶³an usar mol¶eculas biol¶ogicas ya existentes como la
semilla inicial en el crecimiento. Este tipo de propiedades han sido claramente probadas
en el caso del ADN por ejemplo [29,30].
Efectos del desorden El desorden puede surgir en s¶olidos cristalinos debido a defectos
no intencionados en forma de impurezas, vacantes o dislocaciones o tambi¶en puede darse
debido a la diferencia de entornos locales de distintos componentes del material, que es
lo que ocurre normalmente en el caso de sistemas moleculares. Si el desorden que afecta
al sistema en una dimensi¶on es no correlacionado (que ser¶³a el caso an¶alogo al modelo
de Anderson en 3D [31]), entonces se puede demostrar que todos los autoestados del
Hamiltoniano est¶an completamente localizados [32, 33]. Por el contrario, se sabe que si el
desorden presenta ciertos tipos de correlaciones, esto puede resultar en la delocalizaci¶on de
los estados en el l¶³mite termodin¶amico [34{37]. Por otro lado, se ha de tener en cuenta que
en ciertos casos la longitud de localizaci¶on del estado, a¶un no siendo in¯nita, puede alcanzar
valores mayores que el tama~no del sistema y por tanto, dicho estado se comportar¶a de
manera an¶aloga a estados estrictamente extendidos en cuanto al transporte se re¯ere. Las
propiedades de localizaci¶on determinar¶an, por tanto, los procesos de transporte de energ¶³a
y carga de manera que puedan tener lugar procesos de transporte coherente, de transporte
incoherente, o una superposici¶on de ambos mecanismos dependiendo de las caracter¶³sticas
particulares del sistema [38].
En agregados moleculares como los agregados-J , la principal fuente de desorden surge
de la variedad de entornos locales que afectan a las mol¶eculas del agregado, y que dan
lugar a perturbaciones de los niveles moleculares dependiendo del entorno particular [39].
Esto da lugar a un ensanchamiento inhomog¶eneo del espectro de absorci¶on que ha sido
claramente observado en experimentos [40].
En el caso de biomol¶eculas, como los pol¶³meros de ADN, la situaci¶on es mucho m¶as
complicada. En primer lugar el desorden aparece impl¶³cito en la secuencia de nucle¶otidos
del ADN, lo que tiene una gran in°uencia en las propiedades de localizaci¶on de los estados
de la mol¶ecula [41]. Adem¶as, en vivo y en la mayor¶³a de situaciones experimentales, el ADN
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se ve expuesto a diversas condiciones ambientales que pueden alterar su estructura y sus
propiedades. Por ejemplo, las mol¶eculas de agua y otros i¶ones alcalinos que se encuentran
en disoluci¶on con las mol¶eculas de ADN, pueden interaccionar con los ¶atomos de los
az¶ucares y fosfatos que constituyen su esqueleto, induciendo °uctuaciones locales de las
energ¶³as de sitio de las nucleobases. Dichos iones y mol¶eculas adem¶as pueden introducir
estados dentro del intervalo prohibido de energ¶³a electr¶onico de las mol¶eculas de ADN
similares a aquellos creados por impurezas en semiconductores convencionales, y a trav¶es
de los cuales se puede activar t¶ermicamente el transporte incoherente [42]. Es m¶as, las
°uctuaciones din¶amicas de los i¶ones alcalinos tambi¶en pueden dar lugar a con¯guraciones
concretas del ADN que favorezcan o inhiban el transporte. En concreto, debido a la alta
deformabilidad de algunas mol¶eculas org¶anicas como los pol¶³meros de ADN, los efectos
din¶amicos del desorden pueden excitar modos de vibraci¶on de la cadena de nucle¶otidos de
baja energ¶³a que se pueden acoplar al transporte coherente de carga. En este sentido, el
estudio de las interacciones entre carga y fonones es imprescindible, teniendo en cuenta
que incluso puede dar lugar a la formaci¶on de estados polar¶onicos [43].
A la vista de todos estos argumentos queda claro que los efectos del desorden han de
ser considerados al estudiar las propiedades f¶³sicas de sistemas moleculares, los cuales se
ven fuertemente afectados por las condiciones del entorno.
Principales objetivos de la Tesis
En secciones anteriores se ha discutido la relevancia de un estudio de los sistemas
moleculares complejos en profundidad debido a su aplicabilidad en diferentes campos tales
como la f¶³sica, la qu¶³mica, la electr¶onica o la computaci¶on. La gran variedad de este tipo
de sistemas, as¶³ como los diferentes entornos por los que se pueden ver afectados, hace
que su descripci¶on completa sea claramente no trivial. Por eso, es necesaria una intensa
colaboraci¶on interdisciplinar para desarrollar modelos sencillos basados en interacciones
efectivas cuya aplicaci¶on nos lleve a una comprensi¶on b¶asica de sus propiedades principales.
Esta Tesis presenta el estudio de las propiedades ¶opticas y de transporte de sistemas uni-
y quasiuni-dimensionales a trav¶es de modelos de enlace fuerte cuya efectividad ha sido
ampliamente demostrada con anterioridad [44{47]. En concreto nuestro trabajo se centra
en dos tipos de sistemas: agregados moleculares lineales y mol¶eculas de ADN.
En el Cap¶³tulo 2 se estudian las propiedades de localizaci¶on de un Hamiltoniano
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de Frenkel desordenado en una dimensi¶on. La distribuci¶on de desorden, que se introduce
directamente en las energ¶³as de sitio, presenta correlaciones de largo alcance. En el caso
de sistemas con correlaci¶on fuerte, se exponen claras evidencias de una transici¶on de An-
derson en el centro de la banda. El efecto de dichas correlaciones sobre los espectros de
absorci¶on de agregados lineales se estudia en el Cap¶³tulo 3. En concreto, se demuestra
num¶ericamente la aparici¶on de un patr¶on peri¶odico en tales espectros cuando las correla-
ciones son su¯cientemente intensas y que es atribuido a la cuantizaci¶on de Stark-Wannier.
En el Cap¶³tulo 4 establecemos una clara relaci¶on entre dicha periodicidad de las l¶³neas
de absorci¶on y el decaimiento °uorescente de excitaciones excit¶onicas.
ElCap¶³tulo 5 est¶a dedicado al estudio de las propiedades de localizaci¶on de un modelo
en escalera de ADN a trav¶es del c¶alculo de los exponentes de Lyapunov y de Landauer. Se
demuestra que las correlaciones intr¶³nsecas al ADN debido a la complementariedad entre
nucleobases, no pueden justi¯car en ning¶un caso la aparici¶on de estados extendidos en este
sistema. De hecho, se discute la poca relevancia que tienen ¶estas en la localizaci¶on de los
estados, al contrario de lo que sucede con las integrales de intercambio del Hamiltoniano.
El espectro de absorci¶on de homopol¶³meros de ADN se analiza en el Cap¶³tulo 6 utili-
zando diferentes modelos en escalera. Proponemos que la caracterizaci¶on de estos espectros
puede contribuir favorablemente a una mejor descripci¶on de los par¶ametros efectivos del
Hamiltoniano de enlace fuerte. En nuestro estudio consideramos tambi¶en posibles efectos
del desorden y de la geometr¶³a helicoidal del ADN. Adem¶as, se introduce brevemente una
propuesta experimental al ¯nal de este cap¶³tulo, se~nalando las di¯cultades que han de ser
consideradas en el dise~no real del experimento de absorci¶on ¶optica de estas mol¶eculas de
ADN.
Los Cap¶³tulos 7 y 8 estan enfocados al estudio de propiedades de transporte de
homopol¶³meros de ADN. En el Cap¶³tulo 7 se propone un formalismo te¶orico basado en
procesos de transporte incoherente que describe correctamente las curvas semiconductoras
de corriente-voltaje observadas en algunos experimentos. Simulando los efectos del entorno
como una contribuci¶on desordenada a las energ¶³as de las nucleobases, demostramos que
el comportamiento met¶alico, tambi¶en observado en algunos experimentos, no puede ser
reproducido por el formalismo te¶orico propuesto. Por otra parte, el Cap¶³tulo 8 se dedica
al estudio de transporte coherente en presencia de campos el¶ectricos en el modelo de
Peyrard-Bishop-Holstein para ADN, donde se incluye el acoplamiento entre la carga y la
propia cadena de nucleobases. En este caso se demuestra que pueden aparecer corrientes
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alternas en el rango de los terahercios en este modelo, tanto en el caso de cadenas uniformes
como en el de aquellas que presenten correlaciones de largo alcance.
Conclusiones y perspectivas
Propiedades an¶omalas de un modelo de desorden con correlaciones de lar-
go alcance en una dimensi¶on En los Cap¶³tulos 2, 3 y 4 hemos estudiado a trav¶es
de un Hamiltoniano de Frenkel las propiedades ¶opticas y de transporte del modelo uni-
dimensional de desorden propuesto en la Ref. [50]. Este modelo presenta correlaciones de
largo alcance cuya intensidad depende del exponente de correlaci¶on ®, de manera que para
® > ®c el modelo presenta ciertas propiedades an¶omalas. La m¶as destacada es la existencia
de una transici¶on localizado-deslocalizado en este modelo cuando ® > ®c ¼ 2 [50{52]. En
la presente Tesis se han aportado nuevas y m¶as generales evidencias de esta transici¶on
de Anderson basadas en el c¶alculo de la IPR y el coe¯ciente de transmisi¶on de los au-
toestados del sistema. Con estos resultados se obtuvo un mapa de fases relacionado con
las propiedades de localizaci¶on del sistema y se demostr¶o que aparece un fase de estados
extendidos en el centro de la banda cuando ® > 2, que adem¶as presenta una transmisi¶on
perfecta. Nuestros resultados deben ser tenidos en consideraci¶on por completitud ya que
se obtuvieron promediando sobre un amplio conjunto de realizaciones de desorden, y son
consistentes con otros de trabajos previos donde s¶olo se tuvo en cuenta una ¶unica rea-
lizaci¶on [50, 51]. Analizando los espectros de absorci¶on lineales en este tipo de sistemas,
encontramos que la l¶³nea de absorci¶on t¶³pica del modelo de Frenkel ordenado se desdobla
cuando ® > ®c, constituyendo este hecho una nueva anomal¶³a del modelo. Adem¶as, propo-
nemos una simpli¯caci¶on de la distribuci¶on de desorden original en el caso de correlaciones
su¯cientemente intensas que explica a la perfecci¶on nuestros resultados num¶ericos [203].
Debido a la existencia de dicha fase extendida cuando ® > ®c, se demostr¶o en la
Ref. [78] que una cuasipart¶³cula puede realizar oscilaciones de Bloch coherentes en una
sistema generado a partir del modelo de desorden en estudio. En este sentido, el Cap¶³tulo 3
se ha dedicado al estudio de la cuantizaci¶on de Stark-Wannier en el dominio de frecuencias,
la cual es t¶³pica de sistemas donde aparece el fen¶omeno de oscilaciones de Bloch cuando
se les aplica un campo el¶ectrico uniforme. Demostramos que en esta situaci¶on debido a la
coexistencia de efectos relativos al campo y al desorden, la intensidad de las correlaciones
y del campo facilitan la aparici¶on de dicha discretizaci¶on peri¶odica. En concreto, cuando
140 Breve resumen de la Tesis
el campo es lo su¯cientemente intenso, encontramos una estructura peri¶odica de l¶³neas
espectrales con el mismo desdoblamiento que presenta la l¶³nea de absorci¶on en el caso sin
campo [204].
A la vista de la absorci¶on ¶optica lineal de este tipo de sistemas, la relajaci¶on intrabanda
de estados excit¶onicos se consider¶o en el Cap¶³tulo 4. Para ¶esto se hizo uso de un formalismo
basado en la ecuaci¶on maestra de Pauli para estudiar el decaimiento °uorescente de una
con¯guraci¶on inicialmente excitada por un pulso de banda ancha. Nuestros resultados
muestran que existe una correspondencia biun¶³voca entre la cuantizaci¶on de Stark-Wannier
en los espectros de absorci¶on y la dependencia exponencial del decaimiento de °uorescencia
con el tiempo. Por ¶ultimo evaluamos la relevancia de los efectos de tama~no ¯nito del
sistema en nuestro estudio y demostramos que nuestras conclusiones mas relevantes no
son consecuencia de dichos efectos, si no de las caracter¶³sticas particulares del modelo de
desorden considerado [205].
Propiedades ¶opticas y de transporte de mol¶eculas de ADN Nuestro estudio
comienza en el Cap¶³tulo 5 evaluando la importancia de las correlaciones por la comple-
mentariedad de nucleobases en secuencias aleatorias de ADN. Calculando los exponentes
de Landauer y Lyapunov en un modelo de escalera para el ADN, se demuestra que dichas
correlaciones no pueden dar lugar a la existencia de estados extendidos, ni estados con
longitud de localizaci¶on mayor que el tama~no del sistema (contrario a lo que se a¯rm¶o en
la Ref. [131]). Por tanto, estas correlaciones intr¶³nsecas al ADN no pueden explicar el
transporte a lo largo de mol¶eculas de ADN a temperatura cero. Con estas mismos indica-
dores, y a trav¶es del estudio din¶amico del numero de participaci¶on de un paquete de onda
inicialmente localizado, demostramos que, aunque variemos los valores de las integrales
de intercambio del Hamiltoniano dentro del rango considerado en la literatura, tampoco
puede existir ning¶un estado extendido en el sistema.
En el caso de homopol¶³meros de ADN, como el poly(G)-poly(C), la situaci¶on es muy
diferente. Debido a la periodicidad de estas secuencias aparecen dos bandas de estados
separadas por un intervalo de energ¶³a prohibido bien de¯nido, que se conocen como las
bandas HOMO y LUMO [148]. Algunos curvas corriente-voltaje experimentales tambi¶en
con¯rman esta predicci¶on te¶orica mostrando claramente un comportamiento semiconduc-
tor para este tipo de mol¶eculas [118]. Sin embargo, existen otros datos experimentales que
contradicen los anteriores, de manera que el comportamiento conductor de estas mues-
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tras parece estar fuertemente de¯nido por los efectos del entorno y de los contactos en
la medida. En el Cap¶³tulo 6 proponemos otra posible caracterizaci¶on del car¶acter semi-
conductor de mol¶eculas de ADN poly(G)-poly(C) basada en el an¶alisis de las transiciones
¶opticas entre las dos bandas mencionadas. Nuestro estudio muestra cu¶an importante es
una correcta de¯nici¶on de los par¶ametros efectivos del modelo de enlace fuerte, tanto en
valor como en signo, para el estudio del transporte y de la absorci¶on de estas mol¶ecu-
las. De hecho, discutimos c¶omo ser¶³a posible obtener informaci¶on directa sobre ¶estos a
partir de las medidas experimentales de estas transiciones interbanda en la regi¶on del visi-
ble [207,208]. Lamentablemente estas transiciones son muy d¶ebiles en general y es crucial
dise~nar muestras optimizadas, as¶³ como utilizar instrumentos de medidas so¯sticados para
poder detectarlas experimentalmente. Los efectos del entorno debido a la disoluci¶on en la
que normalmente se encuentran las mol¶eculas de ADN ha de ser tenido en cuenta tambi¶en
en el dise~no del experimento. En este cap¶³tulo modelamos estos efectos introduciendo una
perturbaci¶on desordenada en los niveles energ¶eticos de las nucleobases y demostramos que
estos dan lugar a la aparici¶on de nuevos estados dentro del intervalo prohibido de energ¶³a
electr¶onico original del sistema ordenado. Debido a esto, cuanto mayor sea la interacci¶on
con el entorno de la disoluci¶on, m¶as dif¶³cil ser¶a la detecci¶on de tales transiciones ¶opticas
en el visible. Esto implica que sean preferibles los experimentos sobre mol¶eculas de ADN
secas, es decir, que no se encuentren en disoluci¶on.
En el Cap¶³tulo 7 proponemos un formalismo basado en la ecuaci¶on maestra de Pauli
que, permitiendo la activaci¶on t¶ermica del transporte incoherente, tenga en cuenta efectos
din¶amicos del entorno. En el caso del sistema ordenado nuestros resultados con¯rman cla-
ramente las evidencias experimentales de un comportamiento semiconductor para el ADN
para un conjunto particular de par¶ametros del Hamiltoniano de enlace fuerte. Cuando
se incluyen en este formalismo los efectos est¶aticos del posible desorden presente en el
sistema, todos los autoestados se localizan completamente de acuerdo con las teor¶³as de
escala [33]. As¶³, se esperar¶³a que en esta situaci¶on el transporte incoherente se viera t¶ermi-
camente activado por medio de la participaci¶on de los nuevos estados inducidos por efectos
del desorden en el interior del intervalo prohibido de energ¶³a. Siguiendo este razonamiento,
intentamos explicar aquellos resultados experimentales que demuestran que el ADN puede
comportarse tambi¶en como un metal. Sin embargo, de acuerdo con nuestro formalismo,
la energ¶³a t¶³pica de los fonones activados a temperatura ambiente es mucho menor que
aquella requerida para que el portador pudiera saltar incoherentemente entre los estados
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internos al intervalo prohibido de energ¶³a. Lo mismo ocurre cuando introducimos corre-
laciones de largo alcance en la contribuci¶on est¶atica del desorden. Por eso, seg¶un nuestro
modelo te¶orico, el transporte incoherente cuando la ca¶³da de potencial en la cadena es pe-
que~na, no puede ser activado por fonones a temperatura ambiente cuando los efectos del
entorno son relevantes, y por tanto, nuestra propuesta no puede explicar simult¶aneamente
el car¶acter semiconductor y met¶alico del ADN observado experimentalmente [209].
En el Cap¶³tulo 8 se considera la interacci¶on entre la carga y las vibraciones de la red
con un enfoque diferente, en particular, con el que fue usado por el modelo PBH para
describir las curvas de desnaturalizaci¶on de ADN [196]. As¶³, estudiamos la din¶amica de
estados polar¶onicos en mol¶eculas homog¶eneas de ADN en presencia de campos el¶ectricos
uniformes y demostramos que, en ausencia de efectos disipativos, pueden surgir oscilaciones
de Bloch en el modelo, que adem¶as dan lugar a corrientes alternas en el rango de los
terahercios [202]. Estos resultados se con¯rman tambi¶en incluso en el caso de mol¶eculas
de ADN no uniformes, siempre que existan correlaciones de largo alcance en la secuencia
energ¶etica de las mol¶eculas [210].
Perspectivas Respecto a los Cap¶³tulos 2, 3 y 4 parece claro que tanto la caracteriza-
ci¶on del modelo de desorden propuesto en Ref. [50], como su comprensi¶on a trav¶es de la
simpli¯caci¶on argumentada en esta Tesis, son su¯cientemente satisfactorias. El pr¶oximo
paso en este estudio ser¶³a comprobar experimentalmente nuestras predicciones te¶oricas.
El modelo de Frenkel que hemos usado es considerado como una buena herramienta para
describir las propiedades de agregados-J por ejemplo [26]. Sin embargo, ser¶³a muy dif¶³cil
introducir el efecto de un desorden tan espec¶³¯co como el estudiado en las mol¶eculas del
agregado. A¶un as¶³, ha de tenerse en cuenta que nuestros resultados tambi¶en son validos
para otros sistemas cuyas propiedades puedan ser descritas por un Hamiltoniano de en-
lace fuerte similar. Por ejemplo, los ¶atomos ultrafr¶³os atrapados en redes ¶opticas creadas
por l¶aser, y que por tanto, son m¶as f¶acilmente controlables, podr¶³an ser uno de los esce-
narios m¶as prometedores para comprobar experimentalmente nuestras predicciones. Por
otra parte, a pesar de la probada existencia de correlaciones de largo alcance en secuencias
de ADN, todav¶³a no se ha establecido una directa aplicabilidad del modelo propuesto en
la Ref. [50] en este respecto. De hecho, mientras que la distribuci¶on de desorden Eq. (2.2)
aporta valores continuos de las variables, las mol¶eculas de ADN est¶an compuestas ¶unica-
mente por cuatro nucleobases. Por tanto, ser¶³a necesario desarrollar una extrapolaci¶on del
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modelo de desorden considerado que fuera consistente con la naturaleza discreta del ADN.
En este sentido, ya se propuso un modelo de desorden dicot¶omico que ten¶³a en cuenta
los dos pares de bases posibles en secuencias de ADN: GC y AT. Esta propuesta, aun-
que inclu¶³a las correlaciones de largo alcance, no era capaz de reproducir una transici¶on
localizado-deslocalizado que pudiera ser la explicaci¶on al transporte de largo alcance en
ADN [54].
En cuanto a las propiedades conductoras del ADN, la conclusi¶on m¶as obvia de nues-
tro estudio es que es fundamental mejorar la calidad de las muestras, as¶³ como la de las
condiciones de medida, para obtener una descripci¶on uni¯cada de dichas propiedades. Por
nuestra parte, creemos que los homopol¶³meros de ADN y tambi¶en las secuencias de ADN
en las que aparezcan correlaciones de largo alcance, son buenos candidatos para que tenga
lugar transporte de larga alcance siempre que los efectos del entorno sean minimizados,
como en el caso de ADN seco. Realmente creemos que nuestra propuesta para de¯nir el
car¶acter conductor del ADN a trav¶es de las transiciones interbandas es muy prometedora,
puesto que evita efectos no deseados debido a los contactos el¶ectricos. Por eso, valdr¶³a
la pena dise~nar muestras peri¶odicas de ADN de calidad y caracterizar cuidadosamente
sus propiedades estructurales en disoluciones muy concentradas que dar¶³an lugar a una
absorci¶on m¶as intensa y m¶as f¶acilmente detectable. Por otra parte, resulta claro que es
imprescindible describir rigurosamente los efectos del entorno en este tipo de sistemas que
normalmente se ven embebidos en disoluciones con otras mol¶eculas, cuyas din¶amicas se
de¯nen en escalas temporales diferentes. De la misma manera, debido a la f¶acil deforma-
bilidad de las mol¶eculas de ADN, la interacci¶on entre carga y fonones ha de considerarse
necesariamente en el marco de modelos polar¶onicos. En este respecto, aunque el modelo
PBH ha resultado una buena herramienta para describir procesos de desnaturalizaci¶on del
ADN [196], los estados de polaron que contempla est¶an localizados en regiones demasia-
do grandes comparadas con el tama~no com¶un de las muestras usadas en experimentos.
De acuerdo con esto, los modelos de polaron peque~no ofrecen nuevas posibilidades para
describir el transporte a lo largo de ADN [211].
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