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ОБРАБОТКА КОНТЕНТА В ИНФОРМАЦИОННЫХ СРЕДАХ 
НА ОСНОВЕ НЕЙРО-НЕЧЕТКОЙ МОДЕЛИ  
ПРИНЯТИЯ РЕШЕНИЙ
1. Введение
Постоянный рост обрабатываемых объемов данных закономерен для раз-
вивающихся и информационных сред, а тенденция к увеличению информа-
ционных потоков наблюдается в подавляющем большинстве организаций. В 
России ежегодно увеличивается количество виртуальных библиотек, хранилищ 
мультимедийного контента, образовательных учреждений, имеющих доступ 
к сети Интернет. Возникает необходимость автоматизированной обработки 
контента в информационных средах любого масштаба, начиная от информа-
ционно-образовательных систем в вузах и заканчивая корпоративными среда-
ми для управления проектами. Автоматизация обработки огромных объемов 
данных совершенствует документооборот, рационализирует информационные 
потоки, и, как следствие, ведет к сокращению трудовых и стоимостных затрат 
[1]. Причем эффективность автоматизации целиком зависит от выбранного 
метода обработки контента.
Методы нечеткой логики в совокупности с концепцией нейросетей зарекомен-
довали себя одним из самых эффективных и перспективных инструментов для 
обработки контента. Применение методов из классических разделов математики, 
таких как линейное программирование и автоматическое управление, в ряде задач 
оказывается не оптимальным. Такие методы в принципе не предназначены для 
решения задач интеллектуальной обработки и анализа данных. В качестве их 
замены успешно применяются нейро-нечеткие модели. Существует обширный 
опыт их использования в различных предметных областях, в том числе при пос-
тановке медицинских диагнозов, обучении автопилотов, распознавании сигналов 
радаров, фильтрации информации, мониторинге аварийных ситуаций, анализе 
сейсмической активности и т.д.
2. Многокритериальная оценка контента в информационной среде
Для автоматизации обработки контента каждому материалу в инфор-
мационной среде требуется сопоставить некоторый набор параметров, на 
основании которых принимается решение о его обработке (о перемещении 
между разделами, удалении). Пользователи выкладывают на web-ресурсы 
новые материалы, оценивают и комментируют их при помощи инструментов 
обсуждения [2]. Необходимость определения степени популярности и качес-
тва контента для принятия решения о его дальнейшей обработке связана с 
реализацией функций: 
● Перенесение в хранилище контента, обладающего высокими показателями 
качества; 
● Интеллектуальный поиск и ранжирование контента;
● Отсев и удаление не востребованного контента;
● Накопление статистики с целью модификации состава и структуры инфор-
мации на портале.
Реализация вышеперечисленных опций невозможна без определения крите-
риев оценивания материала. Особенностью информационного контента является 
сложность количественного оценивания его характеристик, так как универсаль-
ного определения показателей качества контента не существует. 
Это связано с индивидуальными особенностями каждой информационной 
среды и разнородностью материалов, которые в ней накапливаются, отсутствием 
достоверных количественно измеримых характеристик контента. Но материа-
лы необходимо оценивать, и на основании выдвинутой оценки осуществлять 
их дальнейшую обработку, будь то удаление, перенесение в закрытую часть 
информационной среды или размещение в популярной рубрике. Очевидно, 
что результирующее решение строится на основании совокупности критериев, 
при этом некоторые из критериев зависят сразу от нескольких характеристик. 
Иерархия характеристик, на основании которых формируется интегрированная 
рейтинговая оценка, и присутствующих в наиболее распространенных типах 
информационных систем, выглядит следующим образом:
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Суммарный рейтинг R: интегриро-
ванная оценка контента:
1. Пользовательский рейтинг Ru: 
характеризует, насколько данный мате-
риал кажется пользователям полезным, 
выявляется путем голосования и оце-
нивания (количество голосов за мате-
риал; медиана всех голосов за данный 
материал с учетом рейтинга каждого 
голоса; порог голосов, необходимый для 
расчета рейтинга; медиана рейтинга 
всех материалов на портале).
2. Популярность P: показывает, 
как часто пользователи обращаются к 
материалу (количество просмотров; 
обсуждаемость (количество коммен-
тариев)).
3. Актуальность U.
4. Модераторская оценка M.
5. Рейтинг автора контента Ra: 
у каждого пользователя в системе есть 
свой рейтинг. Рейтинг автора может 
принимать дробные значения и колеб-
лется в пределах шкалы [0, 1] (базовый 
рейтинг пользователя данной катего-
рии; активность; качество обсужде-
ний и выкладываемых материалов).
На основании значения интегриро-
ванной оценки контента принимается 
решение о его обработке. Разумеется, 
следует избегать большого разброса 
значений, принимаемых параметрами, 
чтобы каждый из них влиял на приня-
тие решения в зависимости от своей 
важности, а не порядка величины. 
3. Расчет интегрированной оценки 
рейтинга и трудноформализуемых 
параметров контента
У каждого метода принятия ре-
шений есть свои достоинства и не-
достатки с учетом специфики задачи 
оценки контента: неопределенности 
математического описания, отсутс-
твия формальной модели и нетриви-
альности. Нечеткость представления 
информации о контенте и формально 
определенных показателей его «цен-
ности» не позволяет классическим ме-
тодам математического моделирования 
получать адекватные количественные 
описания исследуемых параметров. 
Для обработки данных, которые яв-
ляются значениями качественных 
характеристик без определенных шкал, 
некорректно применять вероятностно-
статистические и детерминированные 
модели: на практике это приводит к 
неустойчивым и неадекватным дейс-
твительности результатам [3]. 
Задача принятия решения об обра-
ботке контента эффективно решается 
при помощи математического аппарата 
нечеткой логики. Оперируя нечеткими 
множествами, можно делать выводы 
на основании параметров контента, 
имеющих многозначный и неточный 
характер: 
● Трудноформализуемые критерии 
оценки, которые относятся к слабо 
структурированным сложным моделям 
и предполагают необходимость мани-
пулирования нечеткими входными и 
выходными данными и степенью их 
достоверности; 
● Параметры, которым сложно дать 
формальное определение. Например, 
«актуальный материал», «полезный 
материал»;
● Оценки, имеющие промежуточ-
ные значения: «качество материала 
ниже среднего», «популярность кон-
тента ближе к низкой».
Опираясь на аппарат нечеткой 
логики, можно оптимальным образом 
реализовать систему принятия реше-
ний об обработке контента в условиях 
неполной и нечеткой информации 
на основе произвольного количества 
параметров.
Механизм обработки контента в 
информационной среде можно разбить 
на следующие этапы:
1. Формирование значений харак-
теристик материала, выложенного 
в открытой части информационной 
среды (общее количество просмотров, 
количество просмотров за неделю, 
оценка пользователей, рекомендации 
модераторов, результаты голосования 
на форуме). 
2. При условии достижения значе-
ний характеристик заданного уровня 
(порог голосов, количество просмот-
ров) рассчитывается рейтинг данного 
материала по формуле, учитывающей 
рейтинг оценивавших его пользовате-
лей, голоса модераторов и порог голо-
сов, необходимых для рейтингового 
оценивания. Либо контенту присваива-
ется фиксированный рейтинг при по-
лучении рекомендации модератора [4].
3. На основании рейтинга, реко-
мендаций модератора и ряда других 
характеристик происходит обработка 
контента при помощи алгоритма не-
четкого вывода.
В идеальном случае пересчет 
пользовательского рейтинга Ru и 
обновление динамических рейтин-
говых таблиц осуществляется при 
каждом новом оценивании, но может 
происходить по расписанию или по 
соответствующему запросу. При этом 
порог количества оценок для участия 
в рейтинге Ti и порог исключения из 
рейтинга Te фиксированы, но подвер-
гаются корректировке в зависимости 
от общего количества пользователей 
и медианы оценок материалов. 
Каждому типу пользователей (мо-
дератор, автор, зарегистрированный 
пользователь) соответствует вес w, 
складывающийся из базового значения 
веса для данного типа пользователя и 
величины k (шага изменения рейтинга) 
и варьирующийся в зависимости от 
активности пользователя:
wi = wbase ± k, wi ∈ [0,1; 1], k = const.
Каждому материалу сопоставлена 
матрица голосов пользователей, а 
рейтинг материала рассчитывается 
эвристическим методом взвешенной 
суммы оценки критериев:
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где k = 5 – максимальное значение 
оценки по шкале,
 i ∈ [1;5] – значение оценки,
 wj ∈ [0,1;1] – вес пользователя, оценивше-
го материал,
 W – количество весов для данной 
оценки,
 cij – количество оценок i с весом 
wj,
 Rl – рейтинг материала l,
 P – количество материалов в 
рейтинге.
4. Предварительная обработка 
входных данных
Каждому материалу, хранящемуся 
в информационной системе, соответс-
твует m-мерный вектор параметров, 
среди которых – рейтинг, оценка 
модератором, общее количество про-
смотров, количество просмотров за 
последнюю неделю и другие харак-
теристики:
y̅ = < y1, y2, … ym >.
Из векторов y̅ формируется мат-
рица параметров контента Y = ||yij|| 
(i = (1̅ ;̅ ̅n); j = (1̅ ;̅ ̅m̅ ) размерности n × m, 
где n – количество всех материалов, 
m – количество параметров. Так как 
дисбаланс между значениями при-
знаков делает работу модели вывода 
неустойчивой, необходима корректи-
ровка матрицы.
Цель масштабирования – адаптиро-
вать диапазон значений переменной yi 
для корректного расчета и достижения 
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однородности интерпретации входных 
параметров. Чтобы правильно подоб-
рать масштаб матрицы Y, необходимо 
определить нижнюю и верхнюю гра-
ницы отрезка, которому принадлежат 
значения yi. Нижнюю границу отрезка 
удобнее всего принять равной нулю, 
то есть вычесть из всех значений 
матрицы значение ее минимального 
элемента. Верхняя граница отрезка 
значений определяется как среднее 
значение элементов матрицы. Исход-
ные значения признаков варьируются 
в большом диапазоне, и работа анали-
тической модели с такими данными 
является некорректной. После про-
цедуры нормализации все значения 
параметров будут приведены к одному 
диапазону. 
Для реализации системы принятия 
решений о выборе контента необходи-
мо подобрать оптимальный алгоритм 
нечеткого вывода. К наиболее распро-
страненным алгоритмам нечеткого 
вывода на данный момент относятся 
алгоритмы Мамдани, Ларсена, Судже-
но, Цукамото [5].
При этом принимаются во вни-
мание следующие характеристики 
алгоритмов:
1) Точность вывода. При прочих 
равных условиях погрешность алго-
ритма Суджено несколько меньше, чем 
у других алгоритмов [5, 6].
2) Скорость вывода. С вычисли-
тельной точки зрения алгоритм Судже-
но использует меньше ресурсов и ра-
ботает на порядок быстрее, чем другие 
алгоритмы, так как в нем отсутствует 
этап дефаззификации [7].
3) Возможность представления 
модуля нечеткого вывода в виде 
нейросети. В процессе ее обучения 
консеквенты продукционных правил 
и коэффициенты функций принадлеж-
ности подвергаются корректировке. 
Следовательно, алгоритм нечеткого 
вывода должен обеспечивать подхо-
дящее представление консеквентов 
продукционных правил. В алгорит-
мах Мамдани, Ларсена и Цукамото 
консеквенты представлены в виде 
нечетких переменных с собственными 
функциями принадлежности термов, в 
алгоритме Суджено – в виде линейных 
зависимостей от входных параметров 
[6, 8]. 
Таким образом, алгоритм Суджено 
является оптимальным для задачи при-
нятия решения об обработке контента. 
По алгоритму нечеткого вывода Суд-
жено обрабатывается входной вектор 
значений x̅ и формируется итоговое 
решение, отправлять ли материал на 
дальнейшую обработку. 
5. Коррекция коэффициентов 
модуля нечеткого вывода
Использование модуля нечеткого 
вывода изначально не предполагает 
автоматической коррекции коэффи-
циентов. Это может стать источником 
проблем:
1) Необходимость вмешательства 
эксперта в работу модуля. В сложной 
информационной среде с большим 
количеством материалов и критериев 
оценивания привила обработки кон-
тента постоянно меняются. Эксперт 
должен регулярно корректировать 
коэффициенты функций принадлеж-
ности лингвистических переменных и 
консеквенты продукционных правил. 
Но если представить блок нечеткого 
управления в виде нейросети, для 
корректировки параметров модулю 
достаточно пройти процесс обучения 
единожды. 
2) Не исключена ситуация, в ко-
торой продукции в базе знаний изна-
чально содержат неполные и противо-
речивые данные. Ошибки в коэффици-
ентах продукционных правил сложно 
выявить на этапах тестирования и 
эксплуатации. В нейронных сетях дан-
ная проблема отсутствует, так как при 
обучении продукции корректируются с 
ориентировкой на эталонную выборку.
3) Вид и параметры функций 
принадлежности могут оказаться не 
адекватными контенту динамической 
информационной среды.
Применение нечеткой нейросети 
обосновано тем, что в отличие от ре-
гулирования блока нечеткого вывода 
экспертом, при котором необходимо 
производить периодическую пере-
настройку, нейронная сеть автомати-
зирует этот процесс. Многослойная 
нейронная сеть с прямым распростра-
нением сигнала – зарекомендовавшее 
себя средство преодоления вышеопи-
санных ограничений систем нечеткого 
вывода.
6. Принятие решения об 
использовании контента на 
основании нечеткого вывода 
гибридной нейросети TSK
Гибридная нейронная сеть – это 
нейронная сеть с четкими сигналами, 
весами и активационной функцией, 
но с объединением xi и wi, pi и pj с 
использованием t-нормы, t-конормы 
или некоторых других непрерывных 
операций, где: 
xi – входной сигнал,
wi – вес входного сигнала,
pi = xi × wi, i = 1, ..., n – сила реакции 
на активацию входа нейрона сигналом.
Модель вывода TSK (Takagi – 
Sugeno – Kanga) – нечеткая система 
адаптивного типа, обладающая наибо-
лее высокими показателями скорости 
вывода [6]. В нечеткой нейросети 
TSK входные переменные являются 
четкими, а нечеткая импликация и 
t-норма представлены в виде нечет-
кого произведения. Архитектура ней-
ронной сети, удовлетворяющей этим 
свойствам, строится на основании 
пяти слоев.
Слой 1: фаззификация [7]. Каждый 
нейрон реализует функцию прина-
длежности соответствующему терму. 
Слой определяет значение гауссовой
функций фаззификации ( )
2bx c
x e δµ
− − 
 =  
для каждого правила. На выходе 
формируется степень принадлежнос-
ти переменной к терму. Параметры 
с и σ подлежат адаптации на этапе 
обучения.
Слой 2: агрегирование подусловий. 
Слой определяет результирующую 
степень принадлежности αi посредст-
вом перемножений частных весов 
( )kA ixµ . Количество входных связей 
равно количеству подусловий в анте-
цеденте правила, количество нейро- 
нов – количеству продукций.
Слой 3: генератор функции консек-
вента каждого правила 0
1
N
i ij j i
j
z k x k
=
= +∑ .
Причем функция умножается на вес 
αi, значение которого определяется 
в предыдущем слое. Количество 
нейронов в 3-ем слое равно коли-
честву продукций M. На выходе слоя 
формируются произведения αi ∙ zi. 
Слой является параметрическим. 
В данном слое на этапе обучения 
корректируются коэффициенты kij 
функций вывода zi. 
Слой 4: регрессионный слой, фор-
мирующий выходной сигнал. Содер-
жит два нейрона-сумматора. На вход 
1-го нейрона поступают значения 
функций консеквентов, умноженные 
на веса правил αi ∙ zi. Нейрон вычис-
ляет взвешенную сумму сигналов zi. 
На вход второго нейрона поступают 
веса правил αi.
Слой 5: слой состоит из единствен-
ного нейрона, агрегирующего четкий 
выходной сигнал:
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Структура нечеткой нейросети TSK 
представлена на рисунке 1.
7. Гибридный алгоритм обучения 
нечеткой нейросети
Обучение сети заключается в та-
ком подборе параметров, при котором 
каждый нейрон параметрического слоя 
будет корректно выполнять ожидае-
мый от него этап вывода. Алгоритм 
обратного распространения ошибки 
используется как один из этапов 
гибридного метода обучения для на-
стройки параметров нейросети TSK. 
В процессе обучения происходит из-
менение параметров модуля нечеткого 
управления, минимизирующее меру 
погрешности.
Корректировке подлежат линейные 
коэффициенты 3-го слоя и нелинейные 
коэффициенты функций принадлеж-
ности 1-го слоя. Гибридный метод 
реализуется чередованием двух этапов, 
на каждом из которых корректируются 
параметры только одного слоя. Сна-
чала при фиксированных значениях 
коэффициентов функций принадлеж-
ности рассчитываются параметры 
полиномиального слоя. Затем методом 
обратного распространения ошибки 
вычисляются коэффициенты c и σ 1-го 
слоя. После модификации линейных и 
нелинейных коэффициентов процесс 
адаптации параметров повторяется 
вплоть до их стабилизации. Гибрид-
ный алгоритм считается наиболее 
эффективным способом обучения 
нейросетей TSK [7]. 
8. Построение индивидуальных 
траекторий при использовании 
контента
Вместе с контентом в информаци-
онной среде может содержаться мета-
информация, определяющая ключевые 
слова по содержанию и дополнитель-
ные данные. Одна из целей расчета ин-
тегрированной рейтинговой оценки и 
использования метаинформации – это 
повышение качества поиска, выборки 
и достижения цели пользователя при 
выборе контента. Помимо непосредс-
твенно поиска по заданным критериям 
пользователь может обратиться к мо-
дулю поддержки принятия решений 
как к вспомогательному инструменту 
экспертного анализа [9].
Для реализации данного функ-
ционала может быть выбран один 
из методов поддержки принятия ре-
шений. В последнее время наиболее 
популярным в информационно-ана-
литических системах является метод 
анализа иерархий (МАИ) [10], который 
основывается на декомпозиции и агре-
гировании: осуществляется разбиение 
рассматриваемых объектов на класте-
ры, которые разбиваются на меньшие 
кластеры. Целью является получение 
приоритетов всех элементов посредс-
твом группирования. Пусть имеются: 
список однотипных альтернатив – 
материалы в информационной среде, 
главный критерий сравнения альтер-
натив – выбор материалов, которые 
наиболее полно удовлетворяют запро-
сам пользователя, и несколько групп 
однотипных факторов, влияющих на 
отбор альтернатив – параметры кон-
тента. Тогда ранжирование материалов 
производится на основании некоторых 
параметров, например, совпадение по 
типу и по содержанию.
Основным достоинством МАИ 
является возможность точной оценки 
и проверки ее правильности. 
9. Заключение
Модуль принятия решения опе-
рирует трудноформализуемыми по-
нятиями («рейтинг материала ниже 
среднего», «очень высокая попу-
лярность»), которые должны быть 
определенным образом обработаны. 
Оперативная и корректная обработка 
нечетких характеристик достигается 
путем использовании гибридных 
нейросетей. Они получили широкое 
распространение в системах с моду-
лями нечеткой логики. 
Популярность нечетких нейросетей 
связана со способностью к адаптации 
и обучению [11, 12]. Эти достоинства 
нейро-нечеткого вывода в совокуп-
ности с возможностью корректировки 
продукционных правил на порядок 
повышают интеллектуальность мо-
дуля вывода. Общая схема обработки 
контента представлена на рисунке 2.
Таким образом, на основании 
значений параметров контента рас-
считывается интегрированная оценка 
для принятия решения об обработке 
материалов и производится ранжи-
рование итогов поисковых запросов 
пользователей. 
Многокритериальный расчет ин-
тегрированной рейтинговой оценки 
необходим для оптимизации работы 
Рис. 1. Топология нечеткой сети TSK
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информационной среды. Его введение 
упрощает ряд задач, в том числе: об-
работку не востребованного контента, 
перенесение в хранилище контента, 
обладающего необходимыми харак-
теристиками, качественный поиск и 
ранжирование материалов, накопление 
статистики для модификации состава 
информации в информационной среде. 
Предложенный алгоритм интеллекту-
альной обработки данных может быть 
использован в любом проекте, где 
требуется рейтинговое оценивание, 
автоматизация процесса принятия 
решений, интеллектуальный поиск и 
ранжирование контента.
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