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altere und neuere KI-Methoden zum Planen, also
zur Erstellung von Handlungspl

anen. Er beleuchtet den Stand der KI-Kunst dazu aus drei
miteinander verschr

ankten Perspektiven: (1) Es gibt eingeschr

ankte Formen von Hand-
lungsplanung, die gut verstanden sind; der Text stellt die \klassische" Planung kurz vor.
(2) Es gibt keine allgemein anwendbaren Verfahren, zielgeleitete Handlungen unter Bedin-
gungen wie Zeitdruck oder Unsicherheit verf

ugbarer Information zu nden; der Text f

uhrt







ule, die Ereignisse und ihre Eekte unter einigen dieser Bedingungen sauber
beschreiben bzw. ermitteln k

onnen; der Text beschreibt einen solchen Kalk

ul genauer und
skizziert, wie man ihn verwenden kann, um Planer mit klarer Semantik zu bauen, die
trotzdem funktionieren.
Dieser Text ist eine leicht

uberarbeitete Version des Skriptums zu ei-




unstliche Intelligenz (KIFS), G

unne,






age zur Verbesserung einer Vorversion dieses Textes bedanke ich mich bei
Gerhard Kraetzschmar, Guido Lindner, Steo Weber und H

orern des KIFS-94-Kurses 4.6
"






urde ein wirklich intelligenter Roboter { also so einer wie in den Science-ction-





Auf ihre jeweils eigene Weise befassen sich mehrere Disziplinen mit Aspekten dieser
Frage; beispielsweise betrachtet die Kontrolltheorie sie unter technischem Gesichtspunkt
etwa bei Handhabungsautomaten, und die Kognitionspsychologie versucht, Modelle des





und sei es nur teilweise oder in Analogie. Die K

unstliche Intelligenz (KI) bearbeitet diese
Frage ebenfalls, und zwar schon seit den F





Alle diese Disziplinen k

onnen Antwort-Ausschnitte geben, aber die volle Antwort wei
keiner. Es gibt keine Theorie und kein Computerprogramm, mit denen man beschreiben
oder steuern k

onnte, wie ein Akteur in Alltagssituationen
"
das Richtige\ tut. Andererseits






Dieser Text gibt einen Abri der KI-Arbeiten zu der Frage, wie ein Akteur seine je-
weils n

achste Handlung bestimmt. Das entsprechende KI-Teilgebiet heit Planen (engl.
planning). Dieser historisch entstandene Name f

uhrt allerdings teilweise in die Irre: Eine
Zeitlang herrschte die Meinung, ein Akteur bestimme seine n

achste Handlung, indem er
einen vollst

andigen Handlungsablauf im vorhinein festlege, eben plane, den er dann aus-
zuf

uhren beginne { so etwa wie ein Computerprogramm abgearbeitet wird. Die Grenzen
dieses Modells der Handlungssteuerung werden in letzter Zeit deutlich sichtbar, und an-
dere Vorstellungen treten hinzu, die teilweise alternativ sind, teilweise komplement

ar. Alle
solche Arbeiten werde ich ansprechen.
Wenn die KI wie alle anderen Disziplinen die Frage schon nicht abschlieend beant-
worten kann, so sind auch durch ihre Arbeiten der vergangenen knapp 40 Jahre doch
wenigstens wichtige Teil- und Unterprobleme klarer geworden. Beispielsweise sch

alen sich
Probleme heraus, die grunds

atzlich immer dann bestehen, wenn man modellieren will, was
Ereignisse in einer Modellwelt bewirken. Diese Probleme machen auch anderen Gebieten
das Leben schwer; um ein modisches Beispiel zu geben: in Systemen zur virtuellen Realit

at
(virtual reality) treten sie in gleicher Weise auf, wenn die virtuellen Ergebnisse der vir-
tuellen Handlungen des virtuellen Akteurs errechnet und entsprechend dargestellt werden
sollen.
Die KI-Arbeiten zum Thema stelle ich in der folgenden Reihenfolge vor:
Abschnitt 2 beschreibt die grundlegenden Probleme beim Erschlieen von Handlungseek-







ullen kann, deren Erf






pliziert\ das Planen in diesen Bereichen ist.




klassische\ Planen, das durch bestimmte
vereinfachende Annahmen

uber Strukturmerkmale von Anwendungsbereichen und





andig erstellt und dann wie ein Computerprogramm abgearbeitet.
Abschnitt 4 umreit Arbeiten (

uberwiegend neueren Datums), welche die Annahmen aus
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Abschnitt 2 ver

andern, was Konsequenzen f

ur Planungsprozeduren und f

ur das ver-





Abschnitt 5 skizziert das Erschlieen von Wandel (engl. reasoning about change) durch
Aktionskalk

ule. Auch wenn solche Kalk

ule in Planern faktisch nicht verwendet wer-
den (und aus pragmatischen Gr

unden meist gar nicht verwendet werden k

onnen),
bilden sie doch das Material, mit dem man Planer und ihre Ergebnisse formal be-
schreiben kann und an denen sich diese Ergebnisse messen lassen m

ussen. Der Ab-
schnitt stellt den Kalk











achst eine einfache Prozedur zur Erzeugung von Pl






uber den Anwendungsbereich und kontextabh

angige Hand-
lungen mit Eekt-Alternativen behandeln kann. Anschlieend deniert er den Be-
gri
"
Begrenzt-Korrektheit\ bzgl. eines Aktionskalk

uls und weist nach, da die an-
gegebene Prozedur korrekt bzgl. mw ist.
Die Beispiel-Anwendungsbereiche in diesem Aufsatz sind durchg








Blockwelt\) oder Modikationen davon.
Der Grund f

ur diese Einfachheit ist weder, da Planungsforscher solche Bereiche f

ur be-
sonders wichtig hielten, noch, da Planung in realen Anwendungsbereichen nicht funk-
tioniert. Die Gr

unde sind: Didaktik und Faulheit. Ich wollte es Leserinnen, Lesern und
mir selber ersparen, erst Anwendungsbereiche wie das Design von Experimenten in der
Molekulargenetik, das zielgerichtete Ver

andern von objektorientierten B

urograken oder
die Steuerung von Prozeparametern an Plasmadepositionsanlagen einzuf

uhren, bevor ich
zum Thema komme. Es ist eine der merkw

urdigen Besonderheiten der KI, da man auf
solche Selbstverst

andlichkeiten anscheinend immer wieder hinweisen mu.
2 Die Problemlandschaft
2.1 Probleme beim Erschlieen von Wandel
Weltwissen ist in Raum und Zeit ver

anderlich. Das liegt zum einen daran, da die Welt
selber sich wandelt und vorhandenes Wissen

uber sie entsprechend nachgef

uhrt werden
mu. Zum anderen ist Wissen im allgemeinen nie vollst




















In diesem Gebiet haben sich im Lauf der Jahre einige grund-
s

atzliche Probleme herauskristallisiert, die zu l

osen sind, wenn man { im weitesten Sinne {
Kalk

ule zum Erschlieen von Wandel denieren will, oder wenn man Anwendungsprobleme
l

osen will, in denen Wandel eine Rolle spielt, also beispielsweise wenn man planen will.
1
Zur Entsprechung englischer Begrie in diesem Abschnitt 2.1: Es gibt keine anerkannten deutschen

Ubersetzungen der hier relevanten englischen Begrie wie reasoning about change, frame problem, quali-
cation problem. Um kein Sprachgemisch zu erzeugen, verwende ich deutsche Begrie, die den englischen
in etwa entsprechen. Um die Korrespondenz meiner Begrie zu den anderswo verwendeten klarzumachen,
zeigt Tabelle 1 die in der englischsprachigen Literatur

ublichen Bezeichnungen; auerdem sind teilweise
Synonyme in Deutsch und Englisch angegeben, die sich in der Literatur ebenfalls nden.
2.1 Probleme beim Erschlieen von Wandel 3
Problem Englische Synonyme Deutsche

Ubersetzungen





persistence pr. inertia pr. Beharrungsproblem,
Fortdauerproblem,
Persistenzproblem
prediction pr. inter-frame pr.,
extended prediction pr.
Vorhersageproblem




ramication pr. { Schneeballproblem,
Verzweigungsproblem
Tabelle 1: Zusammenstellung der betrachteten Probleme, englischer Synonymbezeichnun-
gen und deutscher

Ubersetzungen ihrer Namen. (Die in diesem Text verwendete

Uberset-
zung ist kursiv gesetzt.)










Erschlieen von Wandel verwenden. Eine Zusammenstellung der betrachteten Probleme










dort sind auch Beispiele zu ihrer Illustration angef

uhrt, und es wird gezeigt, wie unter-
schiedliche Formalismen zum Erschlieen von Wandel mit den Beispielen zurechtkommen
(oder auch nicht). Insbesondere betrachtet Sandewall Beispiele f

ur die Probleme, in denen







ur alle diese Probleme an.
Auch wenn Kalk

ule zum Erschlieen von Wandel genauer erst Thema von Abschnitt 5
sind, ben

otigen wir einen Hintergrund zur Darstellung der Grundprobleme mit allen diesen
Kalk











Das Prinzip des Situationskalk

uls ist das folgende. Grundelemente sind Situationen
und Operatoren. Eine Situation ist der Schnappschu des interessierenden Ausschnitts der
Welt zu einem Zeitpunkt, beschrieben durch eine Menge pr

adikatenlogischer Formeln, die







uhrt eine gegebene Situation in eine andere Situation: die
Nachfolgesituation. Der Situationskalk

ul ist eine formale Vorschrift, wie man aus einer ge-
2
Im gesamten Text verwende ich die Begrie Handlung und Aktion synonym zur Bezeichnung einer
Handlung in der Welt. Mit dem Begri Situation bezeichne ich sowohl einen Ausschnitt der Welt, als auch
seine syntaktische Repr

asentation; aus dem Kontext ist die Bedeutung jeweils klar.
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Die Verwendung von Situation, Operator, Nachfolgesituation und so fort ist die Art,
wie im Situationskalk

ul (und beim klassischen Planen) Zeit betrachtet wird: als das Vorher
und Nachher von unterschiedlichen, untereinander widerspr

uchlichen Situationen bezie-
hungsweise als das Vorher und Nachher von Operatoren.
3
Bei dieser Art der Behandlung
von Zeit treten nun einige grunds

atzliche Schwierigkeiten auf, die jeder Kalk

ul zum Er-
schlieen von Wandel behandeln und beispielsweise jedes Planungssystem ezient l

osen
oder durch entsprechende Manahmen umgehen mu.
Vor der Einzeldarstellung der Probleme beim Erschlieen von Wandel noch eine Be-
merkung, die auf alle diese Probleme zutrit. Wie immer, wenn man einen Ausschnitt
der realen Welt in einem formalen System repr

asentiert und auf dieser Repr

asentation
arbeitet, also beispielsweise Schl

usse zieht, sind die Ergebnisse dieser Schl

usse korrekt nur
relativ zum betrachteten Weltausschnitt und zur Richtigkeit der Repr

asentation. Wenn
man falsche Information repr






are, wird man unsinnige Ergebnisse bekommen. Das ist so in der Logik, in
speziellen KI-Wissensrepr

asentationsformalismen und in Systemen mit konnektionistisch
verteilter Information; und es ist so bei der Repr

asentation von Handlungen: es ist also
nichts Besonderes.
Wenn man beispielsweise einen Weltausschnitt in einer Menge von Formeln F einer lo-
gischen Sprache repr

asentiert hat, kann man alle Information

uber diesen Weltausschnitt




ulle von F berechnet. Es kann
jedoch sinnvoll sein und ist hier relevant, bewut und gezielt nicht alle vorhandene In-
formation zu benutzen, weil es beispielsweise zu teuer ist, die inferentielle H

ulle von F







atte besser wissen k

onnen\. Wenn ich im folgenden von der Inkorrektheit oder
Unvollst

andigkeit von Information oder Ableitungen spreche, meine ich diese gezielte In-
korrektheit, nicht die triviale Inkorrektheit, die jeder Repr

asentation anhaftet. Shoham
und McDermott bringen die Sache auf den Punkt: Die nachfolgend vorgestellten Probleme
beim Erschlieen von Wandel sind
problems that arise from the conicting desires to reason both rigorously and
eciently about the future.
[
Shoham und McDermott, 1988, S. 50
]
2.1.1 Das Qualikationsproblem




McCarthy und Hayes, 1969
]
. Es ist





uber die Vergangenheit wei.
Entgegen einem verbreiteten Miverst

andnis hat das Qualikationsproblem nichts mit
der trivialen Tatsache zu tun, da es unm






ussen, damit eine Handlung ausgef












achlich betrachtet man im Situationskalk

ul beliebige Ereignisse, nicht nur Handlungen. Das soll
hier nicht interessieren.
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oglich ist, will ich gar nicht
er



















Die typische Gestalt des Qualikationsproblem beim Planen ist das Problem, die An-
wendbarkeit eines Operators zu beurteilen. Im allgemeinen verbietet es sich eben, alle
Merkmale in die Vorbedingungen eines Operators aufzunehmen und folglich zur Laufzeit






ussen, damit er ausf

uhrbar ist.
Voraussetzungen, die normalerweise als g

ultig anzusehen sind, l

at man der Ezienz hal-
ber gerne weg, selbst wenn sie in der verwendeten Modellierung des Anwendungsbereichs
vorhanden sind. Gilt eine solche Bedingung im Einzelfall aber dann doch nicht, resultiert
aus der formalen Anwendung des Operators im allgemeinen eine Situation, die mit der son-
stigen Bereichsbeschreibung inkonsistent ist. Ginsberg
[
Ginsberg, 1993, S. 281
]
formuliert
diesen planungsbezogenen Aspekt des Qualikationsproblem so:




ur das Qualikationsproblem ist das Problem der Kartoel
im Auspu.
4
Das Beispiel dreht sich darum, da man als Vorbedingungen der Aktion,
ein Auto anzulassen, normalerweise betrachten w











ur diese Aktion, da keine Kartoel im Auspu steckt. (Und auch
keine M

ohre und keine Kiwi. Es sei denn, die Kartoel, M

ohre oder Kiwi hat senkrecht
zur Auspurohrachse gemessen einen kleineren Durchmesser als das Auspurohr.) Gebe
es also eine entsprechende Regel, oder ein domain constraint in Ginsbergs Terminologie, in
der Bereichsdarstellung, die besagt, da Autos mit Kartoeln oder Kiwis im Auspu nicht
laufen k

onnen. Aber selbst wo diese Information vorhanden ist, m

ochte man nicht immer
gezwungen sein, sie zu beachten, wenn die Anwendbarkeit der Aktion Anlassen beurteilt










verwenden nichtmonotone Logiken, um die als normalerweise g

ultig




ultig anzunehmen, diese Annahme bei wi-
derspr








das Problem, vorherzusagen, welche Fakten nach einer Folge von Operatoren
wahr sein werden.





schen dem Vorhersageproblem und dem erweiterten Vorhersageproblem (extended predic-








schreibt, liegt die Urheberschaft dieses Beispiels im Dunkeln.
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atomar angesehenes Operator. Ich folge dieser Unterscheidung hier nicht.
Die spezielle Schwierigkeit, das Vorhersageproblem zu l

osen, liegt darin, da Handlun-
gen im allgemeinen nicht
"
kontextfrei\ ablaufen, sondern da vorher oder

uberlappend
ablaufende Handlungen das Ergebnis einer einzelnen Handlung beeinussen. Wiederum
m





at nicht alle bekannten anderen Hand-
lungen ansehen m










unftiges\ Ergebnis bekommen. Das











Problem an, den Lauf einer Billardkugel auf einem Billardtisch vorherzusagen, wobei sie
voraussetzen, da die gesamte Laufstrecke zusammengesetzt ist aus kleinen, atomaren
Strecken, die sie als Elementarereignisse ansehen. Andere bekannte Typen von Ereignis-
sen im Problembereich sind die Kollision einer Kugel mit der Bande, das Laufen ande-
rer Kugeln, das urpl

otzliche Herabstoen von Adlern auf den Billardtisch und andere.
Pragmatisch gesehen sollte man eine Vorhersage

uber die Position, Rollrichtung und Ge-
schwindigkeit einer Kugel nach einer bekannten Folge von Ereignissen daran orientieren,
was
"
um sie herum\ vorgeht, also ber

ucksichtigen, ob in der aktuellen Rollrichtung eine





Ahnliches. Die Schwierigkeit ist, diese pragmatische Sicht praktisch
umzusetzen.
Man beachte, da das Vorhersageproblem vom Qualikationsproblem in dem Sinne
unabh

angig ist, da man es auch dann immer noch h








angen alle folgenden Probleme mit dem Vorhersageproblem
eng zusammen; sie sind als Unterprobleme des Vorhersageproblem zu verstehen, die sich
darin unterscheiden, ob man auf die














; die Bedeutung dort ist
allerdings etwas anders als die, in welcher der Begri sp

ater in der Planungsliteratur
verwendet wird. (Finger betrachtet ramications, also Schneeballeekte, von Zielen.)
Das Schneeballproblem ist ein Unterproblem des Vorhersageproblems:
das Problem, vorherzusagen, welche weiteren Fakten wahr werden, wenn in
einer Situation S ein Faktum F wahr wird.
Ein anderes Unterproblem des Vorhersageproblems behandelt Abschnitt 2.1.4: die Frage,
ob ein Faktum, das bereits wahr ist, nach einer Folge von Operatoren auch wahr bleibt.
Ein Beispiel f

ur das Schneeballproblem tritt in der Blockwelt auf, wenn wir voraus-











deniert. Nehmen wir an, wir wollen den Operator STAPLE(x; y; s) denieren, der die
Handlung beschreibt, in Situation s Block x auf Block y zu setzen. Eine gleichsam lokale
Nachbedingung dieses Operators ist Auf(x; y; s
0
): in der resultierenden Situation s
0
steht x
auf y. Doch was, wenn y bereits in s seinerseits auf einem z steht? Dann (und nur dann)






















adikat Turm(s) deniert sein, das wahr ist,









wahr werden { oder auch nicht. Man kann sich denken, da jede Aktion
abh

angig vom Kontext eine Kette von Schneeballeekten haben kann, aber eben nicht
haben mu.







angige Wirkung einer Aktion in allen interessierenden Teilen voll-
st

andig beschrieben ist und wenn man aus einer Situation, in der ein Operator ausgef

uhrt
wird, und dessen direkter Nachbedingung den
"
Kern\ der Beschreibung der Nachfolge-
situation bestimmen kann, dann m

ute man lediglich die volle inferentielle H

ulle dieses










atze, das Schneeballproblem insgesamt zu behandeln;
eher theoretische Ans

atze zur Formalisierung von Aktionen k

onnen es sich leisten, eben
doch die Berechnung der inferentiellen H

ulle vorauszusetzen. Einen Formalismus zur Be-
handlung kontextabh






im Abschnitt 5 auf das Problem zur

uckkommen.
2.1.4 Das Rahmenproblem und das Beharrungsproblem
Das Rahmenproblem ist neben dem Qualikationsproblem dasjenige Problem, das in der
Literatur am ausf

uhrlichsten besprochen worden ist, und es ist neben diesem zuerst als









ahnung des Begries Rahmenproblem in der
Literatur unter anderem daran liegen, da unter diesen Begri mitunter andere der hier
besprochenen Probleme subsumiert werden, ja, da der Begri Rahmenproblem geradezu
als Synonym f

ur die Probleme im Erschlieen von Wandel insgesamt verwandt wird. Eine
Quelle mit Texten






Das Rahmenproblem und das Beharrungsproblem sind zwei eng verwandte Probleme.
Das Beharrungsproblem ist
das Problem, vorherzusagen, welche Fakten





Damit ist das Beharrungsproblem also ein Spezialfall des Vorhersageproblems.
Beim Planen werden wir in Abschnitt 3 ein Beharrungsproblem spezieller Form be-
kommen: das Problem, Konikte in nichtlinearen Pl

anen zu erkennen. Intuitiv ist das
Problem hier, da eine Aktion eine Vorbedingung erfordert, die von einer anderen Aktion
erzeugt wird, jedoch zerst

ort eine dritte Aktion diese Bedingung m

oglicherweise wieder;




uhrbar. Demnach liegt also ein Beispiel f

ur
ein Beharrungsproblem vor: man mu erkennen, ob eine einmal erzeugte Bedingung bis
hin zu der Aktion g






klargemacht wird, kann die L

osung selbst dieses Spezialfalles des allgemeinen
Beharrungsproblems im allgemeinen beliebig komplex werden.
Das Rahmenproblem ist gleichsam ein
"
lokales\ Beharrungsproblem. In der hier ver-
wendeten engen, technischen Bedeutung bezeichnet es
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Dieses Problem tritt nicht in allen denkbaren Formalismen auf, Handlungen zu beschrei-




Als Beispiel betrachten wir wieder den Blockwelt-Operator STAPLE. Etwas genauer
als eben beschrieben, soll er folgendes leisten: Er ist anwendbar, wenn Block x in der
Greifhand gehalten wird und y frei zug

anglich ist; als Ergebnis gelten die beiden Vorbe-
dingungen nicht mehr, die Hand h

alt nichts mehr, x ist frei zug

anglich und steht auf y.
Unter Verwendung intuitiv entsprechender Pr








ur den Situationsterm STAPLE(x; y; s); alle anderen
Variablen seien allquantiziert):











Sei nun die Situation s
0












ocke a und b. (Tisch bedeute, der entsprechende Block steht auf dem Tisch.)
Oenbar gelten in s
0










) ^ Frei(a; s
1
) ^ Auf(a; b; s
1
)












atzlich zur vorhandenen Beschreibung von STAPLE noch




andert, also ein weiteres Axiom
zur Beschreibung von STAPLE formulieren:
8x; y; z; s: [Tisch(x; s)! Tisch(x;STAPLE(y; z; s))]
Ein solches Axiom hiee analog zum Rahmenproblem ein Rahmenaxiom.













ur alle diese Pr

adikate ebenfalls separate Rah-
menaxiome angeben. Dadurch w

urde sich die Beschreibung eines jeden Operators bis zu
beliebiger Uneleganz aufbl

ahen. Die technische Lesart des Rahmenproblem lautet daher:
Wie gibt man auf







osung des Rahmenproblem wurde f






Fikes und Nilsson, 1971
]
gefunden: man ging praktisch von einer direkten Forma-
lisierung der Aktionseekte ab, modellierte damit logisch gesehen aber so etwas wie ein
implizites Axiom zweiter Stufe. (
"
Alles, was nicht ge










anen eine Semantik unter Verwendung von Logik erster Stufe
gegeben, die allerdings nicht trivial ist; ich werde in Abschnitt 5 darauf kommen.
Eine auf den ersten Blick naheliegende, andere L

osung des Rahmenproblems besteht
darin, Default-Logik zu verwenden, um auszudr

ucken, da sich Fakten durch Ereignisse
2.1 Probleme beim Erschlieen von Wandel 9
normalerweise nicht

andern, wobei der Normalfall dadurch auer Kraft gesetzt wird, da





ist. Wie man sieht, f

uhrt diese naheliegende Idee ohne weiteres jedoch in eine Sackgasse,
wie man an dem sogenannten Yale shooting problem sieht. Dieses Problem wird im fol-
genden Exkurs beschrieben; wer diesen Exkurs auslassen will, lese bei 2.2 weiter.
Exkurs: Das Yale shooting problem
Das Yale shooting problem liegt auf einer anderen Ebene als die vorher angesprochenen
Probleme. Es ist eigentlich kein Problem im Erschlieen von Wandel im allgemeinen,
sondern ein Beispiel f

ur ein Problem mit einem speziellen Versuch der L

osung des Rah-
menproblems. Da es seit seiner Entdeckung
[
Hanks und McDermott, 1986
]
in den letzten
Jahren intensiv bearbeitet worden ist, schliee ich es in dieser

Ubersicht ein.
Das Problem besteht darin, wie die Beharrung von Fakten

uber die Anwendung von
Operatoren erzielt wird, n

amlich so: Mit Mitteln der Default-Logik wird formalisiert, da
alle Fakten, die nicht in der Nachbedingung einer Aktion ge

andert werden, als gleichblei-
bend erschlossen werden. Das Problem ist unabh

angig von dem verwendeten nichtmono-






Das Beispiel ist das folgende. Ein Individuum namens Fred ist entweder Alive oder
:Alive.
5
Weiterhin gibt es ein Gewehr, f

ur das Loaded oder :Loaded gelten kann. Es gibt
den Operator LOAD, das Gewehr zu laden, den Operator SHOOT, auf Truthahn Fred
zu schieen, und den OperatorWAIT, gar nichts zu tun. Die Vor- und Nachbedingungen
dieser Operatoren sind die intuitiv vermuteten; allerdings wird vorausgesetzt, da SHOOT
immer trit, mit dem f

ur den Truthahn fatalen Ergebnis :Alive.
Wenn in der Anfangssituation s
0
Alive gilt, dann haben wir die folgenden Axiome,















andern, gebe es das folgende Schema einer Default-Regel, wobei Instanzen
dieser Regel dadurch entstehen, da man in allen m

oglichen Kombinationen p durch eines
der vorhandenen Pr

adikate und a durch eine der vorhandenen Operatoren ersetzt:
p(s) : M p(a(s))
p(a(s))
zu lesen als: wenn p(s) gilt und p(a(s)) konsistent mit aller weiteren Information ist, dann
leite p(a(s)) ab. Eine Instanz dieser Regel nenne ich auch frame default.
Nehmen wir nun an, da der Reihe nach die Operatoren LOAD,WAIT und SHOOT
ausgef

uhrt werden, die von s
0
























ist Fred ein Truthahn. Ich m

ochte dieser Interpretation des Beispiels folgen.







Alive Loaded :Alive Loaded Alive Loaded
s
2
Alive Loaded Alive Loaded Alive :Loaded
s
3
:Alive Loaded :Alive Loaded Alive :Loaded
Tabelle 2: Drei m

ogliche Situationsfolgen, die sich mit den vorhandenen Axiomen und
frame defaults rechtfertigen lassen.
Intuitiv ist klar, was passieren soll: in s
1
wird das Gewehr geladen sein, von dem man
anfangs nicht wute, ob es geladen ist oder nicht; durch das Warten soll sich nichts

andern;
und nach dem Schieen wird der Truthahn tot sein. Im

ubrigen soll immer alles gleich
bleiben.




ist aus den Axiomen mit den angegebenen
frame defaults tats

achlich ableitbar. Das Yale shooting problem entsteht nun dadurch,
da noch weitere Situationsfolgen ableitbar sind, die zum Teil nach formalen Kriterien
nicht besser oder schlechter sind als die intuitiv erwartete.
In Tabelle 2 sind drei ableitbare Situationsfolgen angegeben. Dabei zeigt die mit 1
bezeichnete Spalte den beschriebenen, intuitiven Gang der Handlung. Spalte 2 ist, intuitiv
betrachtet, sehr merkw

urdig. Beispielsweise ist nach LOAD in s
1
Fred auf einmal :Alive.
Dieser Schlu ist zwar { wie die Intuition es nahelegt { durch die verwendeten Axiome
und frame defaults nicht erzwungen, aber diese sagen auch nichts dagegen, ein Faktum






ugen. Folglich verhindern sie ebenfalls nicht,
da in s
2
Fred wieder Alive ist, um dann in s
3
wie vermutet wieder :Alive zu sein.
Im Verlauf dieses Gangs durch die Situationen wird also dreimal ein frame default

uber-










, wird durch ein Operator-Axiom bewirkt, die anderen sind sozusagen zuf

allig. In der in-
tuitiv richtigen Situationenfolge 1 in Tabelle 2 wird ein frame default hingegen nur einmal

uberschrieben, und zwar durch eine Operator-Nachbedingung. Man k

onnte nun sagen,
ein gutes syntaktisches Kriterium zur Unterscheidung von intuitiven und nicht intuitiven
Situationsfolgen sei die Anzahl der

Uberschreibungen eines frame default.
Dagegen spricht die Situationsfolge in Spalte 3. Auch hier wird nur einmal ein frame
default







: das Gewehr wird w

ahrend
des Wartens auf wundersame Weise entladen. Dennoch w

urde man diese Situationsfolge
wohl nicht als genauso intuitiv akzeptieren wie die in Spalte 1.
Es gibt eine ganze Reihe von Vorschl

agen, das Yale shooting problem zu l

osen, ohne
davon abzugehen, das Rahmenproblem durch die Verwendung irgendeiner Variante von














2.2 Was ist Planen? 11
2.2 Was ist Planen?
Viele der Computerprogramme, Algorithmen oder Methoden zum Planen, die ich sp

ater
bespreche, umgehen die genannten Probleme eher, statt sie wirklich zu behandeln { was
pragmatisch verst

andlich ist. Die Strategie, vereinfachende Annahmen

uber die Anwen-
dungsbereiche zu machen, unterliegt in irgendeiner Weise praktisch allen Arbeiten zum
Planen. Das Planungsproblem im allgemeinen ist mit realistischem Aufwand nicht l

osbar.
Allerdings sollte man sich die vereinfachenden Annahmen klarmachen, die ein betrachtetes








stellen sich beim Probleml

osen im allgemeinen und beim Planen
im besonderen zwei groe Problemkreise: Repr

asentation des Anwendungsbereichs und
Steuerung der heuristischen Suche durch den Suchraum, der durch die Repr

asentation im-












tion vereinfacht man durch Annahmen

uber die Struktur des Anwendungsbereichs, und
Steuerung durch Anforderungen an zu ndende Pl

ane oder an den Planer. Ich will einige
solche Vereinfachungen aufz






otig zu betonen, da nicht nur das Planen, sondern nat

urlich auch Ver-




ussen, wenn es die Charakteristik des
Anwendungsbereichs tut. Ich werde darauf in Abschnitt 5 zur

uckkommen.
Die im folgenden aufgef

uhrten Eigenschaften kann man in Planungs-Anwendungsbe-
reichen vornden:
7




usse\ der Welt be-





uhren? Oder kommt es auf Zeitintervalle und deren Verh

altnis zueinander an, in-
nerhalb derer Fakten gelten?
Zeitmodell: Qualitativ oder quantitativ. Sind numerische Zeitangaben wesentlich, wie bei-
spielsweise Uhrzeiten oder Planausf

uhrungszeiten? Oder ist man nur am relativen
Verh

altnis von Aktionen, Situationen oder G

ultigkeitsintervallen interessiert?




andig. Ist die Situation, in der
die Planausf

uhrung startet, eindeutig bzw. unter Verwendung von Bereichsaxiomen
vervollst








andig. Ist bei Planausf

uh-





altlich? Oder sind Fakten grunds

atzlich unbekannt oder









ubernommen, wo die Vereinfachungen zus

atz-
lich ein wenig diskutiert werden.
7
Dazu eine Bemerkung: Diese Liste ist weder sicher vollst

andig, noch sind die Eigenschaften orthogonal
(es kann also sein, da einige nur in Kombination mit anderen auftreten k






aquat\ (beispielsweise kann Zeit im allgemeinen wesentlich tiefergehend modelliert werden als
hier angesprochen). Die Liste ist pragmatik-orientiert in dem Sinne, da sie ein brauchbares Raster ergibt,
um KI-Arbeiten zum Planen einzusortieren.
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Aktionen: Kontextfrei oder kontextabh

angig. Haben gleiche Aktionen unter allen Umst

an-
den gleiche Wirkungen, zumindest im betrachteten Abstraktionsgrad? Oder h

angen





uhrte Aktionen, deren Eekte sich von der Summe der Eekte der Einzelaktionen
unterscheiden?
Aktionseekte: Deterministisch oder nicht-deterministisch. Sind alle Eekte von Aktio-
nen in allen m

oglichen Kontexten ihrer Anwendung sicher vorhersagbar? Oder treten
unterschiedliche Eekte auf, deren Eintrittsbedingungen im verwendeten Abstrakti-





uber- oder unterspeziziert. Sind die Planziele konsistent? Gibt









Teil des Planens erst pr

azisiert oder operationalisiert werden?















uhrung: Dynamisch oder statisch. K

onnen zur Zeit der Plan-
anwendung Ereignisse auftreten, welche die Planausf

uhrung nicht kontrolliert? Oder
ereignen sich genau die Aktionen, die der Plan vorschreibt, und ereignen sie sich
genau so wie repr

asentiert?
Planerzahl: Einer oder mehrere. Gibt es genau einen Planer, der an der Ver

anderung des
Anwendungsbereichs plant? Oder gibt es andere, mit denen er zusammen planen
kann? Wenn ja: Hat der Planer ausreichende Information

uber die anderen? Sind
sie kooperativ, neutral oder gar feindselig?





tokolle aus dem Anwendungsbereich als Informationsquelle verf

ugbar? Oder mu
beim Planen bei Null angefangen werden?
Das
"
klassische\ Planen, das lange Zeit die Literatur dominiert hat und das in Abschnitt 3
genauer beschrieben wird, war beispielsweise etwa durch die folgenden Voraussetzungen
gekennzeichnet:
8
Situationsbasiert bei qualitativer Zeit; vollst

andige Bereichsinformation
bei Planung und Ausf

uhrung; kontextfreie, deterministische Aktionen; konsistente, opera-
tionalisierte Ziele; Anwendungsbereich bei Planung und Ausf





ane oder Planer k

onnten etwa folgendermaen aussehen:
Pl

ane: Korrekt oder nicht. Soll ein fertiger Plan korrekt sein bzgl. der Bereichsbeschrei-
bung, also z.B. nur garantiert anwendbare Operatoren enthalten? Oder darf er
gemessen an der Bereichsbeschreibung Fehler enthalten?
8









uber geherrscht haben d

urfte, zumal die Voraussetzungen nur in sehr wenigen Arbeiten
expliziert worden sind.





andig oder nicht. Soll ein fertiger Plan vollst

andig sein bzgl. der Bereichsbe-
schreibung, also z.B. alles ber

ucksichtigen, was bekanntermaen bei seiner Ausf

uh-






ane: Optimal oder nicht. Soll ein fertiger Plan optimal sein bzgl. eines anzugebenden
Maes, also z.B. L

ange des Plans? Oder sind auch andere Pl

ane akzeptabel? Soll





at eines Plans von den Ressourcen (z.B. Rechenzeit) ab, die der Planer zu
seiner Erstellung verbraucht hat?
Planer: Korrekt oder nicht. Soll der Planer korrekt sein bzgl. eines zu spezizierenden





abliefern? Oder darf er { m

oglicherweise auch nur am Anfang der Bearbeitung eines
Problems { inkorrekt sein?
Planer: Vollst

andig oder nicht. Soll der Planer vollst

andig sein bzgl. eines zu spezizieren-
den Planer-Vollst











angig oder nicht. Soll das Verhalten des Planers, insbesondere ein
erzeugter Plan, in Abh

angigkeit der Ressourcen des Planers beurteilt werden, also
z.B. abh

angig von der verbrauchten Rechenzeit? Soll der Planer unter engen Real-
zeitanforderungen arbeiten k

onnen? Oder spielen Rechenressourcen keine Rolle?
Planer: Fallbasiert oder nicht. Soll der Planer vorhandenes Fallwissen verwenden k

onnen,














onnen? Oder soll er ohne R





klassische Planer\ werden beispielsweise meist solche Planer
verstanden, die korrekt sind bez










anen bzgl. Zahl oder Kostensumme der Ope-
ratoren verlangt; Ressourcenabh

angigkeit und Fallbasierung ist ausgeschlossen; Planer-
Vollst

andigkeit ist nicht gefordert.
Auch wenn m

oglicherweise nicht alle denkbaren Kombinationen von Merkmals-Aus-
pr

agungen von Planern, Pl

anen und Planungs-Anwendungsbereichen sinnvoll sind, ist of-
fensichtlich, da es sehr viele davon geben kann. Das ist deshalb wichtig zu verstehen,
weil unterschiedliche Voraussetzungen an den Bereich und unterschiedliche Anforderun-
gen an Pl

ane erzwingen, unterschiedliche Algorithmen oder Unterprozeduren zum Pla-
nen verwenden. Geht man beispielsweise von situationsbasierter qualitativer Zeit

uber
zu intervallbasierter quantitativer, mu man nicht nur die numerischen Zeitangaben

uber
Intervallgrenzen neu behandeln, sondern es kommt auch hinzu, da Handlungen nun

uber-




onnen, statt wie vorher streng sequentiell;
dadurch wird es n








uhrte Handlungen beeinussen, und der Planer bekommt zum Beispiel mehr
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Freiheit, Konikte zwischen Operatoren aufzul






oren\. Weiterhin ist die Ausf

uhrungsdauer eines Plans nicht mehr
nur von der Anzahl der darin enthaltenen Operatoren abh

angig, was wichtig ist f

ur die




ute. Und viele Kleinigkeiten mehr

andern sich { da-
bei hat der Schritt von einem zum anderen Zeitmodell ja nur zwei der Eigenschaften von
Anwendungsbereichen modiziert!
Was Planen ist, kann man sinnvoll und pr

azise also nur relativ zu den Eigenschaften
des Anwendungsbereichs und den Anforderungen an Planer und Pl

ane sagen. Um die
Richtung anzudeuten, will ich hier dennoch den Zentralbegri im Planen, n

amlich Plan,
ein wenig eingrenzen auf eine Weise, die die meisten KI-Arbeiten zum Planen umfat.
Begrisbestimmung 1 (Plan) Ein Plan ist eine Struktur, welche Repr

asentationen
von Handlungen und Zielen enth

alt und dazu dient,






asonieren und die zielgerichtete Ausf

uhrung von Handlungen zu beeinussen.
Diese Begrisbestimmung ist bewut sehr weit gefat, wenn sie auch bereits einiges aus-
schliet:

Ubliche imperative Programme fallen beispielsweise nicht darunter, da in ihnen
die Ziele nicht repr

asentiert sind, die mit ihnen insgesamt oder mit einzelnen Anweisungen
verfolgt werden. Technische Denitionen des Begris Plan m

ussen die in dieser Begris-







azisieren, wobei das in unterschiedlichen Versionen des Planens unter-
schiedlich aussehen wird.




In Abschnitt 2.2 habe ich das klassische Planen bereits charakterisiert durch die Ein-
schr

ankungen, die es bez

uglich der Eigenschaften von Planungsbereichen und Anforderun-
gen an Pl

ane und Planer macht. Der Lesebequemlichkeit halber sei die Charakterisierung
hier wiederholt:
Eigenschaften der Bereiche: situationsbasiert bei qualitativer Zeit; vollst

andige Be-
reichsinformation bei Planung und Ausf

uhrung; kontextfreie, deterministische Ak-
tionen; konsistente, operationalisierte Ziele; Anwendungsbereich bei Planung und
Ausf

uhrung statisch; ein einziger Planer; kein Fallwissen.













anen bzgl. Zahl oder Kosten-
summe der Operatoren; Ressourcenabh





Der historisch wohl einureichste Planer ist strips
[
Fikes und Nilsson, 1971
]
; weitere




























uber Techniken und Probleme im klassischen Planen.
Die Grundidee beim klassischen Planen ist, da ein Plan eine geordnete Menge von
Handlungen angeben soll, die der Reihe nach ausgef

uhrt werden sollen. Bezeichnet man
15
die formale Entsprechung einer Handlung als Operatorinstanz,
9
ist ein klassischer Plan
formal also folgendermaen deniert:
Denition 1 (Plan,
"
klassisch\) Ein Plan ist ein Paar hO;i bestehend aus einer




Ist die Ordnung  lediglich partiell, ist das so zu interpretieren, da der Plan als Kurzform
f

ur die Menge der Pl

ane mit allen entsprechenden Linearisierungen der Operatoren steht.





ane heien linear. Enth

alt die Ordnung  f

ur irgendein o 2 O
die Information, da o  o, soll also o angeblich sein eigener Vorg

anger sein, so heit 
inkonsistent.
Der Denition kann man bereits ansehen, wie sie Einschr

ankungen des Zeitmodells
ausnutzt, die das klassische Planen charakterisiert: beispielsweise degeneriert Zeit zum
Vorher und Nachher von Handlungen. Weiterhin ist oensichtlich, da diese Denition
eine Einschr

ankung der Begrisbestimmung 1 ist, und zwar eine sehr rigide.
Denition 1 legt die syntaktische Struktur von Pl















ussen die Operatoren und die Pl

ane mehr Struktur bekommen.
Wie bereits in Abschnitt 2 gebe ich f

ur Operatoren Vor- und Nachbedingungen an, also
Bedingungen, die gelten m

ussen, damit der Operator ausgef

uhrt werden kann bzw. Bedin-
gungen, die gelten, nachdem er ausgef

uhrt wurde. Da vorausgesetzt ist, da Operatoren
keine kontextabh

angigen Wirkungen haben, k

onnen die Nachbedingungen unbedingt sein.
Um die Probleme beim Erschlieen von Wandel auszuschlieen, mache ich die folgende
pragmatische Zusatzannahme: Operatoren haben genau die in ihren Nachbedingungen an-
gegebenen Wirkungen. Diese Annahme zieht nach sich, da keine Unterscheidung zwischen
"
direkten\ Eekten und Schneeballeekten gemacht werden kann bzw. alle Schneeballef-
fekte als direkte Eekte angegeben werden m

ussen. Da sie historisch zuerst im Planer
strips gemacht wurde, wird sie oft als strips-Annahme bezeichnet.
Legt man zus

atzlich fest, da Situationen im Anwendungsbereich durch Mengen (d.h.





ultigwerden von Grundatomen bewirken, dann erlaubt die strips-Annahme
die folgende rechnerisch einfache Bestimmung der Nachfolgesituation einer Operatoran-
wendung: die ung

ultig gewordenen Merkmale werden aus der Situationsbeschreibung her-




ugt. Die folgende Denition macht
dieses Verfahren pr

azise; dieses ist wiederum zuerst in strips verwendet worden, weshalb
ich diese Form von Operatoren als strips-Operatoren bezeichne.
Denition 2 (strips-Operator) Eine strips-Operator-Instanz ist ein Tripel hV;W;Di,
wobei V;W;D Mengen von Grundatomen sind, entsprechend der Vorbedingung, den weg-
fallenden Fakten und den dazukommenden Fakten.
9
Im folgenden werden Handlungen als solche (action types)

uber Operatorschemata deniert, Einzel-
handlungen (action token)

uber Operatorinstanzen; ein Plan kann also mehrere gleichartige Operatorin-
stanzen desselben Operatorschemas enthalten. In der Regel spreche ich kurz von Operatoren, wenn im
Kontext klar ist, ob jeweils ein Schema oder eine Instanz gemeint ist.
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STAPLE(x; y): Vorb.: fHand(x); Frei(y)g
Weg: fHand(x); Frei(y)g
Dazu: fHand(nil); Frei(x);Auf(x; y)g
TRENNE(x; y): Vorb.: fHand(nil); Frei(x);Auf(x; y)g
Weg: fHand(nil); Frei(x);Auf(x; y)g
Dazu: fHand(x); Frei(y)g
Abbildung 1: Schemata der Operatoren f

ur die Blockwelt. Die intuitive Bedeutung der
Operatoren: NIMM(x): Nimm x vom Tisch auf; SETZE(x): Setze x auf den Tisch ab;
STAPLE(x; y): Staple x aus der Hand auf y, TRENNE(x; y): Nimm x von y ab und in
die Hand.
Sei S die Beschreibung einer Situation, also eine Menge von Grundatomen. Das Er-





S falls V 6 S
(S nW ) [D sonst
Wie man sieht, bestehen Situationen hier lediglich aus der Beschreibung der denitiv
wahren Fakten; man kann sie (und entsprechend die Operatoren) auch erg

anzen um eine











aussagelogische Planen\ beschreibt. Als
Beispiele f

ur strips-Operatoren sind in Bild 1 Schemata f

ur Operatoren aus der Blockwelt
angegeben, wie wir sie auch bereits in Abschnitt 2 betrachtet haben. Operator-Schema
soll besagen: Wenn man die Schema-Variablen x; y jeweils vollst

andig durch Terme, also
beispielsweise die Namen von Bl

ocken wie a, b, c ersetzt, dann erh

alt man die Operator-






ane werden erzeugt, um Probleme zu l

osen. In der vereinfachten Sichtweise hier
besteht ein Problem aus drei Komponenten: der Zustand, in dem man ist, den Merkmalen,
die man gerne h






um den aktuellen Zustand zu ver





atzliche Bemerkungen am Rande. (1) Die angegebenen Operatorschemata sind unvollst

andig
in dem Sinne, da sie nicht verbieten, beispielsweise einen Block auf sich selber zu stapeln, also
STAPLE(a;a) anwenden zu wollen { das mu zus






urlich ihrerseits Variablen enthalten, n

amlich Objekt-Variablen, die von den
Schema-Variablen in den Denitionen zu unterscheiden sind.
17
Beschreibung von Problemen ist entsprechend deniert:
11
Denition 3 (strips-Problembeschreibung) Eine strips-Problembeschreibung ist
ein Tripel hS;O; F i; dabei sind
S eine Menge von Grundatomen (Startsituation),
O eine Menge von strips-Operatorschemata und
F eine Menge von Grundatomen (Zielmerkmale)
Statt
"




Problem\, wenn klar ist, da nicht






Ein Plan, der die L





 er mu im Startzustand anwendbar sein;




ussen die Zielmerkmale gelten;
 alle seine Operatoren m

ussen anwendbar sein.
Die folgenden Denitionen dr







Denition 4 (Erzeuger, Nutzer, Zerst

orer) Sei o = hV;W;Di ein Operator und m
ein Merkmal.
o ist ein Erzeuger von m, gdw. m 2 D.
o ist ein Nutzer von m, gdw. m 2 V .
o ist ein Zerst

orer von m , gdw. m 2 W .
Die folgende Denition der Wohlgeformtheit eines Plans ist geleitet durch die folgende
Intuition: alle Merkmale, die Operatoren im Plan als Vorbedingung brauchen, m

ussen vor-
her erzeugt worden sein { und sei es durch die Startsituation. Dabei setze ich voraus, da
die Startsituation in einem Plan syntaktisch durch einen Pseudo-Operator I dargestellt
wird (
"




uhrt wird), der als eindeutig erster Ope-
rator gem

a  eingeordnet ist, der keine Vorbedingungen hat und der als Nachbedingung
die Menge der Merkmale der Startsituation hat. Desgleichen stelle ich die Zielmerkmale
als Pseudo-Operator G am Plan-Ende dar, der diese Zielmerkmale als Vorbedingungen hat
und ohne Nachbedingungen ist.
Denition 5 (Wohlgeformtheit) Der (klassische) Plan  = hO;i ist wohlgeformt,
gdw. f

ur alle Merkmale m und jeden Operator n 2 O, der m nutzt, es einem m-Erzeuger
e 2 O gibt, so da gilt: e  n.
Wohlgeformtheit ist notwendig daf

ur, da ein Plan
"
fertig\ ist, aber nicht hinreichend,
denn ein einmal erzeugtes Merkmal kann ja m

oglicherweise anschlieend wieder zerst

ort
worden sein. Um auszudr

ucken, welcher Operator welches Merkmal f

ur welchen anderen
Operator erzeugt, benutze ich das Konzept der Abh

angigkeit von Operatoren bzgl. eines
Merkmals:
11
Die formale Beschreibung des historisch tats






. Davon abstrahiere ich hier.









= he;m; ni ist eine Abh

angigkeit zwischen e und n bez

uglich m in , gdw.
 e ist Erzeuger von m;
 n ist Nutzer von m;
 e  n; und
 kein o 2 O ist Erzeuger von m, f

ur den gilt e  o  n.









erreicht\ werden. Doch auch das ist immer noch nicht hinreichend,
denn es kann sein, da eine Abh

angigkeit he;m; ni einen m-Zerst

orer umschliet bzw. nach
einer entsprechenden Vervollst






onnte. Diese Konstellation heit Konikt, und sie ist in drei
Schritten so deniert:
Denition 7 (Erweiterung) Sei  eine strikte partielle Ordnung auf einer Menge M .

0
 ist eine Erweiterung von , gdw. 
0
ebenfalls eine strikte partielle Ordnung auf M
ist.
Denition 8 (umschlieen, Einf






= he;m; ni umschliet einen Operator o 2 O, gdw. es existiert eine Erweiterung 
0
von









ugung von o in 

.
Denition 9 (Konikt) Ein Plan  = hO;i enth

alt einen Konikt zwischen einem












von z in 

, so da f





n, dann erzeugt o nicht m.
Zur Veranschaulichung sind die m

oglichen Typen von Konikten in nichtlinearen Pl

anen
in Bild 2 graphisch dargestellt.
Das technische Kriterium daf

ur, da ein Plan
"
fertig\ ist, ist nun, da er wohlge-
formt und koniktfrei ist. Die Grundidee einer Basisprozedur zum Erstellen klassischer,
nichtlinearer Pl

ane besteht nun darin, mit dem Plan-
"
Embryo\ bestehend aus den Pseudo-
Operatoren I und G anzufangen und solange Operatoren einzuf

ugen bzw. die Operator-
ordnung zu versch

arfen, bis der resultierende Plan wohlgeformt und koniktfrei ist; man

uberzeugt sich leicht davon, da in diesem Fall alle Operatoren in jeder vollst

andigen Li-
nearisierung des Plans anwendbar sind und da am Ende die Zielmerkmale gelten. Eine
solche Basisprozedur ist in Bild 3 mit der Prozedur nlp
grund
angegeben.
Das tiefgestellte grund im Namen nlp
grund
weist darauf hin, da in den Pl

anen, die





atzlich denkbar, in den F

allen Objektvariablen als Operatorargumente zu
benutzen, wo ein konkreter Block nicht festgelegt zu werden braucht; um beispielsweise das
Merkmal Hand(nil) zu erzeugen, wenn gerade a gehalten wird, k

onnte man den Operator
19




z  n, e 6 z und z 6 e e  z, n 6 z und z 6 n













Abbildung 2: Die m

oglichen Topologien von Konikten in nichtlinearen Pl

anen.






Eingabe:  = hO;i: klassischer nichtlinearer Plan
Ausgabe: klassischer nichtlinearer Plan
0. if  ist inkonsistent then return fail;
1. if  wohlgeformt und koniktfrei then return ;
2. W

ahle Operator o 2 O aus, der eine ungel

oste Vorbedingung v hat;
3. if v ungel

ost durch Konikt zwischen z und he;m; oi
then w

ahle eine der Alternativen
Linearisieren I:  := (O; [f(z; e)g)
Linearisieren II:  := (O; [f(o; z)g)
Einordnen: W

ahle einen zu z ungeordneten v-Erzeuger e 6= e
0
2 O;









ahle einen v-Erzeuger e
0
62 O;




































































Abbildung 4: Start- und Zielmerkmale des Blockwelt-Problems
"
Sussman-Anomalie\ und













ater noch festzulegendes x 6= a. Es ist heute durch-
aus

ublich, so vorzugehen, aber ich will hier nicht darauf eingehen. Planer, f

ur die die














wobei, wie gesagt, I und G die Pseudo-Operatoren sind, die der Startsituation und den
Zielmerkmalen entsprechen. Durch die Vorschriften zum Einf

ugen von Operatoren in den
enstehenden Plan ist gew

ahrleistet, da I und G immer die -minimalen bzw. -maximalen
Elemente bleiben. nlp
grund





ane, wobei dieser Raum implizit gegeben ist durch den Initialplan als
Wurzel und die m

oglichen Alternativen in Schritt 3 f





In Schritt 0 wird gepr

uft, ob die Planordnung inkonsistent ist, also ob beispielsweise
f

ur ein o 2 O

uber den transitiven Abschlu von  gilt, da o  o. Das kann daher
kommen, da in sp

ateren Schritten der Prozedur Operatoren lokal geordnet werden, ohne
da gepr

uft wird, ob diese Ordnung m

oglich ist. Tritt dieser Fall auf, wird die Prozedur
zur

uckgesetzt. In der angegebenen Formulierung ist chronologisches R

ucksetzen impliziert;
das kann man nat

urlich eektiver zu implementieren versuchen.
Als Beispiel f

ur die Verwendung von nlp
grund
betrachten wir die strips-Problembe-
schreibung, die besteht aus den Operatoren, deren Schemata in Abbildung 1 angegeben
sind, und aus den Start- und Zielmerkmalen wie in Abbildung 4 dargestellt.
Abbildung 5 zeigt einen m






onnte. Der fertige Plan ist vollst

andig geordnet; das ist
bezogen auf nlp
grund
ein Sonderfall, der darin begr

undet ist, da f

ur dieses Problem keine
Ausf

uhrungsalternativen von Operatoren existieren.
























































































durch Pfeile. Der Zwischenplan ist wohlgeformt; aber er ist nicht koniktfrei: Konikte
gibt es beispielsweise bez





angigkeitsstruktur zwischen den Operatoren im Plan ergibt sich nach nlp
grund
in dem folgenden Sinn zuf

allig: Wurde ein Operator e eingesetzt, um das Merkmal m als
Vorbedingung f

ur einen anderen Operator n zu erzeugen, ergab sich also unmittelbar nach
Einsetzen von e die Abh

angigkeit he;m; ni, so ist nicht sicher, da im endg

ultigen Plan
es immer noch e ist, der m f

ur n erzeugt. Es ist m








allig oder bewutermaen (etwa wenn sich bez

uglich he;m; ni ein Konikt
ergeben hatte) der letztendliche m-Erzeuger f

ur n wird. Die Abh

angigkeiten innerhalb
eines Planes wachsen also bei der Vervollst

andigung des Plans nicht monoton mit, son-
dern k

onnen wieder verschwinden. Das ist f

ur die Prozedur insofern ohne Belang, als
die Abh

angigkeiten nicht explizit verwaltet werden, sondern sie ergeben sich zumindest
konzeptuell in jedem Durchlauf wieder neu.
12
Gerade neuere Arbeiten zu Grundlagen des klassischen nichtlinearen Planens in Folge
der Prozedur snlp
[
McAllester und Rosenblitt, 1991
]
untersuchen eine explizite Verwal-
tung der Abh

angigkeiten und erlauben nicht, einmal festgelegte Abh

angigkeiten wieder zu
brechen: hat man sich einmal auf die Abh

angigkeit he;m; ni festgelegt, so mu sie auch
im fertigen Plan enthalten sein. Dadurch w

achst also die Menge der Abh

angigkeiten in





at von snlp, was in etwa bedeutet, da ein Teilplan, der im Suchraum auf einem Pfad
vom Initialplan zu einer L

osung liegt, nicht auf zweierlei Weise erzeugt werden kann. F

ur
weitere Information sei auf
[









die Operatormenge bei der Entwicklung eines Plans monoton, denn nirgends
wird ein einmal in O aufgenommener Operator wieder entfernt. Das ist einfach eine Kon-
vention, die sich im klassischen Planen als sinnvoll erwiesen hat. Theoretisch spr

ache






Schritt 2 verwendet implizit die Unabh

angigkeitsannahme, die besagt, da mehrere







onnen. Diese Annahme ist heuristisch, kann also im Einzelfall falsch sein. Die
Blockwelt eignet sich als didaktisch motivierter Demo-Anwendungsbereich f

urs klassische










In ihren Schritten 2 und 3 f

allt auf, da die Prozedur nlp
grund
mit (nichtdetermi-
nistischen) Auswahlen arbeitet. Das ist nat

urlich ein ausschlielich f

ur die theoretische
Betrachtung einsetzbarer Trick, um den Prozedurtext b

undig aufschreibbar zu machen
und dennoch alle m

oglichen Alternativen anzugeben, die an den entsprechenden Stellen
grunds

atzlich betrachtet werden m

ussen. Jeder Planer, der auf einem konventionellen
Rechner entsprechend nlp
grund
ablaufen soll, mu diese nichtdeterministischen Auswahl-
punkte in deterministische Auswahlen

ubersetzen { und tats

achlich liegt die Kunst, f

ur




urlich kann man das ezienter implementieren, indem man beim











Implementierungsaspekte seien aber hier ausgeblendet.
13














at der Operatorordnung zu vermeiden, verwende ich den anderen Namen.
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schlau\ heit, ist allgemein nicht zu sagen, sondern ist mindestens vom Anwen-
dungsbereich abh

angig. Es gibt jedoch eine Reihe von allgemeiner anwendbaren heuristi-
schen Tricks, eine geschickte Auswahl zu unterst

utzen. Einige Beispiele:




areekte, mit der In-
terpretation, da zur Erzeugung des Merkmals m nur solche Operatoren verwendet




urde man beispielsweise in STAPLE(x; y) ge-




amen Operatoren der Art
STAPLE(; ) nicht mehr in Betracht, um das Merkmal Hand(nil) zu erzeugen.
 Unterteile Vorbedingungen in Anwendbarkeitsbedingungen und Unterziele, mit der
Interpretation, da ein Operator nur dann eingesetzt wird, wenn an der entspre-
chenden Stelle im Plan seine Anwendbarkeitsbedingungen bereits gelten. Beispiel:
Anwendbarkeitsbedingung f

ur TRENNE(x; y) ist Auf(x; y) { mit anderen Worten:
plane nicht, x von y abzunehmen, wenn es nicht eh schon draufsteht.
 Wenn mehrere Operatoren ein oenes Merkmal erzeugen k

onnten, dann setze den-
jenigen ein, der m







ur die Operatorauswahl speziell im Bereich Blockwelt sind




 Wenn ein Block in einem Turm enthalten ist und noch bewegt werden mu, dann
setzte keine anderen Bl

ocke auf die Turmspitze.
Diese Heuristiken werden im allgemeinen die Planung vereinfachen. Andererseits sind
sie nicht vollst

andig in dem Sinn, da ihre strikte Befolgung dazu f

uhren kann. da ein
Problem unl





atte. Alternativ oder komple-
ment

ar kann man nat






zur Spezialisierung von nlp
grund
verwenden. In der Regel lassen




atzung entspricht die Tatsache, da das klassische Pla-
nen, und selbst noch Einschr

ankungen dieser schon von sich aus so eingeschr

ankten Art
von Planung auch theoretisch hoch komplex sind. Hierzu sei nur ein Hinweis gegeben auf




, in die nlp
grund
direkt hineinpat. Bylander untersucht
das aussagelogische Planen (propositional planning), das mit dem klassischen Planen wie
hier beschrieben identisch ist bis auf die Tatsache, da Situationen aus zwei Mengen
von Grundatomen bestehen, n

amlich denen, die positiv gelten, und denen, die denitiv
nicht gelten, und da Operatoren entsprechend zweigeteilte Vorbedingungen haben: die
Merkmale, die gelten m

ussen, und die, die nicht gelten d

urfen. Oensichtlich sind strips-
Operatoren dann genau solche, bei denen die zweite Menge leer ist. Bei der Berechnung
der Nach-Situation nach Anwendung eines Operators werden die dazukommenden Fakten









ur die wegfallenden Fakten gilt Entsprechendes genau anders-































































































beliebig viele\. Die Problemklasse unten links ist also zu lesen:
Beliebig viele positive (und keine negativen) Vorbedingungen, 1 (positive oder negative)
Nachbedingung; diese Problemklasse ist polynomiell l

osbar. Die Pfeile zeigen von speziel-
leren in eine n

achst allgemeinere Problemklasse.
gegebenen Problembeschreibung einen wohlgeformten und koniktfreien Plan gibt, der
eine L

osung des entsprechenden Problems beschreibt; die Gr

oe eines solchen Problems
entspricht der Summe der Operatorinstanzen und Merkmale.
Als erstes stellen wir fest, da plansat entscheidbar ist, sofern es nur eine endliche
Menge von Objekten und Pr

adikaten im Anwendungsbereich gibt, also beispielsweise nur
endlich viele Bl

ocke in der Blockwelt. Das liegt daran, da der zugrundeliegende Zu-
standsraum dann endlich ist und man ihn im Prinzip vollst

andig untersuchen kann. Doch
wie hoch ist die Berechnungskomplexit

at im schlimmsten Fall? Bylander hat hierzu unter-
schiedliche Einschr

ankungen des aussagelogischen Planens untersucht, die im wesentlichen
dadurch entstehen, da die Form der Operatoren eingeschr

ankt wird. Seine Ergebnisse





ankte Versionen des aussagelogischen Planens bereits nicht
mehr ezient berechenbar; zum Beispiel wird plansat bereits np-vollst

andig, wenn man





ur Operatoren nur 1 Vorbedingung und 1 positive Nachbedingung erlaubt. F

ur weitere
Details sei auf die angegebene Arbeit von Bylander verwiesen. Klassisches Planen mit
strips-Operatoren, wie es nlp
grund
leistet, ist oensichtlich pspace-vollst

andig, da es die
Klasse
"
2 +Vor, 2 Nach\ umfat.





, auch noch Objektvariablen erlaubt (was aus Anwendungsgesichtspunkten aus-
gesprochen sinnvoll scheint), dann wird die Frage der L

osbarkeit eines Planungsproblems
gar unentscheidbar, wie Chapman gezeigt hat. Es kann also nicht den Satz von Heuristi-




Es gibt aber zwei





onnen und immer wieder verwendet wurden:
Vorbedingungselimination. Die Idee ist, die Merkmale des Anwendungsbereichs in
Stufen einzuteilen. Pl

ane werden dann erzeugt, indem zun






ur ein wohlgeformter koniktfreier





ausgebaut wird und so fort, bis alle Merkmale ber

ucksichtigt sind. Wenn die Wich-





oherer Stufen in niedrigere ausbaubar sind, k

onnen sich erhebliche Ef-
zienzgewinne ergeben. Der Schl

ussel zum Erfolg liegt nat

urlich in der Wahl einer
geschickten Merkmalswichtung, wof

ur es kein Patentrezept gibt.











kann als Einstieg in neuere Arbeiten zum Thema dienen.
Virtuelle Operatoren. Die Idee ist, Operatoren zu denieren und in Pl

anen zu ver-
wenden, die nicht unmittelbar ausf

uhrbar sind, sondern hinter denen sich Teilpl

ane
verbergen, die ihrerseits m

oglicherweise noch ausgebaut werden m

ussen. Ein Plan




fertig\ sein, aber noch einen virtuellen Ope-
rator enthalten, der in einem n

achsten Planungsschritt durch den entsprechenden
Teilplan ersetzt wird, wodurch der Gesamtplan wieder l

uckenhaft wird. Der prak-
tische Ezienzgewinn f






ur Standard-Unterprobleme formulieren k

onnen, die der Planer
nicht jedesmal von Grund auf neu nden mu. Zum Beispiel k

onnte man in der
Blockwelt einen virtuellen Operator BAUE-DREIER(x; y; z) zum Bau eines Dreier-
turms aus x; y; z formulieren, dessen Expansion angibt, da die beiden elementaren
Operatoren STAPLE(y; z) und STAPLE(x; y) in dieser Reihenfolge ausf

uhren, den
Turm also von unten her aufbauen mu { was andernfalls jedesmal von Neuem
durch Konikterkennung und -aufl






Es sei denn, dieser Satz von Heuristiken ist geeignet zu zeigen, da p = np.
15
Dort und anderswo wird Vorbedingungselimination als Situationsabstraktion bezeichnet. Diese Be-
zeichnung ist insofern irref

uhrend, als die technische Stufung von Merkmalen mit der intuitiven Vorstellung
von Abstraktion wenig zu tun zu haben scheint, auch wenn diese bei der Entwicklung der Vorbedingungs-
elimination urspr

unglich Pate gestanden haben mag.
27





















Bei der Charakterisierung des klassischen Planens hatten wir bereits gesehen, da nicht
gefordert ist, da ein Planer alle Pl

ane liefert, die ein Problem l

osen. Das ist nat

urlich
ebenfalls eine Manahme, die praktische Komplexit

at des klassischen Planens zu verrin-





innerhalb derer entweder ein Plan gefunden wird, oder das Problem wird als unl

osbar
angesehen. Das weist bereits in Richtung von anytime-Prozeduren, die ich im n

achsten
Abschnitt ansprechen werde. nlp
grund
ist darauf angelegt, einen Plan zu nden, kann
aber oenbar entsprechend modiziert werden, auch mehrere Pl

ane zu erzeugen oder Lauf-
zeitschranken zu beachten.
Gleichsam dual zum Aufgeben der Planer-Vollst








uckzugeben, die nicht wohlgeformt oder nicht





aglich, obwohl es nicht v






Das klassische Planen ist charakterisiert durch eine ganz bestimmte Auswahl der Merk-
male von Anwendungsbereichen und Anforderungen an Pl

ane und Planer, die ich in Ab-
schnitt 2.2 aufgez

ahlt habe; als Faustregel gilt: das klassische Planen vereinfacht alles
maximal. Das ist sinnvoll, um mit dem Studium der Problemklasse Planen zu beginnen,





Struktur haben oder wenn man es selber in der Hand hat, sie in diese Struktur zu brin-
gen. Im allgemeinen Fall ist die Welt aber nicht so einfach, und man plant unter anderen
Randbedingungen.
Dazu gibt es in der Literatur inzwischen eine F








onnen daraus nur Einzelthemen punktuell ber

ucksichtigt
werden. Daher will ich hier f





Behandlung von Zeit hat eine relativ lange Tradition im KI-Planen. Bearbeitet werden
wesentlich die folgenden Themen:












 Modellierung des Eekts von Nebenl

augkeit von Handlungen (
"
Wie unter-
scheidet sich der Eekt nebenl










Dort und anderswo werden virtuelle Operatoren als abstrakte Operatoren bezeichnet. Diese Bezeich-
nung ist insofern irref

uhrend, als die Technik des Einsetzens und Expandierens von Teilpl

anen mit der
intuitiven Betrachtung von Handlungen in unterschiedlichen Abstraktionsgraden wenig zu tun zu haben
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Sinnvollerweise wird das Schlieen

uber Zeit in einem Planer eingebettet in allgemei-
nere Mechanismen zum Schlieen

uber Zeit. Beispiel f

ur ein allgemeineres Verfahren





; ein Beispiel f

ur Planen mit einem reichen Modell von Zeitinforma-
tion (n





. Probleme der Nebenl

aug-





mehrere Akteure betrachtet wird.
Verteiltes Planen ist ein Teilbereich des Gebiets
"
Verteilte KI\ (VKI). Grundidee ist,
die Arbeit, einen Plan zu erstellen, auf mehrere (Teil-)Planer aufzuteilen, die je-
weils Einzelteile des Gesamtplans erstellen, die schlielich zusammengesetzt werden.
Motive f

ur Verteilung sind beispielsweise Robustheit des Gesamtsystems, Spezialisie-
rung einzelner Planer auf bestimmte Arten von Teilproblemen, dadurch m

oglicher-
weise entstehende Kostenreduzierung, und nicht zuletzt die Tatsache, da in der Welt
Informationen und F

ahigkeiten faktisch verteilt vorliegen. Gegen

uber dem Planen





atzlich zu denen im unverteilten Planen), zum Beispiel Zerlegung des Gesamt-
problems, Verteilung der Teilprobleme auf die Planer, Kommunikation zwischen den




Bond und Gasser, 1988
]














Hertzberg, 1989, Abschnitt 6.4
]
gibt ein Beispiel f

ur verteiltes








anen oder Planteilen zur L






ane also gewissermaen zu
"
lernen\, ist eine naheliegende Idee,
um die Eektivit

at des Planens im selben Anwendungsbereich zu steigern. Der er-
ste Ansatz dazu wurde bereits im Kontext von strips gemacht
[







Makro-Operatoren\ verallgemeinert wurden, die zur weiteren Pla-
nung wie die normalen Bereichsoperatoren in Pl

ane eingesetzt werden konnten; eine





weitergehende Art von Wiederverwendung ist das fallbasierte Planen. Die Idee da-
bei ist, da Planen grunds

atzlich darin besteht, zur L

osung von Problemen alte
Pl













achlich neu zu planen. Das erfordert
folglich andere Planungsprozeduren, auerdem die Verwaltung einer Bibliothek alter
Pl



















asentation durch Lernen in begrenztem Ma zu erweitern.
Handeln
"
aus der Situation\ (situated action) bezeichnet eine Sichtweise der Steue-
rung von Handlungen, die dem Planen geradezu entgegengesetzt ist.
17
Ausgangs-
voraussetzung ist die Annahme, da Akteure nicht dadurch zielgeleitet handeln, da
17
Bei einigen Autoren aus dem
"
Lager der Situierten\ nimmt die Betonung dieses Gegensatzes fast
Weltanschauungs- oder Ideologie-Dimensionen an.
4.1 Unvollst

andigkeit der Information beim Planen 29
sie in symbolischer Form vorliegende Pl

ane abarbeiten, sondern da sie aus Erfah-
rung Regeln entwickelt haben, die prim

ar ihr Handeln abh

angig von der aktuell





are Bedeutung als eine Komponente der aktuellen Situation, die das Han-




















uhrliche Diskussion von Sinn und Unsinn, F

ur



















andern oder Gewichten von Planzielen
anl

alich der Planung, ist im Kontext der KI-Planung noch nicht systematisch unter-
































gibt einen ersten, technisch und praktisch allerdings noch unbefriedigenden Einstieg



























andigkeit der Information beim Planen
In vielen praktischen Anwendungsf

allen ist zur Planungszeit nicht vollst

andig oder nicht
sicher bekannt, in welchem Zustand sich die Welt bei Beginn der Planausf

uhrung benden
wird und welche Eekte einzelne Handlungen tats

achlich haben werden. Die Reaktion des




ur den plausibelsten Startzustand und die
am wahrscheinlichsten zu vermutenden Handlungseekte zu planen und neu- oder umzu-
planen, wenn sich bei Planausf

uhrung herausstellt, da die Welt anders ist. Damit mag
man in Einzelf

allen auskommen, aber im allgemeinen ist dieses Verfahren sehr unelegant
und vermutlich ineektiv.
Es gibt zahlreiche Arbeiten, diese Unsicherheit bereits zur Planungszeit in dem Sinne
zu ber

ucksichtigen, da der Plan die bekannten oder wenigstens die ber

ucksichtigenswerten
Alternativen beachtet und Reaktionen auf ihr Auftreten enth

alt. Alle diese Arbeiten setzen
allerdings pragmatisch immer noch voraus, da die Unsicherheit

uber die Welt relativ
gering ist: In einer Welt da im wesentlichen Unwissenheit und Zufall regieren, sollte man
das Planen von vornherein seinlassen. (Zielgeleitet handeln kann man dort allenfalls
"
aus
der Situation heraus\, wie oben angesprochen.)
Zwei Klassen von Techniken f

ur diesen Fall sollen hier n

aher betrachtet werden: Erstel-
len von Konditionalpl

anen und ein entscheidungstheoretisch motivierter Planungsansatz.
Der Aktionskalk

ul mw, der in Abschnitt 5 vorgestellt wird, ber

ucksichtigt die angespro-
chene Art von Unsicherheit ebenfalls, und die in Abschnitt 6 skizzierte Art der auf mw
aufsetzenden Planung ist stark durch Ideen aus der Entscheidungstheorie beeinut; diese




andigkeit der Information beim
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Planen\ durch Beispiele.




ane sind der naheliegende Ansatz,




ane als eine Art von Compu-





nen voraussetzt: Sie enthalten Verzweigungen von der Art if : : :then : : :else if : : :then : : :
wie sie in Programmiersprachen








uber Situationen, die bei Planausf

uhrung ausgewertet werden, um mit dem
entsprechend passenden Plan-Ast weiterzumachen.














uckliche Zusammenhang mit der automatischen Generierung
von Programmen wird in
[
Manna und Waldinger, 1987
]
hergestellt; der dort beschriebene
Kalk

ul erlaubt allerdings nicht nur bedingte Verzweigungen, sondern auch beispielsweise





atze verwenden ebenfalls Plan-Verzweigungen,
bringen aber noch eine weitere Idee hinzu, die

ubrigens von Verzweigungen im Prinzip
unabh







ane zu erzeugen, die
Ziele erf

ullen, sondern solche, die den erwarteten Nutzen ihrer Ausf

uhrung maximieren.
Erreichen der Ziele schl

agt dabei mit hohem Nutzen zu Buche, aber auch Erreichen nur
eines Teils der Ziele kann bereits Nutzen bringen. Lediglich erwarteter Nutzen kann im
allgemeinen mit Pl

anen assoziiert werden, weil eben Unsicherheit

uber die Welt voraus-
gesetzt ist, wobei diese Unsicherheit durch Eintrittswahrscheinlichkeiten quantiziert sein
mu.

Uberdies haben Handlungen Kosten, die ebenfalls quantiziert sein m

ussen.
Betrachten wir als Beispiel das Putzproblem. In einem Haushalt gebe es zwei an-
stehende Putzaufgaben: Fensterputzen und Abwaschen. Im Haushalt leben zwei haus-
arbeitsf

ahige Akteure: der Planer-Akteur PA und der Andere, A. Die Sauberkeit der
Fenster hat einen hohen Wert von, sagen wir, 100; sauberes Geschirr sei 50 wert. Daf

ur
ist Fensterputzen auch l

astiger: es kostet 50 Einheiten, Abwaschen nur 20 Einheiten, wes-





Faktum, da A erst dann mit irgendeiner Arbeit anf

angt, wenn PA mit seiner schon fertig
ist.
18
Eine weitere Vorbedingung aller Operatoren sei, da die Arbeitsverteilung an PA
und A insgesamt gekl

art ist { vorher f

angt auch PA nicht an.
Abbildung 7 enth

alt einen Plan aus Sicht von PA: Es wird um die Arbeitsverteilung
eine M

unze geworfen, und anschlieend f

angt PA mit seiner Aufgabe an. An den Kanten
im Plan ist auer den erzeugten Nachbedingungen und deren Nutzen die

Ubergangswahr-
scheinlichkeit vermerkt. In den K

astchen, die die Operatoren darstellen, sind die Opera-
torkosten eingetragen; die Kosten daf

ur, da A arbeitet, sind aus Sicht von PA jeweils 0.
Die Kosten des M

unzwurfs legen wir im Moment nicht fest, sondern nennen sie c
M
.
Ein Plan, dessen Ausf

uhrbarkeit aus Sicht von PA gew

ahrleistet ist, ist der mit der
Arbeitsverteilung, da PA alles selber macht. Wenn wir Kosten als negativen Nutzen
denieren, ist der Nutzen dieses Plans klar: die Nutzen-Summe minus die Kosten-Summe,
also 150   70 = 80. Der Nutzen des Putz-Plans in Abbildung 7 ist weniger sicher, da
nicht klar ist, welcher Plan-Ast ausgef







alt die genau umgekehrte Information. Das ist ein Beispiel von Inkonsi-
stenz des Weltwissens beim verteilten Planen und ein empirisches Ph

anomen in entsprechenden Haushalten.
4.1 Unvollst

















































p = 1:0: Fenster-sauber
Nutzen: 100
Abbildung 7: Plan zur L

osung des Putzproblems. Erkl

arungen im Text.
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erwarteten Nutzen, der f

ur einen Plan  mit Ereignissen 
 (Ereignisse sind Operatoren





U(!)p(! j ) (1)
Dabei gibt die Funktion U(!) (
"
utility\) den Nutzen des Ereignisses ! wieder. F

ur den
Putz-Plan ergibt sich also als erwarteter Nutzen:
 c
M
 1 + (0  50 + 100  0 + 50)  0:5 + (0  20 + 50  0 + 100)  0:5 = 115  c
M
Das bedeutet: Sollte der M

unzwurf mehr als 35 kosten (beispielsweise weil damit gruppen-
dynamische Diskussionen

uber die Fairness von Arbeitsverteilung verbunden sind), sollte
PA lieber alles selbermachen; kostet es mehr als 20, also mehr als die Nutzen-Dierenz
zwischen dem ung

unstigeren Ast und dem Plan, alles selberzumachen, dann l

auft PA ge-
fahr, damit schlechter wegzukommen als mit dem Selbermach-Plan. Wenn schlielich PA
beim M






erwartete Nutzen des Putz-Plans zu 121  c
M
.
Das Beispiel zeigt, da der entscheidungstheoretische Ansatz im wesentlichen die De-




atsmaes zu der Behandlung von Verzweigungen
hinzuf

ugt. Es erleichtert zun

achst nicht, einen Plan oder auch nur

Aste eines Plans zu




urlich erheblich dabei helfen, beispiels-
weise heuristische Suchverfahren zum Planen einzusetzen.
Bereits 1977 wurde in
[




ur die Verbindung von Planen mit
Ideen aus der Entscheidungstheorie pl

adiert. Diese Arbeit geriet dann aber eine Zeitlang in




uber Planen unter Unsicherheit geforscht
wurde. Eine sehr gute Einf












Es gibt Problembereiche, in denen von der Rechenzeit, die f

ur die Erstellung eines Plans
gebraucht wird, nicht abstrahiert werden darf. Standard-Literaturbeispiel ist der Ro-
boter, der die Strae

uberquert und einen Lastwagen auf sich zurasen sieht: Es mag
unterschiedlich gute Reaktionen in dieser Situation geben, aber am allerwichtigsten ist,





sollte, da es eine bessere Reaktion gegeben h

atte { da beispielsweise vorzuspringen statt
zur

uckzuspringen den insgesamt zur






atte. Der Merksatz f

ur solche Anwendungsgebiete ist:
Ein suboptimaler oder gar nur halbfertiger Plan zur rechten Zeit ist n

utzlicher
als ein optimaler zu sp

at!









Individuen mit ihrer normalerweise begrenzten Rationalit

at (boun-
ded rationality) erreichen k

onnen.
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1. Wie kann man gew

ahrleisten, da der Planer
"
zur rechten Zeit\ einen Plan zur
Verf

ugung hat { und sei er auch nur suboptimal? Schlielich hatten wir beim klas-
sischen Planen gesehen, da Planen beliebig komplex sein kann.




anen, das die verbrauchte Re-
chenzeit einbezieht?
Beginnen wir mit dem zweiten Punkt, weil er unmittelbar an die entscheidungstheore-
tischen Planungsmodelle des vorigen Abschnitts anschlieen kann. Die Grundidee ist, den
erwarteten Nutzen des Weiterplanens zu vergleichen mit dem erwarteten Nutzen, der aus
unmittelbarer Ausf

uhrung des vorhandenen (m

oglicherweise noch unfertigen) Plans resul-
tiert. Letzteren Nutzen setzen wir f

ur einen Plan  vereinfachend gleich mit dem in (1)









; t) die Sch

atzung des erwarteten Nutzens desjenigen Plans, der sich
ergibt, wenn der Plan , f

ur dessen Erstellung bereits t
0
Zeit verbraucht wurde, noch t










Diesen Wert vergleicht man mit den Kosten C(t) von t Zeiteinheiten Planung: Weiterpla-




; t) > C(t)
Dieses Berechnungsmodell ist nat






angig drastisch schwanken: F

ur den Roboter im Straenverkehr
k

onnen 10 Sekunden Planungszeit deutlich teurer sein als nach Feierabend im h

auslichen
Maschinenschuppen. Weiterhin ist nicht klar, ob die Berechnung des erwarteten Nutzens
eines m

oglicherweise unfertigen Plans sinnvoll mit U() berechnet werden darf. Es geht









uhrlich mit diesem Problem.
Die andere eben angesprochene Frage war die, wie gew

ahrleistet werden kann, da





uhrenden Operator zur Verf

ugung stellen kann. Bei der Prozedur nlp in Abschnitt 3
ist das oenbar nicht der Fall: In der Zeit, die sie l








uhrender Schritt bekannt ist. Es liegt in der Natur der Sache,
da ein solcher vorzeitig zur

uckgegebener Operator nicht in irgendeinem Sinn optimal sein












Dean und Boddy, 1988
]














Russell und Zilberstein, 1991
]
stellt man fest, da es mindestens zwei Varianten
von anytime-Planern gibt:
unterbrechbare (interruptible) Planer, das sind solche, die zu jedem Zeitpunkt ihrer
Laufzeit unterbrochen werden k

onnen; und
terminierbare (contract) Planer, das sind solche, denen man vor Beginn ihres Laufs





Beide Versionen von anytime-Planen sind in einem streng formalen Sinn insofern trivial,
als praktisch jede Planungsprozedur trivial zu einer anytime-Prozedur modiziert werden
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kann: Man nehme eine globale Variable, der anfangs ein Standardplan zugewiesen wird
(z.B.
"
Warte\); wenn die Prozedur fertig ist, weise man der Variablen das Ergebnis zu;




Anytime oder nicht\ ist also eher ein intuitiv begr

undbares Kriterium, das sich gemes-
sen am Sinn des Planens im Anwendungsbereich ergibt. Ein
"
sinnvoller\ anytime-Planer
sollte Anforderungen wie die folgenden erf

ullen:





sollen im Schnitt seine Ergebnisse werden.
 Der Planer bearbeitet diejenigen oenen Planteile zuerst, deren Komplettierung die
Qualit

at des Plans am meisten zu verbessern verspricht.
 Der Plan, den ein unterbrechbarer Planer zur














Packe nur noch Planteile an, mit denen Du
voraussichtlich fertig wirst!\)






Dean und Wellman, 1991
]
(besonders Kapitel 8) eine gute Einf

uhrung. In Abschnitt 6 werden wir eine Version von
Rechenzeitbeschr

ankung formal beschreiben und verwenden.
4.3 Dynamik und Unbekanntheit der Welt beim Ausf

uhren




anen scheitern oder stocken kann,
und oft liegt das Problem dann darin, da die Welt sich nicht so verh

alt wie geplant.












Planer Grenzen (s.Abschnitt 2.1), so da man irgendwann der Tatsache ins Auge sieht:
Bei der Planausf

uhrung kann Unerwartetes geschehen.
Wiederum { wie bei der Unsicherheit zur Planungszeit { w

are eine denkbare Haltung
die, das Unvorhersehbare eintreten zu lassen und daraufhin neu zu planen. Aber wiederum
kann man auch versuchen, geschickter vorzugehen.
Einmal mehr stammt der erste Ansatz dazu
[
Fikes et al., 1972
]
aus dem Kontext von
strips. Ihm lag die Beobachtung zugrunde, da vieles Unvorhergesehene einfach darauf
beruht, da Handlungen oder Planteile ungenau ausgef

uhrt werden, also einzelne oder alle





mit versetzen sie aber die Welt nicht in einen v

ollig unbekannten Zustand weitab von allem
Geplanten, sondern mitunter m

ussen sie einfach wiederholt werden, damit alles nach Plan
weiterlaufen kann. Um solche F

alle abzufangen, wurde f

ur planex, das Planausf

uhrungs-







Eine Dreieckstafel ist im wesentlichen eine kompakte Darstellung der Abh

angigkeits-
struktur in einer linearen Operatorfolge. Abbildung 8 zeigt als Beispiel die Dreieckstafel
f

ur den Plan aus Abbildung 5 zur L

osung der Sussman-Anomalie. Am Ende jeder i-ten
19
Die Dreieckstafel ist auch das Format, in dem strips-Pl

ane zur Wiederverwendung als Makro-
Operatoren dargestellt werden, wie weiter oben angesprochen.





























Abbildung 8: Dreieckstafel f

ur den Plan zur L

osung der Sussman-Anomalie; der 4. Kern
ist markiert. Die Ziern geben die Nummer der Spalte an,

uber der, und die Nummer der
Zeile, neben der sie stehen. Weitere Erkl

arungen im Text.
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Zeile der Tafel steht der i-te anzuwendende Operator, und in Zelle (i; j) stehen diejenigen
Merkmale, die der j-te Operator als Vorbedingungen f

ur den i-ten erzeugt. Der i-te Kern





alle Merkmale, die gelten m

ussen, damit der gesamte Restplan ab dem i-ten Operator
ausgef

uhrt werden kann. Sind alle Merkmale eines Kerns erf

ullt, heit er ebenfalls erf

ullt.
Eine Dreiecktafel wird nun folgendermaen ausgef

uhrt.
1. Bestimme den erf

ullten Kern mit dem aktuell h

ochsten Index; sei dieser Index i.










uhrung wie vorgesehen, wird nach diesem Verfahren genau der vorlie-
gende Plan abgearbeitet. Um zu sehen, was passiert, wenn Ausf

uhrungsfehler auftreten
betrachten wir drei Beispiele:
 Operator 3 (NIMM(b)) m














 Operator 1 (TRENNE(c;a)) m

oge so scheitern, da c auf dem Tisch liegt (
"
aus








 Operator 4 (STAPLE(b;c)) m

oge so scheitern, da b auf dem Tisch liegt (
"
runter-

























Diese Art der Planausf

uhrung macht jedoch eine entscheidende Voraussetzung: Die In-
formation






altlich. Das mu aber nicht der Fall sein. Ein Beispiel aus der Lebenswelt
ist der Gebrauchtwagenkauf: Der technische Zustand eines Gebrauchtwagens ist f

ur einen
Laien nur schwer absch











Roboter entstehen praktisch immer Kosten in Rechenzeit daf

ur, Merkmale in der Welt
zu pr

ufen, da die Robotersensorik normalerweise keine Pr

adikate messen kann, sondern
beispielsweise boolesche oder numerische Werte, die erst aggregiert und in die symbolische
Bereichsrepr

asentation umgerechnet werden m

ussen. Auf dieses im allgemeinen schwierige




vermittelt einen Eindruck davon,
wie diese Probleme in strips/Shakey behandelt wurden.
Wenn Informationen










ulltheit von Kernen in Dreieckstafeln zu
teuer, sondern es wird auch wird die Verwendung von Konditionalpl

anen in Frage gestellt.
Literaturbeispiel daf

ur ist das Briefbombenproblem:
Es liegen zwei P

ackchen P;Q vor; eines davon enth

alt eine Wertsendung, das
andere eine Briefbombe; Briefbomben entsch

arft man, indem man sie in einen
Wassereimer steckt. Wie kommt man an die Wertsendung?
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unftiger Ansatz in diesem Fall ist, Sensoroperatoren zu formulieren, die bereits
der Planer in den Plan einbauen kann. Ein Sensoroperator hat als Nachbedingung die In-
formation

uber Fakten in der Welt. Wie jeder Operator wird er normalerweise nicht zur
Planungszeit ausgef

uhrt, sondern was bei der Planung ber

ucksichtigt werden kann, ist zum
einen, da nach Ausf

uhrung solch eines Operators die Wahrheit oder Falschheit des frag-
lichen Faktums bekannt sein wird, und zum zweiten die Kosten der Messung: Vielleicht
gibt es M

oglichkeiten, einen Plan zu nden, ohne mit der nur teuer mebaren Information
arbeiten zu m

ussen, oder es ist klar, da die Kosten der unvermeidlichen Messung den
Nutzen des Plans

uberwiegen werden, oder das nicht sicher bekannte Merkmal hat einen
zuverl

assig verwendbaren default-Wert (
"
Die Gebrauchtwagen von Auto-Meier waren im-
mer in Ordnung\). Enth

alt ein Plan allerdings allzuviele Sensoroperatoren, insbesondere
viele billige, dann erscheint es sinnvoll, Planen und Planausf

uhrung zu verzahnen in dem
Sinn: F

uhre soweit aus, wie Du kommst, mi die Auspr

agung der dann angegebenen
Merkmale, und plane entsprechend weiter. Neuere Arbeiten zur Verzahnung von Planen
und Ausf





); eine Arbeit zum
Verwenden von Merkmal-defaults ist
[






In den Abschnitten 3 und 4 konnte man sehen, da Planen die F

ahigkeit zum Erschlie-
en von Wandel voraussetzt: beispielsweise immer wenn berechnet werden soll, ob ein
Merkmal an einer Stelle des Plans bereits gilt, mu der Planer es k

onnen. Ja, man k

onnte
sagen, Erschlieen von Wandel ist f

urs Planen eine genauso grundlegende Voraussetzung,
wie etwa Deduktion f

ur den Bau von deduktiven Datenbanken.
Die Sache hat einen Haken. In der klassischen Logik herrscht weitgehend Einigkeit
dar

uber, ob eine Formel aus einer Menge anderer Formeln folgt. Um das alte Beispiel zu
bem

uhen: wenn ich wei, da alle Menschen sterblich sind und da Sokrates ein Mensch ist,





ule denieren und implementieren, die dieser Intuition entsprechen,
also korrekt sind. Nat

urlich gibt es F

alle, in denen die klassische Logik nicht angemessen
ist. In diesen F

allen wird man sie angemessen modizieren, beispielsweise die Monotonie




ur diese Logiken gibt es eine
recht gute Intuition dar

uber, ob eine Formel aus einer Formelmenge folgen soll { wenn
auch vielleicht nicht mit so breiter Akzeptanz wie im klassischen Fall. Doch wiederum
kann man korrekte Kalk

ule denieren, implementieren und benutzen.
Diese Intuition scheint beim Erschlieen von Wandel nicht so gut entwickelt zu sein.
Damit zusammenh

angend ist theoretisch und technisch besonders st

orend: Es gibt keine
formale Semantik von Operatoren, die der Semantik einer logischen Formel entspr

ache.
























agung der Merkmale des betrachteten Anwendungsbereichs (s. 2.2). Ge-
nauso, wie es nicht das Planen gibt, gibt es also auch nicht das Erschlieen von Wandel.
Diese grundlegenden Probleme wurden in den meisten Arbeiten zum Planen auer-
ordentlich pragmatisch behandelt: Sie wurden ignoriert. Man hat { plakativ formuliert
{ Planer gebaut wie in den vorangehenden Abschnitten beschrieben, hat zugesehen, da
die Pl

ane, die herauskamen, f

ur die betrachteten Anwendungsbereiche oder Spielbeispiele
halbwegs plausibel aussahen, und hat Fragen wie die Bedeutung eines Plans oder gar eine







Das kann man nat

urlich tun. Besonders als das Gebiet Planen noch relativ neu war
und praktische Erfahrung mit Planern fehlte, war diese Strategie plausibel. Doch denke
ich, inzwischen sollten wir mehr wollen. Will man nicht nur Pl

ane erzeugen, sondern auch
noch sagen k

onnen, was sie bedeuten, mu man das Planen auf den formalen Grund des
Erschlieens von Wandel stellen, und darum geht es nun. Das soll nicht bedeuten, jeder







wir werden gleich sehen, da solche Kalk

ule beliebig kompliziert und im allgemeinen sogar
unentscheidbar werden k

onnen, so da eine direkte Implementierung als Basis-Prozedur






















An dieser Stelle will ich aber wenigstens Hinweise auf andere als den im folgenden vor-
gestellten Kalk

ul geben. Urvater aller KI-Aktionskalk

ule ist der bereits in Abschnitt 2
angesprochene Situationskalk





. Eine Familie von Ak-
tionskalk





















Ginsberg und Smith, 1988a; Winslett, 1988;
Cordier und Siegel, 1992
]
. Der im folgenden beschriebene Kalk






; in diesem Text sind auch die Unterschiede zu den anderen formelbasier-
ten Kalk
























Die Formalisierung von Zustandsver

anderungen ist auerhalb der KI oder des Planens
ebenfalls Thema in den Bereichen Semantik, Verikation oder automatische Generierung
von (imperativen) Programmen.






entsprechenden Formalismen besonders die dynamische Logik im Planen als zugrunde-
liegender Formalismus wahrgenommen worden. Allerdings unterliegt die Transformation
von Programmzust

anden durch Zuweisungen anderen Randbedingungen als der

Ubergang
von Situationen durch beliebige Handlungen, so da zumindest nicht oensichtlich scheint,
wie beliebige Aktionskalk

ule in dynamischer Logik reformuliert werden k

onnen.










Beginnen wir mit einer Zusammenfassung: Was soll der nun zu beschreibende Kalk

ul mw
eigentlich berechnen? Ausgangspunkt ist, da ein Zustand der Welt durch eine Menge
beliebiger pr

adikatenlogischer Formeln beschrieben ist, also nicht nur durch Grundatome
wie im klassischen Planen. Seien Operatoren wie gehabt beschrieben durch ihre Vor-





urfen sollen. Dann soll mw f

ur eine Situation (also eine Formelmenge) und einen Operator
angeben, welche Folgesituation entsteht bzw. welche Folgesituationen entstehen k

onnen,
falls das beispielsweise aufgrund von Schneeballeekten nicht eindeutig ist. Als Spezia-
lit

at soll mw erlauben, da die Eekte von Handlungen kontextabh

angig sind, also in
unterschiedlichen Zust

anden unterschiedlich ausfallen k

onnen, und da im selben Zustand
Alternativresultate herauskommen k

onnen wie beispielsweise beim Werfen einer M

unze,
wo entweder Kopf oder Zahl herauskommt, man wei aber vorher nicht, was. In den Be-
grien von Abschnitt 2.2 ist mw also gedacht f

ur Anwendungsbereiche mit den folgenden
Charakteristika:















Uber die anderen Bereichseigenschaften aus 2.2 setzt mw nichts voraus; wir werden sp

ater
beispielsweise sehen, da Pl






















 Es gibt eine Formelmenge K (
"
knowledge\, Hintergrundwissen), die solche Zusam-
menh

ange beschreibt, die sich durch keinen Operator jemals

andern kann und die
in jeder Situation gelten mu. Das sind also beispielsweise Bereichsaxiome oder
Denitionen; Beispiele solcher Formeln in der Blockwelt sind
8x; y; z:[Auf(x; z)^ x 6= y ! :Auf(y; z)]
8x:[:9y:Auf(y; x)! Frei(x)]
 Eine Nachbedingung Post(o) eines Operators o ist beschrieben durch eine Formel-
menge, die in der Nachfolgesituation g

ultig zu sein hat. Es gibt also keine Unter-
scheidung zwischen hinzuzuf

ugenden und zu l

oschenden Formeln.
 Es bestehen die folgenden Anforderungen an eine Situation S
0
, die durch Anwendung





ussigen Lesbarkeit halber bezeichne ich mit S;S
0
im folgenden sowohl Formelmengen als auch











ist eine maximale mit K konsistente Formelmenge, d.h. die Nach-Situation
l

at nichts unbestimmt, und
3. S
0
ist minimal unterschiedlich von S, d.h. es

andert sich nur das, was durch
Post(o) erzwungen ist.
Das entscheidende Problem ist, Forderung (3) einzul

osen, die oensichtlich das Rahmen-
problem l

osen soll. Es scheint keine klare, allgemein verbreitete Intuition dar

uber zu
geben, was es heit, da zwei Formelmengen minimal unterschiedlich sind.
mw verwendet zur Bestimmung der Frage, was eine minimal unterschiedliche Formel-













; : : : ; '
n
"









; : : : ; '
n
. Der Nebeneekt dabei ist:

Andert man eine Situation so,
da sie nun ' enth

alt, mu man akzeptieren, da in der neuen Situation '
1
; : : : ; '
n
gelten.
Basis von mw ist eine endliche logische Sprache L erster Ordnung, also beispielsweise
eine Sprache, die in Pr






alt, um die Blockwelt zu beschreiben. Alle Formeln, von denen im folgenden die
Rede ist, sind im Zweifel Formeln aus L. Jede maximale konsistente Konjunktion von
Grundliteralen aus L heit eine Welt.
24
Als Beispiel-Anwendungsbereich taugt die Blockwelt aber nun nicht mehr, weil es in ihr
beispielsweise keine kontextabh

angigen Operatoreekte gibt. Um die nun vorzustellenden





ist; Abbildung 9 soll die Vorstellung be

ugeln. Der Einfachheit halber ist die Tassenwelt
folgendermaen aussagelogisch beschrieben. Aufgabe eines Roboters ist es, eine Tasse zu
manipulieren. Die Tasse kann entweder auf dem Boden stehen (Boden) oder auf dem Tisch













arts). Die Arbeit ndet
unter freiem Himmel statt; Regenwetter (Regen) kann also die Arbeit beeintr

achtigen, bei-
spielsweise die Tasse rutschig machen. Die Sprache L
c
der Tassenwelt ist die Sprache erster







induziert wird. Eine Welt in der Tassenwelt ist jede Menge von Grundliteralen, die aus
genau diesen sechs Grundatomen entstehen.
Eine Situation ist eine Formel aus L. Eine Situation mu einen Zustand der Tassenwelt
nicht eindeutig beschreiben; ein Beispiel f














onnte man hier den Begri Kausalit

at nicht verwenden wollen, obwohl
er in der Originalarbeit
[
Brewka und Hertzberg, 1993
]
verwendet wird: Es scheint eher fraglich, ob hier
die intuitive Kausalit

at erfat ist. Ich bin inkonsequent und verwende den Begri trotzdem.
24







ogliche Welt\ Begrie auf der Syntaxebene sind! Sie haben also nichts zu tun mit den
m






, und ich schreibe sie fort.
Zur Notation: Ich verwende zur Abk

urzung im folgenden Welten alsMengen von Literalen durcheinander
mit Welten als Konjunktionen von Literalen. Im Kontext ist entweder unerheblich oder eindeutig, welche
Form gemeint ist.





Abbildung 9: Eine bildliche Darstellung der Tassenwelt.
Das Hintergrundwissen liegt in zwei Teilen vor:








In C sind Inferenzregeln statt Implikationen verwendet, um die Anwendung in Kontrapo-
sition zu verhindern: Aus einer Implikation ' ! % und :% kann :' abgeleitet werden,
aus einer Inferenzregel ') % und :% aber nicht. Als Notation verwende ich
Theory(C) = f'! % j ') % 2 Cg;
wobei freie Objektvariablen als allquantiziert interpretiert werden. Theory(C) ist also





ur das gesamte Hintergrundwissen
K = Theory(C)[B
In der Tassenwelt m










uchlich sein. Eines von ihnen bewirken, heit, da ebenfalls Boden gilt (egal, ob







allesamt falsch, so bedeutet das, da Tisch gelten mu. Alles das wird im kausalen Hinter-
grundwissen ausgedr

uckt. Schlielich deniere ich im logischen Hintergrundwissen Boden




















































































































Von allen Welten brauchen wir nur die m

oglichen Welten zu betrachten, also diejenigen,
die mit dem Hintergrundwissen konsistent sind. Dazu deniere ich
Denition 10 (M

ogliche Welt in s) Sei s eine Formel, K das Hintergrundwissen. Die
m






(s) = fw j w ist eine Welt, und K [ fsg 6j= :wg
Poss
K






(true), also die Menge aller Welten, die
bez










































































































Wir kommen nun zu der oben gestellten Frage, wie minimale Unterschiedlichkeit von
Situationen { hier also von (m

oglichen) Welten deniert werden kann. Dazu dienen die
n

achsten beiden Denitionen, f














) die Menge der Grundliterale, die
in w
2
wahr sind, aber nicht in w
1















Sei I eine Menge von Inferenzregeln und F eine Formelmenge. Dann sei der I-Abschlu
(notiert `
I
) von F die kleinste Formelmenge, die unter
"
normaler\ Deduktion und De-
duktion mit den Inferenzregeln aus I abgeschlossen ist. Ich schreibe F`
I
', wenn der
I-Abschlu von F die Formel ' enth












arts ^ Boden { der entsprechen-









Regen ist nicht enthalten.
Wir kommen nun dazu, zu denieren, was es heien soll, da sich zwei Welten m

oglichst
wenig unterscheiden, und ich brauche dazu die zwei folgenden, eher technischen Deni-
tionen. Ich will ausdr







Referenzwelt\ w als w
2
es









von w unterscheidet; die Rolle der
"
Referenzwelt\ wird









oglichen Welten zu denieren, ist die nun zu denie-
rende Kausalbasis. Das ist eine minimale Teilmenge der mengentheoretischen Dierenz,
aus der durch C-Abschlu alle weiteren Komponenten der Dierenz folgen. Formal:












. Die Formelmenge S heit genau





















[ B ` w
2
.
Die Kausalbasis zweier m

oglicher Welten ist im allgemeinen nicht eindeutig. Als Tassen-




































; alle anderen Kausalbasis-Kandidaten enthalten Vorw

arts,
sind also nicht minimal.











Referenzwelt\ w ist. Daf








aher an w als w
2
, wenn seine Dierenz zu w kleiner ist. Wenn die
reine Dierenz nicht kleiner ist, kann w
1
aber immer noch n

aher an w sein als w
2
, wenn


































 jede Kausalbasis von (w;w
1




(Die beiden Bedingungen sind nicht

aquivalent, und keine impliziert die jeweils andere. S.
[






















artsg. Oben hatten wir
gesehen, da fVorw













Schlielich werden Operatoren f

urmw deniert. Ich verwende verallgemeinerte strips-
Operatoren, wobei die Verallgemeinerung in zwei Ebenen l

auft, wie weiter oben angedeu-
tet: Die Anwendung eines Operators kann unterschiedliche, alternative Nachbedingungen
erzeugen (man wei vorher nicht, welche davon), und in unterschiedlichen Situationen
kann ein Operator unterschiedliche Eekte erzeugen. Die Syntax eines Operators ist dann
durch folgende Denition gegeben:
Denition 13 (Operator) Sei L eine logische Sprache erster Stufe. Ein Operator ist





















Dabei sind die Vorbedingungen Pre
i
und die Nachbedingungen Post
i;j
Formeln aus L, die








aquivalent zu true, und die
Pre
i
schlieen sich wechselseitig aus.
Zun







unze kann man immer (ohne weitere Vorbedingung) werfen; als Ergebnis
kommt entweder Kopf oder Zahl heraus. Man beachte aber, da das Ergebnis nicht
als Kopf_Zahl angegeben werden darf, denn sinnvollerweise wird Kopf als

aquivalent







uhrt also in zwei unterschiedliche Nachfolgewelten, die nichts miteinander
zu tun haben. Der entsprechende Operator sieht also so aus:
M

UNZWURF = [ true j Kopf; Zahl ]
 Einen Tastenschalter f

urs Raumlicht zu bet

atigen, hat unterschiedliche Eekte: War
das Licht vorher An, ist es anschlieend :An, und umgekehrt. Hier ist der entspre-
chende Operator:
SCHALTEN = [ An j :An
:An j An ]
In der Tassenwelt gebe es die folgenden Operatoren, deren formale Denitionen in
Abbildung 10 angegeben sind:
ABSTELLE: Steht die Tasse auf dem Tisch, stelle sie Aufrecht auf den Boden. Der
Operator kann (entgegen dieser Absicht) auch bewirken, da sie Vorw

arts auf dem






arts und :Aufrecht gelten).
Die formale Denition in Bild 10 unterscheidet zus

atzlich Anwendung bei Regen und








arts auf dem Boden, soll sie in Position Aufrecht
ver

andert werden. Der Operator funktioniert sicher, wenn es nicht regnet; regnet es,














arts), wird sie zuf

allig ge-











angig davon, wie sie vorher lag. In allen anderen F





WARTE: Regnet es, kann nach Ende des Wartens es entweder nicht mehr regnen, oder
es kann sich nichts ge

andert haben. Entsprechend f

ur warten, wenn es nicht regnet.
Damit kann ich nun beschreiben, was eingangs dieses Abschnitts 5.1 als Ziel angegeben
wurde: die Vorschrift, aus einer Situation s und einem Operator o die Nachfolgesituation
zu berechnen. Die Idee dazu ist f

ur mw sehr einfach: Man bildet die m

oglichen Welten in
s ab in die nahesten m






gelten, der in der Ausgangswelt wahr ist. Ausf

uhrlich:





ABSTELLE = [ :Regen ^ Tisch j Aufrecht; Vorw

arts;
Regen ^ Tisch j Aufrecht; Vorw

arts;
:Tisch j true ]














arts j true ]



















arts) j true ]
WARTE = [ Regen j :Regen; true;
:Regen j Regen; true ]
Abbildung 10: Die Operatoren f

ur die Tassenwelt. Erkl

arungen im Text.
Denition 14 (Resultat eines Operators in s) Sei K das durch C und B erzeugte
Hintergrundwissen. Sei weiter s eine Formel und














; : : : ;Post
m;l(m)
];
ein Operator. Das Ergebnis von o in s, abgek






, welche die folgende Bedingung erf

ullen: Es gibt nat

urliche Zahlen i 2




ur die gilt, da







-minimal unter den m






Als Tassenweltbeispiel wollen wir r(ABSTELLE; s
c
) berechnen. (Zur Erinnerung: s
c
=
Regen ^ (Tisch _ Vorw













. Wendet man ABSTELLE in W
2
an, bewirkt das keine

Ande-
rung, da hier :Tisch gilt, also der dritte Operator-
"
Zweig\ angewendet wird. Wir halten
also fest, da W
2









, also die Formel Vorw

arts, haben wir
alle notwendigen Berechnungen in den Beispielen vorher durchgef









ullt, ist ebenfalls W
2











direkte\ Eekt ist. Im Fall von
Post
2;1
, also der Formel Aufrecht, gibt es nur eine einzige m


































Logik in Beziehung gesetzt w






urde. Das geht bei Aktionskalk

ulen nicht, da es derzeit keine formale
Semantik von Handlungseekten gibt. Immerhin l

at sich sagen, da die von mw errech-
neten Ergebnisse der Intuition nicht grob zuwiderlaufen { das ist schon eine Menge. In
der Terminologie von Abschnitt 2 formuliert f

allt auf, da mw, wiederum gemessen an der










Nun ist die Untersuchung von Aktionskalk

ulen im allgemeinen und mw im besonderen
hier ja nicht Selbstzweck, sondern die Kalk

ule sollen dazu dienen, den formalen Apparat
f

ur die Beschreibung von Pl





achst stellen wir daf






schnitt 3 modizieren m

ussen, denn eine geordnete Menge von Operatorinstanzen kann
nicht beispielsweise die Eekt-Alternativen von mw-Operatoren darstellen. Ich beginne
mit der Denition einer mw-Problembeschreibung, die sich von der strips-Problembe-




Denition 15 (mw-Problembeschreibung) Sei L eine logische Sprache erster Ord-
nung. Eine mw-Problembeschreibung ist ein Quintupel hs; O; f; C;Bi; dabei sind
s 2 L eine Formel (Startsituation),
O eine Menge von mw-Operatorschemata,
f 2 L eine Formel (Zielbeschreibung),
C eine Menge von Inferenzregeln

uber L (kausales Hintergrundwissen) und
B  L eine Menge von Formeln (logisches Hintergrundwissen).










Die Grundidee hinter der Darstellung von mw-Pl

anen ist, da gar nicht erst mit belie-
bigen L-Formeln gearbeitet wird, sondern ausschlielich mit m

oglichen Welten, wobei ein









uhren kann. Da es nur endlich viele m

ogliche Welten gibt (die m

oglicherweise nicht einmal
alle durch Operatoranwendungen aus den m

oglichen Welten der Startsituation erreich-










ange bewirken. Die m

oglichen Welten der Startsituation werden durch einen
Pseudo-Operator I erzeugt, der als zur Operatormenge jeder mw-Problembeschreibung
dazugeh

orig deniert sei. Bezeichne ich Operatoren in den Pl






ogliche Welten als W -Knoten, kommt die folgende Denition heraus; man






















































































































. T -Knoten sind durch eckige K

astchen dargestellt,
W -Knoten durch K

astchen mit gerundeten Ecken.
Denition 16 (mw-Plan) Sei 	 = (s; O; f; C; B) eine mw-Problembeschreibung, und
sei I = [true j w
1
; : : : ; w
n
] ein Operator, wobei fw
1




(s). Ein Plan 
f

ur 	 ist ein bipartiter gerichteter Graph aus etikettierten T - und W -Knoten mit einer
eindeutigen Wurzel, wobei gilt:
1. Die Wurzel ist ein T -Knoten namens start; sie ist etikettiert mit I. Alle anderen
T -Knoten sind etikettiert mit Instanzen von Operatoren aus O.
2. Jeder W -Knoten ist etikettiert mit einem Element aus Poss(K). Keine zwei W -
Knoten sind mit derselben Welt etikettiert.
3. Alle Bl

atter sind W -Knoten.
4. T -Knoten haben ausschlielich W -Knoten als Nachfolger.
5. Jeder W -Knoten, der kein Blatt ist, hat genau einen T -Knoten als Nachfolger. Jeder
T -Knoten auer start hat genau einen W -Knoten als Vorg

anger.
6. Von jedem Knoten f

uhrt mindestens ein Weg zu einem Blatt.
Abbildung 11 zeigt einen Plan f

ur die Problembeschreibung 	
c
. Der Plan ist folgender-
maen zu interpretieren: Ist die Welt W
1
diejenige, die anfangs vorliegt (was man erst
zur Ausf





































ist insofern ein Ausnahmeplan, als er tats

achlich alle Nachfolgewelten aller Operato-
ren in seinen T -Knoten korrekt darstellt und an seinem Ende, also im Blatt W
4
, sogar die
Zielbedingung der zugrundeliegenden Problembeschreibung gilt. 
c



















ane Wohlgeformtheit und Korrektheit; hier will ich das wie gesagt relativ zum
Kalk

ul mw denieren. Die entsprechenden Begrie sind Korrektheit und Vollst

andigkeit
eines Plans relativ zu mw. Ich beginne mit Korrektheit.
Korrektheit eines mw-Plans bedeutet intuitiv: Sagt ein Plan, da etwas der Fall ist
oder sein kann, so ist oder kann es tats

achlich der Fall sein. Insbesondere bedeutet das:
25
1. Wenn die Planausf

uhrung einen Pfad im Plan entlangl

auft, dann sagt der Plan richtig
vorher, welche Nachfolgewelten entstehen k

onnen;






3. wenn der Plan sagt, da nun keine Handlung mehr ausgef

uhrt zu werden braucht,
dann ist ein Zielzustand erreicht.
Ich will hier allerdings nur partielle Korrektheit fordern in dem Sinn, da die Zielformel gilt,
wenn der Plan angibt, in einer m

oglichen Welt keinen weiteren Operator anzuwenden { im
allgemeinen kann man nicht garantieren, da jede Ausf

uhrung eines jeden korrekten Plans
auch tats

achlich in einem Zielzustand endet. Das liegt daran, da Pl

ane Schleifen wie zum




onnen, aus denen syntaktisch ein
Weg herausf






dieser Schleife herauskommt. Wiederum ist das ein Problem der Bereichsmodellierung,
das auerhalb der M

oglichkeiten der formalen Betrachtung liegt.
Nach diesen Vor











Denition 17 (Korrektheit von mw-Pl

anen) Sei  ein mw-Plan f

ur die
Problembeschreibung 	 = hs; O; f; C; Bi.
1. (Korrektheit der Wurzel.) Die Planwurzel start ist korrekt bzgl. 	, gdw. f

ur jeden
Nachfolge-W -Knoten von start, der mit der m





2. (Korrektheit der anderen T -Knoten.) Sei  6= start ein T -Knoten, etikettiert mit
o, und sei ! sein Vorg






von  , der mit w
0





3. (Korrektheit von Blattknoten.) Ein Blatt in , das mit w etikettiert ist, ist korrekt
bzgl. 	, gdw. w [K ` f .
4. (Plankorrektheit.)  ist korrekt bzgl. 	, gdw.
 alle T -Knoten von  sind korrekt bzgl. 	 und
25
Alles das kann strenggenommen nat

urlich nur garantiert werden, wenn die Problembeschreibung kor-
rekt ist bez

uglich des Anwendungsbereichs. Das ist der Sache nach formal nat

urlich nicht verizierbar und













anen ist analog zu Korrektheit deniert. Die folgende In-
tuition unterliegt diesem Begri: Wenn ein Eekt bei der Ausf

uhrung einer Handlung in





Das bedeutet insbesondere, da der Plan alle m

oglichen Welten der Startsitua-
tion enthalten mu, sowie alle m

oglichen Welten, die aus der Anwendung eines im Plan
enthaltenen Operators resultieren k








ogliche Welt im Bereich einen Operator enthalten mu. Da ein Plan
eben ein Plan ist, mu er nur sagen, was in den Situationen zu tun ist, die bei seiner
Ausf








ur die Problembeschreibung 	 =
hs; O; f; C; Bi sei  ein mw-Plan.
1. (Vollst

andigkeit der Wurzel.) Die Planwurzel start ist vollst

andig bzgl. 	, gdw. f

ur
alle w 2 Poss
K
(s) es einen Nachfolger von start gibt, der mit w etikettiert ist.
2. (Vollst

andigkeit der anderen T -Knoten.) Sei  6= start ein T -Knoten, etikettiert
mit o, und sei ! sein Vorg
















andigkeit.)  ist vollst
























onnen sie im Prinzip als Abbruchkriterien f

ur eine Planugnsprozedur verwendet
werden: ein Plan ist
"







praktischer Planer sind Korrektheit und Vollst

andigkeit in der angegebenen, strikten Form
unbrauchbar. Da sie

uber mw an etlichen Stellen erfordern zu pr

ufen, ob eine im Prinzip
beliebige pr

adikatenlogische Formel aus einer Formelmenge folgt, sind sie nicht einmal
entscheidbar, geschweige denn ezient berechenbar. Weiterhin ist es zumindest diskutier-
bar, ob man die hier denierten
"




uberhaupt haben will: Wenn mw sehr liberal ist, was Unsicherheit der Problembereichs-
beschreibung angeht (die Startsituation mu nicht genau beschrieben sein, die Nachbedin-
gungen m

ussen nicht eindeutig sein), dann scheint die Forderung etwas abseitig, da diese








Thema des abschlieenden Abschnitts ist folglich die Frage, wie praktische Planer auf
"
sanftere\ Versionen von Plan-Korrektheit und -Vollst

andigkeit aufgebaut werden k

onnen,
die immer noch den klaren Bezug zum zugrundeliegenden Kalk

ul { im Beispiel also mw {
haben, aber dennoch weniger rigide sind.
26
Wieder setze ich nat

urlich voraus, da die verwendete Problembeschreibung intuitiv korrekt ist bzgl.
des Bereichs.
27
In der Prozedur nlp in Abbildung 3 sind an entsprechender Stelle Wohlgeformtheit und Koniktfreiheit
verwendet worden. Es w

are zu zeigen, da ein wohlgeformter und koniktfreier klassischer Plan immer
korrekt und vollst


















sanftere\ Versionen von Vollst

andig-




onnte zum Beispiel sein,




betreiben: Die Idee w












Die Idee, die ich hier verwende, ist

ahnlich, aber anders: Ich werde eine anytime-
Planungsprozedur entwerfen, wie in Abschnitt 4 skizziert, und zwar genauer eine unter-
brechbare solche Prozedur. Der Plan, den diese Prozedur liefert, soll also umso korrekter
und vollst

andiger werden, je l

anger man ihr zu laufen erlaubt { bis hin zu einem Opti-
malwert, jenseits dessen sich nichts mehr verbessern kann. Allerdings machen ich eine
Einschr

ankung: approximiert wird lediglich Korrektheit, nicht Vollst

andigkeit. Das ist
nicht notwendig so, aber in dem Beispiel, das auf die mw-Pl

ane des vorigen Abschnitts
aufbaut, liegt es nahe.
Die Grundsatzidee f





ane ist sehr einfach.
Abbildung 12 zeigt das Schema einer entsprechenden Prozedur. Eingabe sind eine mw-
Problembeschreibung und ein mw-Plan, wobei dieser Plan beim initialen Prozeduraufruf
aus dem T -Knoten startmit denW -Knoten-Nachfolgern besteht, die den m

oglichen Wel-
ten im Startzustand entsprechen. Die Prozedur l

auft im Prinzip endlos { der Tatsache
entsprechend, da es unendlich viele unterschiedliche Operatorinstanzen f

ur Schritt 1. ge-
ben kann, die alle durchprobiert werden k

onnen, wenn die Rechenzeit unbegrenzt ist. Der
derzeit beste Plan, also gleichsam das derzeitige Ergebnis der Prozedur, ist in der globa-
len Variablen best-plan abgelegt. Implizit ist angenommen, da die Prozedur fail liefert,
wenn in den Schritten 0. oder 1. keine Wahlm

oglichkeit (mehr) besteht; in diesem Fall
wird zum vorigen Auswahlpunkt zur







Wie beim klassischen Planen mit der Prozedur nlp ist oenbar auch bei mwpu die Aus-
wahlstrategie an den Wahlpunkten f

ur das Laufverhalten der Prozedur entscheidend. Doch
es gibt einen weiteren Parameter, der das Verhalten beeinut: die Funktion quality.
Soll sichergestellt sein, da durch mwpu mit steigender Laufzeit der best-plan immer
"
korrekter\ wird, mu die Funktion quality das widerspiegeln. Das bedeutet aber: In






ahrend sich die Struktur der Prozedur mwpu nicht von einer entsprechenden unter-
brechbaren Prozedur zum Erzeugen klassischer Pl

ane unterscheidet, liegt in quality das
mw-Spezische. Daraus folgt: Ich h

atte eine begrenzt-korrekte Planungsprozedur auch
f

ur die Erzeugung klassischer Pl








ane unter allen anderen Voraussetzungen an den Anwendungsbereich. Da ich




uhre, liegt daran, da
Begrenzt-Korrektheit dazu besser pat als zu klassischen Pl

anen: Es macht viel Sinn, nicht
auf strikter Plankorrektheit zu bestehen, wenn die Bereichsdarstellung als unsicher und
unvollst



















6.1 Denition der Begrenzt-Korrektheit 51
Prozedur mwpu(;	)
Eingabe: : mw-Plan
	 = hs; O; f; C;Bi: mw-Problembeschreibung
Ausgabe: {




ahle einen Blattknoten !, der mit w etikettiert ist, wobei w keine Ziel-Welt ist;
1. w

ahle eine Operatorinstanz o;
2. f

uge einen mit o etikettierten T -Knoten in  als Nachfolger von ! ein;
markiere jeden W -Knoten !
0
, der mit einer m

oglichen Welt aus r(o; w) etikettiert
ist, als Nachfolger von o (f

uge ggf. entsprechende neue W -Knoten ein);





















andigen Information macht es m

oglicherweise weniger Sinn.




uber begrenzt-korrekte Versionen des klassischen Planens nachzudenken { m

oglicherweise
verlieren die Ergebnisse zur theoretischen Komplexit

at beispielsweise des aussagelogischen
Planens (s.Abschnitt 3) etwas von ihrem Schrecken.
Im folgenden werden zun






andnis von Begrenzt-Korrektheit erforderlich sind. Anschlieend werde ich
als Beispiel einen begrenzt-korrekten Planer zur Erzeugung von mw-Pl

anen entwickeln.
6.1 Denition der Begrenzt-Korrektheit
Nach Denition ist das Ergebnis eines begrenzt-korrekten Planers im allgemeinen und eines
unterbrechbaren im besonderen laufzeitabh

angig. Bislang hatte ich Planer als Einheiten










gemacht werden. Das geschieht in der folgenden Denition, in deren Sinn ich den Begri
Planer f

ur den Rest dieses Abschnitts verwenden werde.
Denition 19 (Planer) Sei 	 eine mw-Problembeschreibung. Ein Planer ist ein Paar
hP ; A
P
i aus folgenden Funktionen:







ist eine totale Funktion des Typs Problembeschreibung ! 2
IN
; so da P(	) eine
linkstotale Funktion auf A
P
(	)  IN f







Dieser Denition liegt folgende Vorstellung zugrunde. Die verbrauchte Laufzeit des Pla-
ners wird in nat






allgemeinen mu ein zeitabh

angiger Planer nicht nach jeder beliebigen Zahl von Zeitein-
heiten einen Plan abliefern k






angig angibt, nach welchen Zahlen von Zeiteinheiten der Planer ein
Ergebnis verf

ugbar haben wird. (Diese Funktion ist ein theoretisches Konstrukt { sie mu
nicht eektiv angebbar sein.) Die
"
eigentliche\ Planfunktion P wird mit einer Problem-







ur ndet; diesen Plan liefert sie als Ergebnis.
Ein unterbrechbarer anytime-Planer ist, wie weiter oben intuitiv gesagt, ein Planer,
der nach jeder Zahl von Zeiteinheiten einen Plan zur

uckgibt (der nicht notwendig korrekt
oder vollst

andig sein mu). F

ur einen solchen Planer mu also gelten, da A
P
= IN .







uckgibt, wenn er welche zur

uckgibt. Strikt korrekte Planer sind in diesem Ab-
schnitt nicht das Thema, aber zum Vergleich mit der dann zu entwickelnden Denition
von Begrenzt-Korrektheit deniere ich dennoch strikte Korrektheit:
Denition 20 ((Strikte) Planerkorrektheit) Ein Planer hP ; A
P
i ist korrekt, gdw.
der Plan P(	)(t) korrekt und vollst





osbaren Probleme 	 und f

ur
alle t 2 A
P
(	).
Ich deniere nun eine Planbewertungsfunktion, die sowohl dazu dient, strikte von be-
grenzter Planerkorrektheit zu unterscheiden, als auch eingehen kann in die noch ausste-
hende, vom konkreten Planformat abh

angige Denition der quality-Funktion. Ich for-
dere eine Funktion, die einen (wiederum f

ur unterschiedliche Plan-Formate unterschiedlich
zu denierenden) intuitiven
"
Grad\ an Plankorrektheit abbildet auf ein [0; 1]-Interval, wo-
bei genau solche Pl

ane mit 1 bewertet werden, die korrekt und vollst

andig sind.
Denition 21 (Planbewertungsfunktion) Sei 	 eine Problembeschreibung. Eine
Planbewertungsfunktion f







ur 	 auf [0; 1] ab-
bildet, so da f

ur jeden Plan  gilt:

	
() = 1 gdw.  ist korrekt und vollst

andig bzgl. 	
Ein strikt korrekter Planer w

urde oenbar nur solche Pl

ane abliefern, die mit 1 bewertet
sind. Genau diese strenge Forderung soll f






ochte man auch Pl

ane akzeptieren, die nicht strikt korrekt sind; allerdings
m

ussen zwei Dinge sichergestellt sein:
1. irgendwann mu ein korrekter Plan geliefert werden, wenn es einen gibt, und
2. die Bewertung der gelieferten Pl

ane soll mit Laufzeit des Planers monoton wachsen
{ ein einmal erreichter
"
Grad an Korrektheit\ soll also nicht wieder unterschritten
werden.
6.2 Ein begrenzt-korrekter mw-Planer 53
Genau diese beiden Punkte dr

uckt die folgende Denition aus. Dazu noch eine Erl

aute-
rung: Es ist darin von einer
"
Familie von Planbewertungsfunktionen\ die Rede. Das ist
erforderlich, weil Planbewertungsfunktionen nur f

ur einzelne Problembeschreibungen de-




ur komplette Problembereiche deniert
werden sollen, in denen es also viele einzelne Problembeschreibungen gibt. Die entspre-
chenden Verallgemeinerung der Planbewertungsfunktion ist rein technischer Natur.
Denition 22 (Begrenzt-Korrektheit) Sei  eine Familie von Planbewertungsfunk-
tionen. Ein Planer  = hP ; A
P
i ist begrenzt korrekt bzgl. , gdw. f

ur alle Probleme 	
gilt:
1. wenn es einen Plan gibt, der korrekt und vollst

andig bzgl. 	 ist, dann wird  in
endlicher Zeit einen korrekten und vollst

andigen Plan erzeugen, d.h. dann existiert
t 2 A
P
(	), so da 
	
(P(	)(t)) = 1, und
2. die Bewertungen der Pl























Das Konzept Begrenzt-Korrektheit ist oenbar unabh

angig vom betrachteten Planfor-
mat: beispielsweise k

onnte man begrenzt-korrekte Versionen klassischer Planer denieren.
Allerdings ist dieses Konzept in Kombination mit unterschiedlichen Merkmalen des An-
wendungsbereichs unterschiedlich sinnvoll. Besonders sinnvoll scheint es da zu sein, wo die
Information

uber den Anwendungsbereich als unvollst

andig oder unsicher vorausgesetzt





6.2 Ein begrenzt-korrekter mw-Planer
Begrenzt-Korrektheit eines Planers zur Erzeugung von mw-Pl

anen erreiche ich nun auf
die folgende Weise. Ich deniere f

ur einen mw-Plan  den
Korrektheitsgrad: der Anteil an Nachfolgewelten eines Operatorknotens in , die nicht





andigkeitsgrad: der Anteil an m

oglichen Eekten eines Operators laut mw, f

ur





ame man aus. Weil es aber so sch

on dazupat, will ich gleich noch eine von
Begrenzt-Korrektheit eigentlich unabh

angige Idee ansatzweise mitverarbeiten, die im Ab-





uber a-priori Wahrscheinlichkeiten der G

ultigkeit von Formeln





ubertragen. Im Eekt k

onnen wir dann nicht nur sagen, wieviele
Welten beispielsweise noch nicht im Plan ber

ucksichtigt sind, sondern auch, wie wahr-
scheinlich es

uberhaupt ist, da sie eintreten k

onnten; diese Information wiederum kann
in die Festlegung des Grades an Korrektheit und Vollst

andigkeit eines mw-Plans eingehen.
(Weiterhin kann eine Planungsprozedur sie verwenden, um die
"
oene Stelle\ als n

achste
zu bearbeiten, die bei Ausf


















































































Abbildung 13: A-priori Wahrscheinlichkeitsverteilung f

ur die Tassenwelt unter P
c
.
Die volle Denition der dahinterstehenden Konzepte ist technisch ein wenig aufwendig
und sprengt den Rahmen dieses Abschnitts, weshalb ich sie hier nicht im Detail angeben
kann. F

ur genauere Information sei verwiesen auf
[
Hertzberg und Thiebaux, 1993
]
.
Die erste Form von vorzugebender Wahrscheinlichkeitsinformation ist die

uber eine a-
priori-Verteilung von Formeln. Wei man beispielsweise, da es ohne weitere Information
in 40% aller F

alle regnet, kann das so angegeben werden. Diese Information wird dann
umgesetzt in eine Wahrscheinlichkeitsverteilung auf den m

oglichen Welten, die so geartet




ullt sind (wenn sie erf

ullbar wa-
ren) { es geht also nicht darum, unendlich viele oder fuzzy Wahrheitswerte einzuf

uhren.
Wird keine solche a-priori-Information gegeben, werden die m

oglichen Welten als gleich-
verteilt angenommen. Die Wahrscheinlichkeitsinformation wird in Form einer Verteilung
P , dem probabilistischen Hintergrundwissen, angegeben. Ein Tassenwelt-Beispiel ist
P
c






arts) = 0:7; p(Tisch) = 0:2 g
Damit ergibt sich formal:
Denition 23 (A-priori-Wahrscheinlichkeitsverteilung) Seien K und P das logi-
sche und das probabilistische Hintergrundwissen. Die a-priori-Wahrscheinlichkeitsvertei-
lung p

uber dem Raum der m

oglichen Welten ist diejenige Verteilung, f

ur die gilt





















Die a-priori-Verteilung auf den m

oglichen Welten der Tassenwelt unter P
c
ist in Abbil-
dung 13 angegeben. (Die W
i
sind dieselben wie in Abschnitt 5.)
In naheliegender Weise wird dann die abh

angige Wahrscheinlichkeit deniert, da eine
m

ogliche Welt w vorliegt, sofern eine Formel s wahr ist:
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ABSTELLE = [ :Regen ^ Tisch j (Aufrecht; 0:8); (Vorw

arts; 0:2);
Regen ^ Tisch j (Aufrecht; 0:6); (Vorw

arts; 0:4);
:Tisch j (true; 1) ]














arts j (true; 1) ]



















arts) j (true; 1) ]
WARTE = [ Regen j (:Regen; 0:1); (true; 0:9);
:Regen j (Regen; 0:1); (true; 0:9) ]




Denition 24 (Revidierte Wahrscheinlichkeitsverteilung) Sei p die a-priori-
Wahrscheinlichkeitsverteilung

uber dem Raum der m

oglichen Welten bei K und P , und
sei s eine Formel. Die Revision von p unter s, notiert als p
s




























































Als zweite Information mu vorgegeben werden, welche Nachbedingungen eines Zwei-
ges eines Operators mit welcher relativen Wahrscheinlichkeit auftreten. Daf

ur mu das
Format zur Denition von Operatoren entsprechend erweitert werden. Das tue ich in
der naheliegenden Weise und gebe statt einer Denition einfach die neuen Versionen der
Operatoren der Tassenwelt in Abbildung 14 an. Wiederum kann auch keine Information
angegeben sein; in diesem Fall wird Gleichverteilung der Eekte innerhalb eines Astes
angenommen.
Nun bleibt festzulegen, wie die Wahrscheinlichkeitsinformation verrechnet wird, wenn
sich m

ogliche Welten als Operatoreekte ergeben. Wendet man einen Operator o in ei-
ner m

oglichen Welt w an, ist die Wahrscheinlichkeit, da w
0
herauskommt, einfach die
Summe der bedingten Wahrscheinlichkeiten, da w
0
Resultat eines der Zweige aus dem in
w angewendeten Operator-Ast von o ist, multipliziert mit der Wahrscheinlichkeit f

ur den
entsprechenden Zweig. Allgemeiner: Wendet man o in einer Situation an, die nur durch
eine Formel s beschrieben ist, mu man alle m

oglichen Welten von s ber

ucksichtigen und





















































































































Denition 25 (Resultierende Wahrscheinlichkeitsverteilung) Sei p die a-priori-
Verteilung

uber dem Raum der m

oglichen Welten bei K und P , sei s 2 L eine Formel
und o ein Operator. Die Wahrscheinlichkeitsverteilung, die aus Anwendung von o in s
resultiert, notiert als p
(o;s)









































unter der Bedingung, da Post
i;j
der Eekt der Anwendung von o in w ist.




































' 0:4 0:36 + 1 0:64 ' 0:78:







Abbildung 15 gibt diese Wahrscheinlichkeiten f

ur den Plan 
c
aus Abbildung 11 an.
mw-Pl

ane haben im allgemeinen eine solche Gestalt, da es darin Schleifen gibt, die im
Prinzip unendlich oft durchlaufen werden k

onnen, wie beispielsweise der OperatorDREHE
in 
c
. Es ist daher im Prinzip nicht trivial anzugeben, mit welcher Wahrscheinlichkeit vom
Startknoten eines Plans aus ein bestimmter Zielknoten erreicht werden kann, wobei auf
dem Weg dazwischen solche Schleifen durchlaufen werden k

onnen. Doch es gibt ein recht
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are Markow-Ketten. Wie man mw-Pl

ane
darauf abbildet, ist eine technische Frage, die hier nicht interessieren soll; ich verweise auf
[
Hertzberg und Thiebaux, 1993
]
.
Wir haben damit alles Material zusammen, um den Grad an Korrektheit und Vollst

an-
digkeit eines mw-Plans (KV-Grad) genauso wie oben intuitiv beschrieben zu denieren.
Danach wird gezeigt, da der KV-Grad eine Planbewertungsfunktion darstellt.
Denition 26 (KV-Grad) Seien  ein mw-Plan f

ur 	=hs; O; f; C; Bi, P das probabi-
listische Hintergrundwissen. F

ur alle T -Knoten  in  sei
Succ(;) = fw j es gibt einen Nachfolger ! von  in  etikettiert mit wg:










KV-Grad der anderen T -Knoten. Sei  mit o etikettiert ein von start verschiedener
T -Knoten, und sei ! etikettiert mit w sein Vorg

anger in . Der KV-Grad von  in







card(Succ(;) n r(o; w)) + 1
KV-Grad des Plans. Bezeichne f






= start) die Wahrscheinlichkeit daf

ur, da  der t-te angewendete Operator
bei einer Planausf

uhrung beginnend bei start ist; f

ur einen Blattknoten ! in 
bezeichne (X
t
= ! j X
0
= start) die Wahrscheinlichkeit, da ! nach t oder
weniger Operatoranwendungen aus start heraus erreicht ist.
29
Der KV-Grad von



































































ist eine Planbewertungsfunktion f

ur alle mw-Problembeschreibungen 	.
29
Diese Konzepte sind in
[









Damit ist weiterhin klar, da die Prozedur mwpu aus Abbildung 12 begrenzt-korrekt
ist, wenn man f

ur die Funktion quality(	) die Funktion ccd
	
einsetzt. Allerdings kann
man dieses Ergebnis noch auf triviale Weise etwas verallgemeinern zu der folgenden Aus-
sage:
Lemma 2 (Begrenzt-Korrektheit von mwpu) mwpu ist begrenzt-korrekt, wenn die
Funktion quality() ordnungserhaltend f





































In einer so denierten Qualit

atsfunktion ist der KV-Grad eines Plans das alles entschei-
dende Qualit

atsmerkmal. Das mag praktisch oft unrealistisch sein, wenn beispielsweise ein





in Denition 26 impliziert) und dieser Nutzen in die Bewertung eines Plans eingehen soll;
oder wenn Operatorkosten deniert sind, die als negativer Nutzen in die Planbewertung
eingerechnet werden; oder wenn gar der Nutzen eines Plans abh

angig ist von der Zeit,
die man gebraucht hat, ihn zu nden, Rechenzeit also als Kosten eines Plans zu Buche











ane nicht zum einzigen Qualit

atsma eines Planes zu machen
und damit beispielsweise die Forderung aufzugeben, ein Planer habe

uber die Zeit nur
Pl















ulen gemessen werden k

onnen und wie







6.3 Diskussion: Wozu Begrenzt-Korrektheit?
Ich will schlieen mit einer kurzen Diskussion der Frage, wof

ur das Konzept Begrenzt-
Korrektheit

uberhaupt taugt. Hintergrund war der Wunsch, die Bedeutung eines Plans
festzumachen an einem formal denierten Kalk

ul zur Berechnung der Eekte von Opera-
toren. Bereits hier

uber kann man streiten: Zum Beispiel haben die Implementatoren von













onnen, und meines Wissens haben weder der Editor, noch das Textsatz-
programm, die ich f





Die Frage, ob automatisch generierte Pl

ane einer irgendwie gearteten formalen Se-
mantik entsprechen sollen, ist letztlich vergleichbar mit der Frage, ob Programme einer
formalen Spezikation beweisbar entsprechen sollen. Hier kann man unterschiedlicher Mei-
nung sein, und meine Meinung dazu ist die: Im derzeitigen Stand der Informatik mag es
praktisch in Ordnung sein, Programme abzuliefern, die eine intuitiv angegebene Funktion
intuitiv plausibel erf

ullen. Aber dabei sollte es nicht in alle Ewigkeit bleiben. Dasselbe gilt
f

ur automatisch generierte Pl

ane: Auf lange Sicht sollte an Pl

ane ein formales Korrekt-
heitskriterium angelegt werden k

onnen, das angibt, inwieweit die formale Zielspezikation
durch einen Plan erf

ullt wird.
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uber der von Programmen noch ein Wei-
teres hinzu: Die Bedeutung der Befehle einer Programmiersprache, also beispielsweise die
Bedeutung einer Zuweisung in einer imperativen Sprache wie PASCAL, ist klar deniert.
Die
"
Bedeutung\ von Operatoren ist weitaus weniger klar. Sie mu aber mindestens dann
auch im Detail bekannt sein, wenn man einen Anwendungsbereich modelliert, also die
Wirkungen von Handlungen als Nachbedingungen von Operatoren formuliert. Kennt der
Bereichsmodellierer dann die Bausteine seiner Sprache nicht genau, kann er ungewollt und





Unterschied zwischen wesentlichen und nicht-wesentlichen Formeln f

ur strips-Operatoren
nicht bekannt oder doch nicht im allgemeinen Bewutsein; im einfachsten Fall konnte
das zu umst








im Kopf\ alle Formeln als wesentlich angesehen und einzeln
behandelt hat), und im schlimmsten Fall zu falschen Modellierungen (wenn man auf die
nat

urlichsprachliche Beschreibung der Wirkungen von strips-Operatoren gebaut hat).
Die
"
harte Linie\ der Korrektheit w

are nun, ausschlielich strikt korrekte Planer zu-
zulassen, wie in Denition 20 angegeben. In diesem Fall ist es konsequent, Planen als
das Finden eines konstruktiven Beweises im zugrundeliegenden Operatorkalk

ul aufzufas-




uhrt. Das ist genau die







unden halte ich diese
"
harte Linie\ im allgemeinen nicht f

ur sinnvoll.
 Zum einen folgt aus der Forderung nach strikter Planerkorrektheit nicht, da der
Planer auch deduktiv arbeiten mu. Er kann seine Pl

ane nden wie er mag { deduk-





nachgewiesen werden. In Anwendungen und Operatorkalk

ulen, wo ein konstruktives
Beweisverfahren praktisch und im Schnitt eektiver ist als alle anderen beliebigen





are es ungeschickt, sich nur aus Prinzip auf ein deduktives
Verfahren festzulegen.
 Zum zweiten soll man bei Pl

anen (wie auch bei Programmen) einen formalen Beweis




uberbewerten. Dieser Beweis kann
immer nur relativ sein
{ zur Korrektheit der Bereichsmodellierung: Hat der Modellierer den Bereich







{ zur Sicherheit und Vollst
















wenig Sinn, auf allerkorrektester Verarbeitung dieser Information zu beharren.
Wenn man das ezient und rechtzeitig kann, ist es sch

on, und dann sollte man's








ane, die ein Planer erzeugt, kein Prokrustes-









mebar\ korrekt sind { nicht mehr und nicht
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