Abstract-The light-weight thermal-RGB-inertial sensing units are now gaining increasing research attention, due to their heterogeneous and complementary properties. A robust and accurate registration between a thermal-RGB camera and an inertial sensor is a necessity for effective thermal-RGB-inertial fusion, which is an indispensable procedure for reliable tracking and mapping tasks. This paper presents an accurate calibration method to geometrically correlate the spatial relationships between an RGB camera, a thermal camera and an inertial measurement unit (IMU). The calibration proceeds within the unified calibration framework (thermal-to-RGB, RGB-to-IMU). The extrinsic parameters are estimated by jointly optimizing both the chessboard corner reprojection errors and acceleration and angular velocity error terms. Extensive evaluations have been performed on the collected thermal-RGB-inertial measurements. In this experiments study, the average RMS translation and Euler angle errors are less than 6 mm and 0.04 rad respectively under 20% artificial noise.
I. INTRODUCTION
The integration of a thermal-infrared camera, an RGB camera and an inertial measurement unit (IMU) is a novelfashion platform that enables the system to work in complex and harsh environments, such as on-road vehicle and pedestrian detection at night, driverless vehicle manipulation at bad weather conditions like fog and rain, object perception in the context of aggressive movements. The intension in fusing these three sensing modalities comes from their heterogeneous and complementary properties: an IMU provides the ego inertial cues like the human inner vestibular systems, while thermal-RGB camera modality captures the surrounding environments like the human visual functions. Moreover, the thermal-RGB camera offers a wide-range spectrum that covers both the visible domains (wavelength: 400nm∼700nm) and thermal domains (wavelength: 700nm∼1mm).
Efficient and accurate calibration between these three sensing modalities is a preliminary step for reliable thermal-RGBinertial fusion. The calibration involves estimating both intrinsic and extrinsic parameters. The intrinsic parameters relate the points from 3D scene onto 2D image plane in an undistorted and rectified fashion. The extrinsic parameters reflect the spatial relations, i.e., relative translation and rotation, between RGB and thermal camera frames, RGB and inertial frames, thermal and inertial frames.
Typically, the conventional RGB camera calibration procedure requires to capture the planar calibration checkerboard placed at various orientations and distances. Then the calibration points (checkerboard corners or solid circle centers) are extracted and matched among the image sequences. Lastly, the RGB camera intrinsics and radial lens distortion coefficients are derived through the nonlinear refinement model.
Different from RGB-camera calibration, thermal-infrared camera captures the image with the intensity proportional to the heat emission levels, i.e., the higher of the location temperature, the brighter of the corresponding image patch. In general, there are two types of calibration boards. For the first type, the aluminum plates with high emissivity materials are taped on the board to simulate the RGB-camera chessboard [1] [2] [3] [4] [5] . The thermal emissivity corners are detected and localized as the calibration points. For the second type, the light bulbs are fixed at the corners of chessboard [6] [7] [8] [9] . On the one hand, the array of lighting region centers can be detected and localized for RGB camera calibration. On the other hand, the thermal emissivity region centers are taken as the calibration features for thermal camera calibration. Basically, the light bulb type calibration checkerboard is cheaper and easier to be configured. Furthermore, the heat and light distributions are normally distributed, in the general case, which are more appropriate to extract the calibration points, for both the RGB camera and thermal camera. Thus, this paper focuses on light bulb fashion to calibrate the thermal-infrared camera suite.
In this paper, a robust thermal-RGB-inertial calibration is proposed, which incorporates the color images, thermal images and inertial measurements in a unified framework for the sensor mutual calibration. The images and inertial cues are continuously captured with various orientations and distances to the thermal-visual checker board. The thermal checkerboard is configured with 5 × 7 light bulbs, which are fixed rigidly at the checker board corners. The extrinsics are estimated by jointly optimizing both the checkerboard corner reprojection errors and acceleration and angular velocity error terms. The contributions of our thermal-RGB-inertial calibration are threefold:
1) The light bulb thermal and color regions are modeled as Multiple Gaussian distributions. The calibration features are able to be localized even in the presence of bulb region part loss during feature region segmentation; 2) The extrinsics between RGB-thermal, RGB-IMU are jointly optimized in a unified framework, rather than being calibrated separately, to ensure the coordinate transformation consistency; 3) The designed calibration system is straightforward to be configured. The whole calibration process features in an end-to-end implementation, and requires no additional manual interventions.
II. CAMERA MODEL AND FEATURE LOCALIZATION A. Thermal-RGB Camera Model
The pinhole camera model is employed to formulate both the RGB camera and the thermal camera. Suppose there is a world point P represented by [X, Y, Z]
T in the world frame. Its projection on the image plane p is denoted by [x, y] T . The relationship between P and p can be described by the perspective projection.
where M f is the intrinsic matrix composed of the focal length f and the principal component
T . (R, t) represents the relative rotation and translation of the camera frame with respect to the world frame. Additionally, the second order distortion model is adopted to describe the camera lens distortions.r
where r = x − x c is the radial distance from point x to the center point x c . (k 0 , k 1 ) are the radial distortion parameters. r represents the distance after radial distortions. Afterwards, the regularized image coordinates (x,ỹ) T corresponding to the original coordinate (x, y) could be computed
B. Image Feature Localization
The proposed method adopts the Lab color space to detect and localize the corner features. In order to make full use of the lighting diode illumination attributes, the RGB values in color space are transformed into LAB values. Unlike the traditional center of mass (CM) method [10] which may fail in feature localization after binary segmentations such as Fig. 1 case 2, case 3 and case 4, we novelly employ the multiple gaussian distribution models in seeking the chessboard corners. We model the illumination areas as the multiple Gaussian distributions (which is the main novelty of this paper). Mathematically, it is given by where A i is the i th feature area illumination amplifier; u i and µ i represent the i th feature position and its corresponding illumination area mass center; Σ i denotes the covariance of the i th region gaussian distribution. The unknown parameter set {A i , µ i , Σ i } could be estimated by optimizing the objective function:
where I (x, y) represents the pixel value of (x, y); Ω i denotes the group of pixel candidates among the i th illumination areas. It is interesting to note that even in the case of bulb region loss, the proposed model could still localize the illumination area centers accurately through (5) . Together with the chessboard feature linear array constraint, the optimal values could be derived. During the optimization, the desired values are achieved by using the levenberg-marquardt iterative method.
III. INERTIAL MEASUREMENT MODEL
The typical inertial measurements consist of three-axes angular rateω s,t and three-axes accelerationsα s,t . The angular rate measurementsω s,t model is given bỹ
where subscript s and t represent the measurements sampled in the sensor frame s at time instant t; bold letterω s,t and ω s,t denote the real and ideal three-axis angular velocity vector, respectively. n ω s,t denotes the angular white gaussian noises. b ω s,t is the angular slow-varying biases; and its derivative is a constant σ bα .
Likewise, the measured accelerationα s,t model is given bỹ
where α s,t contains both the linear accelerations and the gravity components. n α s,t denotes the acceleration white gaussian noises. b α s,t is the acceleration slow-varying biases; and its derivative is a constant σ bα .
IV. THERMAL-RGB-IMU JOINT CALIBRATION
Inspired by the work [11] , the spatial relationship between an RGB camera and an imu, a thermal camera and an imu, an RGB camera and a thermal camera are jointly estimated in a unifying framework. The unknown parameters are derived by minimizing the objective function {Trt, Tri} = arg min
where T rt represents the Transformation (Rotation + Translation) of thermal camera frame with respect to RGB camera frame. Similarly, T ri represents the transformation of the inertial frame with respect to the RGB frame. In the following sections, the derivations would be introduced in detail.
A. Thermal + RGB Parts
We seek the landmark reprojection errors to describe the objective function parts O repro,RGB,ther and O repro,ther,RGB . O repro,RGB,ther represents the sum of differences on the RGB image between the real landmark pixel positions and their counterparts reprojected from the thermal image. It is given by (9) where p t i,RGB and p t i,ther are the i th,(1≤i≤M ) landmark position at time instant t (1≤t≤K) on the thermal image and RGB image respectively. C t and C r are the thermal and RGB camera model respectively. T tr is the transformation of RGB camera frame with respect to thermal camera frame. s tr is the scale factor on the RGB image reprojection error terms.
Similarly, O repro,ther,RGB represents the sum of differences on the thermal image between the real landmark pixel positions and their counterparts reprojected from the RGB image. It is given by (10) where s rt is the scale factor on the thermal image reprojection error terms.
B. RGB + IMU Parts
Similarly to the thermal camera frame and inertial frame mutual calibration, the error terms for the accelerations and angular velocities are given by
The pixel location of the i th landmark P t i,w projected onto the RGB image at time instant t is denoted by p t i,RGB . The objective error terms on landmark projections on RGB images are given by (12) where s ti is the scale factor for the i th landmark on the RGB image; C r is the RGB camera projection model.
V. EXPERIMENTAL STUDY
The experiments were conducted in two folds: one is to testify the LED-bulb feature localization accuracy and the other is the spatial calibration among the thermal-RGB-imu sensors . In the first part, we compared the intrinsic parameters estimation using checkerboard pattern and light-bulb pattern and conducted practical experiment for both RGB camera and thermal camera using Zhang's method [12] . In the second part, we conducted both simulation studies and practical experiments to evaluate the effectiveness of the proposed calibration method.
A. Light-bulb Localization Evaluation
The purpose of LED-bulb calibration board is to estimate both thermal and RGB cameras' intrinsic and extrinsic parameters. The experiment setup is shown in Fig. 2 . The infrared-thermal camera (FLIR Duo R) and RGB camera (Ximea MQD13CG-ON with RICOH FL-CC0814-5M lens) sampled the thermal and RGB images asynchronously. The thermal image resolution was 640 × 480; the RGB image resolution was 1280 × 1024. Total 35 lighting diodes were fixed precisely at the chessboard corners. The RGB images and thermal images captured 5 × 7 illumination patterns with various orientations and distances. The corners were detected in both thermal images and RGB images. Using the proposed multiple gaussian models, the features were robustly detected and precisely localized, even in the case of lighting area part loss due to binary segmentations. As shown in Fig. 1 , the traditional center-of-mass (CM) method and our method work well in case 1. However, when it came to case 2, 3 and 4, the CM failed to localize the lighting centers. By comparison, our method is still capable of localizing the lighting area centers, thanks to the elegant Gaussian fitting properties. During the experiments, 30 pairs of thermal-RGB images were collected. The examples on the image pair feature detection can be seen in Fig. 3 . The thermal-RGB camera intrinsic parameters were calibrated separately. The image projection visualizations and the corresponding reprojection errors are depicted in Fig. 4 . The overall mean reprojection errors on thermal images and RGB images were 0.32 and 0.16 pixels respectively. The pixel mean reprojection errors between thermal and RGB images were 0.36 pixels. Table I ). In the simulation, the output frequency of the IMU was set as 200 Hz, and the refreshing rate of thermal and RGB cameras were set as 30 fps and 8 fps respectively. We simulated different configurations of the IMU and the thermal-RGB cameras as tabulated in Table I , which includes ten configurations in terms of roll, pitch and yaw angles in radians and translation in millimeters.
For each configuration, a series of inertial sensor measure- ments and thermal-RGB camera observations were generated according to the pre-defined pose and trajectory, as shown in Fig. 5 . To simulate the transformations between the thermal-RGB cameras and the IMU. Various levels of artificial noises are also added into the measurements. The level of measurement noise is determined by the modelω = ω × (1 + ρn i ), a = a × (1 + ρn i ), andp = p + sρn i , where ρ is the scaling parameter and n are the added white noise. ω, a, and p are the rotation velocity, acceleration and feature position respectively. s stands for the pixel number that controls the localization accuracy. In this experiment, we set s = 5. The calibrated spatial relationship for the night configurations from measurements with 10% white noise is given in Table I .
Comparing the calibration results with the ground-truth, it can be concluded that the proposed method is relatively robust to measurement noises.
The scaling parameter is altered from ρ = 1% to ρ = 20% with an incremental of 1% for each sensor configuration, and the calibration errors for the 1-st trial in Table I are plotted in Fig. 5 . From the figure, we can see that the calibration accuracy decreases as the level of added noise increases. The maximum rotation error went up to 0.04 rad and translation errors went up to 6 mm when the level of measurement noise was 20%. 2) Experiment Results: The sensor bundle setup is shown in Fig. 7 . The inertial sensor was VectorNav VN-100, which has 3-axis accelerometers, 3-axis gyroscopes, 3-axis magnetometers, and a barometric pressure sensor. The high-speed 10-axis inertial sensor outputs real-time and drift-free 3D orientation measurements over the complete 360 degrees of motions.
In the experiment, the camera captured images in a resolution of 1280 × 1024 pixels at a refreshing rate of 30 fps, and the inertial sensor measured 3-axis acceleration and 3-axis angular velocities of the camera at a frequency of 30 Hz. Before experiment, the visual and inertial sensors were calibrated individually. The spatial calibration result is shown in Table. II. The calibration result between the thermal camera and the RGB camera is similar to the result from Zhang's method [12] . And the calibration result between IMU and RGB camera is similar to the result using the method in [11] . This concludes that our method is feasible for the spatial calibration of thermal-RBG-inertial sensor system.
VI. CONCLUSION
In this paper, an accurate calibration method to geometrically correlate the spatial relationships between RGB camera, thermal camera and inertial measurement unit (IMU) Fig. 5 . Generated simulation trajectory for thermal-visual-inertial sensor system. Fig. 7 . Thermal-rgb-inertial sensor bundle setup is introduced. The calibration proceeds within the unified calibration framework (thermal-to-RGB, RGB-to-imu). The extrinsic parameters are estimated by jointly optimizing both the chessboard corner reprojection errors and acceleration and angular velocity error terms. The simulations and real experiments prove that the proposed method is able to estimate the mutual calibration upon thermal-RGB-imu sensor suite.
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