We propose a new approach to approximate the exchange and correlation (XC) functional in density functional theory. The XC potential is considered as an electrostatic potential, generated by a fictitious XC density, which is in turn a functional of the electronic density. We apply the approach to develop a correction scheme that fixes the asymptotic behavior of any approximated XC potential for finite systems. Additionally, the correction procedure gives the value of the derivative discontinuity; therefore it can directly predict the fundamental gap as a ground-state property.
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PACS numbers: 31.15.E-, 71. 15.Mb An important and long standing topic in density functional theory (DFT) [1] is the prediction of the fundamental gap [2, 3] E g , which is defined as the difference of the ionization energy and the electron affinity. In DFT, the gap is not simply the difference between the KohnSham (KS) eigenvalues of the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO). Instead, it is given by [4] E g = LUMO − HOMO + ∆ xc ,
where HOMO and LUMO are the HOMO and LUMO KS eigenvalues, respectively, and ∆ xc is the derivative discontinuity (DD) of the XC energy with respect to the particle number N,
For the local density approximation (LDA) and many generalized gradient approximations (GGA), the DD is zero [5] . In these approximations the predicted gap is effectively the KS gap, which severely underestimates the experimental value. Even for functionals that are discontinuous with the particle number, the DD is not simple to calculate [3, [6] [7] [8] . Alternatively, XC approximations have been proposed where the KS gap is directly used to predict the gap [9] avoiding the calculation of the DD. In this article, we present an XC functional for finite systems that, with similar computational cost as a LDA or GGA calculation, has the right asymptotic limit for low density regions and directly provides the value of the DD. Hence, the proposed functional can predict the fundamental gap for an atom or molecule as a ground state property.
The approach that we advocate is not based on increasing the number of functional variables, but on changing the way that the XC potential is described: we consider the XC potential as an electrostatic potential, generated by a fictitious XC charge density. In contrast to directly modelling the potential, the XC density becomes the quantity to approximate as a functional of the electronic density n.
Given a XC potential V xc , we define the XC density n xc by the Poisson equation (atomic units are used throughout)
with the boundary condition V xc (r → ∞) = 0. The justification for this approach comes from an important property of the XC potential: the so-called asymptotic limit [10, 11] ,
The LDA and most GGAs do not obey the asymptotic limit condition. In part, this common deficiency can be explained simply. In regions that are spatially far away from the system, the density and its derivatives decay exponentially to zero [11] . It is difficult to use local values of the density and its derivatives to reproduce a field that decays to zero much more slowly. For the XC density the asymptotic limit implies two simple conditions: normalization and localization. Formally,
dr n xc (r) = −1 ,
(proof in supp. mat. [12] ). These constraints are similar to the ones for the electronic density. So, in principle, it is simple to construct a local or semi-local density functional n xc [n] with the proper asymptotic limit. In fact, a direct example of this XC density based approach is the functional n xc [n](r) = −n(r)/N , which yields the Fermi-Amaldi XC potential [13] and provides an accurate approximation of V xc in the asymptotic regime [14, 15] . It is illustrative to see what the XC density looks like for standard DFT functionals. For a given XC potential, n xc can be calculated analytically (see supp. mat. [12] ), but in practice it is simpler to evaluate Eq. (3) numerically. In Fig. 1 exchange in the Krieger-Li-Iafrate (KLI) [16] approximation. As can be seen from the figure, for large radius the KLI XC density correctly goes to zero faster than the electronic density. On the other hand, the LDA XC density becomes positive. This positive XC charge screens the XC charge in the central region making the total XC charge zero and therefore causing the potential to decay exponentially. As a first application of our approach, we propose a correction method to enforce the proper asymptotic limit for functionals that do not have it by construction. Given a certain potentialV xc , we calculate the associatedn xc from Eq. (3). To this XC density we apply the correction procedure, that generates a corrected XC density n c xc . In turn, the corrected XC density is used to reconstruct the corrected XC potential V c xc by solving Eq. (3). The correction procedure forn xc enforces it to be localized by setting it to zero when the local value of electronic density is below a certain threshold η. This simple procedure can be written as a correction term ∆n xc to be added to the XC density of the original functional,
To determine the parameter η, for each density we obtain an optimized value η 0 that tries to enforce Eq. (5b). First, we define the total XC charge as a function of η
Ideally, from Eq. (5b), we need to find η 0 such that q xc (η 0 ) = −1. However, there is no guarantee about the existence or uniqueness of η 0 . So we choose η 0 such that q xc (η 0 ) has the closest value to -1, with η 0 restricted to 
This rescaling form guarantees that Eq. (5b) is satisfied, and that the original XC potential is changed as little as possible in the central region (the region where n ≥ η 0 ). In theory, it is only the exchange term that is responsible for the long range behavior, due to the much faster decay of the correlation term [11] , therefore, the correction can be applied either to the exchange potential or the full XC potential. In this work, we apply it to the exchange part of the LDA functional, and we call the combination of the corrected LDA exchange and LDA correlation (in the Perdew-Wang form [17] ) the corrected exchange density LDA (CXD-LDA). For spin-polarized systems, the correction is calculated for the spin-unpolarized potential using the total density. Then the difference between the corrected potential and the original one is added to the XC potential for each spin component.
To test the CXD-LDA functional, we performed calculations for atoms, hydrogen to strontium, and for a set of small molecules. We implemented the correction procedure in the APE [18] and Octopus [19] codes. We find that the optimized value of η o changes significantly for different systems. For most atoms q xc (η 0 ) = −1 while for all the tested molecules q xc (η 0 ) = −1 (see supp. mat. [12] ). The numerical cost of a self-consistent solution using the correction is similar to the LDA calculation (see supp. mat. for details [12] ).
In Fig. 2 , we show the CXD-LDA potential for Ne compared with an accurate approximation to the exact potential [14] , the original LDA functional and two functionals that have the correct asymptotic behavior: the van Leeuwen-Baerends (LB) GGA [11] and the Räsänen-Pittalis-Proetto (RPP) meta-GGA [20] .
For atoms it is simple to understand the effect of the correction procedure. Due to the spherical symmetry and the monotonically-decreasing density, the correction XC charge ∆n xc is a spherical shell. By Newton's shell theorem, the correction potential will be constant in the central region. Outside, the correction will decay close to −1/r. We can expect this behavior to be similar for more complex systems if the n(r) = η 0 surface is close to a sphere (see supp. mat. [12] ).
The shape of the correction is similar to the one proposed by Casida and Salahub [21, 22] , who argument that a shift of the XC potential in the central region is necessary to fix the asymptotic limit of the LDA potential. Moreover, they show that the shift is related to the DD of the energy with respect to the particle number. As in our method the shift appears naturally from imposing the asymptotic limit, we can obtain the value of the DD.
To obtain the relation between the DD and the shift, we assume that a potentialV xc , which lacks the DD, approximates the XC potential averaged over the discontinuity [5, 7] . This is
Using Eq. (2), immediately follows that
By imposing the asymptotic limit of Eq. 4, our corrected potential is approximating V xc (N − ) [23] . Therefore, we can obtain the value of the DD from Eq. (10). For practical calculations we average the change of the XC potential due to the correction over the central region
where Ω is the volume of the central region. This expression for the DD can be calculated directly from the correction process as a ground-state property. An alternative, but less practical, method for the calculation of the DD is detailed in supp. mat. [12] .
In Table I , we compare the DD obtained with Eq. (11) with the values reported by Chan [6] from ensemble DFT (with XC potentials obtained from wave-function methods). We also compare it with the experimental value of the gap, that for these open-shell atoms is equal to the DD since the KS gap is zero. The three sets present a remarkable agreement, with our results being smaller that the experimental values by less than 10%.
To investigate further the quality of corrected functional and its DD, we compare the calculated gap with the LDA KS gap and the experimental gap, for our set of atoms and molecules. The results are plotted in Fig. 3 . [24] , and a set of molecules (bottom), experimental values compiled in Ref. [7] , except for C6H6 [24, 26] . (Data in supp. mat. [12] .)
The KS gap of the corrected functional is close to the LDA one [25] and far from the experimental value. Once we add the DD, however, the results are closer to the experiment, with an average error of 11% for atoms and 7% for molecules.
While the correction has little effect on the KS gap, it changes the KS eigenvalues. This can be seen in the ionization energy (I), which in DFT is given by − HOMO [10] .
In Fig. 4 , we plot I for the LDA and CXD-LDA functionals as a function of the experimental value. In Table II , we compare the deviation from experimental results for atoms with other XC functionals that have the proper asymptotic limit: LB, RPP, and KLI with Colle-Salvetti correlation [27] (KLI-CS). The correction procedure improves considerably the LDA results, with similar accuracy to other long range XC potentials. In summary, we have introduced a new auxiliary quantity, the XC density, to construct approximations for the XC potential. Based on an exact condition that the XC potential must fulfill and basic notions of electrostatics, we have presented a correction method for any previously proposed XC potential.
Additionally, the correction procedure allows for the direct calculation of the DD of the XC energy, which can be used to directly predict the fundamental gap as a ground-state property. Moreover, our approach allows for a routine computation of the DD as a practical method for the prediction of the gap.
The proposed potential is a pure functional of the electronic density with a certain degree of non-locality included by the optimization of η 0 and by the Poisson equation. The correction procedure does not depend on any empirical or globally adjusted parameter.
Since the basis for our method is the correction of the XC potential in the asymptotic region, it is not directly applicable to crystalline systems. However, the concepts of the XC density and the DD as a potential shift are still valid. Therefore, it might be possible to generalize the method to solids, where the determination of accurate gaps is one of the main challenges for DFT.
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Supplementary Material Analytic expression for the XC density
Given an XC potential, the XC density is given by
by using the chain rule for functional derivatives
where f xc and k xc are, respectively, the first and second functional derivatives of V xc with respect to the density. Interestingly, Eqs. (12) and (13) give a recipe to reconstruct an XC potential from its first two functional derivatives.
Proof of the conditions for the XC density
The asymptotic condition for V xc implies that there exists a certain r c such that
If we apply the Laplacian over this equality, we get
the localization condition.
For the normalization condition, we integrate Eq. (12) over a spherical volume of radius r c and we use Gauss's theorem over the right-hand side
From Eq. (14), ∇V xc [n] =r/r 2 which is constant over the sphere, so the integral on the right is just 1/r 2 c times the surface of the sphere, 4πr 2 c . The integral on the left hand size can be extended to whole space due to Eq. (15), so finally dr n xc (r) = −1 .
Optimization of the η parameter Given a XC densityn xc , the corrected XC density is defined as with the correction XC density
and the total XC charge
The value of η is optimized for each density, the optimum value η 0 is the value that has the total charge closest to -1. Formally,
where η m is the smallest value where q xc (η) has a minimum. These conditions are necessary, since it is not always possible to find a unique value where q xc (η) = −1. This can be seen in Fig. 5 were we show q xc (η) for two systems. While for beryllium q xc never reaches -1, for benzene there are two points where it does. The marks in the figure indicate the value of η 0 and q xc (η 0 ) selected by our method.
Corrected functional test
To test the corrected LDA functional, CXD-LDA, we did calculations for atomic systems from hydrogen to strontium and for a set of molecules.
The optimized parameter η 0 obtained for each system is plotted Figs. 6 and Figs. 7. For atoms we also plot the corresponding value of q xc (η 0 ) and r c , the value where n(r c ) = η o , that marks the position where the XC density is set to zero. For all tested molecules q xc (η 0 ) = −1. Table IV .
In Fig. 8 , we plot the XC potential for He compared with other functionals. In Fig. 10 , we present a more detailed version of the plot for the band gap of the atoms. Finally, we give the values for our optimized parameters, ionization energies and gaps in Tables IV (molecules) and V (atoms).
Shape of the correction
In Fig. 9 we plot the difference of the corrected XC potential and the original one for 5 atoms and 2 molecules. For atoms the correction has the shape expected from electrostatic principles. For molecules, the correction in the central region is not exactly constant. This is expected as the n = η 0 surface is not necessarily a perfect sphere. However the deviation from a constant shift is not large and we can still obtain a representative value from the average. Near the atomic positions there are some peaks due to numerical error in the finite difference calculation of the Laplacian, but these are a few points that do not influence considerably the average.
Alternative calculation of the derivative discontinuity
We propose to calculate the derivative discontinuity (DD) from the shift of the potential due to the correction procedure
Alternatively, the DD can be obtained by comparing the results of the corrected XC potential with the results of the uncorrected functional. In principle, in DFT the ionization energy is given by the highest occupied KohnSham eigenvalue
however, for a potential that averages over the discontinuity [7] ¯
So, the DD is also given by
In table III we give the values of the DD obtained with the two previously mentioned approaches, Eq. (22) and Eqs. (23) and (24), for four different atoms. (22) and Eq. (25) .
Computational cost of the correction
In general the cost of the correction procedure is not significant in comparison to the total cost of a DFT selfconsistent procedure. The additional cost comes from the numerical solution of Eq. (12) . This is the same procedure required to obtain the Hartree potential and can be done efficiently in linear or quasi-linear computational time using methods like fast Fourier transforms, multigrid or fast multipole expansions. Moreover, due to linearity, it would be possible to solve the Poisson equation once, obtaining at the same time the Hartree and the corrected XC potentials. [24] . Values are given in Table V a Experimental values compiled in Ref. [7] , except for C6H6 obtained as difference between the ionization energy and the electron affinity from Refs. [24, 26] . Values calculated using the APE code [18] with spin-polarization. a Experimental results from Ref. [24] , Eg values calculated as the difference of the ionization energy and the electron affinity.
