The Lusternik-Schnirelmann category of a space is a homotopy invariant. Cone-decompositions are used for giving upper-bound for Lusternik-Schnirelmann categories of topological spaces. Singhof has determined the Lusternik-Schnirelmann categories of the unitary groups. In this paper I give two cone-decompositions of each unitary group for alternative proofs of Singhof's result. One cone-decomposition is easy. The other is closely related to Miller's filtration and Yokota's cellular decomposition of the unitary groups.
Introduction
In this paper, each space is assumed to be normal and have the homotopy type of a CW-complex. The Lusternik-Schnirelmann category, L-S category for short, of a space is a numerical homotopy invariant defined as follows: It is generally not very easy to compute the L-S category of a given space. Many authors used some other homotopy invariants to give its lower or upper estimations. For example, the following homotopy invariant called the cup-length of a space is often used as a lowerbound for the L-S category: Definition 1.2. Let X be a space. For each multiplicative cohomology theory h, the nonnegative integer max n | ∃x 1 , . . . , x n ∈h * (X) such that x 1 · · · x n = 0 is denoted by cup(X; h). The non-negative integer max cup(X; h) | h is a multiplicative cohomology theory is denoted by cup(X) and called the cup-length of X.
For example, it is well known that n cup(U(n)) cat(U(n)) (see Schweitzer [3] ). Moreover Singhof [4] obtained the following result. Theorem 1.3. (Singhof.) cat U(n) = n.
In his paper, Singhof gave a covering of SU(n) by n open subsets each of which is contractible in SU(n) to give an upper-bound for cat(SU(n)). This result implies that cat(U(n)) n, since U(n) ≈ SU(n) × S 1 . In this paper, instead of giving such, we discuss on cone-decompositions to give upper-bounds for the L-S category, which provides alternative proofs of Theorem 1.3.
In his paper [1] , Ganea introduced the strong L-S category of a space to give an upperbound for the L-S category. Then we immediately obtain that cat(X) Cat(X) from the definitions. We use the following proposition due to Ganea in the paper [1] .
Proposition 1.5. (Ganea.) A path-connected space X has Cat(X) n if and only if there exist cofiber sequences
The cofiber sequences in Proposition 1.5 is called a cone-decomposition of X, whose definition is following: Definition 1.6. Let X be a space. A cone-decomposition of X with length n is a sequence of n cofiber sequences A k f k −→ X k → X k+1 , 0 k < n with X 0 * and X n X.
Not explicitly writing {f k } k=0,...,n−1 and {A k } k=0,...,n−1 in Definition 1.6, we will state that {X k } k=0,...,n is a cone-decomposition of X in this paper. This statement means that
This paper is organized as follows: Section 2 is a preliminary section, where we establish some notations, definitions, and propositions which are used in this paper. In Sections 3 and 4, we give two different cone-decompositions of U(n) each of which provides an alternative proof of Theorem 1.3. The construction in Section 4 is not so easy as the one in Section 3, but fits with the filtration given by Miller [2] and the cellular decomposition of U(n) given by Yokota [5] . In Section 5, we describe the precise relation between the cone-decomposition given in Section 4 and the cellular decomposition.
Preliminaries
In this paper, we fix the natural number n and regard the unit matrix E n as the base point of U(n). We will introduce some based spaces and use the four notations. 
Notation 2.2.
For each number k = 1, . . . , n, T k denotes the k-torus {z ∈ C | |z| = 1} k with the base point (1, . . . , 1) ∈ {z ∈ C | |z| = 1} k . Notation 2.3. Let M(n, C) denote the space of all complex matrices of type (n, n).
The following definition and proposition are introduced for flag manifolds. 
are homeomorphic, where we regard U(0) as the identity group.
Let E ij denote the matrix whose (k, l)-entry is δ ki δ lj . Then the stabilizer subgroup of U(n) at
is given by
We will show that the action is transitive. Suppose that a (
Hence the action is transitive. Therefore the space F (m) and the flag manifold of the type m are homeomorphic. 2
We use the space F (m) as representation of the flag manifold of type m. Especially, for
, which is used in Sections 4 and 5.
In the following two definitions and one notation, we define key maps in this paper. 
which is called a constructing map with respect to the type m.
Remark 1. The constructing map κ means an inverse of the spectral resolution. In fact, it is a left inverse of the spectral resolution.
Notation 2.9. For abbreviation, the composition map κ
The following proposition, which is a result of general topology, is used for proofs of relative homeomorphisms.
Proposition 2.10. Let (X, A) be a compact pair, (Y, B) a Hausdorff pair, and f : (X, A) → (Y, B) a continuous map. Suppose that the restriction f
Then f is a relative homeomorphism.
An easy cone-decomposition
In this section, we give a filtration {X k } k=0,...,n of U(n) such that
k .
The goal of this section is to verify the following theorem which implies Theorem 1.3.
The suspension of a based space A is denoted by ΣA. For each k = 0, . . . , n − 1, we will construct a based space A k and a basepoint-preserving map f k : Σ k A k → X k . We use some notations in the proof of Theorem 3. 
Proof of Theorem 3.1. For each k = 0, . . . , n−1, A k denotes the space wl m=k+1 F (m) + , which is compact. If P * = P , P 2 = P then rankP = tr P . Since trace is continuous, the topology of A k equals the relative topology from M(n, C) k+1 . The space A k has a homotopy type of a CW-complex, since it is a finite sum of flag manifolds and a point. The map
is naturally defined. The restriction
of κε is a bijective from the spectral resolutions of unitary matrices. Hence the map
is a relative homeomorphism from Proposition 2.10. We define a map
An alternative cone-decomposition
The cone-decomposition of U(n) in this section fits with the filtration given by Miller [2] and the cellular decomposition of U(n) given by Yokota [5] .
In this section, we give a filtration {Y k } k=0,...,n of U(n) such that
given by
given by Miller [2] . We will see the relation to Yokota's cellular decomposition in Section 5. The goal of this section is to verify the following main theorem which implies Theorem 1.3.
Main Theorem 4.1. The filtration
Then the map f is relative to A if F and G are stationary on A and B respectively.
We fix an integer k = 0, . . . , n − 1. The sketch of the proof of Main Theorem 4.1 is following: The map κε : I k+1 ∧ F k+1 + → Y k+1 is surjective, although it is not always injective. We will define an equivalence relation ∼ on I k+1 ∧ F k+1 + and a subspace B k of the quotient space I k+1 ∧ F k+1 + /∼ to make the induced map κε : 
by using the restriction
In the process of the proof, we have to
+ /∼) and prove that B k has a homotopy type of a CW-complex, (3) prove that κε :
First of all, we define the equivalence relation ∼ on I k+1 ∧ F k+1
+ by
where 
where u(n) is Lie algebra of U(n) and F (n − k − 1) is the flag manifold of type
Proof. It is clear that h is a surjective continuous map. Consequently the induced map h/ρ : R k+1 × F k+1 /ρ → B by h is a bijective continuous map. We will show that the inverse map (h/ρ) −1 is continuous. Define maps σ 1 , . . . , σ n : B → R by
for each (U, P ) ∈ B . The maps σ 1 , . . . , σ n are continuous, since they are polynomials of entries of matrices. Define a map σ : B → R by σ = σ 1 2 − 2σ 2 + 1, which is positive and continuous. Take an arbitrary point (U, P ) ∈ B . Define a compact subspace K ⊂ R k+1 by
Then a restriction map
of h/ρ is a homeomorphism, since it is a bijective continuous map from a compact space to a Hausdorff space. If the spaces K × F k+1 /ρ and h(K × F k+1 ) are neighborhoods of the points (h/ρ) −1 (U, P ) and (U, P ) respectively, then (h/ρ) −1 is continuous at (U, P ).
It is clear that the space K × F k+1 /ρ is a neighborhood of the point (h/ρ) −1 (U, P ).
The subspace
of B is open, since it is equal to
U , P ) < σ (U, P )
and σ 1 2 − 2σ 2 : B → R is continuous. Consequently the subspace h(K × F k+1 ) of B is a neighborhood of (U, P ). Thus the map (h/ρ) −1 is continuous at (U, P ). Therefore
Proposition 4.4. Let B be a space
Proof. We consider a homeomorphism T : B → B which transform a point (U, P ) of B to (U − √ −1
(E n − P ), P ). If we describe (U, P ) of B as ( k+1 i=1
√ −1 x i P i , P ) by using (x 1 , . . . , x k+1 ) ∈ ∂I k+1 and (P 1 , . . . , P k+1 ) ∈ F k+1 with P i P = O (i = 1, . . . , k + 1), then
We consider a homotopy
which maps (y, P ) ∈ (R k+1 − {0}) × F k+1 to
for each t ∈ I , where y ∞ = max{|y 1 |, . . . , |y k+1 |} for y = (y 1 , . . . , y k+1 ) ∈ R k+1 . Then
for each (y, P ) ∈ (R k+1 − {0}) × F k+1 , t ∈ I and
The homotopy {H t } t∈I is compatible with the relation ρ of Proposition 4.3 and naturally induces a homotopy
From Proposition 4.3,
and
We define the based space B k as ∂I k+1 ∧ F k+1 + /∼ and show the following lemma. 
Thus the space
is compact Hausdorff, since {O}×F (n − k − 1) is a closed subset of Im h . The continuous map ι with the commutative diagram
is defined, where p 1 
where C({O} × F (n − k − 1)) is the unreduced cone of {O} × F (n − k − 1). Consequently the space B k is an ANR, that is, a space having a homotopy type of a CWcomplex. 2
In the third place, we will prove that κε :
is a relative homeomorphism. Before that, we obtain the following two propositions.
Proposition 4.6.
κε I k+1 ∧ F k+1
Proof. We will show that
Take an arbitrary U ∈ Y k+1 −Y k . There exist eigen-values λ 1 , . . . , λ k+1 which are not equal to 1 and eigen-spaces Im P 1 , . . . , Im P k+1 such that
There exists
Proposition 4.7. The restriction κε :
where x = (x 1 , . . . , x k+1 ), y = (y 1 , . . . , y k+1 ), P = (P 1 , . . . , P k+1 ), Q = (Q 1 , . . . , Q k+1 ). All ε(x i ), ε(y j ) are not equal to 1. Hence [x ∧ P ] = [y ∧ Q] from the uniqueness of spectral resolution of each unitary matrix. Therefore the map κε :
Propositions 4.6 and 4.7 imply the following lemma.
Proof. The map κε : 
is a relative homeomorphism from Proposition 2.10. 2
In the fourth place, an equivalence relation ∼ on the space C(∂I k+1 ∧ F k+1 + ) is given by
Then we obtain the natural map
which is bijective and continuous.
Proposition 4.9. The natural map
Proof. It is clear that ν is bijective and continuous. We will show that the inverse map ν −1 is continuous. Observe the canonical projection π :
is a quotient map, since π is a quotient map and I is a compact Hausdorff space. The canonical projection
is continuous. Hence the induced map
In the fifth place, we define a map ϕ : C(∂I k+1 ) → I k+1 by
We can easily see that the map ϕ ∧ id :
+ is compatible with the equivalence relation ∼. Hence the continuous map (ϕ ∧ id /∼) with the commutative diagram
is defined. We identify CB k with C(∂I k+1 ∧ F k+1 + )/∼ from Proposition 4.9. We obtain the map ϕ : CB k → I k+1 ∧ F k+1 + /∼ identified with (ϕ ∧ id /∼) and will prove that it is a homotopy equivalence relative to B k . Before that, we obtain the following proposition. Proof. We will define a homotopy inverse ψ of ϕ, a homotopy {η s } s∈I from ψ • ϕ to the identity map, and a homotopy {ζ s } s∈I from ϕ • ψ to the identity map. Let c denote the center (
which is well-defined and continuous. Define the family of the maps η s :
and the family of the maps ζ s :
For each x ∈ ∂I k+1 and s ∈ I ,
Therefore the map ϕ is a homotopy equivalence relative to ∂I k+1 . 2
Using c, ψ, {η s } s∈I , {ζ s } s∈I of the proof of Proposition 4.10, we will prove the following lemma.
Lemma 4.11. The map
+ is also a homotopy equivalence relative to ∂I k+1 ∧ F k+1 + , since the map ψ ∧ id is a homotopy inverse of ϕ ∧ id, the family of the maps {η s ∧ id} s∈I a homotopy from (ψ ∧ id) • (ϕ ∧ id) = (ψ • ϕ) ∧ id to the identity map, and the family of the maps {ζ s ∧ id} s∈I a homotopy from (ϕ ∧ id)
We can easily see that ψ ∧ id, {η s ∧ id} s∈I , and {ζ s ∧ id} s∈I are compatible with the equivalence relation ∼. Hence we obtain the canonical maps 
from Lemma 4.8, and
from Lemma 4.11. The space B k has a homotopy type of a CW complex from Lemma 4.5. Therefore the filtration {Y k } k=0,...,n is a cone-decomposition of U(n). 2 Corollary 4.12.
cat U(n) = Cat U(n) = n.
Proof. It is clear that
n cat U(n) Cat U(n) n from Main Theorem 4.1. 2
A relation to Yokota's cellular decomposition
A cellular decomposition of U(n) is given by Yokota [5] . The cone-decomposition of U(n) in Section 4 respects Yokota's cellular decomposition.
For any two subspaces A, B ⊂ U(n), the subspace {ab | a ∈ A, b ∈ B} is denoted by AB. First of all, we prove the following lemma. Proof. We will show that
Take an arbitrary E n + k i=1 (λ i − 1)P i ∈ Y k . If i = j then P i P j = 0. Hence
We will show that
Take an arbitrary U ∈ (Y 1 ) k . There exist μ 1 , . . . , μ k ∈ T 1 and Q 1 , . . . , Q k ∈ F 1 such that
We take a non-zero vector w i ∈ Im From Lemma 5.1, we obtain the following theorem, which gives a relation between the cone-decomposition and Yokota's cellular decomposition. for each k = 1, . . . , n.
