An alternative foundation and the generalized continuum hypothesis by Khalil, Eddy El
An alternative foundation and the generalized continuum
hypothesis
Eddy El Khalil
el khalil.eddy@courrier.uqam.ca
Universite´ du Que´bec a` Montre´al
Abstract
In this paper I introduce a new and intuitive first-order foundational theory (where the
concept of set is not primitive) and use it to show that the power set of an infinite set does
not exist. In particular, proofs of uncountability of a set are essentially proofs of the non-
existence of that specified set. In a certain sense, uncountability is shown to be a form of
incompleteness. Also, the axiom of choice is shown to be a straightforward theorem. In
view of the non-existence of a set of all real numbers or more generally the non-guaranteed
existence of the completion of a metric space, topological concepts are re-introduced in the
context of “extensions”. Measure theory is also reformulated accordingly.
1 Introduction
The generalized continuum hypothesis roughly says that there exists no set of cardinality strictly
between the cardinality of a given infinite set and the cardinality of its power set. In light of
the independence of the generalized continuum hypothesis from ZFC (Cohen [1] [2] and Go¨del
[4]), it is safe to say that redefining the concept of set would be a sensible approach to resolve
the generalized continuum hypothesis. The main approach that is used to settle the generalized
continuum hypothesis consists in adding axioms directly to ZFC (see Koellner [8]); the approach
used in this paper consists of “decomposing” the concept of set into somewhat more primitive
notions. I contend that these “more primitive notions” should reflect the fact that a formalized
language will be used to express the foundations of mathematics; in a certain sense, the study of
mathematical objects will be bootstrapped upon this self-reflection. In ZFC, “representation of
mathematical objects” and “meaning of mathematical objects” are both expressed by the same
axiomatization via the concept of set. I claim that foundational issues concerning cardinality can
be solved if representation and meaning are distinguished through two distinct primitive domains
(from the point of view of first-order logic) and if the concept of set is expressed using the notions of
representation and meaning. The resulting axiomatic system will resemble the one used in second-
order arithmetic (as introduced in Hilbert/Bernays [6] [7] and as used in Simpson [10] for reverse
mathematics) having concatenation (characterized closely to what can be found in Tarski [12],
Quine [9], Corcoron/Frank/Maloney [3] and Grzegorczyk [5]) as a replacement for arithmetic.
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In context of ZFC, the foundation I introduce can be seen as an argument against the adoption
of the power set axiom. I take the position that it is more natural to assume that “every idea can
be finitely represented” than to assume that the power set of any set must exist. I assume that
ideas can be expressed using sets and that sets and their elements can be represented by finite
binary words (which will serve as medium of representation and stand as primitive individuals in
the foundation introduced). So using the countability of finite binary words and Cantor’s diagonal
argument I conclude that the power set of an infinite set cannot exist. Essentially, Cantor’s
diagonal argument will be used to construct a new element by giving “new meaning” to a chosen
word; to carry this reasoning out, meaning will be tracked and developed using “systems” (which
will stand as primitive individuals). Moreover, for any set of subsets of some infinite set there
exists a set of subsets (of the same infinite set) which can be obtained by “adding” a new subset;
similar to the fact that given any set of ordinals it is possible to “add” a new ordinal to that set.
In a certain sense, this perspective provides a natural resolution of Skolem’s paradox. Skolem’s
paradox roughly asks how can a consistent theory that proves the existence of an uncountable set
have a countable model (see Skolem [11]). If we step back to a foundational point of view, instead
of explaining away Skolem’s paradox as a “mathematics vs. metamathematics” issue, I contend
that Skolem’s paradox should be seen as motivation to separate representation from meaning
at the foundational level in order to more accurately capture the nature of metamathematics.
Essentially, this allows us to highlight the finite nature of representation, which is usually assumed
at the metamathematical layer (i.e., first-order formulas are finite expressions), while still allowing
the potentially infinite nature of meaning to be expressed.
The paper will be structured as follows. In section 2, I introduce a new first-order foundation
based on “words” and “systems”, and state some basic definitions and consequences. In section 3,
the concept of set and other commonly used structures are defined. In section 4, we see that every
set is countable and that the axiom of choice becomes a simple theorem. In section 5 it is shown that
the power set of an infinite set does not exist and that in particular a set containing all real numbers
cannot exist. In a certain sense, uncountability is shown to be a form of incompleteness. In section
6, topological notions and classical results are reformulated through the lens of “extensions”. In
section 7, measure-theoretic notions and integrability are reformulated.
2 Words and systems
The main idea is to assume that every human thought involves exclusively representation and mean-
ing. Representation cannot be understood without meaning, and meaning cannot be understood
without representation. It is then assumed that it is necessary and sufficient for a foundational
theory to standardize the behavior of representation and meaning. I claim that the following
theory adequately standardizes the interaction of representation and meaning.
Lets consider a two-sorted first-order theory (with equality) having words and systems as
primitive individuals. Words will be denoted by indexed or non-indexed lower-case letters (a, b, . . . ,
z, a0, . . . , z0, . . . , an, . . . , zn, . . . ). Systems will be denoted by indexed or non-indexed upper-case
letters (A,B, . . . , Z,A0, . . . , Z0, . . . , An, . . . , Zn, . . . ). There will be two word constants denoted by
0 and 1, one binary relation (seen as a membership relation between words and systems ) expressed
using ∈ (first argument is a word and second argument is a system ) and one binary function (seen
as a concatenation operator on words ) expressed by juxtaposing words . The following axioms
and axiom schema will be satisfied:
1. (symbols) 0 6= 1 ∧ ∀x∀y(xy 6= 0 ∧ xy 6= 1)
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2. (associativity) ∀x∀y∀z((xy)z = x(yz))
3. (reading) ∀x∀y(x0 6= y1)
4. (simplification) ∀x1∀x2∀y1∀y2((x1y1 = x2y2 ∧ y1 = y2)⇒ x1 = x2)
5. (extensionality) ∀S1∀S2(∀x(x ∈ S1 ⇔ x ∈ S2)⇒ S1 = S2)
6. (word induction) ∀S((0 ∈ S ∧ 1 ∈ S ∧ ∀x(x ∈ S ⇒ (x0 ∈ S ∧ x1 ∈ S)))⇒ ∀y(y ∈ S))
7. (comprehension) ∀S1, . . . , Sm∀x1, . . . , xn∃S∀x(x ∈ S ⇔ φ(x, x1, . . . , xn, S1, . . . , Sm)) where
S is not a free variable in φ .
Essentially, words will be used as medium of representation and systems will be used to express
meaning. In a certain sense, systems can be viewed as formal languages, and therefore we could
say that meaning is conveyed using formal languages.
Informally and considered in context of each other, the axioms and axiom schema can be roughly
described as follows. The (symbols) axiom says that the word constants 0 and 1 are distinct and
“indivisible” words. In a certain sense 0 and 1 can be seen as letters. The (associativity) axiom
states that concatenation is associative. The (reading) axiom says that if two words are the same
they must end by the same letter. The (simplification) axiom says that if two words are the same
and end by some same word then they begin by some same word. The (extensionality) axiom
says that if two systems contain the same words then these systems must be the same. Using
(comprehension), the (word induction) axiom shows that every word is a finite string of “zeros”
and “ones”. The (comprehension) axiom schema says that any “adequate” property determines a
system.
The (associativity) axiom will often be used implicitly. We now explore some basic definitions
and consequences.
Definition 1. Let S1, S2 and S3 be systems and x be a word.
• If x ∈ S1 then we say that x is an element of S1 or that S1 contains x.
• If for any word x we have x ∈ S1 ⇒ x ∈ S2 then we say that S1 is a subsystem of S2 or
that S1 is smaller than S2 or write S1 ⊆ S2.
• If ∀x(x ∈ S3 ⇔ (x ∈ S1 ∨ x ∈ S2)) then we say that S3 is the union of S1 and S2 or write
S3 = S1 ∪ S2.
• If ∀x(x ∈ S3 ⇔ (x ∈ S1 ∧ x ∈ S2)) then we say that S3 is the intersection of S1 and S2
or write S3 = S1 ∩ S2.
• If ∀x(x ∈ S3 ⇔ (x ∈ S1 ∧ x /∈ S2)) then we say that S3 is the system difference of S1 by
S2 or write S3 = S1 \ S2.
• If ∀x(x /∈ S1) then we say that S1 is the empty system or write S1 = ∅.
Definition 2. Let x and y be words. If y = x or there exists z such that y = xz then we say that
x is a prefix of y. If y = x or there exists z such that y = zx then we say that x is a suffix of y.
Lemma 1. Let x, y and z be words.
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1. If x is a prefix of y and y is a prefix of z then x is a prefix of z.
2. If x is a suffix of y and y is a suffix of z then x is a suffix of z.
Proof. 1. If x = y or y = z then trivially x is a prefix of z. If x 6= y and y 6= z then there exist x1
and y1 such that y = xx1 and z = yy1 so by (associativity) z = x(x1y1) showing that x is a prefix
of z.
2. If x = y or y = z then trivially x is a suffix of z. If x 6= y and y 6= z then there exist x1 and
y1 such that y = x1x and z = y1y so by (associativity) z = (y1x1)x showing that x is a suffix of z.
Lemma 2. Let x be a word such that x 6= 0 and x 6= 1.
1. There exists x0 such that x = x00 or x = x01.
2. There exists x0 such that x = 0x0 or x = 1x0.
Proof. 1. Let S1 be the smallest system such that 0 ∈ S1 ∧ 1 ∈ S1 ∧ ∀x(x ∈ S1 ⇒ (x0 ∈
S1 ∧ x1 ∈ S1)). S1 exists by (comprehension) and we see by (word induction) that S1 contains
every word. Suppose there exists x1 ∈ S1 with x1 6= 0 and x1 6= 1 such that for all y we
have x1 6= y0 and x1 6= y1. Using (comprehension) we could construct a system S2 such that
∀x(x ∈ S2 ⇔ (x ∈ S1 ∧ x 6= x1)) and S2 would still contain every word by (word induction) which
gives us a contradiction.
2. Let S be the smallest system such that ∀x(x0 ∈ S ∧ x1 ∈ S). By 1. we see that if y 6= 0
and y 6= 1 then y ∈ S. If y = 00 or y = 01 or y = 10 or y = 11 we easily see that there exists x0
such that y = 0x0 or y = 1x0.
Suppose that for some k with k 6= 0 and k 6= 1 there exists x0 such that k = 0x0 or k = 1x0.
By (associativity) we see that
k0 = (0x0)0 = 0(x00) or k0 = (1x0)0 = 1(x00)
and
k1 = (0x0)1 = 0(x01) or k1 = (1x0)1 = 1(x01)
By (word induction) we conclude that ∀y(y ∈ S ⇒ ∃x0(y = 0x0 ∨ y = 1x0)).
The previous lemma will often be used implicitly.
The following theorem confirms the “left” version of (reading).
Theorem 3. ∀x∀y(1x 6= 0y)
Proof.
10 6= 00 by (simplification) and (symbols)
10 6= 01 by (reading)
11 6= 01 by (simplification) and (symbols)
11 6= 00 by (reading)
If y = y00 or y = y01 then we obtain 10 6= 0y and 11 6= 0y by (simplification), (reading) and
(symbols). So we must have
∀y(10 6= 0y ∧ 11 6= 0y)
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Suppose for a given x0 we have ∀y(1x0 6= 0y). If y = 0 then 1x00 6= 0y by (simplification) and
(symbols) and 1x01 6= 0y by (reading). If y = 1 then 1x00 6= 0y by (reading) and 1x01 6= 0y by
(simplification) and (symbols). If y = y00 for some y0 then 1x01 6= 0y by (reading) and 1x00 6= 0y
by (simplification) and hypothesis. If y = y01 for some y0 then 1x01 6= 0y by (simplification) and
hypothesis and 1x00 6= 0y by (reading). So by lemma 2, (comprehension) and (word induction)
we get ∀x∀y(1x 6= 0y).
The next theorem confirms the “left” version of (simplification).
Theorem 4. ∀x1∀x2∀y1∀y2((x1y1 = x2y2 ∧ x1 = x2)⇒ y1 = y2)
Proof.
∀y2(00 = 0y2 ⇒ y2 = 0) by (reading), (simplification), (symbols) and lemma 2
∀y2(01 = 0y2 ⇒ y2 = 1) by (reading), (simplification), (symbols) and lemma 2
∀y2(10 = 1y2 ⇒ y2 = 0) by (reading), (simplification), (symbols) and lemma 2
∀y2(11 = 1y2 ⇒ y2 = 1) by (reading), (simplification), (symbols) and lemma 2
Suppose for a given y1 we have ∀y2((0y1 = 0y2 ⇒ y1 = y2) ∧ (1y1 = 1y2 ⇒ y1 = y2)). For some
y2, if 0y10 = 0y2 then ∃y0(y2 = y00) ( by (reading), (simplification), (symbols) and lemma 2 ). So
by (simplification) and hypothesis we get
(0y10 = 0y2)⇒ (0y1 = 0y0)⇒ (y1 = y0)⇒ (y10 = y2)
For some y2, if 0y11 = 0y2 then ∃y0(y2 = y01) ( by (reading), (simplification), (symbols) and lemma
2 ). So
(0y11 = 0y2)⇒ (0y1 = 0y0)⇒ (y1 = y0)⇒ (y11 = y2)
For some y2, if 1y10 = 1y2 then ∃y0(y2 = y00) ( by (reading), (simplification), (symbols) and lemma
2 ). So
(1y10 = 1y2)⇒ (1y1 = 1y0)⇒ (y1 = y0)⇒ (y10 = y2)
For some y2, if 1y11 = 1y2 then ∃y0(y2 = y01) ( by (reading), (simplification), (symbols) and lemma
2 ). So
(1y11 = 1y2)⇒ (1y1 = 1y0)⇒ (y1 = y0)⇒ (y11 = y2)
By (comprehension) and (word induction) we obtain ∀y1∀y2((0y1 = 0y2 ⇒ y1 = y2)∧(1y1 = 1y2 ⇒
y1 = y2)).
Now suppose that for some k we have ∀x1∀y1∀y2((x1y1 = ky2 ∧ x1 = k) ⇒ y1 = y2). If
x1y1 = k0y2 and x1 = k0 then by (associativity) and hypothesis we obtain 0y1 = 0y2 so by what
was shown above we get y1 = y2. Similarly, if x1y1 = k1y2 and x1 = k1 then we get y1 = y2. Using
(comprehension) and (word induction) we obtain the desired result.
Theorem 5. ∀x∀y(x 6= xy ∧ x 6= yx)
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Proof. We can easily see that ∀y(0 6= 0y ∧ 0 6= y0 ∧ 1 6= 1y ∧ 1 6= y1) by (symbols), so if x = 0 or
x = 1 then we get ∀y(x 6= xy ∧ x 6= yx). Let x be such that x 6= 0 and x 6= 1, by lemma 2 we get
∃x0(x = x00∨ x = x01) and ∃x1(x = 0x1 ∨ x = 1x1). Suppose for some y we have x = xy. We get
x00 = x00y or x01 = x01y for some x0 and by left simplification (theorem 4) we obtain 0 = 0y or
1 = 1y which contradicts (symbols). Suppose for some y we have x = yx, then we get 0x1 = y0x1
or 1x1 = y1x1 for some x1 and by (simplification) we obtain 0 = y0 or 1 = y1 which contradicts
(symbols). So we must conclude that ∀x∀y(x 6= xy ∧ x 6= yx).
Theorem 6. ∀x∀y∀z(x 6= yxz).
Proof. By (symbols) we see that 0 6= y0z and 1 6= y1z. Suppose for some word k we have that
k 6= ykz for all words y and z. Lets proceed by contradiction and assume that k0 = y(k0)z
for some word y and some word z. By (reading) and lemma 2 we get z = z10 for some z1 or
z = 0. If z = z10 then by (associativity) and (simplification) we get k = yk0z1 which produces a
contradiction. If z = 0 then by (simplification) we get k = yk0 giving us also a contradiction. So
we must have k0 6= y(k0)z. By similar logic we must have k1 6= y(k1)z, so using (comprehension)
and (word induction) we get the desired result.
Definition 3. Let S1 and S2 be systems and w a word.
• If S2 is the smallest system such that
w ∈ S2 ∧ ∀x(x ∈ S2 ⇒ xw ∈ S2)
then we say that S2 is right-generated by w.
• If S2 is the smallest system such that
∀x ∈ S1(x ∈ S2) ∧ ∀x1 ∈ S1∀x2 ∈ S2(x2x1 ∈ S2)
then we say that S2 is right-generated by S1.
• If S2 is the smallest system such that
w ∈ S2 ∧ ∀x(x ∈ S2 ⇒ wx ∈ S2)
then we say that S2 is left-generated by w.
• If S2 is the smallest system such that
∀x ∈ S1(x ∈ S2) ∧ ∀x1 ∈ S1∀x2 ∈ S2(x1x2 ∈ S2)
then we say that S2 is left-generated by S1.
Definition 4. Given systems S, S1 and S2, if S1 is right-generated by S and S2 is the smallest
system containing every prefix of every word in S1 then we say that S2 is prefix-generated by
S.
Lemma 7. Given systems S1, S2 and S3, if S2 is right-generated by S1 and S3 is prefix-generated
by S1 then S2 is a subsystem of S3.
Proof. Since every word is a prefix of itself it follows immediately from definition of S3 that
S2 ⊆ S3.
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Lemma 8. Given words x, y1 and y2, if y1y2 = x0 or y1y2 = x1 then y1 is a prefix of x.
Proof. If y2 = 0 then by (reading) and (simplification) we must have y1 = x so y1 would be a prefix
of x. If y2 = 1 then similarly y1 would be a prefix of x.
If y2 6= 0 and y2 6= 1 then by lemma 2 there exists y3 such that y2 = y30 or y2 = y31. So by
(associativity), (reading) and (simplification) we must have y1y3 = x which implies that y1 is a
prefix of x.
More generally we have the following theorem.
Theorem 9. Given words x1, x2, y1 and y2, if x1x2 = y1y2 then x1 is a prefix of y1 or y1 is a
prefix of x1.
Proof. If y2 = 0 or y2 = 1 and x1x2 = y1y2 then by lemma 8 it follows that x1 is a prefix of y1.
Suppose that for some k we have
∀x1∀x2∀y1(x1x2 = y1k ⇒ ( x1 is a prefix of y1 or y1 is a prefix of x1 ))
If x1x2 = y1k0 then by (reading), (associativity) and (simplification) we either get x1 = y1k (which
implies that y1 is a prefix of x1) or x1x3 = y1k with x2 = x30. So by hypothesis x1 is a prefix of
y1 or y1 is a prefix of x1. Similarly if x1x2 = y1k11 we see that x1 is a prefix of y1 or y1 is a prefix
of x1. By (comprehension) and (word induction) we obtain the desired result.
Theorem 10. Given words x1, x2, y1 and y2, if x1x2 = y1y2 then x2 is a suffix of y2 or y2 is a
suffix of x2
Proof. If y2 = 0 or y2 = 1 and x1x2 = y1y2 then by (reading) and lemma 2 it follows that y2 is a
suffix of x2. Suppose that for some k we have
∀x1∀x2∀y1(x1x2 = y1k ⇒ (x2 is a suffix of k or k is a suffix of x2 ))
If x1x2 = y1(k0) then by (reading), (associativity) and (simplification) we either get x1 = y1k
(which implies that x2 is a suffix of k0) or x1x3 = y1k with x2 = x30 for some x3. By hypothesis
x3 is suffix of k or k is a suffix of x3 which implies that x2 is a suffix of k0 or k0 is a suffix of x2.
Similarly if x1x2 = y1k1 we see that x2 is a suffix of k1 or k1 is a suffix of x2. By (comprehension)
and (word induction) we obtain the desired result.
Definition 5. Let S be a system and x a word in S. If there exists x1 ∈ S such that
∀y ∈ S( y is a prefix of x ⇒ x1 is a prefix of y )
then we say that x1 is a minimal prefix of x in S.
Theorem 11. Given word x and system S, if x ∈ S then there exists x1 such that x1 is a minimal
prefix of x in S.
Proof. Let S1 be the system containing all prefixes of x which are in S. Suppose S1 contains no
minimal prefix of x. 0 and 1 would not be in S1 otherwise one of them would be a minimal prefix
by (associativity), lemma 2 and theorem 3. Now assume that S1 contains none of the prefixes of
some word k. If S1 contains some prefix of k0 or k1 then by definition of prefix, lemma 8 and by
hypothesis, S1 would contain either k0 or k1. But by lemma 8, theorem 9, prefix transitivity and
hypothesis, if S1 contains either k0 or k1 then either k0 or k1 would be a minimal prefix of x in
S1. So both k0 and k1 are not in S1. By lemma 7 we conclude that S1 is empty which produces a
contradiction since x is in S1. So S must contain a minimal prefix of x.
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Definition 6. Let S be right-generated by some word b. We say that a word c is a counting
number over b if c ∈ S.
If c1, c2 and c3 are counting numbers over some same word b and c1c2 = c3 then we will usually
write c1 + c2 = c3.
Definition 7. We say that n is a natural number if n is a counting number over 1.
Definition 8. Given a system S, if ∀n(n ∈ S ⇔ n is a natural number ) then we say that S is
the natural number system or write S = N.
Whenever some word n is a natural number we will just write n ∈ N.
For any natural numbers n1 and n2, if there exists a natural number n3 such that n1 +n3 = n2
then we write n1 < n2. If n1 < n2 or n1 = n2 then we write n1 ≤ n2.
Lemma 12. Given
• words x1 and x2
• natural numbers n1 and n2
if x10n1 = x20n2 then x1 = x2 and n1 = n2.
Proof. If either n1 = 1 or n2 = 1 then by (readability) and (simplification) we must have n1 = 1
and n2 = 1 which in turn implies that x1 = x2 by (simplification).
Lets proceed by induction on n1. Suppose for some natural number k we have ∀x1∀x2∀n2(x10k =
x20n2 ⇒ (k = n2 ∧ x1 = x2)). Now if x10k1 = x20n2 then by (simplification) and by (readability)
we must obtain x10k = x20n3 where n2 = n3 + 1. By hypothesis we get k = n3 which in turn
implies k1 = n2 and we also get x1 = x2. By (comprehension) and by the inductive definition of
N we obtain the desired result.
Definition 9. Given
• counting number c over b
• natural number n
Let S be the smallest system such that
b01 ∈ S ∧ ∀x∀m(m ∈ N⇒ (x0m ∈ S ⇒ xb0m1 ∈ S))
If c0n ∈ S then we say that n is the natural number associated to c over b or write n⊗b = c.
Using lemma 12 we see that if n1 ⊗ b = w and n2 ⊗ b = w then n1 = n2.
If n1, n2 and n3 are natural numbers with n1 ⊗ n2 = n3 we will say that n3 is the natural
product of n1 and n2 or write n1 · n2 = n3.
Theorem 13. If every element of a non-empty system S is a natural number then S contains a
minimal natural number.
Proof. Since every natural number is a counting number over 1 then for any given natural numbers
n1 and n2, either n1 is a prefix of n2 or n2 is a prefix of n1. Using theorem 11 (existence of minimal
prefix) we see that S must contain a minimal natural number.
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The following theorem highlights some expected properties of counting numbers and natural
numbers.
Theorem 14. Given
• word x
• natural numbers n1, n2 and n3
we have
1. 1⊗ x = x (x-neutral)
2. n1 + n2 = n2 + n1 (commutativity of addition)
3. (n1 ⊗ x) + (n2 ⊗ x) = (n1 + n2)⊗ x (x-additivity)
4. n1 ⊗ (n2 ⊗ x) = (n1 ⊗ n2)⊗ x (x-associativity)
5. n1 ⊗ ((n2 + n3)⊗ x) = ((n1 ⊗ n2)⊗ x) + ((n1 ⊗ n3)⊗ x) (x-distributivity)
6. n1 ⊗ (n2 + n3) = n1 ⊗ n2 + n1 ⊗ n3 (distributivity)
7. n1 ⊗ n2 = n2 ⊗ n1 (commutativity of multiplication)
8. n1 ⊗ (n2 ⊗ x) = n2 ⊗ (n1 ⊗ x) (x-commutativity)
Proof. 1. It follows immediately from definition.
2. Suppose for some natural number k we have 1 + k = k + 1 then by (associativity) we get
1 + (k + 1) = (1 + k) + 1 = (k + 1) + 1. The desired result is obtained using induction.
3. By (x-neutral) and by definition we obtain (n1 ⊗ x) + (1⊗ x) = (n⊗ x) + x = (n+ 1)⊗ x.
Suppose for some natural number k we have (n1 ⊗ x) + (k ⊗ x) = (n1 + k)⊗ x. By definition we
have
(n1 ⊗ x) + ((k + 1)⊗ x) = (n1 ⊗ x) + (k ⊗ x) + x
= ((n1 + k)⊗ x) + x (by hypothesis)
= ((n1 + k) + 1)⊗ x = (n1 + (k + 1))⊗ x (by definition and associativity)
We conclude the proof using induction.
4. By (x-neutral) we have 1⊗ (n2⊗ x) = n2⊗ x = (1⊗n2)⊗ x. Now suppose for some natural
number k we have
k ⊗ (n2 ⊗ x) = (k ⊗ n2)⊗ x
By definition we get
(k + 1)⊗ (n2 ⊗ x) = (k ⊗ (n2 ⊗ x)) + n2 ⊗ x
= ((k ⊗ n2)⊗ x) + (n2 ⊗ x) (by hypothesis)
= ((k ⊗ n2) + n2)⊗ x (by x-additivity)
= ((k + 1)⊗ n2)⊗ x (by definition)
We conclude the proof using induction.
5. By definition we have
1⊗ ((n2 + n3)⊗ x) = (n2 + n3)⊗ x
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= (n2 ⊗ x) + (n3 ⊗ x) (by x-additivity)
= ((1⊗ n2)⊗ x) + ((1⊗ n3)⊗ x) (by x-neutral)
Now suppose for some natural number k we have
k ⊗ ((n2 + n3)⊗ x) = ((k ⊗ n2)⊗ x) + ((k ⊗ n3)⊗ x)
By definition we get
(k + 1)⊗ ((n2 + n3)⊗ x) = k ⊗ ((n2 + n3)⊗ x) + ((n2 + n3)⊗ x)
= ((k ⊗ n2)⊗ x) + ((k ⊗ n3)⊗ x) + ((n2 + n3)⊗ x) (by hypothesis)
= ((k ⊗ n2) + (k ⊗ n3) + (n2 + n3))⊗ x (by x-additivity)
= ((k ⊗ n2) + n2 + (k ⊗ n3) + n3)⊗ x (by commutativity)
= (((k + 1)⊗ n2) + ((k + 1)⊗ n3))⊗ x (by definition)
= (((k + 1)⊗ n2)⊗ x) + (((k + 1)⊗ n3)⊗ x) (by x-additivity)
We conclude the proof using (word induction).
6. Follows immediately using (x-neutral) and (x-distributivity)
7. Suppose 1⊗ n = n⊗ 1. We get
1⊗ (n+ 1) = (1⊗ n) + (1⊗ 1) (by distributivity)
= (n+ 1)⊗ 1 (by hypothesis and definition)
Suppose for some natural number k we have k ⊗ n = n⊗ k. We get
(k + 1)⊗ n = k ⊗ n+ n (by definition)
= n⊗ k + n⊗ 1 (by hypothesis and by (x-neutral))
= n⊗ (k + 1) (by distributivity)
We conclude the proof using induction.
8. By (x-associativity) we have
n1 ⊗ (n2 ⊗ x) = (n1 ⊗ n2)⊗ x
= (n2 ⊗ n1)⊗ x (by commutativity)
= n2 ⊗ (n1 ⊗ x) (by x-associativity)
Now we can define the concept of length.
Definition 10. Let S be the smallest system such that
001 ∈ S ∧ 101 ∈ S ∧ ∀x∀n(n ∈ N⇒ (x0n ∈ S ⇒ (x00n1 ∈ S ∧ x10n1 ∈ S)))
Given any word w and any natural number n, if w0n ∈ S then we say that n is the length of w.
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Using lemma 12 we can see that length is adequately defined for every word.
The next theorem shows that the notions of “left-generated” and “right-generated” are equiv-
alent.
Theorem 15. Given systems S, S1 and S2, if S1 is right-generated by S and S2 is left-generated
by S then S1 = S2.
Proof. By definition we have S ⊆ S1 and S ⊆ S2. Let S3 be the smallest system such that
∀x ∈ S(x01 ∈ S3) ∧ ∀y∀n(n ∈ N⇒ (y0n ∈ S3 ⇒ ∀z ∈ S(yz0n1 ∈ S3)))
and let S4 be the smallest system such that
∀x ∈ S(x01 ∈ S4) ∧ ∀y∀n(n ∈ N⇒ (y0n ∈ S3 ⇒ ∀z ∈ S(zy0n1 ∈ S4)))
We have that for any x ∈ S1 there exists a natural number n such that x0n ∈ S3 and for any
x ∈ S2 there exists a natural number n such that x0n ∈ S4. Using lemma 12 we see that for any
word x and any natural number n if x0n ∈ S3 then x ∈ S1. Similarly, using lemma 12 we see that
for any word x and any natural number n if x0n ∈ S4 then x ∈ S2. So it will suffice to prove that
S3 = S4 to show that S1 = S2.
If x ∈ S then by definition of S3 and S4 we see that x01 ∈ S3 and x01 ∈ S4. Suppose for some
natural number k that for all natural numbers j ≤ k we have ∀x(x0j ∈ S3 ⇔ x0j ∈ S4).
If k = 1 and x0k ∈ S3 then x ∈ S, so we see directly that for any z ∈ S we have zx0k1 ∈ S3.
If k = 1 and x0k ∈ S4 then x ∈ S, so we see directly that for any z ∈ S we have xz0k1 ∈ S4.
If k > 1 and x0k ∈ S3 then by hypothesis x0k ∈ S4 so x = z1x1 for some z1 ∈ S where
x10k1 ∈ S4 with k = k1 + 1. By hypothesis we get x10k1 ∈ S3 so it follows again by hypothesis
that for any z ∈ S we obtain x1z0k ∈ S4 (since x1z0k ∈ S3 by definition of S3) which implies
z1x1z0k1 ∈ S4 (by definition of S4) showing that xz0k1 ∈ S4.
If k > 1 and x0k ∈ S4 then by hypothesis x0k ∈ S3 so x = x1z1 for some z1 ∈ S where
x10k1 ∈ S3 with k = k1 + 1. By hypothesis we get x10k1 ∈ S4 so it follows again by hypothesis
that for any z ∈ S we obtain zx10k ∈ S3 (since zx10k ∈ S4 by definition of S4) which implies
zx1z10k1 ∈ S3 (by definition of S3) showing that zx0k1 ∈ S3. So by inductive definition we see
that S3 = S4 which lets us conclude that S1 = S2.
We saw in the proof of the preceding theorem that intermediate systems were used to parse the
relevant inductive structure. The concept of parsing will serve as a foundational basis on which
the concept of set will be defined. To introduce the notion of set we will first need to define some
concepts which will be useful to a simple standardization of “parsing”.
Definition 11. Given
• systems S and S1
• word x
if S1 is right-generated by S and x ∈ S1 then we will say that x is a word over S.
Definition 12. Let S be a system.
• If ∀x∀y∀z1 ∈ S∀z2 ∈ S(xz1 = yz2 ⇒ z1 = z2) then we say that S is right-readable.
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• If ∀x∀y∀z1 ∈ S∀z2 ∈ S(z1x = z2y ⇒ z1 = z2) then we say that S is left-readable.
Definition 13. We will say that S is an alphabet if it is right-readable and left-readable.
Theorem 16. Let S be a system.
1. S is right-readable if and only if
∀x ∈ S∀y ∈ S( x is a suffix of y ⇒ x = y)
2. S is left-readable if and only if
∀x ∈ S∀y ∈ S( x is a prefix of y ⇒ x = y)
Proof. 1. If S is right-readable suppose for some x ∈ S and some y ∈ S we have that x is a
suffix of y and that y = wx for some word w. So for any word w1 we get w1y = w1wx which
implies by right-readability that y = x giving us a contradiction. It follows that ∀x ∈ S∀y ∈
S( x is a suffix of y ⇒ x = y).
Now suppose we have ∀x ∈ S∀y ∈ S( x is a suffix of y ⇒ x = y). For any words w1 and
w2 and any words x ∈ S and y ∈ S we get by theorem 10 that w1x = w2y implies that either
x is a suffix of y or that y is a suffix of x. By assumption it follows that x = y so S must be
right-readable.
2. If S is left-readable suppose for some x ∈ S and some y ∈ S we have that x is a pre-
fix of y and that y = xw for some word w. So for any word w1 we get yw1 = xww1 which
implies by left-readability that y = x giving us a contradiction. It follows that ∀x ∈ S∀y ∈
S( x is a prefix of y ⇒ x = y).
Now suppose we have ∀x ∈ S∀y ∈ S( x is a prefix of y ⇒ x = y). For any words w1 and
w2 and any words x ∈ S and y ∈ S we get by theorem 9 that xw1 = yw2 implies that either
x is a prefix of y or that y is a prefix of x. By assumption it follows that x = y so S must be
left-readable.
Theorem 17. Given an alphabet A and a word x, if x ∈ A then for any word w1 over A and any
word w2 over A we must have x 6= w1w2.
Proof. By theorem 16 we see that if x ∈ A, w1 ∈ A and w2 ∈ A then w1w2 6= x. Suppose that for
some word k over A we have w1k 6= x for any word x ∈ A and any word w1 over A. Lets proceed by
induction (inductive definition of words over A) on k and by contradiction. Suppose that w1ka = x
for some word x ∈ A and some word a ∈ A. So we must have zw1ka = zx for any word z ∈ A
which implies by right readability of A and by (simplification) that zw1k = z contradicting the
hypothesis since zw1 is a word over A by theorem 15. Using the inductive definition of words over
A we obtain the desired result.
Definition 14. Given alphabets A1 and A2, we say that A1 and A2 are independent if
• A1 ∪ A2 is an alphabet
• A1 ∩ A2 = ∅
Let x and y be words and A be an alphabet. If for any system S which contains only x we
have that S and A are independent then we will say that A and x are independent (or x and
A are independent). If for any system S1 containing only x and any system S2 containing only
y we have that S1 and S2 are independent then we will say that x and y are independent.
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Lemma 18. Given
• alphabets S1 and S2
• words r1 and t1 both over S1
• word r2 over S2
if S1 and S2 are independent then
1. r1r2 is not a word over S1
2. r1r2 is not a word over S2
3. r1r2t1 is not a word over S1
4. r1r2t1 is not a word over S2
Proof. 1. If r2 is in S2 then by independence and the inductive definition of words over S1 we see
that r1r2 is not a word over S1. Suppose for some word k over S2 that r1k is not a word over S1.
For any u in S2, by the inductive definition of words over S1, we deduce that r1ku is not a word
over S1. We complete the proof using the inductive definition of words over S2.
2. Using the left-right system generation equivalence(theorem 15) and similar reasoning as in
1. we deduce that r1r2 is not a word over S2.
3. Using 1. and the inductive definition of words over S1 we see that r1r2t1 is not a word over
S1.
4. By the inductive definition of words over S2 we see that r1r2t1 is not a word over S2.
Theorem 19. Given
• alphabets S1 and S2
• words r1 and t1 over S1
• words r2 and t2 over S2
• words x and y
if S1 and S2 are independent then
1. r1r2 = t1t2 ⇒ (r1 = t1 ∧ r2 = t2)
2. (xr1r2 = yt1t2 ∧ r1 = t1)⇒ (r2 = t2 ∧ x = y)
Proof. 1. Suppose r1r2 = t1t2. If r2 is in S2 then by (simplification) and definition of independence
we deduce that t2 is in S2 and r2 = t2 so by (simplification) r1 = t1. Suppose that for some word
k over S2 we have that r1k = t1t2 ⇒ (k = t2 ∧ r1 = t1). For any u in S2, if r1ku = t1t2 then t2
is not in S2 by lemma 18. So t2 = w2u where w2 is a word over S2 and by (simplification) we get
r1k = t1w2. By hypothesis we get k = w2 and r1 = t1 which implies that ku = w2u = t2 so by the
inductive definition of words over S2 we obtain the desired result.
2. Suppose xr1r2 = yt1t2 ∧ r1 = t1. If r2 is in S2 then by independence and (simplification) t2
must be in S2 and r2 = t2 so by (simplification) xr1 = xt1. Since r1 = t1 then by (simplification)
we get x = y. Suppose for some word k over S2 we have that (xr1k = yt1t2 ∧ r1 = t1) ⇒ (k =
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t2 ∧ x = y). For any u in S2, if xr1ku = yt1t2 and r1 = t1 then by independence t2 is not in S2 so
by (simplification) xr1k = yt1w2 where w2 is a word over S2 with t2 = w2u. By hypothesis we get
x = y and k = w2 which implies that ku = w2u = t2 and by the inductive definition of words over
S2 we complete the proof.
Definition 15. Let A be a non-empty alphabet and S be right-generated by A. We will say that
A is expressive if there exist independent alphabets B1 and B2 with B1 ⊆ S and B2 ⊆ S.
Theorem 20. An alphabet A is expressive if and only if A contains at least two distinct words.
Proof. If A contains only one word then for any two words x and y both over A we have that x is a
suffix of y or y is a suffix of x. Using theorem 16 we deduce that we cannot form two independent
alphabets from the words produced over A.
Suppose A contains x and y with x 6= y. Let B1 be a system containing only the word x and
B2 be a system containing only the word y. We see that B1 and B2 are alphabets and since A is
an alphabet we can also deduce that B1 and B2 are independent.
In a certain sense, the concept of expressivity is the main motivation behind the (symbols)
axiom. The next theorem shows the “inductive power” of expressivity.
Theorem 21. Let S be right-generated by an expressive alphabet A. There exist independent
expressive alphabets B1 and B2 such that B1 ⊆ S and B2 ⊆ S.
Proof. By theorem 20 there exist distinct words x and y in A. Let B1 be a system containing only
xx and xy and B2 be a system containing only yx and yy. By theorem 16, left simplification and
(simplification) we deduce that
• xx is not a prefix or suffix of xy and vice-versa
• yy is not a prefix or suffix of xy and vice-versa
• xx is not a prefix or suffix of yx and vice-versa
• yy is not a prefix or suffix of yx and vice-versa
• xx is not a prefix or suffix of yy and vice-versa
• xy is not a prefix or suffix of yx and vice-versa
So we can see that B1 and B2 are independent and by theorem 20 we conclude that both B1 and
B2 are expressive alphabets.
3 Sets and structures
3.1 Sets
The main idea behind the notion of set will be to represent systems using words from an expressive
alphabets, establish meaning via a “background system” and extract set semantics using a parsing
scheme.
The next definition will highlight the “parsing tool” which will be used to extract the meaning
of a set.
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Definition 16. Let S0 be an expressive alphabet and e0 be a word. If e0 and S0 are independent
then we say that (e0, S0) is a set foundation.
Definition 17. Given
• set foundation (e0, S0)
• system S
• word e
if e is a word over S0 then we say that (e)S is a set over (e0, S0), e is the representation of
(e)S over (e0, S0) and S is the context system of (e)S over (e0, S0).
If (e)S is a set over (e0, S0) and xe0e ∈ S then we say that x is an element of (e)S over
(e0, S0) or write x ∈
(e0,S0)
(e)S. If x is not an element of (e)S over (e0, S0) we will write x /∈
(e0,S0)
(e)S.
For example, let S0 be an alphabet which contains only 01 and 10 and let S be some system.
If 00010 ∈ S then we can say that 0 is an element of (10)S over (00, S0).
Using theorem 19, we can verify that for any system S1 and any set foundation (e0, S0) there
exists a word e and a system S such that ∀x(x ∈ S1 ⇔ x ∈
(e0,S0)
(e)S).
We can see sets as “internalized systems” which can contain representations of sets and context
systems as safeguards against malformed sets. In a certain sense, the existence of a context system
depends on the consistency of the specification of a set.
The set builder notation will be adapted by mentioning the set foundation underneath the
equality sign. For example, instead of writing
∀x(x ∈
(e0,S0)
(s)S ⇔ (x = 0 ∨ x = 00 ∨ x = 1))
we would write
(s)S =
(e0,S0)
{0, 00, 1}
When dealing with logical formulas, instead of writing
∀x(x ∈
(e0,S0)
(s)S ⇔ φ(x))
we might write
(s)S =
(e0,S0)
{x | φ(x)}
The notation “ =
(e0,S0)
” will be treated like an equality symbol when there is no ambiguity.
Definition 18. Given
• set foundation (e0, S0)
• sets (e1)E1 over (e0, S0), (e2)E2 over (e0, S0) and (e3)E3 over (e0, S0)
we say
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• (e1)E1 is a subset of (e2)E2 over (e0, S0) or write (e1)E1 ⊆
(e0,S0)
(e2)E2 ( or (e2)E2 ⊇
(e0,S0)
(e1)E1)
if for any word x, x ∈
(e0,S0)
(e1)E1 ⇒ x ∈
(e0,S0)
(e2)E2 .
• (e1)E1 is equal to (e2)E2 over (e0, S0) or write (e1)E1 =
(e0,S0)
(e2)E2 if (e1)E1 ⊆
(e0,S0)
(e2)E2 and
(e2)E2 ⊆
(e0,S0)
(e1)E1 . Otherwise we say that (e1)E2 is not equal to (e2)E2 over (e0, S0) or
write (e1)E1 6=
(e0,S0)
(e2)E2 .
• (e1)E1 is a strict subset of (e2)E2 over (e0, S0) or write (e1)E1 ⊂
(e0,S0)
(e2)E2 (or (e2)E2 ⊃
(e0,S0)
(e1)E1) if (e1)E1 ⊆
(e0,S0)
(e2)E2 and (e1)E1 6=
(e0,S0)
(e2)E2 .
• (e3)E3 equals the union of (e1)E and (e2)E2 over (e0, S0) or write (e3)E3 =
(e0,S0)
(e1)E1 ∪
(e2)E2 , if for any word x, x ∈
(e0,S0)
(e3)E3 if and only if x ∈
(e0,S0)
(e1)E1 or x ∈
(e0,S0)
(e2)E2 .
• (e3)E3 equals the intersection of (e1)E and (e2)E2 over (e0, S0) or write (e3)E3 =
(e0,S0)
(e1)E1∩(e2)E2 , if for any word x, x ∈
(e0,S0)
(e3)E3 if and only if x ∈
(e0,S0)
(e1)E1 and x ∈
(e0,S0)
(e2)E2 .
• (e3)E3 equals the set difference of (e1)E by (e2)E2 over (e0, S0) or write (e3)E3 =
(e0,S0)
(e1)E1\(e2)E2 , if for any word x, x ∈
(e0,S0)
(e3)E3 if and only if x ∈
(e0,S0)
(e1)E1 and x /∈
(e0,S0)
(e2)E2 .
• (e1)E1 equals the empty set over (e0, S0) or write (e1)E1 =
(e0,S0)
∅, if for any word x, x /∈
(e0,S0)
(e1)E1 .
Definition 19. Given sets (s1)S1 and (s2)S2 over (e0, S0), we say that (s1)S1 contains (s2)S2 over
(e0, S0) if there exists x ∈
(e0,S0)
(s1)S1 such that (x)S1 =
(e0,S0)
(s2)S2 .
Note that set containment does not necessarily capture containment of the whole “set structure”
of interest. Containment will be understood by defining new “structure equalities” on a case by
case basis. In particular, the next subsections will deal with the set structure of relations, integers,
rational numbers and real numbers.
Now we define the notion of power set.
Definition 20. Given sets (e)E and (p)P over (e0, S0), if
• (p)P contains every subset of (e)E over (e0, S0)
• for any x ∈
(e0,S0)
(p)P and any y ∈
(e0,S0)
(p)P , if (x)P =
(e0,S0)
(y)P then x = y
• ∀x ∈
(e0,S0)
(p)P ((x)P ⊆
(e0,S0)
(e)E)
then we say that (p)P equals the power set of (e)E over (e0, S0).
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3.2 Relations and functions
Now we formulate the notion of association.
Definition 21. Given
• set (e)E over (e0, S0)
• words x1 and x2
if (e)E =
(e0,S0)
{x1, x1x2} then we say that (e)E associates x1 to x2 over (e0, S0) and write
(e)E =
(e0,S0)
(x1, x2).
Given a set (s)S over (e0, S0) and words x1 and x2, if there exists y such that (y)S =
(e0,S0)
(x1, x2)
and y ∈
(e0,S0)
(s)S then we will just write (x1, x2) ∈
(e0,S0)
(s)S.
Definition 22. Let (a)A, (b)B and (c)C be sets over (e0, S0). We say that
• ((a)A, (b)B, (c)C)(e0,S0) is a (binary) relation or write (c)C ⊆
(e0,S0)
(a)A × (b)B if
– for any c1 ∈
(e0,S0)
(c)C there exist a1 ∈
(e0,S0)
(a)A and b1 ∈
(e0,S0)
(b)B such that (c1)C =
(e0,S0)
(a1, b1)
– for any a1 ∈
(e0,S0)
(a)A and any b1 ∈
(e0,S0)
(b)B, if there exist c1 ∈
(e0,S0)
(c)C and c2 ∈
(e0,S0)
(c)C
such that (c1)C =
(e0,S0)
(a1, b1) and (c2)C =
(e0,S0)
(a1, b1) then c1 = c2
• (c)C is the cartesian product of (a)A and (b)B over (e0, S0) or write (c)C =
(e0,S0)
(a)A ×
(b)B if
– for any c1 ∈
(e0,S0)
(c)C there exist a1 ∈
(e0,S0)
(a)A and b1 ∈
(e0,S0)
(b)B such that (c1)C =
(e0,S0)
(a1, b1)
– for any a1 ∈
(e0,S0)
(a)A and any b1 ∈
(e0,S0)
(b)B there exists a unique c1 ∈
(e0,S0)
(c)C such that
(c1)C =
(e0,S0)
(a1, b1)
Definition 23. Let ((a)A, (b)B, (c)C)(e0,S0) be a binary relation and (d)D a set over (e0, S0). We
say that
• (d)D is the left domain of ((a)A, (b)B, (c)C)(e0,S0) if (d)D =
(e0,S0)
{x | ∃b1((x, b1) ∈
(e0,S0)
(c)C)}
• (d)D is the right domain of ((a)A, (b)B, (c)C)(e0,S0) if (d)D =
(e0,S0)
{x | ∃a1((a1, x) ∈
(e0,S0)
(c)C)}
Definition 24. Given a binary relation ((a)A, (b)B, (f)F )(e0,S0), if
• (a)A is the left domain of ((a)A, (b)B, (c)C)(e0,S0)
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• for any a1 ∈
(e0,S0)
(a)A, any b1 ∈
(e0,S0)
(b)B and any b2 ∈
(e0,S0)
(b)B, if (a1, b1) ∈
(e0,S0)
(f)F and
(a1, b2) ∈
(e0,S0)
(f)F then b1 = b2
then we say that (f)F : (a)A →
(e0,S0)
(b)B is a function.
Let (f)F : (a)A →
(e0,S0)
(b)B be a function. We say that (a)A is the domain of (f)F : (a)A →
(e0,S0)
(b)B. For any x and any y, if (x, y) ∈
(e0,S0)
(f)F then we write (f)F (x) =
(e0,S0)
y. If (c)C =
(e0,S0)
{(f)F (x) | x ∈
(e0,S0)
(a)A} then we say that (c)C equals the image of (f)F over (e0, S0) or write
(c)C =
(e0,S0)
(f)F ((a)A). For any function (g)G : (d)D →
(e0,S0)
(e)E, if (d)D ⊆
(e0,S0)
(a)A and for
any element x of (d)D over (e0, S0) we have (g)G(x) =
(e0,S0)
(f)F (x) then we say that (g)G is a
restriction of (f)F to (d)D over (e0, S0) or write (g)G =
(e0,S0)
(f)F |(d)D.
Definition 25. Given a function (f)F : (a)A →
(e0,S0)
(b)B we say that
• (f)F : (a)A →
(e0,S0)
(b)B is injective if for any a1 ∈
(e0,S0)
(a)A, any a2 ∈
(e0,S0)
(a)A and any
b1 ∈
(e0,S0)
(b)B, if (f)F (a1) =
(e0,S0)
b1 and (f)F (a2) =
(e0,S0)
b1 then a1 = a2
• (f)F : (a)A →
(e0,S0)
(b)B is surjective if for any b1 ∈
(e0,S0)
(b)B there exists a1 ∈
(e0,S0)
(a)A such
that (f)F (a1) =
(e0,S0)
b1
• (f)F : (a)A →
(e0,S0)
(b)B is bijective if (f)F : (a)A →
(e0,S0)
(b)B is both injective and surjective
Let (s)S be a set over (e0, S0). If (s)S =
(e0,S0)
{n | n ∈ N} then we will write (s)S =
(e0,S0)
N. For a
given natural number n, if (s)S =
(e0,S0)
{m | m ∈ N and m ≤ n} then we will write (s)S =
(e0,S0)
N≤n.
Definition 26. Given a set (s)S over (e0, S0) and a natural number n, we say that the cardinality
of (s)S over (e0, S0) is n or just write card((s)S) =
(e0,S0)
n if there exists a bijective function
(f)F : (s)S →
(e0,S0)
N≤n.
If there exists n such that card((s)S) =
(e0,S0)
n then we say that (s)S is a finite set over (e0, S0),
otherwise we say that (s)S is an infinite set over (e0, S0).
Definition 27. Let (s)S be a set over (e0, S0). If there exists a bijective function (f)F : (s)S →
(e0,S0)
(t)T where either (t)T =
(e0,S0)
N or (t)T =
(e0,S0)
N≤n for some n ∈ N then we say that (s)S is countable
over (e0, S0).
Definition 28. Given a relation ((a)A, (a)A, (r)R)(e0,S0), if for any a1 ∈
(e0,S0)
(a)A, a2 ∈
(e0,S0)
(a)A and
a3 ∈
(e0,S0)
(a)A we have
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• (a1, a1) ∈
(e0,S0)
(r)R
• ((a1, a2) ∈
(e0,S0)
(r)R ∧ (a2, a1) ∈
(e0,S0)
(a)R)⇒ a1 = a2
• ((a1, a2) ∈
(e0,S0)
(r)R ∧ (a2, a3) ∈
(e0,S0)
(r)R)⇒ (a1, a3) ∈
(e0,S0)
(r)R
then we say that ((a)A, (r)R)(e0,S0) is a partial order.
Let ((a)A, (r)R)(e0,S0) be a partial order.
For any x ∈
(e0,S0)
(a)A and any y ∈
(e0,S0)
(a)A, if (x, y) ∈
(e0,S0)
(r)R then we write x
(r)R≤
(e0,S0)
y or
y
(r)R≥
(e0,S0)
x. If x
(r)R≤
(e0,S0)
y and x 6= y then we write x (r)R<
(e0,S0)
y or y
(r)R
>
(e0,S0)
x.
Definition 29. Given a partial order ((a)A, (r)R)(e0,S0), if ∀a1 ∈
(e0,S0)
(a)A∀a2 ∈
(e0,S0)
(a)A(a1
(r)R
<
(e0,S0)
a2 ⇒ ∃a3 ∈
(e0,S0)
(a)A(a1
(r)R
<
(e0,S0)
a3
(r)R
<
(e0,S0)
a2)) then we say that ((a)A, (r)R)(e0,S0) is a dense order.
Definition 30. Given a partial order ((a)A, (r)R)(e0,S0), if for any a1 ∈
(e0,S0)
(a)A and any a2 ∈
(e0,S0)
(a)A we have a1
(r)R≤
(e0,S0)
a2 or a2
(r)R≤
(e0,S0)
a1 then we say that ((a)A, (r)R)(e0,S0) is a total order.
Definition 31. Given
• total order ((a)A, (r)R)(e0,S0)
• subset (b)B of (a)A over (e0, S0)
• element x of (a)A over (e0, S0)
if for all b1 ∈
(e0,S0)
(b)B we have x
(r)R≤
(e0,S0)
b1 (resp. x
(r)R≥
(e0,S0)
b1) then we say that x is a lower bound
of (b)B over ((a)A, (r)R)(e0,S0) ( resp. upper bound of (b)B over ((a)A, (r)R)(e0,S0) ).
Definition 32. Suppose we are given
• total order ((a)A, (r)R)(e0,S0)
• subset (b)B of (a)A over (e0, S0)
• element x of (a)A over (e0, S0)
If x is a lower bound of (b)B over ((a)A, (r)R)(e0,S0) and for every lower bound x1 of (b)B over
((a)A, (r)R)(e0,S0) we have x
(r)R≥
(e0,S0)
x1 then we say that x is the greatest lower bound of (b)B
over ((a)A, (r)R)(e0,S0) or write x
(r)R
=
(e0,S0)
inf(b)B.
If x is an upper bound of (b)B over ((a)A, (r)R)(e0,S0) and that for every upper bound x1 of (b)B
over ((a)A, (r)R)(e0,S0) we have x
(r)R≤
(e0,S0)
x1 then we say that x is the least upper bound of (b)B
over ((a)A, (r)R)(e0,S0) or write x
(r)R
=
(e0,S0)
sup(b)B.
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Definition 33. Given a total order ((a)A, (r)R)(e0,S0), if every non-empty subset of (a)A over
(e0, S0) contains its greatest lower bound over ((a)A, (r)R)(e0,S0) then we say that ((a)A, (r)R)(e0,S0)
is a well ordering.
Definition 34. Given
• partial orders ((a1)A1 , (r1)R1)(e0,S0) and ((a2)A2 , (r2)R2)(e0,S0)
• function (f)F : (a1)A1 →
(e0,S0)
(a2)A2
if for any x1 and any x2 we have x1
(r1)R1≤
(e0,S0)
x2 ⇔ (f)F (x1)
(r2)R2≤
(e0,S0)
(f)F (x2) then we say that (f)F is
an order embedding of ((a1)A1 , (r1)R1)(e0,S0) into ((a2)A2 , (r2)R2)(e0,S0) .
Definition 35. Given partial orders ((a1)A1 , (r1)R1)(e0,S0) and ((a2)A2 , (r2)R2)(e0,S0), if there ex-
ists a bijective function (f)F : (a1)A1 →
(e0,S0)
(a2)A2 such that (f)F is an order embedding of
((a1)A1 , (r1)R1)(e0,S0) into ((a2)A2 , (r2)R2)(e0,S0) then we say that ((a1)A1 , (r1)R1)(e0,S0) is order iso-
morphic to ((a2)A2 , (r2)R2)(e0,S0).
Definition 36. Given a relation ((a)A, (a)A, (r)R)(e0,S0), if for any a1 ∈
(e0,S0)
(a)A, a2 ∈
(e0,S0)
(a)A and
a3 ∈
(e0,S0)
(a)A we have
• (a1, a1) ∈
(e0,S0)
(r)R
• (a1, a2) ∈
(e0,S0)
(r)R ⇒ (a2, a1) ∈
(e0,S0)
(r)R
• ((a1, a2) ∈
(e0,S0)
(r)R ∧ (a2, a3) ∈
(e0,S0)
(r)R)⇒ (a1, a3) ∈
(e0,S0)
(r)R
then we say that ((a)A, (r)R)(e0,S0) is a an equivalence relation.
Let ((a)A, (r)R)(e0,S0) be an equivalence relation. For any a1 and a2, if (a1, a2) ∈
(e0,S0)
(r)R then
we say that a1 is equivalent to a2 over ((a)A, (r)R)(e0,S0) or write a1
(r)R∼
(e0,S0)
a2.
3.3 Integers and rational numbers
Definition 37. Given a set (z)Z over (e0, S0), if
• (z)Z ⊆
(e0,S0)
N× N
• ∀n1, n2, n3, n4(((n1, n2) ∈
(e0,S0)
(z)Z ∧ (n3, n4) ∈ (z)Z)⇒ n1 + n4 = n2 + n3)
• ∀n1, n2, n3, n4(((n1, n2) ∈
(e0,S0)
(z)Z ∧ n1 + n4 = n2 + n3)⇒ (n3, n4) ∈
(e0,S0)
(z)Z)
then we say that (z)Z is an integer over (e0, S0).
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Definition 38. Let (z1)Z1 and (z2)Z2 be integers over (e0, S0). If
∀n1, n2((n1, n2) ∈
(e0,S0)
(z1)Z1 ⇔ (n1, n2) ∈
(e0,S0)
(z2)Z2)
then we say that (z1)Z1 and (z2)Z2 are equal as integers over (e0, S0) and write (z1)Z1
Z
=
(e0,S0)
(z2)Z2 . Otherwise we write (z1)Z1
Z
6=
(e0,S0)
(z2)Z2 .
To lighten the discourse we will treat
Z
=
(e0,S0)
as an equality symbol when there is no ambiguity. In
particular, the symbol
Z
=
(e0,S0)
will convey the substitutive property of equality in logical expressions
when there is no ambiguity. Generally, any “decorated” equality symbol (in this paper) will be
treated like an equality symbol (when there is no ambiguity).
Given integers (z1)Z1 and (z2)Z2 over (e0, S0), if for any natural numbers n1,n2 and n3 we have
((n1, n2) ∈
(e0,S0)
(z1)Z1 ∧ (n1, n3) ∈
(e0,S0)
(z2)Z2) ⇒ n3 < n2 then we write (z1)Z1
Z
<
(e0,S0)
(z2)Z2 . If
(z1)Z1
Z
<
(e0,S0)
(z2)Z2 or (z1)Z1
Z
=
(e0,S0)
(z2)Z2 then we write (z1)Z1
Z≤
(e0,S0)
(z2)Z2 .
Definition 39. Given a set (zZ) over (e0, S0), if
• for any x ∈
(e0,S0)
(z)Z , (x)Z is an integer over (e0, S0)
• ∀x1 ∈
(e0,S0)
(z)Z∀x2 ∈
(e0,S0)
(z)Z((x1)Z
Z
=
(e0,S0)
(x2)Z ⇔ x1 = x2)
then we say that (z)Z is an integer set over (e0, S0).
Let (i)I and (z)Z be integer sets over (e0, S0). If for every x ∈
(e0,S0)
(i)I there exists y ∈
(e0,S0)
(z)Z
such that (x)I
Z
=
(e0,S0)
(y)Z then we say that (i)I is an integer subset of (z)Z over (e0, S0) or
write (i)I
{Z}
⊆
(e0,S0)
(z)Z . If (i)I
{Z}
⊆
(e0,S0)
(z)Z and (z)Z
{Z}
⊆
(e0,S0)
(i)I then we say (i)I and (z)Z are equal as
integer sets over (e0, S0) or write (i)I
{Z}
=
(e0,S0)
(z)Z .
Definition 40. Given an integer set (z)Z over (e0, S0), if for every natural numbers n1 and n2
there exists x ∈
(e0,S0)
(z)Z such that (n1, n2) ∈
(e0,S0)
(x)Z then we say that (z)Z represents the set
of integers over (e0, S0) or write (z)Z =
(e0,S0)
Z
We can construct a set that represents the set of integers (e0, S0) in the following way.
Let x ∈ S0 and y ∈ S0 with x 6= y. Let (x)X be a set over (e0, S0) such that
• for any word a, a ∈
(e0,S0)
(x)X if and only if there exist natural numbers n1 and n2 with
a = y(n1 ⊗ x)(n2 ⊗ y) such that n1 = 1 or n2 = 1
21
• for any natural numbers n1 and n2, if y(n1 ⊗ x)(n2 ⊗ y) ∈
(e0,S0)
(x)X then for any b we have
that b ∈
(e0,S0)
(y(n1 ⊗ x)(n2 ⊗ y))X if and only if there exist natural numbers n3 and n4 such
that n1 + n4 = n2 + n3, b = (n3 ⊗ x)(n4 ⊗ y) and (b)X =
(e0,S0)
(n3, n4)
We see that (x)X represents the set of integers over (e0, S0).
Whenever some (z)Z is an integer over (e0, S0) we will just write (z)Z ∈
(e0,S0)
Z.
Given integers (z1)Z1 , (z2)Z2 and (z3)Z3 over (e0, S0), if
∃n1, n2, n3, n4((n1, n2) ∈
(e0,S0)
(z1)Z1 ∧ (n3, n4) ∈
(e0,S0)
(z2)Z2 ∧ (n1 + n3, n2 + n4) ∈
(e0,S0)
(z3)Z3)
then we write
(z1)Z1 + (z2)Z2
Z
=
(e0,S0)
(z3)Z3
Given integer (z1)Z1 over (e0, S0), if for any integer (z2)Z2 over (e0, S0) we have (z1)Z1 +
(z2)Z2
Z
=
(e0,S0)
(z2)Z2 then we write
(z1)Z1
Z
=
(e0,S0)
0
Let (z1)Z1 , (z2)Z2 and (z3)Z3 be integers over (e0, S0), if (z1)Z1 + (z2)Z2
Z
=
(e0,S0)
(z3)Z3 and
(z3)Z3
Z
=
(e0,S0)
0 then we say that (z2)Z2 is the additive integer inverse of (z1)Z1 over (e0, S0)
or we write
(z2)Z2
Z
=
(e0,S0)
−(z1)Z1
Given integers (z1)Z1 , (z2)Z2 and (z3)Z3 all over (e0, S0), if ∃n1, n2, n3, n4((n1, n2) ∈
(e0,S0)
(z1)Z1 ∧
(n3, n4) ∈
(e0,S0)
(z2)Z2 ∧ (n1 · n3 + n2 · n4, n1 · n4 + n2 · n3) ∈
(e0,S0)
(z3)Z3) then we write
(z1)Z1 · (z2)Z2 Z=
(e0,S0)
(z3)Z3 or (z1)Z1(z2)Z2
Z
=
(e0,S0)
(z3)Z3
Given integer (z1)Z1 over (e0, S0), if for any integer (z2)Z2 over (e0, S0) we have (z1)Z1 ·(z2)Z2 Z=
(e0,S0)
(z2)Z2 then we write
(z1)Z1
Z
=
(e0,S0)
1
Given integers (z1)Z1 , (z2)Z2 and (z3)Z3 over (e0, S0), if (z1)Z1 ·(z2)Z2 Z=
(e0,S0)
(z3)Z3 and (z3)Z3
Z
=
(e0,S0)
1 then we say that (z2)Z2 is the multiplicative integer inverse of (z1)Z1 over (e0, S0) or we write
(z2)Z2
Z
=
(e0,S0)
(z1)
−1
Z1
Definition 41. Given a set (q)Q over (e0, S0) we say that (q)Q is a rational number over (e0, S0)
if
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• for any x ∈
(e0,S0)
(q)Q there exist integers (z1)Q and (z2)Q
Z
6=
(e0,S0)
0 over (e0, S0) such that
(x)Q =
(e0,S0)
(z1, z2)
• ∀x1 ∈
(e0,S0)
(q)Q∀x2 ∈
(e0,S0)
(q)Q∀z1, z2, z3, z4((x1 =
(e0,S0)
(z1, z2) ∧ x2 =
(e0,S0)
(z3, z4) ∧ (z1)Q Z=
(e0,S0)
(z3)Q ∧ (z2)Q Z=
(e0,S0)
(z4)Q)⇒ x1 = x2)
• ∀z1, z2, z3, z4(((z1, z2) ∈
(e0,S0)
(q)Q ∧ (z3, z4) ∈ (q)Q)⇒ (z1)Q · (z4)Q Z=
(e0,S0)
(z2)Q · (z3)Q)
• ∀(z1)Z1 ∈
(e0,S0)
Z∀(z2)Z2 ∈
(e0,S0)
Z((z2
Z
6=
(e0,S0)
0 ∧ ∃z3∃z4((z3, z4) ∈
(e0,S0)
(q)Q ∧ (z1)Z1(z4)Q Z=
(e0,S0)
(z2)Z2(z3)Q))⇒ ∃z5∃z6((z5)Q Z=
(e0,S0)
(z1)Z1 ∧ (z6)Q Z=
(e0,S0)
(z2)Z2 ∧ (z5, z6) ∈
(e0,S0)
(z)Q))
Definition 42. Let (q1)Q1 and (q2)Q2 be rational numbers over (e0, S0). If
• ∀z1, z2((z1, z2) ∈
(e0,S0)
(q1)Q1 ⇒ ∃z3, z4((z3)Q2 Z=
(e0,S0)
(z1)Q1 ∧ (z4)Q2 Z=
(e0,S0)
(z2)Q1 ∧ (z3, z4) ∈
(e0,S0)
(q2)Q2))
• ∀z1, z2((z1, z2) ∈
(e0,S0)
(q2)Q2 ⇒ ∃z3, z4((z3)Q1 Z=
(e0,S0)
(z1)Q2 ∧ (z4)Q1 Z=
(e0,S0)
(z2)Q2 ∧ (z3, z4) ∈
(e0,S0)
(q1)Q1))
then we say that (q1)Q1 and (q2)Q2 are equal as rationals over (e0, S0) or write (q1)Q1
Q
=
(e0,S0)
(q2)Q2 . Otherwise we write (q1)Q1
Q
6=
(e0,S0)
(q2)Q2 .
For any rational numbers (q1)Q1 and (q2)Q2 over (e0, S0), if for any integers (z1)Q1 , (z2)Q1 , (z3)Q2
and (z4)Q2 over (e0, S0) we have ((z1, z2) ∈
(e0,S0)
(q1)Q1∧(z3, z4) ∈
(e0,S0)
(q2)Q2∧(z4)Q2 Z=
(e0,S0)
(z2)Q1)⇒
(z1)Q1
Z
<
(e0,S0)
(z3)Q2 then we write (q1)Q1
Q
<
(e0,S0)
(q2)Q2 . Given rational numbers (q1)Q1 and (q2)Q2
over (e0, S0), if (q1)Q1
Q
<
(e0,S0)
(q2)Q2 or (q1)Q1
Q
=
(e0,S0)
(q2)Q2 then we write (q1)Q1
Q≤
(e0,S0)
(q2)Q2 .
Definition 43. Given a set (q)Q over (e0, S0), if
• for any x ∈
(e0,S0)
(q)Q, (x)Q is a rational number over (e0, S0)
• ∀x1 ∈
(e0,S0)
(q)Q∀x2 ∈
(e0,S0)
(q)Q((x1)Q
Q
=
(e0,S0)
(x2)Q ⇔ x1 = x2)
then we say that (q)Q is a rational set over (e0, S0).
Let (q)Q and (r)R be rational sets over (e0, S0). If for every x ∈
(e0,S0)
(q)Q there exists y ∈
(e0,S0)
(r)R
such that (x)Q
Q
=
(e0,S0)
(y)R then we say that (q)Q is a rational subset of (r)R over (e0, S0) or
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write (q)Q
{Q}
⊆
(e0,S0)
(r)R. If (q)Q
{Q}
⊆
(e0,S0)
(r)R and (r)R
{Q}
⊆
(e0,S0)
(q)Q then we say that (q)Q and (r)R are
equal as rational sets over (e0, S0) or write (q)Q
{Q}
=
(e0,S0)
(r)R.
Definition 44. Given a rational set (q)Q over (e0, S0), if for any rational number (q1)Q1 over
(e0, S0) there exists x ∈
(e0,S0)
(q)Q such that (x)Q =
(e0,S0)
(q1)Q1 then we say (q)Q represents the set
of rational numbers over (e0, S0) or write (q)Q =
(e0,S0)
Q.
We can construct a set that represents the set of rational numbers (e0, S0) in the following way.
Let x ∈ S0 and y ∈ S0 with x 6= y. Let (x)X be a set over (e0, S0) such that
• for any a, a ∈
(e0,S0)
(x)X if and only if there exist natural numbers n1, n2, n3 and n4 with
a = y(n1 ⊗ x)(n2 ⊗ y)(n3 ⊗ x)(n4 ⊗ y) such that
– n1 = 1 or n2 = 1
– n1 ≥ n2
– n3 = 1 or n4 = 1
– n3 6= n4
– ∀n5, n6, n7, n8 ∈ N∀(z1)Z1 ∈
(e0,S0)
Z∀(z2)Z2 ∈
(e0,S0)
Z∀(z3)Z3 ∈
(e0,S0)
Z∀(z4)Z4 ∈
(e0,S0)
Z((n5 ≥
n6 ∧ n7 6= n8 ∧ (n1, n2) ∈
(e0,S0)
(z1)Z1 ∧ (n3, n4) ∈
(e0,S0)
(z2)Z2 ∧ (n5, n6) ∈
(e0,S0)
(z3)Z3 ∧
(n7, n8) ∈
(e0,S0)
(z4)Z4 ∧ (z1)Z1 · (z4)Z4 Z=
(e0,S0)
(z2)Z2 · (z3)Z3)⇒ (z1)Z1
Z≤
(e0,S0)
(z3)Z3)
• for any natural numbers n1,n2,n3 and n4, if y(n1 ⊗ x)(n2 ⊗ y)(n3 ⊗ x)(n4 ⊗ x) ∈
(e0,S0)
(x)X
then for any b we have that b ∈
(e0,S0)
(y(n1 ⊗ x)(n2 ⊗ y)(n3 ⊗ x)(n4 ⊗ x))X if and only if there
exist natural numbers n5, n6, n7 and n8 with b = (n5 ⊗ x)(n6 ⊗ y)(n7 ⊗ x)(n8 ⊗ y) such that
– n5 = 1 or n6 = 1
– n7 = 1 or n8 = 1
– n7 6= n8
– for any integers (z1)Z1 ,(z2)Z2 ,(z3)Z3 and (z4)Z4 over (e0, S0) with (n1, n2) ∈
(e0,S0)
(z1)Z1 ,
(n3, n4) ∈
(e0,S0)
(z2)Z2 , (n5, n6) ∈
(e0,S0)
(z3)Z3 and (n7, n8) ∈
(e0,S0)
(z4)Z4 we have (z1)Z1 ·
(z4)Z4
Z
=
(e0,S0)
(z2)Z2 · (z3)Z3
• for any natural numbers n1,n2,n3 and n4, if n1 = 1 or n2 = 1 and if n3 = 1 or n4 = 1 then
((n1 ⊗ x)(n2 ⊗ y)(n3 ⊗ x)(n4 ⊗ y))X =
(e0,S0)
(y(n1 ⊗ x)(n2 ⊗ y), y(n3 ⊗ x)(n4 ⊗ y))X
• for any natural numbers n1 and n2, if n1 = 1 or n2 = 1 then for any c we have that
c ∈
(e0,S0)
(y(n1 ⊗ x)(n2 ⊗ y))X if and only if there exist natural numbers n3 and n4 such that
n1 + n4 = n2 + n3, c = (n3 ⊗ x)(n4 ⊗ y) and (c)X =
(e0,S0)
(n3, n4)
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We see that (x)X =
(e0,S0)
Q.
Whenever some (q1)Q1 is a rational number over (e0, S0) we will just write (q1)Q1 ∈
(e0,S0)
Q.
Given rational numbers (q1)Q1 , (q2)Q2 and (q3)Q3 all over (e0, S0), if
∃z1, z2, z3, z4, z5, z6((z1, z2) ∈
(e0,S0)
(q1)Q1 ∧ (z3, z4) ∈
(e0,S0)
(q2)Q2 ∧ (z5, z6) ∈
(e0,S0)
(q3)Q3∧
(z5)Q3
Z
=
(e0,S0)
(z1)Q1 · (z4)Q2 + (z2)Q1 · (z3)Q2 ∧ (z6)Q3 Z=
(e0,S0)
(z2)Q1 · (z4)Q2)
then we write
(q1)Q1 + (q2)Q2
Q
=
(e0,S0)
(q3)Q3
Given rational number (q1)Q1 over (e0, S0), if for any integer (q2)Q2 over (e0, S0) we have (q1)Q1+
(q2)Q2
Q
=
(e0,S0)
(q2)Q2 then we write
(q1)Q1
Q
=
(e0,S0)
0
Given rational numbers (q1)Q1 , (q2)Q2 and (q3)Q3 all over (e0, S0), if (q1)Q1 + (q2)Q2
Q
=
(e0,S0)
(q3)Q3
and (q3)Q3
Q
=
(e0,S0)
0 then we say that (q2)Q2 is the additive rational inverse of (q1)Q1 over (e0, S0)
or we write
(q2)Q2
Q
=
(e0,S0)
−(q1)Q1
Given rational numbers (q1)Q1 , (q2)Q2 and (q3)Q3 all over (e0, S0), if ∃z1, z2, z3, z4, z5, z6(
(z1, z2) ∈
(e0,S0)
(q1)Q1 ∧ (z3, z4) ∈
(e0,S0)
(q2)Q2 ∧ (z5)Q3 Z=
(e0,S0)
(z1)Q1(z3)Q2 ∧ (z6)Q3 Z=
(e0,S0)
(z2)Q1(z4)Q2 ∧
(z5, z6) ∈
(e0,S0)
(q3)Q3)) then we write
(q1)Q1 · (q2)Q2 Q=
(e0,S0)
(q3)Q3 or (q1)Q1(q2)Q2
Q
=
(e0,S0)
(q3)Q3
Given rational number (q1)Q1 over (e0, S0), if for any rational number (q2)Q2 over (e0, S0) we
have (q1)Q1 · (q2)Q2 Q=
(e0,S0)
(q2)Q2 then we write
(q1)Q1
Q
=
(e0,S0)
1
Given rational numbers (q1)Q1 , (q2)Q2 and (q3)Q3 all over (e0, S0), if (q1)Q1 · (q2)Q2 Q=
(e0,S0)
(q3)Q3
and (q3)Q3
Q
=
(e0,S0)
1 then we say that (q2)Q2 is the multiplicative rational inverse of (q1)Q1 over
(e0, S0) or we write
(q2)Q2
Q
=
(e0,S0)
(q1)
−1
Q1
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3.4 Real numbers
Definition 45. Given a set (r)R over (e0, S0), if there exist non-empty rational sets (l)R and (u)R
over (e0, S0) such that
• (r)R =
(e0,S0)
{l, u}
• ∀x∀y((x ∈
(e0,S0)
(l)R ∧ y ∈
(e0,S0)
(u)R)⇒ (x)R
Q
<
(e0,S0)
(y)R)
• ∀(x)X ∈
(e0,S0)
Q∃(y)R Q=
(e0,S0)
(x)X(y ∈
(e0,S0)
(l)R ∨ y ∈
(e0,S0)
(u)R)
• ∀x ∈
(e0,S0)
(l)R∃y ∈
(e0,S0)
(l)R((x)R
Q
<
(e0,S0)
(y)R)
then we say that (r)R is a real number over (e0, S0).
If (r)R =
(e0,S0)
{l, u} is a real number over (e0, S0) such that for any x ∈
(e0,S0)
(l)R and any
y ∈
(e0,S0)
(u)R we have (x)R
Q
<
(e0,S0)
(y)R then we say that (l)R is the lower segment of (r)R over
(e0, S0) and (u)R is the upper segment of (r)R over (e0, S0).
Definition 46. Let (r1)R1 and (r2)R2 be real numbers over (e0, S0) having respectively (l1)R1 and
(l2)R2 as their lower segments over (e0, S0). If (l1)R1
{Q}
=
(e0,S0)
(l2)R2 then we say (r1)R1 and (r2)R2 are
equal as reals over (e0, S0) or write (r1)R1
R
=
(e0,S0)
(r2)R2 , otherwise we write (r1)R1
R
6=
(e0,S0)
(r2)R2 .
Definition 47. Let (r1)R1 and (r2)R2 be real numbers over (e0, S0) having respectively (l1)R1 and
(l2)R2 as their lower segments over (e0, S0). If (l1)R1
{Q}
⊆
(e0,S0)
(l2)R2 then we write (r1)R1
R≤
(e0,S0)
(r2)R2 .
If (r1)R1
R≤
(e0,S0)
(r2)R2 and (r1)R1
R
6=
(e0,S0)
(r2)R2 then we write (r1)R1
R
<
(e0,S0)
(r2)R2 .
Definition 48. Given a set (s)S over (e0, S0), if for every e ∈
(e0,S0)
(s)S we have that (e)S is a real
number over (e0, S0) and ∀x∀y((x)S R=
(e0,S0)
(y)S ⇔ x = y) then we say that (s)S is a real set over
(e0, S0).
Let (s)S and (t)T be real sets over (e0, S0). If for every x ∈
(e0,S0)
(s)S there exists y ∈
(e0,S0)
(t)T
such that (x)S
R
=
(e0,S0)
(y)T then we say that (s)S is a real subset of (t)T over (e0, S0) or write
(s)S
{R}
⊆
(e0,S0)
(t)T . If (s)S
{R}
⊆
(e0,S0)
(t)T and (t)T
{R}
⊆
(e0,S0)
(s)S then we say that (s)S and (t)T are equal as
real sets over (e0, S0) or write (s)S
{R}
=
(e0,S0)
(t)T .
Definition 49. Given a function (f)F : (a)A →
(e0,S0)
(r)R, if (r)R is a real set over (e0, S0) then we
say that (f)F : (a)A →
(e0,S0)
(r)R is a real function.
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Definition 50. Given
• real set (a)A over (e0, S0)
• real number (x)X over (e0, S0)
if for all a1 ∈
(e0,S0)
(a)A we have (x)X
R≤
(e0,S0)
(a1)A (resp. (x)X
R≥
(e0,S0)
a1) then we say that (x)X is a
lower bound of (a)A over (e0, S0) (resp. an upper bound of (a)A over (e0, S0) ).
Definition 51. Suppose we are given
• real set (a)A over (e0, S0)
• real number (x)X over (e0, S0)
If (x)X is a lower bound of (a)A over (e0, S0) and for every lower bound (x1)X1 of (a)A over (e0, S0)
we have (x)X
R≥
(e0,S0)
(x1)X1 then we say that (x)X is the greatest lower bound of (a)A over
(e0, S0) or write (x)X
R
=
(e0,S0)
inf(a)A. If (x)X is an upper bound of (a)A over (e0, S0) and for every
upper bound (x1)X1 of (a)A over (e0, S0) we have (x)X
R≤
(e0,S0)
(x1)X1 then we say that (x)X is the
least upper bound of (a)A over (e0, S0) or write (x)X
R
=
(e0,S0)
sup(a)A.
Definition 52. Given
• real number (r)R over (e0, S0)
• rational number (q)Q over (e0, S0)
if there exists a rational number (q1)R in the upper segment of (r)R over (e0, S0) such that
(q1)R
Q
=
(e0,S0)
(q)Q and every rational number in the upper segment of (r)R is larger or equal to
(q1)R (as rational numbers) over (e0, S0) then we write (r)R
R,Q
=
(e0,S0)
(q)Q or write (q)Q
Q,R
=
(e0,S0)
(r)R.
If (q)Q
Q
=
(e0,S0)
0 and (r)R
R,Q
=
(e0,S0)
(q)Q then we will write (r)R
R
=
(e0,S0)
0.
If (q)Q
Q
=
(e0,S0)
1 and (r)R
R,Q
=
(e0,S0)
(q)Q then we will write (r)R
R
=
(e0,S0)
1.
Let (r1)R1 , (r2)R2 and (r3)R3 be real numbers over (e0, S0) where (l1)R1 , (l2)R2 and (l3)R3 are
the lower segments of (r1)R1 , (r2)R2 and (r3)R3 respectively over (e0, S0). We say that (r3)R3 is the
sum of (r1)R1 and (r2)R2 as reals over (e0, S0) or write (r1)R1 + (r2)R2
R
=
(e0,S0)
(r3)R3 if
∀(x)X ∈
(e0,S0)
Q(∃y ∈
(e0,S0)
(l3)R3((y)R3
Q
=
(e0,S0)
(x)X)⇔ ∃x1 ∈
(e0,S0)
(l1)R1∃x2 ∈
(e0,S0)
(l2)R2(
(x)X
Q≤
(e0,S0)
(x1)R1 + (x2)R2))
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Given real numbers (r1)R1 and (r2)R2 over (e0, S0), if (r1)R1 + (r2)R2
R
=
(e0,S0)
0 then we say that
(r2)R2 is the real additive inverse of (r1)R1 over (e0, S0) or write (r1)R1
R
=
(e0,S0)
−(r2)R2 .
Let (r1)R1 =
(e0,S0)
{l1, u1}, (r2)R2 =
(e0,S0)
{l2, u2} and (r3)R3 =
(e0,S0)
{l3, u3} be real numbers over
(e0, S0) where (l1)R1 , (l2)R2 and (l3)R3 are the lower segments of (r1)R1 , (r2)R2 and (r3)R3 respec-
tively over (e0, S0). We say that (r3)R3 is the product of (r1)R1 and (r2)R2 as reals over (e0, S0)
or write (r1)R1 · (r2)R2 R=
(e0,S0)
(r3)R3 or (r1)R1(r2)R2
R
=
(e0,S0)
(r3)R3 if
• when (r1)R1
R
>
(e0,S0)
0 and (r2)R2
R
>
(e0,S0)
0 we have ∀(x)X ∈
(e0,S0)
Q(∃y ∈
(e0,S0)
(u3)R3((y)R3
Q
=
(e0,S0)
(x)X)⇔ ∃x1 ∈
(e0,S0)
(u1)R1∃x2 ∈
(e0,S0)
(u2)R2((x)X
Q≥
(e0,S0)
(x1)R1(x2)R2))
• when (r1)R1 R=
(e0,S0)
0 or (r2)R2
R
=
(e0,S0)
0 we have (r3)R3
R
=
(e0,S0)
0
• when (r1)R1
R
<
(e0,S0)
0 and (r2)R2
R
>
(e0,S0)
0 we have −(r1)R2 · (r2)R2 R=
(e0,S0)
(r3)R3
• when (r2)R2
R
<
(e0,S0)
0 and (r1)R1
R
>
(e0,S0)
0 we have (r1)R2 · (−(r2)R2) R=
(e0,S0)
(r3)R3
Given real numbers (r1)R1 and (r2)R2 over (e0, S0), if (r1)R1 · (r2)R2 R=
(e0,S0)
1 then we say that
(r2)R2 is the real multiplicative inverse of (r1)R1 over (e0, S0) or write (r2)R2
R
=
(e0,S0)
(r1)
−1
R1
.
Given real numbers (r1)R1 and (r2)R2 over (e0, S0), if (r1)R1
R≤
(e0,S0)
0 and (r2)R2
R
=
(e0,S0)
−(r1)R1
or (r1)R1
R≥
(e0,S0)
0 and (r2)R2
R
=
(e0,S0)
(r1)R1 then we say that (r2)R2 is the real absolute value of
(r1)R1 over (e0, S0) or write (r2)R2
R
=
(e0,S0)
|(r1)R1|.
Given real numbers (r1)R1 , (r2)R2 and (d)D over (e0, S0), if (d)D
R
=
(e0,S0)
|(r2)R2 + −(r1)R1| then
we say that (d)D is the distance between (r1)R1 and (r2)R2 over (e0, S0).
Definition 53. Let (f)F : N →
(e0,S0)
(r)R be a real function. If for every real number ()E
R
>
(e0,S0)
0
there exists a natural number m such that ∀n1 > m∀n2 > m(|((f)F (n1))R − ((f)F (n2))R|
R
<
(e0,S0)
()E) then we say that (f)F : N →
(e0,S0)
(r)R is Cauchy-convergent.
Definition 54. Let (f)F : N →
(e0,S0)
(r)R be a real function and (x)X be a real number over
(e0, S0). If for every real number ()E
R
>
(e0,S0)
0 there exists a natural number m such that ∀n >
m(|((f)F (n))R − (x)X |
R
<
(e0,S0)
()E) then we say that (f)F : N →
(e0,S0)
(r)R converges to (x)X over
(e0, S0).
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Theorem 22. If (f)F : N →
(e0,S0)
(r)R is Cauchy-convergent then there exists a real number (x)X
over (e0, S0) such that (f)F : N →
(e0,S0)
(r)R converges to (x)X over (e0, S0).
Proof. If (f)F : N →
(e0,S0)
(r)R is Cauchy-convergent then we can construct a real function (g)G :
N →
(e0,S0)
N such that
• (g)G(1) =
(e0,S0)
m where m is the smallest number such that for any n1 > m and any n2 > m
we have |((f)F (n1))R − ((f)F (n2))R|
R
<
(e0,S0)
1
• for every n ∈ N, (g)G(n + 1) =
(e0,S0)
m where m is the smallest number larger than (g)G(n)
and for any n1 > m and any n2 > m we have |((f)F (n1))R − ((f)F (n2))R|
R
<
(e0,S0)
1/(n+ 1)
Now let (h)H : N →
(e0,S0)
(r)R be a real function such that for all n we have ((h)H(n))R
R
=
(e0,S0)
((f)F ((g)G(n)))R. Let (s)S =
(e0,S0)
{l, u} be a real number over (e0, S0) (with (l)S as its lower
segment) such that
for any rational number (q)Q over (e0, S0), there exists l1 ∈
(e0,S0)
(l)S with (q)Q
Q
=
(e0,S0)
(l1)S if
and only if there exists a natural number n and a rational number (qn)R in the lower segment of
((h)H(n))R over (e0, S0) such that (q)Q + 1/n
Q
=
(e0,S0)
(qn)R.
We see that (f)F : N →
(e0,S0)
(r)R converges to (s)S over (e0, S0).
Definition 55. Let (r)R be a real set over (e0, S0). If for every real number (r1)R1 over (e0, S0)
and every real number ()R2
R
>
(e0,S0)
0 there exists a real number (r3)R3 over (e0, S0) such that
the distance between (r1)R1 and (r3)R3 is less than ()R2 over (e0, S0) then we say that (r)R is
real-sufficient over (e0, S0).
Theorem 23. Let (r)R be a non-empty real set over (e0, S0).
1. If (r)R has an upper bound over (e0, S0) then there exists a real number (x)X over (e0, S0)
such that (x)X
R
=
(e0,S0)
sup(r)R.
2. If (r)R has a lower bound over (e0, S0) then there exists a real number (x)X over (e0, S0) such
that (x)X
R
=
(e0,S0)
inf(r)R.
Proof. 1) Let (x)X =
(e0,S0)
{l, u} be a real number over (e0, S0) (with (l)X as its lower segment) such
that
for any rational number (q)Q over (e0, S0), there exists q1 ∈
(e0,S0)
(u)X with (q)Q
Q
=
(e0,S0)
(q1)X if
and only if there exists an upper bound (b)B =
(e0,S0)
{l1, u1} (where (u1)B is the upper segment of
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(b)B) of (r)R over (e0, S0) and a rational number (q2)B over (e0, S0) with q2 ∈
(e0,S0)
(u1)B such that
(q2)B
Q
=
(e0,S0)
(q)Q.
Since (r)R is non-empty we see that the real number (x)X over (e0, S0) exists and (x)X
R
=
(e0,S0)
sup(r)R.
2) Let (x)X =
(e0,S0)
{l, u} be a real number over (e0, S0) (where (l)X is its lower segment) such
that
for any rational number (q)Q over (e0, S0) there exists q1 ∈
(e0,S0)
(u)X with (q)Q
Q
=
(e0,S0)
(q1)X if
and only if there exists a lower bound (b)B =
(e0,S0)
{l1, u1} (where (l1)B is the lower segment of
(b)B) of (r)R over (e0, S0) and a rational number (q2)B over (e0, S0) with q2 ∈
(e0,S0)
(l1)B such that
(q2)B
Q
=
(e0,S0)
(q)Q.
Since (r)R is non-empty we see that the real number (x)X over (e0, S0) exists and (x)X
R
=
(e0,S0)
inf(r)R.
4 Countability and choice
The main goal of this section is to prove that every set is countable and show that the “axiom of
choice” becomes a natural theorem.
Theorem 24. Let (w)W be a set over (e0, S0) containing all words. There exists a bijection
(f)F : (w)W →
(e0,S0)
N.
Proof. Let (w)W be the set over (e0, S0) of all words and (f)F : (w)W →
(e0,S0)
N a function such that
• (f)F (0) =
(e0,S0)
1 and (f)F (1) =
(e0,S0)
11
• for any k and any words w1 and w2 of length k we have
∀n ∈ N((f)F (w1) + n = (f)F (w2)⇒
((f)F (w10) + n = (f)F (w20) ∧ (f)F (w11) + n = (f)F (w21)))
• for any natural number m1 and any counting number m2 over 0, if m1 + 1 is the natural
number associated to m2 then (f)F (m2) = (f)F (m1) + 1
• for any natural number m1 and any counting number m2 over 0, if m1 is the natural number
associated to m2 then (f)F (m10) + 1 = (f)F (m21)
Using (comprehension) and (word induction) we can see that such a function exists and is
bijective.
Corollary 25. Over any set foundation (e0, S0), every set is countable.
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Proof. Let (e)E be a set over (e0, S0). By the previous theorem there exists a bijection (f)F :
(w)W →
(e0,S0)
N where (w)W is a set over (e0, S0) which contains every word. Let (g)G =
(e0,S0)
(f)F |(e)E. Construct (h)H : (e)E →
(e0,S0)
N such that
• if n0 is the smallest number in the image of (g)G and (g)G(x0) =
(e0,S0)
n0 for some x0 then
(h)H(x0) =
(e0,S0)
1
• for any x1 ∈
(e0,S0)
(e)E and any x2 ∈
(e0,S0)
(e)E, if there exists no word x3 such that (g)G(x3) is
strictly between (g)G(x1) and (g)G(x2) then (h)H(x2) = (h)H(x1) + 1
The image of (h)H over (e0, S0) is either N or N≤n for some n. So (e)E is countable over (e0, S0).
As expected we can now show that there exists a bijection between any two infinite sets.
Corollary 26. Over any set foundation (e0, S0), if (e1)E1 and (e2)E2 are infinite sets then there
exists a bijection (h)H : (e1)E1 →
(e0,S0)
(e2)E2.
Proof. By countability of sets there exists bijective functions (f)F : (e1)E1 →
(e0,S0)
N and (g)G :
(e2)E2 →
(e0,S0)
N. Since (e1)E1 and (e2)E2 are infinite sets over (e0, S0) there exists a function
(h)H : (e1)E1 −→
(e0,S0)
(e2)E2 such that for any x, (h)H(x) =
(e0,S0)
y if and only if (f)F (x) =
(e0,S0)
(g)G(y).
We see that (h)H defines a bijection between (e1)E1 and (e2)E2 over (e0, S0).
Theorem 27. (Choice theorem)
Let (s)S be a set over (e0, S0) of non-empty sets over (e0, S0). There exists a function (f)F :
(s)S →
(e0,S0)
(t)T such that for any s1 ∈
(e0,S0)
(s)S, (f)F (s1) ∈
(e0,S0)
(s1)S.
Proof. Let (c)C : (w)W →
(e0,S0)
N be a bijection where (w)W is the set (over (e0, S0)) of all words
(existence guaranteed by countability). Define (f)F : (s)S →
(e0,S0)
(t)T such that for any s1 ∈
(e0,S0)
(s)S,
(f)F (s1) =
(e0,S0)
x where (c)C(x) is the smallest natural number in the set (c)C((s1)S) over (e0, S0).
The existence of such a function is guaranteed by (comprehension).
5 Set incompleteness
This section will show that “proofs of non-bijection between two infinite sets”(in ZFC or other
set theories) are essentially “proofs of non-existence of at least one of the two specified sets”. In
particular, proofs of uncountability of a set are essentially proofs of its non-existence. In a certain
sense, uncountability is a form of incompleteness.
Now we see that the power set of an infinite set does not exist.
Theorem 28. Over any set foundation (e0, S0), if (x)X is an infinite set then it has no power set.
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Proof. Let (y)Y be a set over (e0, S0) such that for any a ∈
(e0,S0)
(y)Y we have (a)Y ⊆
(e0,S0)
(x)X .
Let (c1)C1 : (x)X →
(e0,S0)
N be a bijective function (existence is guaranteed by countability).
Let (c2)C2 : (y)Y →
(e0,S0)
N be an injective function (existence is guaranteed by countability).
Let (y1)Y1 be a set over (e0, S0) with (y1)Y1 ⊆
(e0,S0)
(x)X such that
∀a ∈
(e0,S0)
(y)Y ∀b ∈
(e0,S0)
(x)X((c2)C2(a) =
(e0,S0)
(c1)C1(b)⇒ (b ∈
(e0,S0)
(y1)Y1 ⇔ b /∈
(e0,S0)
(a)Y ))
We see that for every a ∈
(e0,S0)
(y)Y we have (y1)Y1 6=
(e0,S0)
(a)Y . So we must conclude that (x)X
has no power set over (e0, S0).
Since every infinite set is countable and the power set of an infinite set does not exist we obtain a
trivial resolution of the generalized continuum hypothesis (there exists no set of cardinality strictly
between the cardinality of an infinite set and the cardinality of its power set).
Now we can see that a set containing all sets cannot exist.
Corollary 29. Over any set foundation (e0, S0), there does not exist a set containing all sets.
Proof. Let (w)W over (e0, S0) be the set of all words. Using the previous theorem it follows that
the set of all subsets of (w)W over (e0, S0) does not exist. So there does not exist a set of all sets
over (e0, S0).
Now we see that the least upper bound property does not hold for a densely and totally ordered
set containing at least two elements.
Theorem 30. Let ((x)X , (t)T )(e0,S0) be a dense total order with card((x)X) ≥
(e0,S0)
2. There exists
a subset (d)D of (x)X over (e0, S0) which has no least upper bound over ((x)X , (t)T )(e0,S0).
Proof. Let (c)C : (x)X →
(e0,S0)
N be an injective function (existence is guaranteed by countability).
Since card((x)X) ≥
(e0,S0)
2 then there exist x1 ∈
(e0,S0)
(x)X and x2 ∈
(e0,S0)
(x)X with x1
(t)T
<
(e0,S0)
x2.
Let (f)F : N →
(e0,S0)
N and (g)G : N →
(e0,S0)
N be functions such that
• (f)F (1) =
(e0,S0)
m if m is the smallest number such that x1
(t)T
<
(e0,S0)
y
(t)T
<
(e0,S0)
x2 where (c)C(y) =
(e0,S0)
m
• (g)G(1) =
(e0,S0)
m if m is the smallest number such that z
(t)T
<
(e0,S0)
y
(t)T
<
(e0,S0)
x2 where (c)C(y) =
(e0,S0)
m and (c)C(z) =
(e0,S0)
(f)F (1)
• (f)F (k + 1) =
(e0,S0)
m if m is the smallest number such that z1
(t)T
<
(e0,S0)
y
(t)T
<
(e0,S0)
z2 where
(c)C(y) =
(e0,S0)
m, (c)C(z1) =
(e0,S0)
(f)F (k) and (c)C(z2) =
(e0,S0)
(g)G(k)
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• (g)G(k + 1) =
(e0,S0)
m if m is the smallest number such that z1
(t)T
<
(e0,S0)
y
(t)T
<
(e0,S0)
z2 where
(c)C(y) =
(e0,S0)
m, (c)C(z1) =
(e0,S0)
(f)F (k + 1) and (c)C(z2) =
(e0,S0)
(g)G(k)
Let (d)D =
(e0,S0)
{a ∈
(e0,S0)
(x)X | ∃n ∈
(e0,S0)
(f)F (N)((c)C(a) =
(e0,S0)
n)}
We see that (d)D has no least upper bound over ((x)X , (t)T )(e0,S0)
We can now see that there does not exist a set of all real numbers.
Theorem 31. Given any real set (r)R over (e0, S0) there exists a real number (r1)R1 over (e0, S0)
such that ∀r2 ∈
(e0,S0)
(r)R((r1)R1
R
6=
(e0,S0)
(r2)R).
Proof. If (r)R over (e0, S0) does not contain all the rational numbers (seen as real numbers) then
trivially (r)R does not contain every real number over (e0, S0).
If (r)R over (e0, S0) contains every rational number then ((r)R, (t)T )(e0,S0) is a dense total order
where ∀x1∀x2(x1
(t)T≤
(e0,S0)
x2 ⇔ (x1)R
R≤
(e0,S0)
(x2)R). Using the previous theorem there exists a
subset (s)S of (r)R (over (e0, S0)) which does not have a least upper bound over ((r)R, (t)T )(e0,S0).
Let (r1)R1 be a real number over (e0, S0) such that ∀x∀si ∈
(e0,S0)
(s)S(x is in the lower segment of
(si)R over (e0, S0)⇔ ∃y((y)R1 Q=
(e0,S0)
(x)S and y is in the lower segment of (r1)R1 over (e0, S0)))
It follows that ∀r2 ∈
(e0,S0)
(r)R((r2)R
R
6=
(e0,S0)
(r1)R1).
The next theorem shows that a set of all “ordinals” cannot exist.
Theorem 32. Let (s)S be a set over (e0, S0) such that for every element si of (s)S over (e0, S0)
there exist xi and ri such that (si)S =
(e0,S0)
(xi, ri) and ((xi)S, (ri)S)(e0,S0) is a well ordering. There
exists a well ordering ((y)Y , (t)T )(e0,S0) such that for all (xi, ri) ∈
(e0,S0)
(s)S, ((y)Y , (t)T )(e0,S0) is not
order isomorphic to ((xi)S, (ri)S)(e0,S0).
Proof. Let (c)C : (w)W →
(e0,S0)
N be a bijection where (w)W is a set over (e0, S0) containing every
word (existence is guaranteed by countability).
Let ((y)Y , (t)T )(e0,S0) be a well ordering such that
• a ∈
(e0,S0)
(y)Y if and only if either a = 1 or there exist (b, r) ∈
(e0,S0)
(s)S and b0 ∈
(e0,S0)
(b)S
such that a = m1m0 where m0 is a counting number over 0, (c)C(b0) is the length of m0 and
m1 =
(e0,S0)
(c)C(b).
• for any m1m0 ∈
(e0,S0)
(y)Y where m0 is a counting number over 0 and m1 is a natural number,
and for any n1n0 ∈
(e0,S0)
(y)Y where n0 is a counting number over 0 and n1 is a natural number
we have
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– if n1 < m1 then n1n0
(t)T
<
(e0,S0)
m1m0
– n1n0
(t)T≤
(e0,S0)
n1m0 if and only if z1
(r)S≤
(e0,S0)
z2 where (z, r) ∈
(e0,S0)
(s)S, (c)C(z) =
(e0,S0)
n1,
(c)C(z1) is the length of n0 and (c)C(z2) is the length of m0.
– m1m0
(t)T
<
(e0,S0)
1
We see that ((y)Y , (t)T )(e0,S0) is order isomorphic to none of the well orderings identified by the
elements of (s)S over (e0, S0).
Corollary 33. Let (s)S be a set over (e0, S0) such that for every element si of (s)S over (e0, S0)
there exist xi and ri such that (si)S =
(e0,S0)
(xi, ri) and ((xi)S, (ri)S)(e0,S0) is a partial order. There
exists a partial order ((y)Y , (t)T )(e0,S0) such that for all (xi, ri) ∈
(e0,S0)
(s)S, ((y)Y , (t)T )(e0,S0) is not
order isomorphic to ((xi)S, (ri)S)(e0,S0).
Proof. Follows immediately from the previous theorem on well orderings.
The next theorem lets us see that a set of all functions cannot exist.
Theorem 34. Given
• sets (x)X and (y)Y over (e0, S0)
• a set (s)S of functions from (x)X to (y)Y over (e0, S0)
if (x)X is an infinite set over (e0, S0) and card((y)Y ) ≥
(e0,S0)
2 then there exists a function (g)G :
(x)X →
(e0,S0)
(y)Y such for every f1 ∈
(e0,S0)
(s)S there exists x1 ∈
(e0,S0)
(x)X such that (g)G(x1) 6=
(e0,S0)
(f1)S(x1).
Proof. Let (c1)C1 : (x)X →
(e0,S0)
N be a bijective function (existence is guaranteed by countability).
Let (c2)C2 : (s)S →
(e0,S0)
N be an injective function (existence is guaranteed by countability).
Since card((y)Y ) ≥
(e0,S0)
2 there exist y1 ∈
(e0,S0)
(y)Y and y2 ∈
(e0,S0)
(y)Y such that y1 6= y2.
Let (g)G : (x)X →
(e0,S0)
{y1, y2} be a function such that
∀a ∈
(e0,S0)
(s)S∀b ∈
(e0,S0)
(x)X((c2)C2(a) =
(e0,S0)
(c1)C1(b)⇒ ((g)G(b) =
(e0,S0)
y1 ⇔ (a)S(b) =
(e0,S0)
y2))
We see that for every f1 ∈
(e0,S0)
(s)S there exists x1 ∈
(e0,S0)
(x)X such that (g)G(x1) 6=
(e0,S0)
(f1)S(x1).
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6 Some topology
Due to results of “incompleteness” mentioned in the previous section we see that a set of subsets
cannot be necessarily closed under infinite unions, so the notion of topological space cannot be
reformulated in a straightforward manner. This section will only deal with metric spaces (other
generalizations will be considered in subsequent papers).
The goal of this section is to reformulate some fundamental results in topology by replacing
continuity by “extensibility”, compactness by total boundedness and by redefining connectedness.
We will first re-introduce some standard definitions and then develop the language of “extensions”
to adequately capture the core ideas behind main results in topology.
Definition 56. Given
• set (x)X over (e0, S0)
• set (y)Y =
(e0,S0)
(x)X × (x)X
• real set (r)R over (e0, S0)
• function (d)D : (y)Y →
(e0,S0)
(r)R
if for all x1 ∈
(e0,S0)
(x)X , x2 ∈
(e0,S0)
(x)X and x3 ∈
(e0,S0)
(x)X we have
• ((d)D(x1, x2))R R=
(e0,S0)
0⇔ x1 = x2
• ((d)D(x1, x2))R R=
(e0,S0)
((d)D(x2, x1))R
• ((d)D(x1, x3))R
R≤
(e0,S0)
((d)D(x1, x2))R + ((d)D(x2, x3))R
then we say that ((x)X , (d)D, (r)R)(e0,S0) is a metric space.
Definition 57. Given a metric space ((x)X , (d)D, (r)R)(e0,S0), if (x)X is a real set over (e0, S0) and
for any real numbers (x1)X and (x2)X over (e0, S0) with x1 ∈
(e0,S0)
(x)X and x2 ∈
(e0,S0)
(x)X we have
((d)D(x1, x2))R
R
=
(e0,S0)
|(x1)X − (x2)X | then we say that ((x)X , (d)D, (r)R)(e0,S0) is a real-induced
metric space.
Definition 58. Given
• metric spaces ((x)X , (d1)D1 , (r1)R1)(e0,S0) and ((y)Y , (d2)D2 , (r2)R2)(e0,S0)
• function (f)F : (x)X →
(e0,S0)
(y)Y
if for any x1 ∈
(e0,S0)
(x)X and any x2 ∈
(e0,S0)
(x)X we have
((d1)D1((x1, x2)))R1
R
=
(e0,S0)
((d2)D2(((f)F (x1), (f)F (x2))))R2 then we say that
(f)F : ((x)X , (d1)D1 , (r1)R1)(e0,S0) →
(e0,S0)
((y)Y , (d2)D2 , (r2)R2)(e0,S0) is an isometry.
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Definition 59. Given a metric space ((x)X , (d)D, (r)R)(e0,S0) and a subset (y)Y of (x)X over (e0, S0),
if there exist a ∈
(e0,S0)
(x)X and a real number ()E
R
>
(e0,S0)
0 such that
(y)Y =
(e0,S0)
{b ∈
(e0,S0)
(x)X | ((d)D((a, b)))R
R
<
(e0,S0)
()E}
then we say (y)Y is an open ball of radius ()E (centered at a) over ((x)X , (d)D, (r)R)(e0,S0)
or write (y)Y =
(e0,S0)
β(a, ()E) when there is no ambiguity.
Definition 60. Given a metric space ((x)X , (d)D, (r)R)(e0,S0) and a subset (y)Y of (x)X over
(e0, S0), if there exists a real number ()E over (e0, S0) such that for any points y1 ∈
(e0,S0)
(y)Y
and y2 ∈
(e0,S0)
(y)Y we have ((d)D(y1, y2))R
R≤
(e0,S0)
()E then we say that (y)Y is bounded over
((x)X , (d)D, (r)R)(e0,S0) .
Definition 61. Given a metric space ((x)X , (d)D, (r)R) and a subset (y)Y ⊆
(e0,S0)
(x)X , if for any
()E
R
>
(e0,S0)
0 the set (y)Y can be covered by a finite union of open balls of radius less than ()E
then we say that (y)Y is totally bounded over ((x)X , (d)D, (r)R)(e0,S0). If (y)Y =
(e0,S0)
(x)X we
will just say that ((x)X , (d)D, (r)R)(e0,S0) is totally bounded.
Definition 62. Given a metric space ((x)X , (d)D, (r)R)(e0,S0), if every bounded subset of (x)X is
totally bounded over ((x)X , (d)D, (r)R)(e0,S0) then we say that ((x)X , (d)D, (r)R)(e0,S0) is locally
totally bounded.
Definition 63. Given
• metric space ((x)X , (d)D, (r)R)(e0,S0)
• subsets (y)Y and (z)Z of (x)X over (e0, S0)
• real number (r1)R1 over (e0, S0)
if for any set (k)K over (e0, S0) such that
• ∀j(j ∈
(e0,S0)
(k)K ⇒ ∃y1 ∈
(e0,S0)
(y)Y ∃z1 ∈
(e0,S0)
(z)Z((j)K
R
=
(e0,S0)
((d)D(y1, z1))R))
• ∀y1 ∈
(e0,S0)
(y)Y ∀z1 ∈
(e0,S0)
(z)Z∃j ∈
(e0,S0)
(k)K((j)K
R
=
(e0,S0)
((d)D(y1, z1))R)
we have (r1)R1
R
=
(e0,S0)
inf(k)K then we say that (r1)R1 is the (Haussdorf) distance between
(y)Y and (z)Z over ((x)X , (d)D, (r)R)(e0,S0).
Definition 64. Given a metric space ((x)X , (d)D, (r)R)(e0,S0) and a subset (y)Y ⊆
(e0,S0)
(x)X , if
for any non-empty sets (a)A and (b)B over (e0, S0) with (a)A ∪ (b)B =
(e0,S0)
(y)Y and (a)A ∩
(b)B =
(e0,S0)
∅ the distance between (a)A and (b)B is 0 (over ((x)X , (d)D, (r)R)(e0,S0)) then we say
that (y)Y is connected over ((x)X , (d)D, (r)R)(e0,S0). If (y)Y =
(e0,S0)
(x)X we will just say that
((x)X , (d)D, (r)R)(e0,S0) is connected.
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Definition 65. Given a metric space ((x)X , (d)D, (r)R)(e0,S0), if every bounded subset of (x)X is
connected then we say that ((x)X , (d)D, (r)R)(e0,S0) is locally connected.
Theorem 35. Every locally connected metric space ((x)X , (d)D, (r)R)(e0,S0) is connected.
Proof. Let (c1)C1 6=
(e0,S0)
∅ and (c2)C2 6=
(e0,S0)
∅ be such that (c1)C1 ∩ (c2)C2 =
(e0,S0)
∅ and (c1)C1 ∪
(c2)C2 =
(e0,S0)
(x)X . We can choose x1 ∈
(e0,S0)
(x)X and a real number (s)S
R
>
(e0,S0)
0 such that the
open ball (b)B of radius (s)S centered at x1 intersects both (c1)C1 and (c2)C2 . Since (x)X is
locally connected then for any ()E
R
>
(e0,S0)
0 there exist y1 ∈
(e0,S0)
(b)B ∩ (c1)C1 ⊆
(e0,S0)
(c1)C1 and
y2 ∈
(e0,S0)
(b)B ∩ (c2)C2 ⊆
(e0,S0)
(c2)C2 such that ((d)D(y1, y2))R
R
<
(e0,S0)
. We conclude that (x)X must
be connected.
Note that connectedness does not necessarily imply local connectedness.
Definition 66. Let ((x)X , (d1)D1 , (r1)R1)(e0,S0), ((y)Y , (d2)D2 , (r2)R2)(e0,S0) and
((z)Z , (d3)D3 , (r3)R3)(e0,S0) be metric spaces with (z)Z =
(e0,S0)
(x)X × (y)Y . If
• for any real number ()E1
R
>
(e0,S0)
0 there exists (δ)E2
R
>
(e0,S0)
0 such that for any x1 ∈
(e0,S0)
(x)X ,
x2 ∈
(e0,S0)
(x)X , y1 ∈
(e0,S0)
(y)Y and y2 ∈
(e0,S0)
(y)Y we have
(((d1)D1(x1, x2))R1
R
<
(e0,S0)
(δ)E2 ∧ ((d2)D2(y1, y2))R2
R
<
(e0,S0)
(δ)E2)⇒
((d3)D3((x1, y1), (x2, y2)))R3
R
<
(e0,S0)
()E1 (uniform approachability)
• for any x1 ∈
(e0,S0)
(x)X , x2 ∈
(e0,S0)
(x)X , (y1) ∈
(e0,S0)
(y)Y and (y2) ∈
(e0,S0)
(y)Y we have
((d3)D3((x1, y1), (x1, y2)))R3
R
=
(e0,S0)
((d2)D2(y1, y2))R2 and ((d3)D3((x1, y1), (x2, y1)))R3
R
=
(e0,S0)
((d1)D1(x1, x2))R1 (coordinate reduction)
• for any x1 ∈
(e0,S0)
(x)X , x2 ∈
(e0,S0)
(x)X , y1 ∈
(e0,S0)
(y)Y and y2 ∈
(e0,S0)
(y)Y we have
((d3)D3((x1, y1), (x2, y2)))R3
R≥
(e0,S0)
((d1)D1(x1, x2))R1 and ((d3)D3((x1, y1), (x2, y2)))R3
R≥
(e0,S0)
((d2)D2(y1, y2))R2 (coordinate bounding)
then we say that ((z)Z , (d3)D3 , (r3)R3)(e0,S0) is a product metric of ((x)X , (d1)D1 , (r1)R1)(e0,S0)
and ((y)Y , (d2)D2 , (r2)R2)(e0,S0).
Theorem 36. Given
• metric spaces ((x)X , (d1)D1 , (r1)R1)(e0,S0) and ((y)Y , (d2)D2 , (r2)R2)(e0,S0)
• product metric ((p)P , (d3)D3 , (r3)R3)(e0,S0) of ((x)X , (d1)D1 , (r1)R1)(e0,S0) and
((y)Y , (d2)D2 , (r2)R2)(e0,S0)
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if ((x)X , (d1)D1 , (r1)R1)(e0,S0) and ((y)Y , (d2)D2 , (r2)R2)(e0,S0) are connected then
((p)P , (d3)D3 , (r3)R3)(e0,S0) is connected.
Proof. Suppose (p)P =
(e0,S0)
(z1)Z1 ∪ (z2)Z2 where (z1)Z1 and (z2)Z2 are both non-empty over (e0, S0)
and (z1)Z1 ∩ (z2)Z2 =
(e0,S0)
∅. We will consider two cases.
Case 1: There exist a ∈
(e0,S0)
(x)X and non-empty (over (e0, S0)) sets (b)B ⊆
(e0,S0)
(y)Y and
(c)C ⊆
(e0,S0)
(y)Y such that (b)B ∪ (c)C =
(e0,S0)
(y)Y , (b)B ∩ (c)C =
(e0,S0)
∅ and ∀b1 ∈
(e0,S0)
(b)B∃p1 ∈
(e0,S0)
(z1)Z1((p1)P =
(e0,S0)
(a, b1)) and ∀c1 ∈
(e0,S0)
(c)C∃p1 ∈
(e0,S0)
(z2)Z2((p1)P =
(e0,S0)
(a, c1)).
Case 2: For each a ∈
(e0,S0)
(x)X we either have ∀y1 ∈
(e0,S0)
(y)Y ((a, y1) ∈
(e0,S0)
(z1)Z1) or ∀y1 ∈
(e0,S0)
(y)Y ((a, y1) ∈
(e0,S0)
(z2)Z2). The second case implies that
there exist a ∈
(e0,S0)
(y)Y and non-empty (over (e0, S0)) sets (b)B ⊆
(e0,S0)
(x)X and (c)C ⊆
(e0,S0)
(x)X
such that (b)B ∪ (c)C =
(e0,S0)
(x)X , (b)B ∩ (c)C =
(e0,S0)
∅ and ∀b1 ∈
(e0,S0)
(b)B∃p1 ∈
(e0,S0)
(z1)Z1((p1)P =
(e0,S0)
(b1, a)) and ∀c1 ∈
(e0,S0)
(c)C∃p1 ∈
(e0,S0)
(z2)Z2((p1)P =
(e0,S0)
(c1, a)).
In the first case, by connectedness of (y)Y and by definition of product metric (using (coor-
dinate reduction)) we see that the distance between (b)B and (c)C is 0. In the second case, by
connectedness of (x)Y and by definition of product metric (using (coordinate reduction)) we see
that the distance between (b)B and (c)C is 0. So we conclude that ((p)P , (d3)D3 , (r3)R3)(e0,S0) is
connected.
Theorem 37. Given
• metric spaces ((x)X , (d1)D1 , (r1)R1)(e0,S0) and ((y)Y , (d2)D2 , (r2)R2)(e0,S0)
• product metric ((p)P , (d3)D3 , (r3)R3)(e0,S0) of ((x)X , (d1)D1 , (r1)R1)(e0,S0) and
((y)Y , (d2)D2 , (r2)R2)(e0,S0)
• subsets (x1)X1 ⊆
(e0,S0)
(x)X and (y1)Y1 ⊆
(e0,S0)
(y)Y
if (x1)X1 is totally bounded over ((x)X , (d1)D1 , (r1)R1)(e0,S0) and (y1)Y1 is totally bounded over
((y)Y , (d2)D2 , (r2)R2)(e0,S0) then (z)Z =
(e0,S0)
(x1)X1 × (y1)Y1 is totally bounded over
((p)P , (d3)D3 , (r3)R3)(e0,S0).
Proof. Let ()E1
R
>
(e0,S0)
0 be a real number. By (uniform approachability) there exists (δ)E2 >
(e0,S0)
0
such that ∀a1 ∈
(e0,S0)
(x)X , ∀a2 ∈
(e0,S0)
(x)X , ∀b1 ∈
(e0,S0)
(y)Y and ∀b2 ∈
(e0,S0)
(y)Y we have
(((d1)D1(a1, a2))R1
R
<
(e0,S0)
(δ)E2 ∧ ((d2)D2(b1, b2))R2
R
<
(e0,S0)
(δ)E2)⇒ ((d3)D3((a1, b1), (a2, b2)))R3
R
<
(e0,S0)
()E1 .
If (x1)X1 is totally bounded over ((x)X , (d1)D1 , (r1)R1)(e0,S0) and (y1)Y1 is totally bounded over
((y)Y , (d2)D2 , (r2)R2)(e0,S0) then there exists a finite cover (c1)C1 of (x1)X1 by balls of radius less
than (δ)E2 and a finite cover (c2)C2 of (y1)Y by balls of radius less than (δ)E2 . Let (c)C be a set
over (e0, S0) such that
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• ∀k ∈
(e0,S0)
(c)C∃a1 ∈
(e0,S0)
(c1)C1∃a2 ∈
(e0,S0)
(c2)C2((k)C =
(e0,S0)
(a1)C1 × (a2)C2)
• ∀a1 ∈
(e0,S0)
(c1)C1∀a2 ∈
(e0,S0)
(c2)C2∃k ∈
(e0,S0)
(c)C((k)C =
(e0,S0)
(a1)C1 × (a2)C2)
• ∀k1 ∈
(e0,S0)
(c)C∀k2 ∈
(e0,S0)
(c)C((k1)C =
(e0,S0)
(k2)C ⇒ k1 = k2)
We see that (c)C is a finite cover of (z)Z =
(e0,S0)
(x1)X1 × (y1)Y1 over ((p)P , (d3)D3 , (r3)R3)(e0,S0),
and for any e ∈
(e0,S0)
(c)C , any (a1, a2) ∈
(e0,S0)
(e)C and any (b1, b2) ∈
(e0,S0)
(e)C we have
((d3)D3((a1, a2), (b1, b2)))R3
R
<
(e0,S0)
()E1 . We conclude that (z)Z =
(e0,S0)
(x1)X1 × (y1)Y1 is totally
bounded over ((p)P , (d3)D3 , (r3)R3)(e0,S0).
Definition 67. For a given metric space ((x)X , (d)D, (r)R)(e0,S0), a subset (y)Y of (x)X over (e0, S0)
and a point z1 ∈
(e0,S0)
(x)X , if for any ()E
R
>
(e0,S0)
0 there exists a point z2 ∈
(e0,S0)
(y)Y with z2 6=
z1 such that ((d)D((z1, z2)))R
R
<
(e0,S0)
()E then we say that z1 is a limit point of (y)Y over
((x)X , (d)D, (r)R)(e0,S0).
Definition 68. Given
• metric space ((x)X , (d)D, (r)R)(e0,S0)
• subsets (a)A and (c)C of (x)X over (e0, S0)
if
(c)C =
(e0,S0)
{p | p ∈
(e0,S0)
(a)A or p is a limit point of (a)A over ((x)X , (d)D, (r)R)(e0,S0)}
then we say that (c)C is the closure of (a)A over ((x)X , (d)D, (r)R)(e0,S0) or write (c)C =
(e0,S0)
[(a)A]((x)X ,(d)D,(r)R)(e0,S0) or (c)C =(e0,S0)
[(a)A] when there is no ambiguity.
Definition 69. Given a metric space ((x)X , (d)D, (r)R)(e0,S0) and a function (f)F : N →
(e0,S0)
(y)Y
with (y)Y ⊆
(e0,S0)
(x)X , if for every real number ()E
R
>
(e0,S0)
0 there exists m such that ∀n1∀n2((n1 >
m ∧ n2 > m) ⇒ ((d)D((f)F (n1), (f)F (n2)))R
R
<
(e0,S0)
()E) then we say that (f)F : N →
(e0,S0)
(y)Y is
Cauchy-convergent over
((x)X , (d)D, (r)R)(e0,S0).
Definition 70. Given
• metric space ((x)X , (d)D, (r)R)(e0,S0)
• function (f)F : N →
(e0,S0)
(y)Y with (y)Y ⊆
(e0,S0)
(x)X
• x1 ∈
(e0,S0)
(x)X
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if for every real number ()E
R
>
(e0,S0)
0 there exists m such that
∀n(n > m⇒ ((d)D((f)F (n), x1))R
R
<
(e0,S0)
()E) then we say that (f)F : N →
(e0,S0)
(y)Y converges to
x1 over ((x)X , (d)D, (r)R)(e0,S0).
Definition 71. Given an isometry
(f)F : ((x)X , (d1)D1 , (r1)R1)(e0,S0) →
(e0,S0)
((y)Y , (d2)D2 , (r2)R2)(e0,S0), if
∀y1 ∈
(e0,S0)
(y)Y (y1 /∈
(e0,S0)
(f)F ((x)X)⇒ y1 is a limit point of (f)F ((x)X) )
then we say that ((y)Y , (d2)D2 , (r2)R2)(e0,S0) is an extension of ((x)X , (d1)D1 , (r1)R1)(e0,S0) via
(f)F .
Now we define the concept of extension for relations.
Definition 72. Given
• metric spaces ((x1)X1 , (d1)D1 , (r1)R1)(e0,S0) and ((y1)Y1 , (d2)D2 , (r2)R2)(e0,S0)
• extension ((x2)X2 , (d3)D3 , (r3)R3)(e0,S0) of ((x1)X1 , (d1)D1 , (r1)R1)(e0,S0) via (f)F
• extension ((y2)Y2 , (d4)D4 , (r4)R4)(e0,S0) of ((y1)Y1 , (d2)D2 , (r2)R2)(e0,S0) via (g)G
• relations ((x1)X1 , (y1)Y1 , (t1)T1)(e0,S0) and ((x2)X2 , (y2)Y2 , (t2)T2)(e0,S0)
if
• ∀a1∀b1((a1, b1) ∈
(e0,S0)
(t1)T1 ⇒ ((f)F (a1), (g)G(b1)) ∈
(e0,S0)
(t2)T2)
• for any (a2, b2) ∈
(e0,S0)
(t2)T2 , if ∀a1∀b1(((f)F (a1), (g)G(b1)) 6=
(e0,S0)
(a2, b2))
then for any ()E
R
>
(e0,S0)
0 there exists (a1, b1) ∈
(e0,S0)
(t1)T1 with ((f)F (a1), (g)G(b1)) 6=
(e0,S0)
(a2, b2) such that ((d3)D3((f)F (a1), a2))R3
R
<
(e0,S0)
()E and ((d4)D4((g)G(b1), b2))R4
R
<
(e0,S0)
()E
then we say that ((t2)T2 , ((x2)X2 , (d3)D3 , (r3)R3), ((y2)Y2 , (d4)D4 , (r4)R4))(e0,S0) is a (binary) rela-
tion extension of ((t1)T1 , ((x1)X1 , (d1)D1 , (r1)R1), ((y1)Y1 , (d2)D2 , (r2)R2))(e0,S0) via ((f)F , (g)G).
Theorem 38. Given
• metric spaces ((x1)X1 , (d1)D1 , (r1)R1)(e0,S0) and ((y1)Y1 , (d2)D2 , (r2)R2)(e0,S0)
• extension ((x2)X2 , (d3)D3 , (r3)R3)(e0,S0) of ((x1)X1 , (d1)D1 , (r1)R1)(e0,S0) via (f)F
• extension ((y2)Y2 , (d4)D4 , (r4)R4)(e0,S0) of ((y1)Y1 , (d2)D2 , (r2)R2)(e0,S0) via (g)G
• product metric ((p1)P1 , (d5)D5 , (r5)R5)(e0,S0) of ((x1)X1 , (d1)D1 , (r1)R1)(e0,S0) and
((y1)Y1 , (d2)D2 , (r2)R2)(e0,S0)
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there exists a product metric ((p2)P2 , (d6)D6 , (r6)R6)(e0,S0) of ((x2)X2 , (d3)D3 , (r3)R3)(e0,S0) and
((y2)Y2 , (d4)D4 , (r4)R4)(e0,S0) such that ((p2)P2 , (d6)D6 , (r6)R6)(e0,S0) is an extension of
((p1)P1 , (d5)D5 , (r5)R5)(e0,S0) via some (i)I where for all a ∈
(e0,S0)
(x1)X1 and all b ∈
(e0,S0)
(y1)Y1 we
have
(i)I(a, b) =
(e0,S0)
((f)F (a), (g)G(b))
Proof. Let (p2)P2 =
(e0,S0)
(x2)X2 × (y2)Y2 and (i)I be such that for all a ∈
(e0,S0)
(x1)X1 and all b ∈
(e0,S0)
(y1)Y1 we have
(i)I(a, b) =
(e0,S0)
((f)F (a), (g)G(b))
We define (d6)D6 and use a suitable real set (r6)R6 over (e0, S0) such that for any (v)P2 =
(e0,S0)
(v1, v2) ∈
(e0,S0)
(p2)P2 and any (w)P2 =
(e0,S0)
(w1, w2) ∈
(e0,S0)
(p2)P2 we have
((d6)D6(v, w))R6
R
=
(e0,S0)
lim
n→+∞
sup{((d5)D5((t1, t2), (u1, u2)))R5 |
((d3)D3(v1, (f)F (t1)))R3
R
<
(e0,S0)
1/n, ((d4)D4(v2, (g)G(t2)))R4
R
<
(e0,S0)
1/n,
((d3)D3(w1, (f)F (u1)))R3
R
<
(e0,S0)
1/n and ((d4)D4(w2, (g)G(u2)))R4
R
<
(e0,S0)
1/n}
By (uniform approachability) we get that for any real number ()E1
R
>
(e0,S0)
0 there exists
(δ)E2
R
>
(e0,S0)
0 such that for any a1 ∈
(e0,S0)
(x1)X1 , a2 ∈
(e0,S0)
(x1)X1 , b1 ∈
(e0,S0)
(y1)Y1 and b2 ∈
(e0,S0)
(y1)Y1
we have
(((d1)D1(a1, a2))R1
R
<
(e0,S0)
(δ)E2 ∧ ((d2)D2(b1, b2))R2
R
<
(e0,S0)
(δ)E2)⇒
((d5)D5((a1, b1), (a2, b2)))R5
R
<
(e0,S0)
()E1
So using the triangle inequality it follows that (d6)D6 is well defined and ((p2)P2 , (d6)D6 , (r6)R6)(e0,S0)
is a product metric of ((x2)X2 , (d3)D3 , (r3)R3)(e0,S0) and ((y2)Y2 , (d4)D4 , (r4)R4)(e0,S0).
The next two theorems show that relation extensions can be seen as extensions in the context
of a product metric. In a certain sense, these theorems represent the core idea behind the closed
graph theorem.
Theorem 39. Given
• metric spaces ((x1)X1 , (d1)D1 , (r1)R1)(e0,S0) and ((y1)Y1 , (d2)D2 , (r2)R2)(e0,S0)
• extension ((x2)X2 , (d3)D3 , (r3)R3)(e0,S0) of ((x1)X1 , (d1)D1 , (r1)R1)(e0,S0) via (f)F
• extension ((y2)Y2 , (d4)D4 , (r4)R4)(e0,S0) of ((y1)Y1 , (d2)D2 , (r2)R2)(e0,S0) via (g)G
• relation ((x1)X1 , (y1)Y1 , (t1)T1)(e0,S0)
• relation extension ((t2)T2 , ((x2)X2 , (d3)D3 , (r3)R3), ((y2)Y2 , (d4)D4 , (r4)R4))(e0,S0) of
((t1)T1 , ((x1)X1 , (d1)D1 , (r1)R1), ((y1)Y1 , (d2)D2 , (r2)R2))(e0,S0) via ((f)F , (g)G)
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for any product metric ((p1)P1 , (d5)D5 , (r5)R5)(e0,S0) of ((x1)X1 , (d1)D1 , (r1)R1)(e0,S0) and
((y1)Y1 , (d2)D2 , (r2)R2)(e0,S0) and any product metric ((p2)P2 , (d6)D6 , (r6)R6)(e0,S0) of
((x2)X2 , (d3)D3 , (r3)R3)(e0,S0) and ((y2)Y2 , (d4)D4 , (r4)R4)(e0,S0) where
((p2)P2 , (d6)D6 , (r6)R6)(e0,S0) is an extension of ((p1)P1 , (d5)D5 , (r5)R5)(e0,S0) via (i)I such that for all
a ∈
(e0,S0)
(x1)X1 and all b ∈
(e0,S0)
(y1)Y1 we have
(i)I(a, b) =
(e0,S0)
((f)F (a), (g)G(b))
we must get that ((t2)T2 , (d6)D6|(t2)T2 , (r6)R6)(e0,S0) is an extension of
((t1)T1 , (d5)D5|(t1)T1 , (r5)R5)(e0,S0) via (i)I |(t1)T1.
Proof. Let ((p1)P1 , (d5)D5 , (r5)R5)(e0,S0) be a product metric of ((x1)X1 , (d1)D1 , (r1)R1)(e0,S0) and
((y1)Y1 , (d2)D2 , (r2)R2)(e0,S0) and let ((p2)P2 , (d6)D6 , (r6)R6)(e0,S0) be a product metric of
((x2)X2 , (d3)D3 , (r3)R3)(e0,S0) and ((y2)Y2 , (d4)D4 , (r4)R4)(e0,S0) such that ((p2)P2 , (d6)D6 , (r6)R6)(e0,S0)
is an extension of ((p1)P1 , (d5)D5 , (r5)R5)(e0,S0) via (i)I where for all a ∈
(e0,S0)
(x1)X1 and all b ∈
(e0,S0)
(y1)Y1 we have (i)I(a, b) =
(e0,S0)
((f)F (a), (g)G(b)).
Let (a2, b2) ∈
(e0,S0)
(t2)T2 such that ∀a1∀b1(((f)F (a1), (g)G(b1)) 6=
(e0,S0)
(a2, b2)).
Let ()E1
R
>
(e0,S0)
0 be an arbitrary real number. By (uniform approachability) there exists
(δ)E2
R
>
(e0,S0)
0 such that for any v1 ∈
(e0,S0)
(x2)X2 , v2 ∈
(e0,S0)
(x2)X2 , w1 ∈
(e0,S0)
(y2)Y2 and w2 ∈
(e0,S0)
(y2)Y2 ,
if ((d3)D3(v1, v2))R3
R
<
(e0,S0)
(δ)E2 and ((d4)D4(w1, w2))R4
R
<
(e0,S0)
(δ)E2 then
((d6)D6((v1, w1), (v2, w2)))R6
R
<
(e0,S0)
()E1 .
By definition of relation extension there exists (z1, z2) ∈
(e0,S0)
(t1)T1 with ((f)F (z1), (g)G(z2)) 6=
(e0,S0)
(a2, b2) such that ((d3)D3(a2, (f)F (z1)))R3
R
<
(e0,S0)
(δ)E2 and ((d4)D4(b2, (g)G(z2)))R4
R
<
(e0,S0)
(δ)E2 . So
we obtain ((d6)D6((a2, b2), ((f)F (z1), (g)G(z2))))R6 <
(e0,S0)
()E1 .
It follows that (a2, b2) is a limit point of (t2)T2 over ((t2)T2 , (d6)D6|(t2)T2 , (r6)R6)(e0,S0) and we
conclude that
((t2)T2 , (d6)D6|(t2)T2 , (r6)R6)(e0,S0) is an extension of ((t1)T1 , (d5)D5|(t1)T1 , (r5)R5)(e0,S0) via (i)I |(t1)T1 .
Theorem 40. Given
• metric spaces ((x1)X1 , (d1)D1 , (r1)R1)(e0,S0) and ((y1)Y1 , (d2)D2 , (r2)R2)(e0,S0)
• extension ((x2)X2 , (d3)D3 , (r3)R3)(e0,S0) of ((x1)X1 , (d1)D1 , (r1)R1)(e0,S0) via (f)F
• extension ((y2)Y2 , (d4)D4 , (r4)R4)(e0,S0) of ((y1)Y1 , (d2)D2 , (r2)R2)(e0,S0) via (g)G
• relations ((x1)X1 , (y1)Y1 , (t1)T1)(e0,S0) and ((x2)X2 , (y2)Y2 , (t2)T2)(e0,S0)
if
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• ∀a1∀b1((a1, b1) ∈
(e0,S0)
(t1)T1 ⇒ ((f)F (a1), (g)G(b1)) ∈
(e0,S0)
(t2)T2)
• for any product metric ((p1)P1 , (d5)D5 , (r5)R5)(e0,S0) of ((x1)X1 , (d1)D1 , (r1)R1)(e0,S0) and
((y1)Y1 , (d2)D2 , (r2)R2)(e0,S0) and any product metric ((p2)P2 , (d6)D6 , (r6)R6)(e0,S0) of
((x2)X2 , (d3)D3 , (r3)R3)(e0,S0) and ((y2)Y2 , (d4)D4 , (r4)R4)(e0,S0) such that
((p2)P2 , (d6)D6 , (r6)R6)(e0,S0) is an extension of ((p1)P1 , (d5)D5 , (r5)R5)(e0,S0) via (i)I where
∀a ∈
(e0,S0)
(x1)X1∀b ∈
(e0,S0)
(y1)Y1((i)I(a, b) =
(e0,S0)
((f)F (a), (g)G(b))) we have that
((t2)T2 , (d6)D6|(t2)T2 , (r6)R6)(e0,S0) is an extension of ((t1)T1 , (d5)D5 |(t1)T1 , (r5)R5)(e0,S0) via
(i)I |(t1)T1
then ((t2)T2 , ((x2)X2 , (d3)D3 , (r3)R3), ((y2)Y2 , (d4)D4 , (r4)R4))(e0,S0) is a relation extension of
((t1)T1 , ((x1)X1 , (d1)D1 , (r1)R1), ((y1)Y1 , (d2)D2 , (r2)R2))(e0,S0) via ((f)F , (g)G)
Proof. Let ((p1)P1 , (d5)D5 , (r5)R5)(e0,S0) be a product metric of ((x1)X1 , (d1)D1 , (r1)R1)(e0,S0) and
((y1)Y1 , (d2)D2 , (r2)R2)(e0,S0) and let ((p2)P2 , (d6)D6 , (r6)R6)(e0,S0) be a product metric of
((x2)X2 , (d3)D3 , (r3)R3)(e0,S0) and ((y2)Y2 , (d4)D4 , (r4)R4)(e0,S0) such that ((p2)P2 , (d6)D6 , (r6)R6)(e0,S0)
is an extension of ((p1)P1 , (d5)D5 , (r5)R5)(e0,S0) via (i)I where
∀a ∈
(e0,S0)
(x1)X1∀b ∈
(e0,S0)
(y1)Y1((i)I(a, b) =
(e0,S0)
((f)F (a), (g)G(b))) with
((t2)T2 , (d6)D6|(t2)T2 , (r6)R6)(e0,S0) an extension of ((t1)T1 , (d5)D5|(t1)T1 , (r5)R5)(e0,S0) via (i)I |(t1)T1
It will suffice to consider limit points of (i)I((t1)T1) over ((t2)T2 , (d6)D6 |(t2)T2 , (r6)R6)(e0,S0) which
are not in (i)I((t1)T1).
If (w1, w2) is a limit point of (i)I((t1)T1) over ((t2)T2 , (d6)D6|(t2)T2 , (r6)R6) with (w1, w2) /∈
(e0,S0)
(i)I((t1)T1) then for any ()E
R
>
(e0,S0)
0 there exists (z1, z2) ∈
(e0,S0)
(i)I((t1)T1) with (w1, w2) 6=
(e0,S0)
(z1, z2) such that ((d6)D6((w1, w2), (z1, z2)))R6
R
<
(e0,S0)
()E and since ((p2)P2 , (d6)D6 , (r6)R6)(e0,S0)
is a product metric we obtain by (coordinate bounding) that ((d3)D3(w1, z1))R3
R
<
(e0,S0)
()E and
((d4)D4(w2, z2))R4
R
<
(e0,S0)
()E. So we conclude that
((t2)T2 , ((x2)X2 , (d3)D3 , (r3)R3), ((y2)Y2 , (d4)D4 , (r4)R4))(e0,S0) is a relation extension of
((t1)T1 , ((x1)X1 , (d1)D1 , (r1)R1), ((y1)Y1 , (d2)D2 , (r2)R2))(e0,S0) via ((f)F , (g)G).
Definition 73. Given
• metric spaces ((x)X , (d1)D1 , (r1)R1)(e0,S0) and ((y)Y , (d2)D2 , (r2)R2)(e0,S0)
• x1 ∈
(e0,S0)
(x)X
• function (f)F : (x)X →
(e0,S0)
(y)Y
if for any real number ()E1
R
>
(e0,S0)
0 over (e0, S0) there exists a real number (δ)E2
R
>
(e0,S0)
0 over
(e0, S0) such that for any x2 ∈
(e0,S0)
(x)X we have
((d1)D1(x1, x2))R1
R
<
(e0,S0)
(δ)E2 ⇒ ((d2)D2((f)F (x1), (f)F (x2)))R2
R
<
(e0,S0)
()E1
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then we say that (f)F : (x)X →
(e0,S0)
(y)Y is continuous at x1 over
(((x)X , (d1)D1 , (r1)R1), ((y)Y , (d2)D2 , (r2)R2))(e0,S0).
Definition 74. Given
• metric spaces ((x)X , (d1)D1 , (r1)R1)(e0,S0) and ((y)Y , (d2)D2 , (r2)R2)(e0,S0)
• function (f)F : (x)X →
(e0,S0)
(y)Y
if for every x1 ∈
(e0,S0)
(x)X , (f)F : (x)X →
(e0,S0)
(y)Y is continuous at x1 over
(((x)X , (d1)D1 , (r1)R1), ((y)Y , (d2)D2 , (r2)R2))(e0,S0) then we say that (f)F : (x)X →
(e0,S0)
(y)Y is con-
tinuous over (((x)X , (d1)D1 , (r1)R1), ((y)Y , (d2)D2 , (r2)R2))(e0,S0).
Definition 75. Given
• metric spaces ((x)X , (d1)D1 , (r1)R1)(e0,S0) and ((y)Y , (d2)D2 , (r2)R2)(e0,S0)
• function (f)F : (x)X →
(e0,S0)
(y)Y
if for any real number ()E1
R
>
(e0,S0)
0 over (e0, S0) there exists a real number (δ)E2
R
>
(e0,S0)
0 over
(e0, S0) such that for any x1 ∈
(e0,S0)
(x)X and any x2 ∈
(e0,S0)
(x)X we have
((d1)D1(x1, x2))R1
R
<
(e0,S0)
(δ)E2 ⇒ ((d2)D2((f)F (x1), (f)F (x2)))R2
R
<
(e0,S0)
()E1
then we say that (f)F : (x)X →
(e0,S0)
(y)Y is uniformly continuous over
(((x)X , (d1)D1 , (r1)R1), ((y)Y , (d2)D2 , (r2)R2))(e0,S0).
Definition 76. Given
• metric spaces ((x1)X1 , (d1)D1 , (r1)R1)(e0,S0) and ((y1)Y1 , (d2)D2 , (r2)R2)(e0,S0)
• function (f)F : (x1)X1 →
(e0,S0)
(y1)Y1
if for any relation extension ((t)T , ((x2)X2 , (d3)D3 , (r3)R3), ((y2)Y2 , (d4)D4 , (r4)R4))(e0,S0) of
((f)F , ((x1)X1 , (d1)D1 , (r1)R1), ((y1)Y1 , (d2)D2 , (r2)R2))(e0,S0) via some ((g)G, (h)H) we have that (t)T :
(x2)X2 →
(e0,S0)
(y2)Y2 is a function then we say that (f)F : (x1)X1 →
(e0,S0)
(y1)Y1 is function persistent
over (((x1)X1 , (d1)D1 , (r1)R1), ((y1)Y1 , (d2)D2 , (r2)R2))(e0,S0).
Definition 77. Given
• metric spaces ((x1)X1 , (d1)D1 , (r1)R1)(e0,S0) and ((y1)Y1 , (d2)D2 , (r2)R2)(e0,S0)
• function (f)F : (x1)X1 →
(e0,S0)
(y1)Y1
if
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• for any relation extension ((t)T , ((x2)X2 , (d3)D3 , (r3)R3), ((y2)Y2 , (d4)D4 , (r4)R4))(e0,S0) of
((f)F , ((x1)X1 , (d1)D1 , (r1)R1), ((y1)Y1 , (d2)D2 , (r2)R2))(e0,S0) via some ((g)G, (h)H) we have that
(t)T : (x2)X2 →
(e0,S0)
(y2)Y2 is a continuous function
• for any extension ((x2)X2 , (d3)D3 , (r3)R3)(e0,S0) of ((x1)X1 , (d1)D1 , (r1)R1)(e0,S0) via some (g)G
there exists a relation extension
((t)T , ((x2)X2 , (d3)D3 , (r3)R3), ((y2)Y2 , (d4)D4 , (r4)R4))(e0,S0) of
((f)F , ((x1)X1 , (d1)D1 , (r1)R1), ((y1)Y1 , (d2)D2 , (r2)R2))(e0,S0) via some ((g)G, (h)H)
then we say that
(f)F : (x1)X1 →
(e0,S0)
(y1)Y1
is extensible over (((x1)X1 , (d1)D1 , (r1)R1), ((y1)Y1 , (d2)D2 , (r2)R2))(e0,S0).
Definition 78. Given
• metric spaces ((x1)X1 , (d1)D1 , (r1)R1)(e0,S0) and ((y1)Y1 , (d2)D2 , (r2)R2)(e0,S0)
• function (f)F : (x1)X1 →
(e0,S0)
(y1)Y1
if
• (f)F : (x1)X1 →
(e0,S0)
(y1)Y1 is function persistent over
(((x1)X1 , (d1)D1 , (r1)R1), ((y1)Y1 , (d2)D2 , (r2)R2))(e0,S0)
• for any extension ((y2)Y2 , (d3)D3 , (r3)R3)(e0,S0) of
((f)F ((x1)X1), (d2)D2|(f)F ((x1)X1), (r2)R2)(e0,S0) via some (g)G there exists an extension
((x2)X2 , (d4)D4 , (r4)R4)(e0,S0) of ((x1)X1 , (d1)D1 , (r1)R1)(e0,S0) via some (h)H and a surjective
function (z)Z : (x2)X2 →
(e0,S0)
(y2)Y2 such that
((z)Z , ((x2)X2 , (d4)D4 , (r4)R4), ((y2)Y2 , (d3)D3 , (r3)R3))(e0,S0) is a relation extension of
((f)F , ((x1)X1 , (d1)D1 , (r1)R1), ((y1)Y1 , (d2)D2 , (r2)R2))(e0,S0) via ((h)H , (g)G)
then we say that
(f)F : (x1)X1 →
(e0,S0)
(y1)Y1
is image extensible over (((x1)X1 , (d1)D1 , (r1)R1), ((y1)Y2 , (d2)D2 , (r2)R2))(e0,S0).
Theorem 41. Given
• metric spaces ((x)X , (d1)D1 , (r1)R1)(e0,S0) and ((y)Y , (d2)D2 , (r2)R2)(e0,S0)
• function (f)F : (x)X →
(e0,S0)
(y)Y
if (f)F : (x)X →
(e0,S0)
(y)Y is uniformly continuous over
(((x)X , (d1)D1 , (r1)R1), ((y)Y , (d2)D2 , (r2)R2))(e0,S0) then it is also extensible over
(((x)X , (d1)D1 , (r1)R1), ((y)Y , (d2)D2 , (r2)R2))(e0,S0).
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Proof. We see that continuity of extensions follows almost immediately from uniform continuity.
Now let ((x1)X1 , (d3)D3 , (r3)R3)(e0,S0) be an extension of ((x)X , (d1)D1 , (r1)R1)(e0,S0) via some (g)G.
We can construct an extension ((y1)Y1 , (d4)D4 , (r4)R4)(e0,S0) of ((y)Y , (d2)D2 , (r2)R2)(e0,S0) via some
(h)H and a function (f1)F1 : (x1)X1 →
(e0,S0)
(y1)Y1 such that
for any a ∈
(e0,S0)
(x1)X1 and any function (k)K : N →
(e0,S0)
(x)X with
((d3)D3(a, (g)G((k)K(n))))R3
R
<
(e0,S0)
1/n for all n, we have that (f1)F1(a) is the unique limit point
of (h)H((f)F ((k)K(N))) over ((y1)Y1 , (d4)D4 , (r4)R4)(e0,S0) (by triangle inequality).
By uniform continuity of (f)F we see that (f1)F1 : (x1)X1 →
(e0,S0)
(y1)Y1 and (d4)D4 are well
defined so we can say that (f)F : (x)X →
(e0,S0)
(y)Y is extensible over
(((x)X , (d1)D1 , (r1)R1), ((y)Y , (d2)D2 , (r2)R2))(e0,S0).
The next theorem can be seen as a reformulation of the Bolzano-Weierstrass theorem.
Theorem 42. Given
• metric space ((x)X , (d)D, (r)R)(e0,S0)
• totally bounded set (a)A over ((x)X , (d)D, (r)R)(e0,S0)
if (a)A is infinite over (e0, S0) then there exists an extension
((y)Y , (d1)D1 , (r1)R1)(e0,S0) of ((x)X , (d)D, (r)R)(e0,S0) via some (f)F and a point v ∈
(e0,S0)
(y)Y such
that v is a limit point of (f)F ((a)A) over ((y)Y , (d1)D1 , (r1)R1)(e0,S0).
Proof. Since (a)A is totally bounded and (r)R is connected over any (real induced) metric space
it induces then we see that ∀()E
R
>
(e0,S0)
0 there exists a finite cover of (a)A by open balls of radius
in (r)R less than ()E centered at points in (x)X . Since there exists a set (t)T (over (e0, S0)) of
all finite sets of open balls centered at points in (x)X of radius in (r)R then using the theorem of
choice we can construct a function (q)Q : N →
(e0,S0)
(t)T such that ((q)Q(n))T is a finite cover of (a)A
by open balls of radius less than 1/n. Because (a)A is infinite we can use countability of sets, the
well ordering of naturals and the theorem of choice to construct a function (s)S : N →
(e0,S0)
(a)A
where for all m there exists km ∈
(e0,S0)
((q)Q(m))T such that for all n ≥ m, (s)S(n) ∈
(e0,S0)
(km)T . So
we see that (s)S is Cauchy-convergent. We can construct an extension ((y)Y , (d1)D1 , (r1)R1)(e0,S0)
of ((x)X , (d)D, (r)R)(e0,S0) via some (f)F where (y1)Y =
(e0,S0)
(f)F ((x)X) ∪ {v} and where for any
z ∈
(e0,S0)
(x)X and any z1 =
(e0,S0)
(f)F (z) we have
((d1)D1(v, z1))R1 =
(e0,S0)
lim
n→+∞
((d)D((s)S(n), z))R
So we see that v is a limit point of (f)F ((a)A) over ((y)Y , (d1)D1 , (r1)R1)(e0,S0).
In the following theorem we see that an extensible function on a totally bounded domain must
be uniformly continuous.
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Theorem 43. Given
• function (f)F : (x)X →
(e0,S0)
(y)Y
• metric spaces ((x)X , (d1)D1 , (r1)R1)(e0,S0) and ((y)Y , (d2)D2 , (r2)R2)(e0,S0)
if ((x)X , (d1)D1 , (r1)R1)(e0,S0) is totally bounded and (f)F is extensible over
(((x)X , (d1)D1 , (r1)R1), ((y)Y , (d2)D2 , (r2)R2))(e0,S0) then (f)F is uniformly continuous over
(((x)X , (d1)D1 , (r1)R1), ((y)Y , (d2)D2 , (r2)R2))(e0,S0).
Proof. If (x)X is finite the desired result follows immediately so we will just consider the case where
(x)X is infinite.
Suppose (f)F not uniformly continuous. There exists ()E1
R
>
(e0,S0)
0 such that for all (δ)E2
R
>
(e0,S0)
0 there exist a and b with ((d1)D1(a, b))R1
R
<
(e0,S0)
(δ)E2 with ((d2)D2((f)F (a), (f)F (b)))R2
R≥
(e0,S0)
()E1 . There exists a function (s)S : N →
(e0,S0)
(x)X × (x)X such that if (s)S(n) =
(e0,S0)
(an, bn) then
((d1)D1(an, bn))R1
R
<
(e0,S0)
1/n and ((d2)D2((f)F (an), (f)F (bn)))R2
R≥
(e0,S0)
()E1 . Since (x)X is totally
bounded then by theorem 42 the set (l)L =
(e0,S0)
{an | (s)S(n) =
(e0,S0)
(an, bn) for some bn ∈
(e0,S0)
(x)X}
has a limit point t in some extension ((x1)X1 , (d3)D3 , (r3)R3)(e0,S0) of ((x)X , (d1)D1 , (r1)R1)(e0,S0) via
some (g)G. So by extensibility of (f)F we obtain a relation extension
((f1)F1 , ((x1)X1 , (d3)D3 , (r3)R3), ((y1)Y1 , (d4)D4 , (r4)R4))(e0,S0) of
((f)F , ((x)X , (d1)D1 , (r1)R1), ((y)Y , (d2)D2 , (r2)R2))(e0,S0) via some ((g)G, (h)H). Since extensions of
(f)F are continuous, we see that there exists (δ)E3
R
>
(e0,S0)
0 such that for any c in a ball of radius (δ)E3
centered at t we have ((d4)D4((f1)F1(t), (f1)F1(c)))R4
R
<
(e0,S0)
()E1/2. Since t is a limit point of (l)L
there exist c1 =
(e0,S0)
(g)G(k1) and c2 =
(e0,S0)
(g)G(k2) with k1 ∈
(e0,S0)
(l)L and (s)S(n1) =
(e0,S0)
(k1, k2) for
some n1 such that ((d3)D3(c1, t))R3
R
<
(e0,S0)
(δ)E3/2 and ((d3)D3(c2, t))R3
R
<
(e0,S0)
(δ)E3/2 which implies
that ((d1)D1(k1, k2))R1 <
(e0,S0)
(δ)E3 and ((d2)D2((f)F (k1), (f)F (k2)))R2
R
<
(e0,S0)
()E1 which gives us a
contradiction. So (f)F must be uniformly continuous.
Theorem 44. Given
• metric spaces ((x)X , (d1)D1 , (r1)R1)(e0,S0) and ((y)Y , (d2)D2 , (r2)R2)(e0,S0)
• function (f)F : (x)X →
(e0,S0)
(y)Y
if (f)F is uniformly continuous over (((x)X , (d1)D2 , (r1)R1), ((y)Y , (d2)D2 , (r2)R2))(e0,S0) and
((x)X , (d1)D1 , (r1)R1)(e0,S0) is connected then (f)F ((x)X) is connected over ((y)Y , (d2)D2 , (r2)R2)(e0,S0).
Proof. Suppose (f)F ((x)X) is not connected. Then there exist (c1)C1 6=
(e0,S0)
∅ and (c2)C2 6=
(e0,S0)
∅
such that (c1)C1 ∪ (c2)C2 =
(e0,S0)
(f)F ((x)X), (c1)C1 ∩ (c2)C2 =
(e0,S0)
∅ and such that the distance
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between (c1)C1 and (c2)C2 is equal to some real number (s)S
R
>
(e0,S0)
0. Let (p1)P1 =
(e0,S0)
(f)−1F ((c1)C1)
and (p2)P2 =
(e0,S0)
(f)−1F ((c2)C2). Evidently (p1)P1 6=
(e0,S0)
∅, (p2)P2 6=
(e0,S0)
∅, (p1)P1 ∩ (p2)P2 =
(e0,S0)
∅
and (p1)P1 ∪ (p2)P2 =
(e0,S0)
(x)X . By uniform continuity there exists a real number (t)T
R
>
(e0,S0)
0
such that for any a1 ∈
(e0,S0)
(x)X and any a2 ∈
(e0,S0)
(x)X with ((d1)D1(a1, a2))R1
R
<
(e0,S0)
(t)T we have
((d2)D2((f)F (a1), (f)F (a2)))R2
R
<
(e0,S0)
(s)S. By connectedness of (x)X there exist a1 ∈
(e0,S0)
(p1)P1 and
a2 ∈
(e0,S0)
(p2)P2 such that ((d1)D1(a1, a2))R1
R
<
(e0,S0)
(t)T so we get a contradiction and must conclude
that (f)F ((x)X) is connected.
Theorem 45. Given
• metric spaces ((x)X , (d1)D1 , (r1)R1)(e0,S0) and ((y)Y , (d2)D2 , (r2)R2)(e0,S0)
• function (f)F : (x)X →
(e0,S0)
(y)Y
if (f)F is uniformly continuous over (((x)X , (d1)D1 , (r1)R1), ((y)Y , (d2)D2 , (r2)R2))(e0,S0) and
((x)X , (d1)D1 , (r1)R1)(e0,S0) is totally bounded then (f)F ((x)X) is totally bounded over
((y)Y , (d2)D2 , (r2)R2)(e0,S0).
Proof. Let ()E1
R
>
(e0,S0)
0 be some real number over (e0, S0). By uniform continuity there exists
(δ)E2
R
>
(e0,S0)
0 such that for any x1 ∈
(e0,S0)
(x)X and any x2 ∈
(e0,S0)
(x)X with ((d1)D1(x1, x2))R1
R
<
(e0,S0)
(δ)E2 we have ((d2)D2((f)F (x1), (f)F (x2)))R2
R
<
(e0,S0)
()E1 . Since (x)X is totally bounded then there
exists (c1)C1 which covers (x)X by a finite amount of balls of radius less than (δ)E1 . Let (c2)C2 be
a set such that
• ∀t ∈
(e0,S0)
(c1)C1∃k ∈
(e0,S0)
(c2)C2((k)C2 =
(e0,S0)
(f)F ((t)C1))
• ∀k ∈
(e0,S0)
(c2)C2∃t ∈
(e0,S0)
(c1)C1((k)C2 =
(e0,S0)
(f)F ((t)C1))
• ∀k1 ∈
(e0,S0)
(c2)C2∀k2 ∈
(e0,S0)
(c2)C2((k1)C2 =
(e0,S0)
(k2)C2 ⇒ k1 = k2)
We see that (c2)C2 covers (f)F ((x)X) by a finite amount of balls of radius less than ()E1 . So
(f)F ((x)X) is totally bounded.
Theorem 46. Given
• metric spaces ((x)X , (d1)D1 , (r1)R1)(e0,S) and ((y)Y , (d2)D2 , (r2)R2)(e0,S0)
• function (f)F : (x)X →
(e0,S0)
(y)Y
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if ((x)X , (d1)D1 , (r1)R1)(e0,S) is both locally connected and locally totally bounded, and
(f)F : (x)X →
(e0,S0)
(y)Y is extensible then (f)F ((x)X) is connected over ((y)Y , (d2)D2 , (r2)R2)(e0,S0).
Proof. Let (c1)C1 6=
(e0,S0)
∅ and (c2)C2 6=
(e0,S0)
∅ be such that (c1)C1 ∩ (c2)C2 =
(e0,S0)
∅ and (c1)C1 ∪
(c2)C2 =
(e0,S0)
(f)F ((x)X). Let (p1)P1 =
(e0,S0)
(f)−1F ((c1)C1) and (p2)P2 =
(e0,S0)
(f)−1F ((c2)C2). We can
choose x1 ∈
(e0,S0)
(x)X and real number (s)S
R
>
(e0,S0)
0 such that the open ball (b)B of radius (s)S
centered at x1 intersects both (p1)P1 and (p2)P2 . Since (x)X is locally connected then (b)B is
connected and since (x)X is locally totally bounded then (b)B is totally bounded. Let (g)G :
(b)B →
(e0,S0)
(y)Y be the function obtained by restricting (f)F to (b)B. By theorem 43 it follows
that (g)G is uniformly continuous and by theorem 44 it follows that (g)G((b)B) is connected which
implies that the distance between (c1)C1 and (c2)C2 is 0. So (f)F ((x)X) must be connected.
The next theorem shows that an extensible function on a totally bounded domain must be
image extensible.
Theorem 47. Given
• metric spaces ((x)X , (d1)D1 , (r1)R1)(e0,S0) and ((y)Y , (d2)D2 , (r2)R2)(e0,S0)
• function (f)F : (x)X →
(e0,S0)
(y)Y
if ((x)X , (d1)D1 , (r1)R1)(e0,S0) is totally bounded and (f)F : (x)X →
(e0,S0)
(y)Y is extensible over
(((x)X , (d1)D1 , (r1)R1), ((y)Y , (d2)D2 , (r2)R2))(e0,S0) then (f)F : (x)X →
(e0,S0)
(y)Y is image extensi-
ble over (((x)X , (d1)D1 , (r1)R1), ((y)Y , (d2)D2 , (r2)R2))(e0,S0).
Proof. Let ((y1)Y1 , (d3)D3 , (r3)R3)(e0,S0) be an extension of
((f)F ((y)Y ), (d2)D2|(f)F ((y)Y ), (r2)R2)(e0,S0) via some (g)G and let (p)P be such that (y1)Y1 =
(e0,S0)
(f)F ((y)Y ) ∪ (p)P .
Since (x)X is totally bounded then there exists (by choice and countability of words) a function
(q)Q : (p)P →
(e0,S0)
(s)S such that for every b ∈
(e0,S0)
(p)P , ((q)Q(b))S : N →
(e0,S0)
(x)X is Cauchy-
convergent and (g)G((f)F (((q)Q(b))S)) : N →
(e0,S0)
(y1)Y1 converges to b.
Since (f)F is extensible then it is also function persistent so any of its relation extensions must
be a function. So we can construct a relation extension
((f1)F1 , ((x1)X1 , (d4)D4 , (r4)R4), ((y1)Y1 , (d3)D3 , (r3)R3))(e0,S0) of
((f)F , ((x)X , (d1)D1 , (r1)R1), ((f)F ((y)Y ), (d2)D2|(f)F ((y)Y ), (r2)R2))(e0,S0) via some ((h)H , (g)G)
with (x1)X1 =
(e0,S0)
(h)H((x)X) ∪ (t)T where
• (f1)F1|(t)T : (t)T →
(e0,S0)
(p)P is a bijective function
• ∀a ∈
(e0,S0)
(x)X∀b ∈
(e0,S0)
(p)P (((d4)D4((h)H(a), ((f1)F1|(t)T )−1(b)))R4 R=
(e0,S0)
lim
n→+∞
((d1)D1(a, ((q)Q(b))S(n)))R1)
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• ∀b1 ∈
(e0,S0)
(p)P∀b2 ∈
(e0,S0)
(p)P (((d4)D4(((f1)F1|(t)T )−1(b1), ((f1)F1|(t)T )−1(b2)))R4 R=
(e0,S0)
lim
n→+∞
((d1)D1(((q)Q(b1))S(n), ((q)Q(b2))S(n)))R1)
We conclude that (f)F : (x)X →
(e0,S0)
(y)Y is image extensible over
(((x)X , (d1)D1 , (r1)R1), ((y)Y , (d2)D2 , (r2)R2))(e0,S0).
Corollary 48. (Intermediate value theorem) Given
• metric space ((x)X , (d1)D1 , (r1)R1)(e0,S0)
• real-induced metric space ((r2)R2 , (d2)D2 , (r2)R2)(e0,S0)
• real function (f)F : (x)X →
(e0,S0)
(r2)R2
if
• ((x)X , (d1)D2 , (r1)R1)(e0,S0) is totally bounded
• ((x)X , (d1)D2 , (r1)R1)(e0,S0) is connected
• (f)F : (x)X →
(e0,S0)
(r2)R2 is extensible over (((x)X , (d1)D1 , (r1)R1), ((r2)R2 , (d2)D2 , (r2)R2))(e0,S0)
then if (c)C is a real number over (e0, S0) such that there exist a and b in the image of (f)F
with (a)R2
R
<
(e0,S0)
(c)C
R
<
(e0,S0)
(b)R2 then there exist (c1)R3
R
=
(e0,S0)
(c)C and a relation extension
((f1)F1 , ((x1)X1 , (d4)D4 , (r4)R4), ((r3)R3 , (d3)D3 , (r3)R3))(e0,S0) of
((f)F , ((x)X , (d1)D1 , (r1)R1), ((f)F ((x)X), (d2)D2 |(f)F ((x)X), (r2)R2))(e0,S0) via some ((g)G, (h)H)
with c1 ∈
(e0,S0)
(f1)F1((x1)X1) and where ((r3)R3 , (d3)D3 , (r3)R3)(e0,S0) is a real-induced metric space.
Proof. By theorem 43 and by theorem 44 we see that (f)F ((x)X) is connected. Let (c)C be a
real number over (e0, S0) such that there exist a and b in the image of (f)F with (a)R2
R
<
(e0,S0)
(c)C
R
<
(e0,S0)
(b)R2 . Let (s1)S1 =
(e0,S0)
{e ∈
(e0,S0)
(f)F ((x)X) | (e)R2
R
<
(e0,S0)
(c)C} and let (s2)S2 =
(e0,S0)
{e ∈
(e0,S0)
(f)F ((x)X) | (e)R2
R≥
(e0,S0)
(c)C}. Since (f)F ((x)X) is connected then the distance be-
tween (s1)S1 and (s2)S2 is 0, so we can construct an extension ((r3)R3 , (d3)D3 , (r3)R3)(e0,S0) of
((f)F ((x)X), (d2)D2|(f)F ((x)X), (r2)R2)(e0,S0) via some (h)H such that there exists c1 ∈
(e0,S0)
(r3)R3
with (c1)R3
R
=
(e0,S0)
(c)C . Using theorem 47 we obtain a relation extension
((f1)F1 , ((x1)X1 , (d4)D4 , (r4)R4), ((r3)R3 , (d3)D3 , (r3)R3))(e0,S0) of
((f)F , ((x1)X1 , (d1)D1 , (r1)R1), ((f)F ((x)X), (d2)D2 |(f)F ((x)X), (r2)R2))(e0,S0) via some ((g)G, (h)H)
with c1 ∈
(e0,S0)
(f1)F1((x1)X1).
Corollary 49. (Extreme value theorem) Given
• metric space ((x)X , (d1)D1 , (r1)R1)(e0,S0)
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• real-induced metric space ((r2)R2 , (d2)D2 , (r2)R2)(e0,S0)
• real function (f)F : (x)X →
(e0,S0)
(r2)R2
if ((x)X , (d1)D1 , (r1)R1)(e0,S0) is totally bounded and (f)F is extensible over
(((x)X , (d1)D1 , (r1)R1), ((r2)R2 , (d2)D2 , (r2)R2))(e0,S0) then there exists a relation extension
((f1)F1 , ((x1)X1 , (d4)D4 , (r4)R4), ((r3)R3 , (d3)D3 , (r3)R3))(e0,S0) of
((f)F , ((x)X , (d1)D1 , (r1)R1), ((r2)R2 , (d2)D2 , (r2)R2))(e0,S0) via some ((g)G, (h)H) such that there ex-
ists s ∈
(e0,S0)
(f1)F1((x1)X1) with (s)Y1
R
=
(e0,S0)
sup(f)F ((x)X) where ((r3)R3 , (d3)D3 , (r3)R3)(e0,S0) is a
real-induced metric space.
Proof. From extensibility and total boundedness we see by theorem 43 that (f)F is uniformly
continuous. From uniform continuity and total boundedness we see by theorem 45 that (f)F ((x)X)
is totally bounded so (f)F ((x)X) is bounded so sup(f)F ((x)X) exists. Using theorem 47 we obtain
the desired result.
7 Measure and integration
We take the view that if two sets have the same closure (in a given metric space) then they convey
the “same information” in a measure-theoretic setting. Since completeness of certain metric spaces
is unachievable we see why that view is suitable. Now we adapt that view to define “metric rings”
(of sets) and reformulate the notion of measure.
Definition 79. Let ((x)X , (d)D, (r)R)(e0,S0) be a metric space and (g)G a set of subsets of (x)X
over (e0, S0). If
• ∀e ∈
(e0,S0)
(g)G∀f ∈
(e0,S0)
(g)G((e)G =
(e0,S0)
(f)G ⇒ e = f)
• ∀e∀f((e ∈
(e0,S0)
(g)G ∧ f ∈
(e0,S0)
(g)G)⇒ ∃h ∈
(e0,S0)
(g)G((h)G =
(e0,S0)
(e)G \ (f)G))
• ∀e∀f((e ∈
(e0,S0)
(g)G ∧ f ∈
(e0,S0)
(g)G)⇒ ∃h ∈
(e0,S0)
(g)G((h)G =
(e0,S0)
(e)G ∪ (f)G))
• ∀e(e ∈
(e0,S0)
(g)G ⇒ ∃h ∈
(e0,S0)
(g)G((h)G =
(e0,S0)
[(e)G]))
then we say that ((g)G, (x)X , (d)D, (r)R)(e0,S0) is a metric ring.
Definition 80. Given
• metric ring ((g)G, (x)X , (d)D, (r1)R1)(e0,S0)
• real function (m)M : (g)G →
(e0,S0)
(r2)R2
if
• ((m)M(a))R2
R≥
(e0,S0)
0 for any a ∈
(e0,S0)
(g)G
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• ((m)M([(a1)G] ∪ [(a2)G]))R2 + ((m)M([(a1)G] ∩ [(a2)G]))R2 R=
(e0,S0)
((m)M([(a1)G]))R2 + ((m)M([(a2)G]))R2 for any a1 ∈
(e0,S0)
(g)G and any a2 ∈
(e0,S0)
(g)G
• ((m)M([(a1)G \ (a2)G] ∩ [(a2)G]))R2 R=
(e0,S0)
0 for any a1 ∈
(e0,S0)
(g)G and any a2 ∈
(e0,S0)
(g)G
• ((m)M(a))R2 R=
(e0,S0)
((m)M([(a)G]))R2 for any a ∈
(e0,S0)
(g)G
then we say that ((m)M , (g)G, (r2)R2 , (x)X , (d)D, (r1)R1)e0,S0 is a measure space.
Now we define measurable sets.
Definition 81. Let ((m)M , (g)G, (r2)R2 , (x)X , (d)D, (r1)R1)(e0,S0) be a measure space and (x1)X1
a subset of (x)X over (e0, S0). If there exists a real number (r3)R3 over (e0, S0) such that for all
()E
R
>
(e0,S0)
0 there exist a1 ∈
(e0,S0)
(g)G and a2 ∈
(e0,S0)
(g)G with [(a1)G] ⊆
(e0,S0)
[(x1)X1 ] ⊆
(e0,S0)
[(a2)G] such
that ((m)M(a2))R2
R≤
(e0,S0)
((m)M(a1))R2 + ()E and ((m)M(a1))R2
R≤
(e0,S0)
(r3)R3
R≤
(e0,S0)
((m)M(a2))R2
then we say (x1)X1 is measurable over ((m)M , (g)G, (r2)R2 , (x)X , (d)D, (r1)R1)(e0,S0) and (r3)R3 is
the measure of (x1)X1 over ((m)M , (g)G, (r2)R2 , (x)X , (d)D, (r1)R1)(e0,S0) .
We see that the closure of a measurable set is measurable and the union of two measurable sets
is also measurable. On the other hand, the set difference of two measurable sets is not necessarily
measurable. For example it is possible to choose a measure space containing only finite unions of
intervals and construct a Smith-Volterra-Cantor type of set which is non-measurable but is the set
difference of two measurable sets. So it is not possible to ensure that “adding” measurable sets to
a measure space will still induce a measure space.
The next definitions will be used to define integrability and state a simple integrability theorem.
Definition 82. Let ((m)M , (g)G, (r2)R2 , (x)X , (d)D, (r1)R1)(e0,S0) be a measure space. If
• there exists a real-sufficient set (r)R over (e0, S0) such that for any x1 ∈
(e0,S0)
(x)X and any
real  ∈
(e0,S0)
(r)R with ()R
R
>
(e0,S0)
0 we have β(x1, ()R) ∈
(e0,S0)
(g)G (recall that β(x1, ()R) is
an open ball of radius ()R centered at x1)
• for any real number ()R3
R
>
(e0,S0)
0 there exists a real number (δ)R4
R
>
(e0,S0)
0 such that for any
x1 ∈
(e0,S0)
(x)X we have ((m)M(β(x1, (δ)R4)))R2
R
<
(e0,S0)
()R3
then we say that ((m)M , (g)G, (r2)R2 , (x)X , (d)D, (r1)R1)(e0,S0) is a standard measure space.
Definition 83. Given
• measure space ((m)M , (g)G, (r2)R2 , (x)X , (d)D, (r1)R1)(e0,S0)
• subset (a)A of (x)X over (e0, S0)
• finite set (p)P over (e0, S0)
52
if
• ∀x1 ∈
(e0,S0)
(p)P (x1 ∈
(e0,S0)
(g)G)
• [ ⋃
x1 ∈
(e0,S0)
(p)P
(x1)G] =
(e0,S0)
[(a)A]
• ∀x1 ∈
(e0,S0)
(p)P∀x2 ∈
(e0,S0)
(p)P (x1 6= x2 ⇒ ((m)M([x1] ∩ [x2]))R2 R=
(e0,S0)
0)
then we say that (p)P is a partition of (a)A over ((m)M , (g)G, (r2)R2 , (x)X , (d)D, (r1)R1)(e0,S0).
Note that if (p)P is a partition of (a)A over ((m)M , (g)G, (r2)R2 , (x)X , (d)D, (r1)R1)(e0,S0) then
we see that
∑
pi ∈
(e0,S0)
(p)P
((m)M(pi))R2
R
=
(e0,S0)
((m)M(a1))R2 where [(a1)G] =
(e0,S0)
[(a)A].
Definition 84. Given
• real function (f)F : (a)A →
(e0,S0)
(r1)R1
• measure space ((m)M , (g)G, (r3)R3 , (x)X , (d)D, (r2)R2)(e0,S0)
if for any real number ()E
R
>
(e0,S0)
0 there exists a partition (p)P =
(e0,S0)
{p1, p2, . . . , pn} of (a)A over
((m)M , (g)G, (r3)R3 , (x)X , (d)D, (r2)R2)(e0,S0) and real numbers
(u)U , (u1)U , (u2)U , . . . , (un)U , (l)L, (l1)L, (l2)L, . . . , (ln)L all over (e0, S0) such that
(ui)U
R
=
(e0,S0)
sup
b ∈
(e0,S0)
(pi)G
((f)F (b))R1 and (li)L
R
=
(e0,S0)
inf
b ∈
(e0,S0)
(pi)G
((f)F (b))R1
(u)U
R
=
(e0,S0)
n∑
i=1
(ui)U((m)M(pi))R3 and (l)L
R
=
(e0,S0)
n∑
i=1
(li)L((m)M(pi))R3
(u)U − (l)L
R
<
(e0,S0)
()E
then we say that (f)F : (a)A →
(e0,S0)
(r1)R1 is simply integrable over
((m)M , (g)G, (r3)R3 , (x)X , (d)D, (r2)R2)(e0,S0).
Theorem 50. Given
• measure space ((m)M , (g)G, (r3)R3 , (x)X , (d)D, (r2)R2)(e0,S0)
• (a)A ⊆
(e0,S0)
(x)X
• real-induced metric space ((r1)R1 , (d1)D1 , (r1)R1)(e0,S0)
• real function (f)F : (a)A →
(e0,S0)
(r1)R1
if
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• (f)F : (a)A →
(e0,S0)
(r1)R1 is extensible over
(((a)A, (d)D|(a)A, (r2)R2), ((r1)R1 , (d1)D1 , (r1)R1))(e0,S0)
• ((m)M , (g)G, (r3)R3 , (x)X , (d)D, (r2)R2)(e0,S0) is a standard measure space
• there exists a1 ∈
(e0,S0)
(g)G such that (a1)G =
(e0,S0)
[(a)A]
• (a)A is totally bounded over ((x)X , (d)D, (r2)R2)(e0,S0)
then (f)F : (a)A →
(e0,S0)
(r1)R1 is simply integrable over
((m)M , (g)G, (r3)R3 , (x)X , (d)D, (r2)R2)(e0,S0).
Proof. Let a1 ∈
(e0,S0)
(g)G such that (a1)G =
(e0,S0)
[(a)A]. Now lets consider an arbitrary real num-
ber ()E
R
>
(e0,S0)
0. By total boundedness of (a)A and extensibility we get that (f)F is uniformly
continuous (using theorem 43). Let (δ)E1
R
>
(e0,S0)
0 be such that
∀x1∀x2(((d)D(x1, x2))R2
R
<
(e0,S0)
(δ)E1 ⇒ |((f)F (x1))R1 − ((f)F (x2))R1|
R
<
(e0,S0)
()E/((m)M(a1))R3)
By total boundedness there exists a finite cover of (a)A by balls of radius less than (δ)E1/2.
Since ((m)M , (r3)R3 , (g)G, (x)X , (d)D, (r2)R2)(e0,S0) is standard then by connectedness of real sets
(and the triangle inequality) there exists a finite cover (t)T =
(e0,S0)
{t1, t2, . . . , tn} of (a)A such
that, for i = 1, 2, . . . , n, (ti)G is in (g)G and is a ball of radius less than or equal to (δ)E1 . Let
(b)B =
(e0,S0)
{b1, b2, . . . , bn} such that (bi)G =
(e0,S0)
(ti)G ∩ (a1)G for i = 1, 2, . . . , n.
Let
(k)K =
(e0,S0)
{( ⋂
i ∈
(e0,S0)
(c)C
(bi)G) \
⋃
j ∈
(e0,S0)
{1,2,...,n}\(c)C
(bj)G | (c)C ⊆
(e0,S0)
{1, 2, . . . , n} and
(c)C 6=
(e0,S0)
∅}
We now verify that (k)K is a partition of (a1)G.
1)Measure of intersections is zero:
Let (c1)C1 ⊆
(e0,S0)
{1, 2, . . . , n} and (c2)C2 ⊆
(e0,S0)
{1, 2, . . . , n} with (c1)C1 6=
(e0,S0)
∅, (c2)C2 6=
(e0,S0)
∅ and
(c1)C1 6=
(e0,S0)
(c2)C2 .
Either there exists q such that q ∈
(e0,S0)
(c1)C1 and q /∈
(e0,S0)
(c2)C2 or there exists q such that
q ∈
(e0,S0)
(c2)C2 and q /∈
(e0,S0)
(c1)C1 .
If there exists q such that q ∈
(e0,S0)
(c1)C1 and q /∈
(e0,S0)
(c2)C2 then q ∈
(e0,S0)
{1, 2, . . . , n} \ (c2)C2 .
So
(
⋂
i ∈
(e0,S0)
(c1)C1
(bi)G) \
⋃
j ∈
(e0,S0)
{1,2,...,n}\(c1)C1
(bj)G ⊆
(e0,S0)
(bq)G ⊆
(e0,S0)
⋃
j ∈
(e0,S0)
{1,2,...,n}\(c2)C2
(bj)G
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which implies
[(
⋂
i ∈
(e0,S0)
(c2)C2
(bi)G) \
⋃
j ∈
(e0,S0)
{1,2,...,n}\(c2)C2
(bj)G] ∩ [(
⋂
i ∈
(e0,S0)
(c1)C1
(bi)G) \
⋃
j ∈
(e0,S0)
{1,2,...,n}\(c1)C1
(bj)G]
⊆
(e0,S0)
[(
⋂
i ∈
(e0,S0)
(c2)C2
bi) \
⋃
j ∈
(e0,S0)
{1,2,...,n}\(c2)C2
(bj)G] ∩ [
⋃
j ∈
(e0,S0)
{1,2,...,n}\(c2)C2
(bj)G]
so
((m)M([(
⋂
i ∈
(e0,S0)
(c2)C2
(bi)G) \
⋃
j ∈
(e0,S0)
{1,2,...,n}\(c2)C2
(bj)G]∩
[(
⋂
i ∈
(e0,S0)
(c1)C1
(bi)G) \
⋃
j ∈
(e0,S0)
{1,2,...,n}\(c1)C1
(bj)G]))R3
R≤
(e0,S0)
((m)M([(
⋂
i ∈
(e0,S0)
(c2)C2
(bi)G) \
⋃
j ∈
(e0,S0)
{1,2,...,n}\(c2)C2
(bj)G] ∩ [
⋃
j ∈
(e0,S0)
{1,2,...,n}\(c2)C2
(bj)G]))R3
R
=
(e0,S0)
0
It follows that
((m)M([(
⋂
i ∈
(e0,S0)
(c2)C2
(bi)G) \
⋃
j ∈
(e0,S0)
{1,2,...,n}\(c2)C2
(bj)G]∩
[(
⋂
i ∈
(e0,S0)
(c1)C1
(bi)G) \
⋃
j ∈
(e0,S0)
{1,2,...,n}\(c1)C1
(bj)G]))R3
R
=
(e0,S0)
0
By the same logic, if there exists q such that q ∈
(e0,S0)
(c2)C2 and q /∈
(e0,S0)
(c1)C1 we also obtain
((m)M([(
⋂
i ∈
(e0,S0)
(c2)C2
(bi)G) \
⋃
j ∈
(e0,S0)
{1,2,...,n}\(c2)C2
(bj)G]∩
[(
⋂
i ∈
(e0,S0)
(c1)C1
(bi)G) \
⋃
j ∈
(e0,S0)
{1,2,...,n}\(c1)C1
(bj)G]))R3
R
=
(e0,S0)
0
2)C losure of union of partition elements is [(a)A]:
We first prove that ⋃
i ∈
(e0,S0)
{1,2,...,n}
(bi)G ⊆
(e0,S0)
⋃
j ∈
(e0,S0)
(k)K
(j)K
It will suffice to show that for any (c)C ⊆
(e0,S0)
{1, 2, . . . , n} we have
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⋂
i ∈
(e0,S0)
(c)C
(bi)G ⊆
(e0,S0)
⋃
j ∈
(e0,S0)
(k)K
(j)K
Proceed by induction on n− card((c)C) + 1 where (c)C ⊆
(e0,S0)
{1, 2, . . . , n}.
If card((c)C) = n then we easily see that (c)C =
(e0,S0)
{1, 2, . . . , n} and⋂
i ∈
(e0,S0)
{1,2,...,n}
(bi)G ⊆
(e0,S0)
⋃
j ∈
(e0,S0)
(k)K
(j)K
Suppose that for some m, if card((c)C) = m and m > 1 we have⋂
i ∈
(e0,S0)
(c)C
(bi)G ⊆
(e0,S0)
⋃
j ∈
(e0,S0)
(k)K
(j)K
Consider a set (c1)C1 ⊆
(e0,S0)
{1, 2, . . . , n} with card((c1)C1) = m− 1. We have
((
⋂
i ∈
(e0,S0)
(c1)C1
(bi)G) \
⋃
j ∈
(e0,S0)
{1,2,...,n}\(c1)C1
(bj)G) ⊆
(e0,S0)
⋃
j ∈
(e0,S0)
(k)K
(j)K
By hypothesis it follows that for all l ∈
(e0,S0)
{1, 2, . . . , n} \ (c1)C1 we have
((bl)G ∩
⋂
i ∈
(e0,S0)
(c1)C1
(bi)G) ⊆
(e0,S0)
⋃
j ∈
(e0,S0)
(k)K
(j)K
so ⋃
l ∈
(e0,S0)
{1,2,...,n}\(c1)C1
((bl)G ∩
⋂
i ∈
(e0,S0)
(c1)C1
(bi)G) ⊆
(e0,S0)
⋃
j ∈
(e0,S0)
(k)K
(j)K
Since ⋃
l ∈
(e0,S0)
{1,2,...,n}\(c1)C1
((bl)G ∩
⋂
i ∈
(e0,S0)
(c1)C1
(bi)G) =
(e0,S0)
(
⋂
i ∈
(e0,S0)
(c1)C1
(bi)G) ∩ (
⋃
l ∈
(e0,S0)
{1,2,...,n}\(c1)C1
(bl)G)
then we get
((
⋂
i ∈
(e0,S0)
(c1)C1
(bi)G) \
⋃
j ∈
(e0,S0)
{1,2,...,n}\(c1)C1
(bj)G)
∪((
⋂
i ∈
(e0,S0)
(c1)C1
(bi)G) ∩ (
⋃
i ∈
(e0,S0)
{1,2,...,n}\(c1)C1
(bi)G))
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⊆
(e0,S0)
⋃
j ∈
(e0,S0)
(k)K
(j)K
which implies ⋂
i ∈
(e0,S0)
(c1)C1
(bi)G ⊆
(e0,S0)
⋃
j ∈
(e0,S0)
(k)K
(j)K
So by induction we see that (bi)G ⊆
(e0,S0)
⋃
j ∈
(e0,S0)
(k)K
(j)K for any i ∈
(e0,S0)
{1, 2, . . . , n} and obtain
⋃
i ∈
(e0,S0)
{1,2,...,n}
(bi)G ⊆
(e0,S0)
⋃
j ∈
(e0,S0)
(k)K
(j)K
Since ⋃
j ∈
(e0,S0)
(k)K
(j)K ⊆
(e0,S0)
⋃
i ∈
(e0,S0)
{1,2,...,n}
(bi)G
we obtain ⋃
i ∈
(e0,S0)
{1,2,...,n}
(bi)G =
(e0,S0)
⋃
j ∈
(e0,S0)
(k)K
(j)K
We conclude that
[(a)A] =
(e0,S0)
[
⋃
i ∈
(e0,S0)
{1,2,...,n}
(bi)G] =
(e0,S0)
[
⋃
j ∈
(e0,S0)
(k)K
(j)K ]
Let (h1)H1 : (k)K →
(e0,S0)
(r4)R4 be a real function such that
∀ki ∈
(e0,S0)
(k)K(((h1)H1(ki))R4
R
=
(e0,S0)
sup((f)F ((ki)K))).
and let (h2)H2 : (k)K →
(e0,S0)
(r5)R5 be a real function such that
∀ki ∈
(e0,S0)
(k)K(((h2)H2(ki))R5
R
=
(e0,S0)
inf((f)F ((ki)K))).
Let
(u)U
R
=
(e0,S0)
∑
ki ∈
(e0,S0)
(k)K
((h1)H1(ki))R4((m)M(ki))R3
(l)L
R
=
(e0,S0)
∑
ki ∈
(e0,S0)
(k)K
((h2)H2(ki))R5((m)M(ki))R3
We get
(u)U − (l)L R=
(e0,S0)
∑
ki ∈
(e0,S0)
(k)K
(((h1)H1(ki))R4 − ((h2)H2(ki))R5)(mM(ki))R3
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R≤
(e0,S0)
∑
ki ∈
(e0,S0)
(k)K
(()E/((m)M(a1))R3)(mM(ki))R3
R≤
(e0,S0)
()E
so (f)F : (a)A →
(e0,S0)
(r1)R1 is simply integrable over
((m)M , (g)G, (r3)R3 , (x)X , (d)D, (r2)R2)(e0,S0)
Further generalizations will be considered in subsequent papers.
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