which is purely algebraic, is to show that under this assumption one can choose an O-basis y 1 , . . . , y r of A(F ) such that ψ 1 (x) / ∈ ψ 1 (Σ) + p a O for some a > 0; here ψ 1 : A(F ) → O is the projection onto the y 1 -coordinate.
The next step is to choose an appropriate place v of F . We work instead over the extensions F (A[p n ]) of F . Using Kummer theory and the Cebatorev density theorem, we show that there is a b > 0 such that for any sufficiently large n there is a place w of F (A[p n ]) with red w y 2 , . . . , red w y r ∈ p n A(k w ), while red w y 1 / ∈ p b i A(k w ) for any i; here pO = p Fix n ≥ a + b and choose such a place w. By hypothesis we have red w x = red w y for some y ∈ Σ. Expanding in terms of our chosen basis of A(F ), the choice of w implies that ψ 1 (x) − ψ 1 (y) red w y 1 ∈ p n A(k w ).
On the other hand, using the properties of ψ 1 and of w, one can show directly that (ψ 1 (x) − ψ 1 (y)) red w y 1 / ∈ p a+b A(k w ).
As n ≥ a + b, we have a contradiction, so that we must have had x ∈ Σ ⊗ Z (p) . This completes our sketch of the argument in this case.
We now review the contents of this paper in more detail. We begin in Section 1.1 with a review of Kummer theory and in Section 1.2 we adapt the methods of Bashmakov-Ribet as in [6] to prove that the cokernel of the p-adic Kummer map is bounded. In Section 1.3 we discuss the relation between Kummer theory and reduction maps.
In the sketch above we assumed that O was an integrally closed domain and that A(F ) was free over O. The algebra required to eliminate these assumptions is developed in Section 2. These results are combined with Kummer theory to produce places w as above in Section 3.1, and the proof of our main theorem is given in Section 3.2.
The author wishes to thank Ken Ribet for suggesting this problem and Mark Dickinson for helpful conversations. The author would also like to acknowledge the gp-pari computing package, as it was in the course of some seemingly unrelated calculations that some of the main ideas of this paper became apparent.
1. Kummer theory 1.1. Review of Kummer theory. Let A be an abelian variety over a number field
is defined as the composition
Gα with the first map a coboundary map for the Gal(F /F )-cohomology of the Kummer sequence
If Γ is an O-submodule of A(F ) and α ∈ O, we write F α ( 1 α Γ) for the extension of F α generated by all α th -roots of elements of Γ; alternately, F α ( 1 α Γ) is the fixed field of the intersection of the kernels of the homomorphisms κ α (Γ). The Galois group 
where M ni K i is the central simple algebra of n i × n i -matrices over the division ring
We record a second immediate consequence of (1.2) in the next lemma.
(with n i as in (1.1)) into K i [G p ∞ ]-modules, and there are natural injections
The decomposition (1.3) is functorial in the sense that there is a natural surjection
The main result of Kummer theory we need is the following. The proof is a straightforward adaptation of the methods of Bashmakov and Ribet. 
so that the general cyclic case follows from [2, Theorem 2] applied to A ′ . In fact, one has coker λ
′ ∈ A(F ) are sufficiently p-adically congruent, so that the same arguments apply for arbitrary x ∈ A(F ) ⊗ Z p .
For general Γ it suffices to show that each of the injections λ
. By Lemma 1.1 the map ϕ is given by evaluation at some x ∈ Γ ⊗ O K i ; using the injection K i ֒→ K p and scaling ϕ if necessary, we may in fact assume that x ∈ Γ ⊗ Z p . There is then a commutative diagram
The clockwise composition is zero by construction, so that we must have λ O·x i = 0 as well. By the cyclic case considered above this implies that x maps to zero in Γ ⊗ O K i . But then ϕ, which is evaluation at x, is also zero. This contradicts the surjectivity of ϕ and thus proves the proposition.
Reductions and Frobenius elements.
We write k w for the residue field of a finite extension F ′ of F at a place w and red w : A(F ′ ) → A(k w ) for the reduction map. 
. Since y and A[α] are both in A(k w ) we conclude that red w ′ x α is in A(k w ) as well. In particular, we have
On the other hand, Frob w ( We assume now that O is commutative. Suppose that a is an ideal of O such that βa ⊆ αO for some α, β ∈ O. Multiplication by β then yields a map
Lemma 1.4. Let α, β, a be as above and fix x ∈ A(F ). Let w be a finite place of F α , relatively prime to α, at which A has good reduction. If
Proof. We prove the contrapositive. Suppose that red w x ∈ aA(k w ). Then
so that there is y ∈ A(k w ) with β red w x = αy. On the other hand, fixing an α th -root x α of x in A(F ) and a place w ′ of F α ( x α ) lying above w, we also have
. From here the argument proceeds as in the second half of the proof of Lemma 1.3 above to show that β · λ 
has finite cokernel for any finitely generated O-module N .
Proof. Since O has finite index inÕ, it suffices to prove the result after replacing O byÕ and N by N ⊗ OÕ . We may therefore assume that O decomposes as a product O i of Dedekind domains. There is then a corresponding decomposition N = ⊕N i , and by the definition of a full map it suffices to prove the lemma for each factor N i ; that is, we may assume that O is a Dedekind domain. In this case every finitely generated O-module has a free submodule of finite index; this allows one to reduce to the case that N is free, and then to the case that N is free of rank one. (2.1) is then a map
between two free Z-modules of the same rank, so that it suffices to prove that it is injective. For this, note that (2.2) is O-linear; thus its kernel is an ideal of O. However, every non-zero ideal of O has finite index and Hom Z (O, Z) is torsion-free; therefore (2.2) must be either zero or injective. As t itself lies in the image, it is obviously non-zero.
We now fix a finitely generated O-module N and a Z-submodule M of N containing the Z-torsion submodule N tors of N . (Of course, some of the d i may be zero.) Writing x = a 1 y 1 + · · · + a r y r + t with a i ∈ Z and t ∈ N tors , the fact that x / ∈ M ⊗ Z (p) implies that there is some index i such that
Let ψ 0 : N → Z be #N tors times projection onto y i ; this is a well-defined map, and it follows from (2.3) that ψ 0 (x) / ∈ ψ 0 (M ) + p n Z for sufficiently large n. (In fact, n > ord p (a i · #N tors ) suffices.)
Fix a full map t : O → Z. By Lemma 2.1, we can find a non-zero integer b such that bψ 0 is in the image of (2.1). Thus there is an O-linear map ψ : N → O with bψ 0 = t • ψ. Since t(p n O) ⊆ p n Z, we conclude that ψ(x) / ∈ ψ(M ) + p n O for sufficiently large n, as desired. be the factorization of pÕ into prime ideals ofÕ; for each i ∈ {1, . . . , g} we let µ p (i) denote the unique j ∈ {1, . . . , h} such thatp i is the pullback of a prime ideal onÕ j . For y ∈ N we define I p (y) ⊆ {1, . . . , g} to be the set of indices i such that the image of y in N ⊗ OÕp i is non-torsion. In fact, since every proper ideal of each O j has finite index, we have
For i = 1, . . . , g and any n, we define ideals of O by
The reader is invited to focus on the case d = 0, when p i,n = p n i,1 and the analysis below is quite a bit simpler. In the general case, we have cp dpn i ⊆ p i,n ; since thep i are relatively prime, it follows that
Lemma 2.4. Let N be a finitely generated O-module. Fix α ∈ O and x ∈ N . Suppose that there is an index i and non-negative integers a, b such that:
. Let p denote the maximal ideal ofÕ, so thatp ei = pÕ; set p n =p ein ∩ O. With this notation we have α / ∈ p a and x / ∈ p b N , and it suffices to prove that αx / ∈ p a+b+d N . Note that α / ∈p eia , so that there is some β ∈Õ with αβ = p a . Set C =Õ/O andÑ = N ⊗ OÕ ; C is killed by p d and there is an exact sequence
Suppose now that αx ∈ p a+b+d N . Applying ι and multiplying by β, we find that p a ι(x) ∈ p a+b+dÑ . By (2.9) we have p dÑ ⊆ ι(N ), so that this implies that p a x − p a+b n ∈ ker ι for some n ∈ N . Again by (2.9) this kernel is killed by p d ; we conclude that p a+d x ∈ p a+b+d N.
Since x / ∈ p b N by hypothesis, this yields the desired contradiction.
3. Reductions of Mordell-Weil groups 3.1. Galois elements. Let A be an abelian variety over a number field F . By [5, Section 19, Corollary 2] the ring O := End F is a reduced, finite, flat Z-algebra. We further assume that it is commutative; we fix a rational prime p, and we continue with the notations of Section 2 for this ring O and prime p. By (2.6) we may fix a i,n ∈ p i,n and b i,n ∈ j =i p j,n such that
. The map
is then well-defined by (2.8).
Lemma 3.1. The cokernel of ϕ n is bounded independent of n.
Proof. Since p n ∈ p i,n we can define a map
As c g−1 p d(g−1) − b i,n ∈ p i,n , the map ϕ n • ψ n is just multiplication by c g−1 p dg . The lemma follows from this.
For an O-submodule Γ of A(F ), we now write 
Proof. The cokernel of the natural map
is bounded independent of n by the definition of a pre-basis. Combined with Proposition 1.2, it follows that the cokernel of
is bounded independent of n. Finally, by Lemma 3.1 we conclude that the cokernel of the map
is bounded independent of n. By the definition of the set I p (y i ), for each i ∈ I p (y 1 ) there is some m > 0 such that
,n+d ]) = 0 for sufficiently large n. (That is, these groups grow with n.) Since the cokernel of (3.1) is bounded, it follows that there is an integer b such that for sufficiently large n there is σ n ∈ g p n (A(F )) with
By the remarks preceding the lemma, this σ n is the required element of g p n (A(F )). 
Proof. Let n be sufficiently large and fix σ n as in Lemma 3.2. If w is a place of F p n with Frob w = σ n in g p n (A(F )), then w satisfies the conditions of the lemma by Lemmas 1.3 and 1.4. Since the Cebatorev density theorem guarantees the existence of infinitely many such w, the lemma follows.
3.2. Reduction of subgroups. We are now in a position to prove our main result. Proof. Suppose that x / ∈ Σ ⊗ Z (p) . By Proposition 2.3 we can then choose an O-pre-basis y 1 , . . . , y r of A(F ) such that there is an integer a with
Let b be the integer determined by y 1 , . . . , y r in Lemma 3.3 and fix n > a+b+2d. Let w be a place of F p n as in Lemma 3.3; by (3.2) we may further assume that there is a y ∈ Σ with red w x = red w y. Multiplying by η, by (2.4) we have ψ 1 (x) red w y 1 + · · · + ψ r (x) red w y r = ψ 1 (y) red w y 1 + · · · + ψ r (y) red w y r .
Thus ψ 1 (x) − ψ 1 (y) red w y 1 ∈ p n A(k w ) (3.4) by the definition of w.
Set α = ψ 1 (x) − ψ 1 (y); by (3.3) and (2.7), α / ∈ p i,a+d for some i. Fix such an i. Since α ∈ im ψ 1 , by (2.5) we have i ∈ I p (y 1 ); thus we also have red w y 1 / ∈ p i,b A(k w ) by the definition of w. Since A(k w )[p a+2d ] ⊆ p b A(k w ) (as A[p n ] ⊆ A(k w ) and a+b+ 2d < n), we may therefore apply Lemma 2.4 to conclude that αx / ∈ p a+b+2d A(k w ). Since a + b + 2d < n, this contradicts (3.4), and thus proves the proposition. Proof. This is immediate from Proposition 3.4 applied for all primes p.
