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AUTOMORPHISMS OF LINEAR FUNCTIONAL GRAPHS
OVER VECTOR SPACES
ALI MAJIDINYA
Abstract. Let Fq be a finite field with q elements, n ≥ 2 a positive integer,
V0 a n-dimensional vector space over Fq and T0 the set of all linear functionals
from V0 to Fq. Let V = V0 \{0} and T = T0 \{0}. The linear functional graph
of V0 dented by ̥(V), is an undirected bipartite graph, whose vertex set V is
partitioned into two sets as V = V ∪ T and two vertices v ∈ V and f ∈ T are
adjacent if and only if f sends v to the zero element of Fq (i.e. f(v) = 0). In
this paper, the structure of all automorphisms of this graph is characterized
and formolized. Also the cardinal number of automorphisms group for this
graph is determined.
Introduction
There are many investigations and studies on various graphs associated to
algebraic structures, for example, graphs associated to the vector spaces, modules,
rings and groups, for instance see [1], [2], [8] and [14]. There are results about
the graphs associated to symplectic spaces, orthogonal spaces or unitary spaces
over finite fields, we refer the reader to [4] and [5]. One of the most important
object for the graphs related to algebraic structures, is the automorphism group
of these graphs. There are many studies about the automorphism groups of the
graphs see [3], [7], [10], [11] and [12]. In particular for automorphisms of the
graphs related to the vector spaces see [9] and references therein. Wong et al.
in [15] have characterized the automorphisms of the zero-divisor graph, whose
vertex set consists of all rank one upper triangular matrices over a finite field.
In [9] Wang et al. have studied the transformation graphs of vector spaces.
They investigated the problem of whether or not a linear transformation sends
a vector to the zero vector. The problem was interpreted by language of graph
theory more explicitly. They defined the transformation graph of a vector space
over a finite field and studied the structure parameters of this graph, like di-
ameters, domination numbers and automorphisms. In [9, page13, part(c) ] the
authors have asked a question about the structure of the automorphisms of a
graph related to linear functionals of the vector spaces and have interested in the
problem of whether or not a linear functional of a vector space sends a vector to
the zero.
Following [9], in [13] Wang defined the dual graph of vector space V0 over
a finite field Fq denoted by DG(V), with the bipartite two coloring vertex set
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V = X ∪ X∗, where X is the set of one-dimensional subspaces of V0 and X∗ is
the set of one-dimensional sub spaces of dual space of V0 and two vertex S ∈ X
and T ∈ X∗ are adjacent if and only if f(s) = 0 for all f ∈ T and all s ∈ S. In
[9] the author have determined the domination number, independence number,
diameter and girth of DG(V), respectively, also such a graph is proved to be
distance transitive.
Note that the vertex set of dual graphDG(V) in [13] consists of one-dimensional
sub spaces. But the vertex set in [9] consists of nonzero vectors and nonzero
transformations.
Following [9, page13, part(c) ] the aim of this paper is to introduce a graph
related to the linear functionals on a vector space V0 over a finite field Fq, said
to be the linear functional graph of the vector space V0, which is denoted by
̥(V), where V = V0 \ {0}. It is interesting to think about the problem whether
or not a linear functional sends a vector to the zero, in the language of graph
theory to investigate the [9, page13, part(c) ] and [13, page12, Remark ]. The
importance of cardinal number for a finite group is well-known, so determining
the cardinal number for the automorphism group for these kinds of finite graphs
is another motivation to define the linear functional graphs. The first intro-
ductional section contains definitions, elementary observations ( like domination
number, connectivity and regularity of the graphs) and some needed later on. In
section 2 the concentrating is on characterizing the structure of automorphisms
for these graphs and this is done in theorems 2.16 and 2.18 for 2-dimensional and
n-dimensional vector spaces (n ≥ 3), respectively. The cardinal number of the
automorphism group of ̥(V) is determined in section 3 according to the theo-
rems 3.1 and 3.3. Finally, the section 4 concentrates on formolizing all of the
elements of automorphism group of the graph ̥(V)(see theorems 4.2 and 4.5).
1. Preliminaries
Let ̥ = (V,E) be a simple graph with the vertex set V and edge set E. Then
deg̥(v) stands for the degree of v ∈ V , i.e. the cardinality of the set of all vertices
which are adjacent to v. It is written u ∼ v if u and v are adjacent vertices in the
graph. A graph ̥ = (V,E) is said to be a bipartite graph with vertex bipartition
V = X ∪ Y if every edge of the graph has one end in X and another end in Y .
A subset D of the vertices of the graph ̥ is called a dominating set, if every
vertex in V \D is adjacent to at least one vertex of D. The minimum size of such
a subset is called the domination number of ̥. For a bipartite graph ̥ with
vertex bipartition V = X ∪ Y , a subset Z of X is said to be a dominating set of
Y if any vertex in Y is adjacent to at least one vertex of Z, and the domination
number of Y in this bipartite graph is the minimum size of a dominating set
of Y . For a positive integer k, the graph ̥ = (V,E) is said to be k-regular, if
deg̥(v) = k < ∞ for every v ∈ V . For the positive integers m,n the complete
bipartite graph Km,n is a bipartite graph, with vertex bipartition V = X∪Y , such
that |X| = m and |Y | = n and for every two vertices x ∈ X and y ∈ Y , x and
y are adjacent. Two simple nonempty graphs ̥ = (V,E) and ̥′ = (V ′, E ′) are
said to isomorphic if there exists a one to one correspondence ρ : V → V ′, such
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that for every x, y ∈ V , x and y are adjacent in ̥ if and only if ρ(x) and ρ(y) are
adjacent in ̥′. Such a ρ is said to be a graph isomorphism from ̥ to ̥′. If ρ is
an isomorphism form the graph ̥ to ̥, then ρ is said to be an automorphism of
the graph ̥. The subgraph of ̥ = (V,E) induced by a nonempty subset A ⊆ V
is denoted by 〈A〉.
Trough this paper assume Fq is a finite field with q elements, n ≥ 2 is an integer
and V0 = Fnq is the n-dimensional column vector space on Fq. Let T0 be the set
of all linear functionals from V0 to Fq. Let ei, with 1 ≤ i ≤ n, be the vector in
Fnq whose ith entry is 1 and all other entries are 0. Any vector v ∈ V can be
written as v =
∑n
i=1 aiei with ai ∈ Fq. Then for an element u =
∑n
i=1 uiei ∈ V0
consider the map fu : V0 → Fq with fu(x) = u1x1 + u2x2 + · · ·+ unxn, for every
x =
∑n
i=1 xiei ∈ V0. Clearly fu is a linear functional on V0. It is known that
every linear functional from V0 to Fq is of the form fu for a unique u ∈ V0(see[6]).
Indeed, for every u, x ∈ V0, fu(x) = u · x, the dot product( standard inner
product) of the vectors u and x in the vector space V0. Moreover, if we consider
the elements of V0 as n×1 matrices such a u = [u1 u2 . . . un]T , then fu(x) = uTx,
the product of two matrices uT and x, where uT is the transpose of the matrix
u. Trough this paper we also use the notations V0, V = V0 \ {0}, T0 and
T = T0 \ {0} as above known notations. In a vector space of dimension n, a
subspace of dimension (n-1) is called a hyperspace. Such spaces are sometimes
called hyperplanes or subspaces of codimension 1. For more definitions see [6].
Remark 1.1. Note that T0 is a n-dimensional vector space over Fq with the vector
addition fu + fv = fu+v and the scalar multiplication rfu = fru for every r ∈ Fq
and u, v ∈ V0. Moreover, |T0| = |V0| = qn and T0 and V0 are isomorphic vector
spaces as Fq-modules.
Definition 1.2. Let n ≥ 2 be an integer, Fq a field with q elements, V0 = Fnq as
vector space over the field Fq and T0 the set of linear functionals from V0 into Fq.
The linear functional graph of V0, denoted by ̥(V), is a bipartite graph, whose
vertex set V is partitioned into sets as V = T ∪ V such that V = V0 \ {0} is the
set of all nonzero vectors of V and T = T0 \ {0} is the set of all nonzero linear
functionals on V0, where two vertices fu ∈ T and v ∈ V are adjacent if and only
if fu(v) = 0 (i.e. v ∈ ker(fu) the null space of the linear functional fu).
Lemma 1.3. The degree of every vertex of ̥(V) is qn−1-1 and hence ̥(V) is a
(qn−1-1 )-regular graph.
Proof. Assume u ∈ V is an arbitrary element. Then linear functional fu : Fnq → Fq
is an Fq-module epimorphism. Hence the quotient module
Fnq
ker(fu)
and Fq are
isomorphic as Fq-modules. So ker(fu) contains exactly qn−1−1 nonzero elements.
Thus deg
̥(V)
(fu)=q
n−1 − 1. Then for every v ∈ V, clearly v ∼ fu if and only if
fv ∼ u. Hence q
n−1 − 1 = deg
̥(V)
(fu) = deg̥(V)(u). So the degree of every vertex
of ̥(V) is qn−1-1 and hence ̥(V) is a (qn−1-1)-regular graph. 
Lemma 1.4. The sets V and T have the same domination numbers in ̥(V) and
it is q + 1.
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Proof. The proof is similar as that of [9, Lemma 3.1]. By Lemma 1.3 for any
u ∈ V, deg
̥(V)
(fu) = q
n−1− 1. Note that for every v ∈ V, ker(fu) is a hyperspace
of V0. Then clearly for every two distinct elements u, v ∈ V, ker(fu) ∩ ker(fv)
contains at least a (n− 2)-dimensional subspace of V0. So ker(fu) ∩ ker(fv) has
at least qn−2 − 1 nonzero elements. Suppose {f1, f2, . . . , fs} is a dominating set
of V in ̥(V). Denote the neighbor set of fi in ̥(V) by N(fi). So |
⋃s
i=1N(fi)| ≤
s(qn−1−1)−(qn−2−1). Hence s(qn−1−1)−(qn−2−1) ≥ (qn−1). So s > q and hence
s ≥ q+1. On the other hand we will show that the set {fe1+ae2 | a ∈ Fq} ∪ {fe2}
is a dominating set for V in ̥(V), with q + 1 elements, where e1 = (1, 0, . . . , 0)
and e2 = (0, 1, 0 . . . , 0). To do this, let v =
∑n
i=1 aiei ∈ V . Then if a2 = 0 then
fe2 ∼ v and if a2 6= 0 then fe1− a1a2 e2
∼ v. Therefore the domination number of V
in ̥(V) is q + 1. Now, since by Lemma 1.3, ̥(V) is a (qn − 1)-regular graph,
|T| = |V| and fu ∼ v if and only if fv ∼ u for every u, v ∈ V, one can prove that
the domination number of T is also q + 1, similar as that of V. 
Theorem 1.5. The domination number of ̥(V) is 2q + 2.
Proof. Let D be a dominating set of V = T ∪ V in ̥(V). Clearly D ∩ T and
D ∩V are domination sets for V and T in ̥(V), respectively. So by Lemma 1.4,
| D ∩ T |≥ q + 1 and | D ∩ V |≥ q + 1. Then (D ∩ T) ∩ (D ∩ V) = ∅ implies
| D |≥ 2q + 2. Note that by Lemma 1.4 there are minimal dominating sets D1
and D2 for T and V in ̥(V), respectively, such that | D1 |=| D2 |= q+1. Clearly
D1 ∪D2 is a dominating set for V = T ∩ V in ̥(V) and |D1 ∪D2| = 2q + 2. So
the domination number of ̥(V) is 2q + 2. 
This section ends with the following remark about the connectivity of ̥(V).
Remark 1.6. Assume n ≥ 3. Then for all x, y ∈ V, ker(fx) ∩ ker(fy) is nonzero,
as ker(fx) and ker(fy) are hyperspaces with dimensions grater than 1. Then the
graph ̥(V) is a connected graph. To see this, note that for any x, y ∈ V such
that fx 6= fy, we have fx ∼ y (and hence x ∼ fy) otherwise, there exist two paths
fx ∼ a ∼ fy ∼ t ∼ fa ∼ y and x ∼ fa ∼ y, for a nonzero a ∈ ker(fx) ∩ ker(fy)
and a nonzero t ∈ ker(fy) ∩ ker(fa). For n = 2 in Remark 2.14 it is shown that
̥(V) is a disconnected graph.
2. Twin points and the structure of automorphisms of ̥(V)
For a simple graph ̥=(V,E) and any nonempty subset A of V , denote the
neighbor of the set A by N(A) = {x ∈ V | x ∼ a for some a ∈ A}. For the
simplicity if A = {a}, we denote N(A) by N(a). The vertices x and y of̥ are said
to be twin points if x and y have the same neighbors (i.e. N(x) = N(y)). Consider
a binary relation R in V as: xRy if and only if N(x) = N(y), (i.e. xRy if and
only if x and y are twin points). It is known that R is an equivalence relation in
V . Let τ be a mapping on the vertex set V of ̥, which stabilizes every equivalent
class of V and acts as a permutation on every equivalent class. It is easy to see
that τ(x) ∼ τ(y) if and only if x ∼ y. Thus τ is an automorphism of the graph
̥, which is called a permutation of twin points of ̥. In this section, twin points
classes of the graph ̥(V) are characterized. Then, as we will see in the next, the
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classes of twin points play main roles in characterizing the automorphisms and
determining the cardinal number of automorphism group of ̥(V).
Lemma 2.1. The vectors u, v ∈ V are twin points of the graph ̥(V) if and only
if u and v are linearly dependent vectors.
Proof. Let u and v have the same neighbors. So two linear equations uTx = 0 and
vTx = 0 have the same solutions in the vector space V0. Therefore the coefficient
matrices uT and vT are row-equivalent. This implies u = rv for a nonzero scaler
0 6= r ∈ Fq. So u and v are linearly dependent. To the converse let u = rv
for a scaler 0 6= r ∈ Fq. Then uT and vT are row-equivalent matrices. So the
linear equations systems uTx = 0 and vTx = 0 have the same solutions. So
ker(fu) = ker(fv), hence N(u) = N(v) and the proof is complete. 
Remark 2.2. In this paper Σ0 denotes the set of all 1-dimensional subspaces of
V0 = F nq and Σ = {W \ {0} | W ∈ Σ0} the set of all 1-dimensional subspaces
without zero vector of V0. In [9] the authors showed that Σ totally contains
qn−1
q−1
elements and every S ∈ Σ consists of exactly q − 1 nonzero vectors. Also V is
disjoint union of all S for S ∈ Σ. Along this paper for any A ⊆ V we use the
notation FA = {fu|u ∈ A}. It is easy to see that FS is a 1-dimensional subspace
without zero of T0, for every S ∈ Σ .
Now, using Lemma 2.1 we have the following Result.
Lemma 2.3. (1) The vectors u, v ∈ V as the vertices of ̥(V) are twin points if
and only if there exists an element S ∈ Σ such that u, v ∈ S.
(2)Two vertices fu, fv ∈ T are twin points if and only if u and v are twin points.
(3)For any S ∈ Σ, a ∈ S if and only if N(S)=N(a) if and only if N(FS)=N(fa).
(4)For every S1, S2 ∈ Σ, S1 6= S2 if and only if N(S1) 6= N(S2).
(5)For every S ∈ Σ, the subgraph 〈S ∪N(S)〉 of ̥(V), is a complete bipartite
graph isomorphic with Kq−1,qn−1−1.
Proof. Let S ∈ Σ. Then every two elements u and v of S are linearly dependent.
So by Lemma 2.1, all elements of S have the same neighbors and using Lemma
2.1 one can prove all the parts. 
Now, the aim is characterizing the structure of all automorphisms of the graph
̥(V). First we point to the two needed especial kinds of automorphisms for this
graph below:
(1) Similar as [9] for any invertible n × n matrix P over Fq, let χP be the
mapping on the vertex set of ̥(V) such that:
χ
P
(v) = Pv for v ∈ V and χ
P
(fu) = f(P−1)T u for any u ∈ V.
Assume u, v ∈ V. Then, χ
P
(fu)(χP (v)) = f(P−1)T u(Pv) = u
TP−1(Pv) = uTv =
fu(v). Hence fu(v) = 0 if and only if χP (fu)(χP (v)) = 0. So χP is an automor-
phism of the graph ̥(V), which we said to be the regular automorphism of ̥(V)
induced by matrix P .
(2) For any field automorphism pi of Fq extend pi to vertices of ̥(V) as
follows:
6 A. MAJIDINYA
For every v =
∑n
i=1 viei ∈ V, define pi(v) =
∑n
i=1 pi(vi)ei and for every u ∈ V
define pi(fu) = fpi(u). Then one can see that this extending of pi on the vertices of
̥(V) is an automorphism of the graph ̥(V), which we said to be the extending
of field automorphism pi of the graph ̥(V).
Remark 2.4. We define for the set Σ, the set N(Σ) = {N(S) | S ∈ Σ}. So by
Lemma 2.3 part 4 and Remark 2.2, |Σ| = |N(Σ)| = q
n−1
q−1
.
Lemma 2.5. Let ρ : V → V be a permutation on the vertex set of ̥(V) such
that (ρ(H), ρ(N(H))) ∈ {(S,N(S))|S ∈ Σ}, for all H ∈ Σ. Then ρ is an
automorphism of the graph ̥(V).
Proof. Note that the assumption implies N(ρ(H)) = ρ(N(H)), for all H ∈ Σ.
Let fu ∼ v for some u, v ∈ V. We claim that ρ(fu) ∼ ρ(v). Since fu(v) = 0, there
exist a unique H ∈ Σ such that v ∈ H and fu ∈ N(H). By Lemma 2.3 for any
S ∈ Σ, the subgraph 〈S ∪N(S)〉 is isomorphic with the complete bipartite graph
Kq−1,qn−1−1. By assumption, (ρ(H), ρ(N(H))) ∈ {(S,N(S))|S ∈ Σ}. Hence
there exists an element S ∈ Σ such that ρ(H) = S and ρ(N(H)) = N(S).
Hence ρ(v) ∈ S and ρ(fu) ∈ N(S). So ρ(fu)(ρ(v)) = 0 and the claim is proven.
Conversely, let ρ(fu)(ρ(v)) = 0, for two elements u, v ∈ V. Then there exists a
unique H ∈ Σ such that v ∈ H . Let ρ(H) = S for a S ∈ Σ. Then ρ(fu)(ρ(v)) = 0
implies ρ(fu) ∈ N(ρ(H)) = ρ(N(H)) = N(S). Hence ρ(fu) = ρ(fu′), for a
fu′ ∈ N(H). Since ρ is one to one correspondence, we have fu = fu′ ∈ N(H). So
fu(v) = 0 as the subgraph 〈H ∪ N(H)〉 of ̥(V) is a complete bipartite graph.
Hence ρ is an automorphism of ̥(V).

Corollary 2.6. Let ρ be a permutation map on the vertex set of ̥(V) such that
ρ(H)=H and ρ(N(H))=N(H), for all H ∈ Σ. Then ρ is an automorphism of
̥(V).
Definition 2.7. Let ρ : V → V be a permutation map on the vertex set of ̥(V)
such that (ρ(H), ρ(N(H))) ∈ {(S,N(S))|S ∈ Σ} for all H ∈ Σ. Then we say
ρ is a one-dimensional subspaces permutation automorphism of graph ̥(V). In
particular when ρ(H) = H and ρ(N(H)) = N(H), for all H ∈ Σ, then ρ is said
to be a twin points automorphism of the graph ̥(V).
Lemma 2.8. Let ρ be an automorphism of the graph ̥(V). Then:
(1) If ρ(X) ⊆ T for some non empty X ⊆ V, then ρ(N(X)) ⊆ V.
(2) If ρ(Y ) ⊆ V for some non empty Y ⊆ T, then ρ(N(Y )) ⊆ T.
(3) For any S ∈ Σ either ρ(N(S)) ⊆ V or ρ(N(S)) ⊆ T.
(4) For any S ∈ Σ either ρ(S) ⊆ V or ρ(S) ⊆ T.
Proof. (1) Since ρ is an automorphism, then every element of ρ(N(X)) is adjacent
to an element ρ(X) ⊆ T. Hence ρ(N(X)) ⊆ V.
(2) The proof is similar to that of the part 1.
(3) By Lemma 2.3 for any x ∈ S, N(x) = N(S). Now, either ρ(x) ∈ V or
ρ(x) ∈ T. Hence by parts 1 and 2 either ρ(N(x)) ⊆ T or ρ(N(x)) ⊆ V. Therefore
either ρ(N(S)) ⊆ T or ρ(N(S)) ⊆ V.
(4) The proof is similar to that of the part 3. 
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Remark 2.9. Let ρ be a permutation on the vertex set V of a graph ̥. Then ρ
is an automorphism of the graph ̥, if and only if for every A ⊆ V , ρ(N(A)) =
N(ρ(A)). To the prove, let ρ be an automorphism, then x ∈ ρ(N(A)) ⇔ ρ−1(x) ∈
N(A) ⇔ (ρ−1(x) ∼ a, for some a ∈ A) ⇔ (x ∼ ρ(a), for some a ∈ A) ⇔ x ∈
N(ρ(A)). Conversely, the assumption implies, for any x ∈ V , ρ(N(x)) = N(ρ(x)).
So a ∼ x⇔ a ∈ N(x) ⇔ ρ(a) ∈ ρ(N(x)) ⇔ ρ(a) ∈ N(ρ(x))⇔ ρ(a) ∼ ρ(x).
Lemma 2.10. Let ρ be an automorphism of the graph ̥(V) and u, v ∈ V. Then:
(1) If ρ(u), ρ(v) ∈ V, then ρ(u) and ρ(v) are linearly independent, if and only
if u and v are linearly independent vectors of V0.
(2) If ρ(u), ρ(v) ∈ T, then ρ(u) and ρ(v) are linearly independent, if and only
if u and v are linearly independent vectors of V0.
Proof. (1) Let u and v are linearly independent. By Lemma 2.1 u and v are not
twin points. To the contrary, assume ρ(u) and ρ(v) are linearly dependent. Then
by Lemma 2.3 N(ρ(u)) = N(ρ(v)). Then since ρ is automorphism by Remark
2.9, ρ(N(x)) = N(ρ(x)) for every vertex x of ̥(V). So ρ(N(u)) = ρ(N(v)) and
hence N(u) = N(v), as ρ is one to one correspondence. Therefore u and v are
twin points, a contradiction. So ρ(u) and ρ(v) are linearly independent. The
converse is similar.
(2) The proof is similar as that of the part 1. 
Lemma 2.11. Let ρ be an automorphism of the graph ̥(V). Then for any
S ∈ Σ, either ρ(S) ∈ Σ or ρ(S) = FS′ for some S
′ ∈ Σ. In other words ρ acts as
a permutation on the set Σ ∪ {FS|S ∈ Σ}.
Proof. Notice that for any S ′ ∈ Σ, FS′ is a 1-dimensional subspace without zero
vector of T0. Let {x, y} ⊆ V or {x, y} ⊆ T. Then the Corollary 2.10 implies,
ρ(x) and ρ(y) are linearly dependent if and only if x and y are linearly dependent
vectors in V or in T. Note that two vertices of̥(V) are linearly dependent vectors
if and only if they are elements of a unique 1-dimensional subspace without
zero say S or FS, for a S ∈ Σ. Therefore ρ acts as a permutation on the set
Σ ∪ {FS|S ∈ Σ}, as S and FS are 1-dimensional subspaces without zero vector
of V0 and T0, respectively, for any S ∈ Σ. 
Now, the following result is useful for characterizing the automorphisms of the
graph ̥(V) in the next results.
Theorem 2.12. Let ρ : V → V be bijective map on the vertex set V = V ∪ T of
the graph ̥(V). Then the following conditions are equivalent:
(1) ρ is an automorphism of the graph ̥(V).
(2) ρ acts as a permutation on Σ ∪ {FS|S ∈ Σ} and ρ(N(S)) = N(ρ(S)) for
every S ∈ Σ.
(3) ρ acts as a permutation on Σ ∪ {FS|S ∈ Σ} and ρ(N(FS)) = N(ρ(FS))
for every S ∈ Σ.
Proof. (1)⇒ (2) Let ρ be an automorphism of̥(V), then by Lemma 2.11, ρ acts
as a permutation on the set Σ∪{FS|S ∈ Σ}. By Remark 2.9 ρ(N(S)) = N(ρ(S)),
for all S ∈ Σ.
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(2)⇒ (1) Assume ρ satisfies the condition 2 and x, s ∈ V. Then there exists a
unique S ∈ Σ such that s ∈ S and by Lemma 2.3 N(s) = N(S). So fx ∼ s if and
only if fx ∈ N(s) = N(S), if and only if ρ(fx) ∈ ρ(N(s)) = ρ(N(S)) = N(ρ(S)), if
and only if ρ(fx) ∼ ρ(s
′) for some s′ ∈ S. By assumption ρ(S) ∈ Σ∪{FS|S ∈ Σ}.
So ρ(S) = H or ρ(S) = FH, for a unique H ∈ Σ. Since ρ(s
′) ∈ H or ρ(s′) ∈ FH ,
by Lemma 2.3 N(ρ(s′)) = N(H) or N(ρ(s′)) = N(FH), for some H ∈ Σ. In
both cases N(ρ(s′)) = N(ρ(S)). So ρ(fx) ∼ ρ(s
′) for some s′ ∈ S, if and only
if ρ(fx) ∈ N(ρ(S)), if and only if ρ(fx) ∼ ρ(s), as ρ(S) ∈ Σ ∪ {FS|S ∈ Σ} and
hence 〈ρ(S) ∪ N(ρ(S))〉 is a complete bipartite graph. So fx ∼ s if and only if
ρ(fx) ∼ ρ(s).
(3)⇔ (1) The proof of this equivalency is similar as that of (2)⇔ (1). 
The following Lemma is useful for the next.
Lemma 2.13. Let ρ be an automorphism of the graph ̥(V). Then, for every
H ∈ Σ, ρ(FH) =
⋂
FH⊆N(S)
N(ρ(S)).
Proof. If FH ⊆ N(S) for a S ∈ Σ, then ρ(FH) ⊆ ρ(N(S)) = N(ρ(S)), as by The-
orem 2.12 ρ(N(S)) = N(ρ(S)), for every S ∈ Σ. So ρ(FH) ⊆
⋂
FH⊆N(S)
N(ρ(S)).
Now assume x ∈
⋂
FH⊆N(S)
N(ρ(S)). For every S ∈ Σ, if FH ⊆ N(S) then
x ∈ N(ρ(S)) = ρ(N(S)). Therefore for every S ∈ Σ, if FH ⊆ N(S) then
ρ−1(x) ∈ N(S). Note that every hyperspace without zero element of T0 is a
form of N(S), for a unique S ∈ Σ. So by [6, Corollary after Theorem 16] FH is
intersection of number of (n− 1) hyperspaces without zero of T0 and every such
a hyperspace without zero element is a N(S) containing FH, for a unique S ∈ Σ.
Therefore FH =
⋂
FH⊆N(S)
N(S). Thus ρ−1(x) ∈ FH . So x ∈ ρ(FH). Hence
ρ(FH) ⊇
⋂
FH⊆N(S)
N(ρ(S)). So ρ(FH) =
⋂
FH⊆N(S)
N(ρ(S)). 
Here, first we start investigate the structure of automorphisms of the graph
̥(V), for n=2. Since we will see in Remark 2.14, for n = 2 the graph ̥(V) is
not connected graph. Also we will see the main theorems for the cases n = 2 and
n ≥ 3 are not similar.
Remark 2.14. Let n = 2 and V0 = F2q. Then W is a hyperspace of V0 or T0 if and
only if W is a 1-dimensional subspace of V0 or T0, respectively. As we know for
every S ∈ Σ, N(S) and N(FS) are hyperspaces without zero elements of T0 and
V0, respectively. Hence N(S) ∈ {FH |H ∈ Σ} and N(FS) ∈ Σ, for all S ∈ Σ. By
Remark 2.4, |Σ| = q
2−1
q−1
= q + 1. Let Σ = {S1, S2, . . . , Sq+1}. By Lemma 2.3, if
Si 6= Sj then N(Si)∩N(Sj) = ∅, as the intersection of two distinct 1-dimensional
subspaces is zero. Therefore ̥(V) is a disconnected graph with q + 1 connected
components 〈S1 ∪N(S1)〉,〈S2 ∪N(S2)〉,. . .,〈Sq+1 ∪N(Sq+1〉. Clearly 〈Si ∪N(Si)〉
is a complete bipartite graph isomorphic with Kq−1,q−1 for all i = 1, 2, . . . , q + 1.
So every two components are isomorphic graphs.
Lemma 2.15. Assume n = 2 and S1, S2 ∈ Σ. Let σ : S1 ∪N(S1)→ S2 ∪N(S2)
be a bijection. Then the following conditions hold:
(1) σ is a graph isomorphism from 〈S1 ∪N(S1)〉 to 〈S2 ∪N(S2)〉 if and only if
either σ(S1) = S2 or σ(S1) = N(S2).
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(2) There are exactly 2((q − 1)!)2 graph isomorphisms from 〈S1 ∪ N(S1)〉 to
〈S2 ∪N(S2)〉.
Proof. (1) Clearly if σ(S1) = S2 (i.e. σ(N(S1)) = N(S2) ) or σ(S1) = N(S2)
(i.e. σ(N(S2)) = S1 ), then σ is an isomorphism. To the converse, similar as the
proof of Lemma 2.10, σ must send every two linearly dependent vectors to two
linearly dependent vectors. Since |N(Si)| = |Si| = q − 1, we have σ(S1) = S2 or
σ(S1) = N(S2).
(2) There are exactly the number of (q−1)!(q−1)! bijections σ : S1∪N(S1)→
S2 ∪N(S2) such that σ(S1) = S2 and σ(N(S1)) = N(S2). Also there are exactly
the number of (q − 1)!(q − 1)! bijections σ : S1 ∪N(S1)→ S2 ∪N(S2) such that
σ(S1) = N(S2) and σ(N(S1)) = S2. So the number of graph isomorphisms such
a σ : 〈S1 ∪N(S1)〉 → 〈S2 ∪N(S2)〉 is 2((q − 1)!)
2. 
In the following result the structure of automorphisms of ̥(V), where V0 = F2q
is characterized.
Theorem 2.16. Let n = 2. Then, a permutation ρ of the set V = V ∪ T is an
automorphism of the graph ̥(V), if and only if two following conditions hold:
(1) ρ acts as a permutation on the set of components(i,e. for every Si ∈ Σ
there exists a unique Sj ∈ Σ such that ρ(Si ∪N(Si)) = Sj ∪N(Sj).
(2) For Si, Sj ∈ Σ, if ρ(Si ∪N(Si)) = Sj ∪N(Sj) then ρ(Si) ∈ {Sj , N(Sj)}.
Proof. Let ρ be an automorphism, then using Remark 2.14, clearly ρ sends every
connected components to a connected component. So ρ acts as a permutation on
the set {Si∪N(Si)|Si ∈ Σ}. Hence the condition 1 holds. Assume ρ(Si∪N(Si)) =
Sj∪N(Sj). Then ρ acts necessarily as a graph isomorphism between 〈Si∪N(Si)〉
and 〈Sj ∪ N(Sj)〉. So by Lemma 2.15, we have ρ(Si) = Sj or ρ(Si) = N(Sj)
and hence the condition 2 holds. The converse is clear as each component of
̥(V) is isomorphic to the complete bipartite graph Kq−1,q−1 and the proof is
complete. 
By Theorem 2.16, for n = 2 it is possible to have an automorphism ρ of ̥(V)
such that ρ(V) /∈ {V,T}. But for n ≥ 3 the following holds.
Corollary 2.17. Let ρ be an automorphism of ̥(V) and n ≥ 3. Then, either
ρ(V) = V or ρ(V) = T(i.e. either ρ(T) = T or ρ(T) = V).
Proof. Note that by Lemma 2.8, for any S ∈ Σ either ρ(S) ⊆ V or ρ(S) ⊆ T.
To the contrary assume S1 6= S2 are two elements of Σ such that ρ(S1) ⊆ V and
ρ(S2) ⊆ T. Then consider FH , for a H ∈ Σ, such that FH ⊆ N(S1)∩N(S2),(Note
that n ≥ 3 and hence N(S1) ∩ N(S2) 6= ∅ and hence there exists such a FH).
Then by Lemma 2.13, ρ(FH) =
⋂
FH⊆N(S)
N(ρ(S)) ⊆ N(ρ(S1)) ∩ N(ρ(S2)) = ∅,
as N(ρ(S1)) ⊆ T and N(ρ(S2)) ⊆ V, a contradiction. So either ρ(S) ⊆ V for all
S ∈ Σ, or ρ(S) ⊆ T for all S ∈ Σ. This implies either ρ(V) = V or ρ(V) = T. 
In the following result for n ≥ 3, the structure of automorphisms of the graph
̥(V) is characterized.
Theorem 2.18. For the integer n ≥ 3 the permutation ρ : V → V is an auto-
morphism of ̥(V), if and only if exactly one of the following conditions holds:
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(1) ρ acts as a permutation on Σ and ρ(FH)=
⋂
FH⊆N(S)
N(ρ(S)), for all H ∈ Σ.
(2) ρ acts as a bijection Σ → {FH |H ∈ Σ} and ρ(FH) =
⋂
FH⊆N(S)
N(ρ(S)),
for all H ∈ Σ.
Proof. Let ρ be an automorphism, then by Corollary 2.17, either ρ(V) = V or
ρ(V) = T. By Theorem 2.12 ρ acts as a permutation on Σ ∪ {FH |H ∈ Σ},
so clearly at most one of the two conditions holds. So if ρ(V) = V, then by
Lemma 2.13, ρ(FH) =
⋂
FH⊆N(S)
N(ρ(S)), for all H ∈ Σ and hence the condition
1 holds. If ρ(V) = T, then by Theorem 2.12 ρ acts as a one to one correspondence
Σ → {FH |H ∈ Σ} and hence the condition (2) holds. To the converse, assume
the condition (1) holds. We have to show that ρ is an automorphism of the graph
̥(V). First note that FH is a 1-dimensional subspace without zero element of
T0 and N(S) is a hyperspace without zero of T0, for every S,H ∈ Σ. For a
fixed H ∈ Σ one can see that for every S ∈ Σ either FH ⊆ N(S) or FH ∩
N(S) = ∅. On the other hand for any S ∈ Σ since ρ(S) ∈ Σ, we conclude
that N(ρ(S)) is also hyperspace without zero of T0. If S1 6= S2 then by Lemma
2.3 N(S1) 6=N(S2) and also since ρ(S1) 6=ρ(S2) we have N(ρ(S1)) 6=N(ρ(S2)) two
distinct hyperspaces with out zero of T0. So by [6, Corollary after Theorem 16]
the intersection
⋂
FH⊆N(S)
N(ρ(S)) is the intersection of exactly (n-1) numbers
of distinct hyperspaces without zero of T0, as FH is an intersection of exactly
(n-1) numbers of distinct hyperspaces with out zero of the form N(S), for some
S ∈ Σ. Hence
⋂
FH⊆N(S)
N(ρ(S)) must be a 1-dimensional subspace without
zero of T0 say FH′, for a H ′ ∈ Σ. Therefore ρ(FH)=FH′∈{FH |H ∈ Σ}. Now,
we claim that ρ acts as a permutation on {FH |H ∈ Σ}. To the claim assume
H 6=H ′ are two arbitrary elements of Σ. Then there exist S 6= S ′ ∈ Σ such that
FH ∩N(S
′)=∅, FH′ ∩N(S)=∅, FH ⊆ N(S), FH′ ⊆ N(S
′). So ρ(FH′)*N(ρ(S))
and ρ(FH) * N(ρ(S ′)). But ρ(FH) ⊆ N(ρ(S)) and ρ(FH′) ⊆ N(ρ(S ′)). So⋂
FH⊆N(S)
N(ρ(S)) 6=
⋂
FH′⊆N(S)
N(ρ(S)) and hence ρ(FH) 6=ρ(FH′) and the claim
is proven. By Theorem 2.12 it is enough to show that ρ(N(S)) = N(ρ(S)) for
all S ∈ Σ. Let fx ∈ ρ(N(S)) and so fx = ρ(fx′) for a unique fx′ ∈ N(S). Then
there exists a unique H ∈ Σ such that fx′ ∈ FH. Note that FH ⊆ N(S), as
FH is a 1-dimensional subspace without zero in N(S), generated by fx′ . Then
the condition (1) implies fx = ρ(fx′) ∈ ρ(FH) =
⋂
FH⊆N(S)
N(ρ(S)). Therefore
fx ∈ N(ρ(S)). So ρ(N(S)) ⊆ N(ρ(S)). One can see that |ρ(N(S))|=|N(ρ(S))|
and so ρ(N(S))=N(ρ(S)). Thus ρ is an automorphism of the graph ̥(V).
The equivalency related to the condition (2) has a similar proof as that of the
condition (1) and the proof is complete. 
3. Cardinal number of the automorphism group of ̥(V)
It is well-known in the group theory, the cardinal number of any finite group is
very important parameter for studying a group and its subgroups. In this section
the aim is determining the cardinal number of the automorphism group for the
graph ̥(V).
Theorem 3.1. For n = 2, the graph ̥(V) has exactly (q + 1)!(2((q − 1)!)2)q+1
automorphisms.
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Proof. By Remark 2.14 and Theorem 2.16, the set of automorphisms of ̥(V)
are exactly the set of extensions of all permutations on the set of components
{〈S1 ∪N(S1)〉,〈S2 ∪N(S2)〉,. . .,〈Sq+1 ∪N(Sq+1〉} to the automorphisms of ̥(V).
The set of components has (q + 1)! permutations. Consider a fixed permutation
on the set of components. Then by Lemma 2.15 this permutation makes the
number of 2((q − 1)!)2 isomorphisms from a component to its image under this
permutation. Since there are q+1 components, using multiple principle we have
(2((q − 1)!)2)q+1 automorphisms of ̥(V), for this permutation. So in total there
are (q + 1)!(2((q − 1)!)2)q+1 automorphisms of ̥(V) for all of permutations. 
Remark 3.2. Assume n ≥ 3 and ρ is an automorphism of the graph ̥(V). Then,
by Corollary 2.17, either ρ(V) = V( and hence by Theorem 2.18, ρ act as a
permutation on Σ) or ρ(V) = T(and hence by Theorem 2.18, ρ acts as a bijection
Σ→ {FH|H ∈ Σ}). Then by Theorem 2.18 for every H ∈ Σ, ρ(FH) is obtained
uniquely by the intersection
⋂
FH⊆N(S)
N(ρ(S)). By Theorem 2.18 the set of
automorphisms of ̥(V) are exactly the set of extensions of all permutations
satisfying either the condition (1) or (2) in Theorem 2.18 to the automorphisms
of ̥(V). Note that every such a permutation extends (often not uniquely) to an
automorphism of ̥(V) and it is possible to count all such extensions and hence
all automorphisms of ̥(V) as we will see in the following result.
Theorem 3.3. Let n ≥ 3 be a positive integer, then the following conditions hold:
(1) Let P = {ρ| ρ is an automorphism of the graph ̥(V) such that ρ(V) = V}.
Then |P| = ( q
n−1
q−1
)!((q − 1)!)2
qn−1
q−1 .
(2) Let T = {ρ| ρ is an automorphism of the graph ̥(V) such that ρ(V) = T}.
Then |T | = ( q
n−1
q−1
)!((q − 1)!)2
qn−1
q−1 .
(3) ̥(V) has exactly 2( q
n−1
q−1
)!((q − 1)!)2
qn−1
q−1 graph automorphisms.
Proof. First remember that |Σ| = |{FH |H ∈ Σ}| =
qn−1
q−1
.
(1) By Theorem 2.18, ρ ∈ P if and only if ρ acts as a permutation on Σ and
for any H ∈ Σ, ρ(FH) is determined uniquely by ρ(FH) =
⋂
FH⊆N(S)
N(ρ(S)),
say FH′ for a H
′ ∈ Σ. There are ( q
n−1
q−1
)! permutations on Σ. Note that for
each pair S, S ′ ∈ Σ, there are exactly (q − 1)! bijections from S to S ′. So for
every permutation on Σ, there are exactly ((q − 1)!)
qn−1
q−1 bijections from V to
V. Hence all permutations on Σ in total have ( q
n−1
q−1
)!((q − 1)!)
qn−1
q−1 bijections
(i.e. one to one functions) from V to V. On the other hand, there are ex-
actly (q − 1)! bijections from FH to FH′ (note that we fixed ρ(FH) = FH′).
Since |{FH|H ∈ Σ}| =
qn−1
q−1
, all permutations ρ on Σ in total have exactly
((q−1)!)
qn−1
q−1 acceptable bijections from T to T. By multiple principle there are
exactly ( q
n−1
q−1
)!((q−1)!)
qn−1
q−1 ((q−1)!)
qn−1
q−1 automorphisms of ̥(V) such a ρ, with
ρ(V) = V and ρ(T) = T. So |P| = ( q
n−1
q−1
)!((q − 1)!)2
qn−1
q−1 .
(2) By Theorem 2.18, ρ ∈ T if and only if ρ acts as a bijection Σ→{FH |H ∈Σ}
and for every H ∈ Σ ρ(FH) is determined uniquely by
⋂
FH⊆N(S)
N(ρ(S)). For
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counting all elements of T we do similar as in the proof of the part (1). For each
pair S,H ∈ Σ there exist (q − 1)! bijections from S to FH . So for every fixed
bijection from Σ to {FH|H ∈ Σ} there exist ((q−1)!)
qn−1
q−1 bijections from V to T.
There are exactly ( q
n−1
q−1
)! bijections from Σ to {FH|H ∈ Σ}, all of them in total
have exactly ( q
n−1
q−1
)!((q − 1)!)
qn−1
q−1 bijections such that each of them sends V to
T. Note that since for every H ∈ Σ, ρ(FH) is determined uniquely, similar as the
proof of part (1)there are exactly ((q−1)!)
qn−1
q−1 acceptable bijections such that each
of them sends T to V. Hence by multiple principle |T | = ( q
n−1
q−1
)!((q − 1)!)2
qn−1
q−1 .
(3) By Remark 3.2 and Theorem 2.18 the cardinal number of the automorphism
group of the graph ̥(V) is |P|+ |T | where the sets P and T are as in the parts
(1) and (2), respectively. 
In the following result the number of all automorphisms such a ρ of the graph
̥(V) is determined such that ρ(S) = S and ρ(FH) = FH for all S,H ∈ Σ. These
kinds of automorphisms are exactly the set of all automorphisms which stabilize
the twin points( i.e. they are permutations on twin points).
Theorem 3.4. Let I = {ρ| ρ is an automorphism of the graph ̥(V) and ρ(S)=S
for all S ∈ Σ}. Then |I| = ((q − 1)!)2
qn−1
q−1 .
Proof. Assume ρ ∈ I is an automorphism of the graph ̥(V). Then since ρ(S)=S
for all S ∈ Σ, by Theorem 2.18 ρ(FH)=FH for all H ∈ Σ. Every S ∈ Σ has
(q − 1)! permutations. Note that |Σ| = q
n−1
q−1
. So there are exactly ((q − 1)!)
qn−1
q−1
permutations such a ρ on V such that ρ(S) = S for all S ∈ Σ. Similarly there are
((q−1)!)
qn−1
q−1 permutation such a ρ on T such that ρ(FH) = FH for all H ∈ Σ. So
by multiple principle ̥(V) has exactly ((q−1)!)2
qn−1
q−1 automorphisms such a ρ such
that ρ(S) = S and ρ(FH) = FH for all S,H ∈ Σ. Hence |I| = ((q− 1)!)
2 q
n−1
q−1 
4. Formolizing the automorphisms of ̥(V)
The aim of this section is decomposing the automorphisms of ̥(V) to the
combinations of known automorphisms. In fact, the aim is formolizing the auto-
morphisms.
Lemma 4.1. Assume n ≥ 3, B={e1, e2, . . . , en} is the standard basis of V0 and
ρ is an automorphism of ̥(V). Then the set ρ(B)={ρ(e1), ρ(e2), . . . , ρ(en)} is
linearly independent.
Proof. Note that by Lemma 2.17, ρ(B) ⊆ V or ρ(B) ⊆ T. Assume ρ(B) ⊆ V.
With no lose of generality define ρ(0) = 0 and ρ(f0) = f0. By the contrary
assume ρ(B) = {ρ(e1), ρ(e2), . . . , ρ(en)} is linearly dependent. Then there exists
a nonzero n×n matrix A on Fq such that Aρ(ei) = 0 for all i = 1, 2, ..., n. Define
the matrix ρ−1(A) whose ith row is ρ−1(Ri) , where Ri is the ith row of A as a
transpose of a vector of V0, for i = 1, 2, ..., n. Notice that ρ−1(Ri) is zero when
Ri is zero. Then since ρ
−1 is an automorphism of ̥(V), Riρ(e1) = 0 implies
ρ−1(Ri)(e1) = 0, for all i = 1, 2, ..., n and hance the the first column of ρ
−1(A) is
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zero. Then Riρ(e2) = 0 implies ρ
−1(Ri)(e2) = 0, for all i = 1, 2, ..., n and hance
the the second column of ρ−1(A) is zero. Similarly we conclude that all columns
of ρ−1(A) is zero, a contradiction, since A has a nonzero row say Rj and ρ−1 is
an automorphism of ̥(V), so ρ−1(Rj) 6= 0. So ρ(B) is linearly independent. For
the case ρ(B) ⊆ T similarly one can see that ρ(B) is linearly independent. 
Theorem 4.2. For n ≥ 3 let ρ be a bijective mapping on the vertex set of ̥(V).
Then ρ is an automorphism of ̥(V) if and only if exactly one of the following
condition holds:
(1) ρ(V) = V and ρ = χP ◦ pi ◦ τ ;
(2) ρ(V) = T and ρ = σ ◦ χP ◦ pi ◦ τ ,
where χP is the regular automorphism induced by an invertible matrix P , pi is
the extending of a field automorphism of Fq on ̥(V), τ is a permutation of twin
points of ̥(V) and σ is the automorphism with σ(fu) = u and σ(u) = fu, for
every u ∈ V.
Proof. The sufficiency conditions is clear. So let ρ be an automorphism ̥(V).
By Lemma 2.17 either ρ(V) = V or ρ(V) = T.
Case 1: Assume ρ(V) = V. We will show that the condition (1) holds. Let
P=(ρ(e1), ρ(e2), ..., ρ(en)) be the block matrix with ρ(ei) as its ith column and
denote χ
P−1
oρ by ρ1. Then ρ1(ei)=χ
P−1
oρ(ei)=(P
−1)ρ(ei)=ei, for i = 1, 2, ..., n.
So ρ1(ei)=ei, for all i=1, 2, ..., n. A nonzero vector u ∈ V is said to be monic if its
first (from top) nonzero entry is 1. Set W = {u ∈ V| u is a monic vector}. Now,
for every v ∈ V, ρ1(v) = ru for a scalar r ∈ Fq and a unique u ∈ W , which will be
written as ρ1(v) ≡ u (mod Fq). For every u ∈ W set Su = {ru| 0 6= r ∈ Fq}. Then
Su ∈ Σ is a 1-dimensional subspace without zero of V0. Clearly if u1 6= u2 ∈ W ,
then Su1∩Su2 = ∅. Also for every t ∈ V, ρ1(ft)=χP−1oρ(ft)=fru = rfu for a scalar
r ∈ Fq and a unique u ∈ W , we say ρ1(ft)≡fu(mod Fq). Also for every u ∈ W , set
Fu={fru| 0 6= r ∈ Fq}. Then Fu is a 1-dimensional subspace without zero of T0.
Also u1 6= u2 ∈ W , then F
u1 ∩ Fu2 = ∅. It is easy to see that Σ = {Su|u ∈ W}
and {Fu|u ∈ W} = {FH |H ∈ Σ}. Similar as the proof of [9, Theorem 4.1] we will
continue the proof with some claims. Some of climes are similar as those of [9,
Theorem 4.1] and we will point to the similarities every where we use. Note that
for every v =
∑n
i=1 aiei ∈ V, fv = f(
∑n
i=1 aiei)
=
∑n
i=1 aifei. In fact considering
[9, Theorem 4.1], here to have a similar method to prove our theorem for the
graph ̥(V), we have replaced E1i the elementary matrix on Fq, by the linear
functional fei ∈ T, for i = 1, 2, . . . , n. Consequently, we have to replace the matrix∑n
i=1 aiE1i by the linear functional f(
∑n
j=1 aiei)
=
∑n
i=1 aifei. So consequently, in the
proof of [9, Theorem 4.1], one can see that in this paper we have to replace the
notation (mod G) with notation (mod Fq), where G is the group of n×n invertible
matrices on Fq. So by the mentioned replacements, we have a few claims below:
Claim 1. For v=
∑n
i=1 aiei∈W , assume ρ1(
∑n
i=1 aifei)≡
∑n
i=1 a
′
ifei (mod Fq), with∑n
i=1 a
′
iei ∈ W the set introduced before the claim. Then ai = 0 if and only if
a′i = 0. In particular, ρ1(fei)≡fei (mod Fq). Similarly for
∑n
i=1 aiei∈W , assume
that ρ1(
∑n
i=1 aiei)≡
∑n
i=1 a
′
iei (mod Fq), with
∑n
i=1 a
′
iei∈W , then ai = 0 if and
only if a′i = 0.
The proof is similar as that of [9, Claim 3].
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So for any a ∈ Fq, there exists a unique a′ ∈ Fq such that ρ1(ei+aej) ≡ ei+a′ej
(mod Fq). Thus for 1 ≤ i < j ≤ n, we can define a permutation piij on Fq
such that piij(0) = 0 and ρ1(ei + aej) ≡ ei + piij(a)ej (mod Fq). Similarly for
1 ≤ i < j ≤ n, we can define a permutation θij on Fq such that θij(0) = 0
and ρ1(fei+aej)≡fei+θij(a)ej (mod Fq). From fei−a−1ej ∼ ei + aej it follows that
fei+θij(−a−1)ej ∼ ei + piij(a)ej . Then similar as [9, Claim 5] for every 0 6= a ∈ Fq,
we have θij(−a
−1)piij(a) = −1, piij(−a
−1)θij(a) = −1.
Claim 2. For 1 ≤i<j≤n, we have ρ1(fei+
∑n
j=i+1 ajej
)≡fei+
∑n
j=i+1 θij(aj )ej
(mod Fq)
and ρ1(ei +
∑n
j=i+1 ajej) ≡ ei +
∑n
j=i+1 piij(aj)ej (mod Fq).
The proof is similar as that of [9, Claim 6].
Claim 3. For 2 ≤ i < j ≤n and a ∈ Fq, we have θij(a)=pi1i(1)θ1j(a) and
piij(a)=θ1i(1)pi1j(a).
The proof is similar as that of [9, Claim 7].
Claim 4. For 1≤i < j≤n, we have ρ1(ei+
∑n
j=i+1 ajej)≡ei+θ1i(1)
∑n
j=i+1 pi1j(aj)ej
(mod Fq) and ρ1(fei+
∑n
j=i+1 ajej
) ≡ fei+pi1i(1)
∑n
j=i+1 θ1j(aj )ej
(mod Fq), where θ11(1) =
pi11(1) = 1.
The proof is similar as that of [9, Claim 8].
Now, let pi the function on Fq defined as pi(a) =
pi12(a)
pi12(1)
for any a ∈ Fq. Then
similar as [9, Claim 9 and Clime 10], pi is a field automorphism of Fq. Let
Q = diag(1, pi12(1), ..., pi1n(1)) be a diagonal matrix. Then by explaining after
[9, Claim 10], pi−1 ◦ χ
Q−1
◦ ρ1 sends any u ∈ W to a nonzero scalar multiple of
u. Denote pi−1 ◦ χ
Q−1
◦ ρ1 by ρ2 for the convenience. Hence for every u ∈ W ,
{ρ2(u), u} ⊆ Su. So by Lemma 2.10, ρ2(Su) = Su, as every element v ∈ Su and u
are linearly dependent and so ρ2(v) ∈ Su. So ρ2(S) = S for every S ∈ Σ. Then
by Lemma 2.13 ρ2(FH) =
⋂
FH⊆N(S)
N(ρ2(S)) =
⋂
FH⊆N(S)
N(S) = FH for all
H ∈ Σ. Therfore ρ2 is a permutation of twin points of ̥(V).
Finally, in this case we have pi−1 ◦χQ−1 ◦χP−1 ◦ρ = τ , where τ is a permutation
of twin points. Thus ρ = χP0 ◦ pi ◦ τ , where P0 = PQ.
Case 2: Assume ρ(V) = T. Then consider the permutation σ on the vertex
set of ̥(V) such that σ(fu) = u and σ(u) = fu for every u ∈ V. Then for every
u, v ∈ V, v ∼ fu if and only if fv ∼ u if and only if σ(v) ∼ σ(fu). So σ is an
automorphism of ̥(V). Then, σ−1 ◦ρ(V) = V and σ−1 ◦ρ is an automorphism of
the graph ̥(V). So replacing ρ by σ−1 ◦ρ in part (1), implies σ−1 ◦ρ = χP0 ◦pi ◦τ
and hence ρ = σ ◦ χP0 ◦ pi ◦ τ . Hence the condition (2) holds. The proof is
complete. 
Now, for the graph ̥(V) where n = 2 the following remark is needed.
Remark 4.3. Assume n = 2 and ρ is an automorphism of ̥(V). Then by Remark
2.14 and Lemma 2.15, it is possible that for two S1 6= S2 ∈ Σ, we have ρ(S1) ⊆ T
and ρ(S2) ⊆ V(i.e. ρ(V) /∈ {V,T}). Now, define a permutation δ on the vertex
set of ̥(V) such that:
δ(fu)=
{
u, if ρ(v)=fu, for a v∈V;
fu, if ρ(fv)=fu, for a v∈V
and δ(v)=
{
fv, if ρ(fu)=v, for a u∈V;
v, if ρ(u)=v, for a u∈V.
It is easy to see that δ−1 ◦ ρ(V) = V. Then δ is an automorphism of ̥(V).
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Proof. Assume fx ∼ y. Then we have two cases:
Case 1) Since ρ is an an automorphism then, fx = ρ(v), for a v ∈ V, if and
only if y = ρ(ft), for a t ∈ V. Hence δ(fx) = x if and only if δ(y) = fy. Note that
x ∼ fy. Therefore fx ∼ y if and only if δ(fx) ∼ δ(y).
Case 2) Similar as the Case 1, fx = ρ(fv) for a v ∈ V if and only if ρ(y) = t,
for a t ∈ V. Hence δ(fx) = fx if and only if δ(y) = y. Therefore fx ∼ y if and
only if δ(fx) ∼ δ(y).
So δ is an automorphism of the graph ̥(V). 
Remark 4.4. Assume n = 2 and φ is a permutation on Fq such that φ(0) = 0.
We define a mapping φ on the vertex set of ̥(V) as follows for any vectors
u = ae1 + be2 and v = ce1 + de2 of V:
φ(fu)=
{
afe1+aφ(a
−1b)fe2 , if a 6=0
fu, if a=0
, φ(v)=
{
ce1−cφ(−cd
−1)−1e2, if cd 6= 0
v, if cd=0
Note that if fu(v) = ac + bd = 0, where ac and bd both are nonzero, then
a−1b+cd−1=0 and hence a−1b=−cd−1. So considering this relation, one can see
that φ is an automorphism of the graph ̥(V).
The following result states the form of automorphisms for ̥(V), where n = 2.
Theorem 4.5. For n=2, let ρ : V → V be a bijection on the vertex set of ̥(V).
Then ρ is an automorphism of ̥(V) if and only if ρ = δ ◦χP ◦φ ◦ τ , where χP is
the regular automorphism induced by an invertible matrix P , φ is a permutation
on Fq with φ(0) = 0, φ and δ are as just defined and τ is a permutation of twin
points of ̥(V).
Proof. Note that ρ(V) = V if and only if δ is identity. Then we have two cases
as following:
Case 1) First we assume δ is identity and hence ρ(V) = V. Similar as in
the proof of Theorem 4.2, there exists a 2 × 2 invertible matrix P such that
χ
P−1
◦ ρ(ei)=ei for every i = 1, 2. Denote χ
P−1
◦ ρ by ρ1. Then similar as
the proof of [9, Theorem 5.1], for any a ∈ Fq there exists a unique a′ ∈ Fq
such that ρ1(fe1+afe2) ≡ fe1+a
′fe2 (mod Fq). Thus ρ1 induces a permutation
φ on Fq such that φ(0) = 0 and ρ1(fe1 + afe2)≡fe1+φ(a)fe2 (mod Fq), and
hence ρ1(fe1+ae2)≡fe1+φ(a)e2(mod Fq). So the set {ρ1(fe1+ae2), fe1+φ(a)e2} is lin-
early dependent. Similarly, ρ1 induces a permutation θ on Fq such that θ(0) = 0
and ρ1(e1 + ae2)≡e1+θ(a)e2 (mod Fq). So the set {ρ1(e1 + ae2), e1+θ(a)e2}
is also linearly dependent. Since ρ1 is an automorphism, for every element
0 6= a ∈ Fq, the adjacency fe1−a−1e2∼e1 + ae2 implies ρ(fe1−a−1e2)∼ρ(e1 + ae2).
Hence fe1+φ(−a−1)e2 ∼ e1 + θ(a)e2 (as both of the sets {ρ(e1 + ae2), e1 + θ(a)e2}
and {ρ(fe1−a−1e2), fe1+φ(−a−1)e2} are linearly dependent and hence by Lemma 2.3
and Lemma 2.1 they consist of twin points). Hence θ(a) = −φ(−a−1)−1 for all
0 6= a ∈ Fq. So ρ1(e1+ae2) ≡ e1−φ(−a−1)−1e2 (mod Fq). Then the function φ as
in the remark 4.4 is an automorphism of ̥(V). One can see that for all a ∈ Fq:
(φ−1 ◦ρ1)(e1+ae2)≡e1+ae2 (mod Fq) and (φ−1 ◦ρ1)(fe1+ae2)≡fe1+ae2 (mod Fq).
Let τ = φ−1 ◦ρ1. Similar as Claim 5 in the proof of Theorem 4.2 one can see that
τ is a permutation of twin points of the graph ̥(V). Therefore ρ = χ
P
◦ φ ◦ τ .
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Case 2) If δ is not identity then by Remark 4.3 δ−1 ◦ ρ(V) = V. Then in
Case 1, one can replace ρ by the automorphism δ−1 ◦ ρ of ̥(V). Then we have
ρ = δ ◦ χP ◦ φ ◦ τ and the proof is complete. 
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