Abstract. Let k ≥ 2 be an integer and j an integer satisfying 1 ≤ j ≤ 4k − 5. We define a family {C j,k (z)} 1≤j≤4k−5 of eta quotients, and prove that this family constitute a basis for the space S 2k (Γ 0 (12)) of cusp forms of weight 2k and level 12. We then use this basis together with certain properties of modular forms at their cusps to prove an extension of the Ramanujan-Mordell formula.
Introduction
Let N, N 0 , Z, Q and C denote the sets of positive integers, non-negative integers, integers, rational numbers and complex numbers, respectively. Let N ∈ N. Let Γ 0 (N) be the modular subgroup defined by Let k ∈ Z. We write M k (Γ 0 (N)) to denote the space of modular forms of weight k for Γ 0 (N), and E k (Γ 0 (N)) and S k (Γ 0 (N)) to denote the subspaces of Eisenstein forms and cusp forms of M k (Γ 0 (N)), respectively. It is known that
The Dedekind eta function η(z) is the holomorphic function defined on the upper half plane H = {z ∈ C | Im(z) > 0} by the product formula η(z) = e πiz/12
An eta quotient is defined to be a finite product of the form f (z) = δ η r δ (δz), (1.2) 1 where δ runs through a finite set of positive integers and the exponents r δ are non-zero integers. By taking N to be the least common multiple of the δ's we can write the eta quotient (1.2) as f (z) = 1≤δ|N η r δ (δz), (1.3) where some of the exponents r δ may be 0. When all the exponents r δ are nonnegative, f (z) is said to be an eta product.
As in [11] throughout the paper we use the notation q = e(z) := e 2πiz with z ∈ H, and so |q| < 1 and q 1/24 = e(z/24). Ramanujan's theta function ϕ(z) is defined by
It is known that ϕ(z) can be expressed as an eta quotient as
The value of N(a 1 , . . . , a 4k ; n) is independent of the order of the a j 's.
Let k ≥ 2 be an integer, and let a j ∈ {1, 3}, 1 ≤ j ≤ 4k, with an even number of a j 's equal to 3. Then we write
where i is an integer with 0 ≤ i ≤ 2k. Ramanujan [17] stated a formula for N(1 2k , 3 0 ; n), which was proved by Mordell in [14] , see also [7, 3] . In this paper we define a family {C j,k (z)} 1≤j≤4k−5 of eta quotients, and prove that this family constitute a basis for the space S 2k (Γ 0 (12)) of cusp forms of weight 2k and level 12. We then use this basis together with certain properties of modular forms at their cusps to prove an extension of the Ramanujan-Mordell formula, that is, we give a formula for N(1 4k−2i , 3 2i ; n). For n, k ∈ N we define the sum of divisors function σ k (n) by
If n ∈ N we set σ k (n) = 0. We define the Eisenstein series E 2k (z) by
where B 2k are Bernoulli numbers defined by the generating function
The cusps of Γ 0 (N) can be represented by rational numbers a/c, where a ∈ Z, c ∈ N, c|N and gcd(a, c) = 1, see [15, p. 320] and [8, p. 103] . We can choose the representatives of cusps of Γ 0 (12) as 1, 1/2, 1/3, 1/4, 1/6, ∞.
Throughout the paper we use ∞ and 1/12 interchangeably as they are equivalent cusps for Γ 0 (12) .
Let f (z) be an eta quotient given by (1.3). A formula for the order v a/c (f ) of f (z) at the cusp a/c (see [15, p. 320 
We use the following theorem to determine if a given eta quotient is in M k (Γ 0 (N)). See [13 [12] and [10] . 
For N = 12 in (L4) of Theorem 1. Thus the expresion in (1.9) is a rational number if and only if r 2 + r 6 ≡ 0 (mod 2) and r 3 + r 6 + r 12 ≡ 0 (mod 2).
Statements of main results
For j, k ∈ Z we define an eta quotient C j,k (z) by
In the following theorem we give a basis for M 2k (Γ 0 (12)) when k ≥ 2.
The set of Eisenstein series
constitute a basis for M 2k (Γ 0 (12)).
For convenience we set
where B 2k are Bernoulli numbers given in (1.7). Also we write [j]f (z) := a j for f (z) = ∞ n=0 a n q n . We now give an extension of the Ramanujan-Mordell Theorem.
Theorem 2.2. Let k ≥ 2 be an integer and i an integer satisfying 0 ≤ i ≤ 2k. Let α k be as in (2.2). Then
The following theorem follows immediately from Theorem 2.2. Theorem 2.3. Let k ≥ 2 be an integer and i an integer with 0 ≤ i ≤ 2k. Then
where a (j,i,k) , c j,2k (n) and b (r,i,k) (r = 1, 2, 3, 4, 6, 12) are given in (2.9), (2.1), and (2.3)-(2.8) respectively.
Proof of Theorem 2.1
(a) By Theorem 1.1 we see that C j,2k (z) ∈ S 2k (Γ 0 (12)) for 1 ≤ j ≤ 4k − 5. It follows from (2.1) that {C j,2k (z)} 1≤j≤4k−5 is a linearly independent set. We deduce from the formulae in [18, Section 6.3, p. 98] that dim(S 2k (Γ 0 (12))) = 4k − 5.
Thus the set {C j,2k (z)} 1≤j≤4k−5 is a basis for S 2k (Γ 0 (12)).
(b) It follows from [18, Theorem 5.9 ] that
(c) Appealing to (1.1), the assertion follows from (a) and (b).
4. Fourier series expansions of η(rz) and E 2k (rz) at certain cusps Let k ≥ 2 be an integer. For convenience we set η r (z) = η(rz) for r ∈ N. We also set
The Fourier series expansions of η r (z) for r = 1, 2, 3, 4, 6, 12 at the cusp 1/c are given by the Fourier series expansions of η r (A −1 c z) at the cusp ∞.
In [11, Theorem 1.7 and Proposition 2.1] we take L = x y u v = L r as 
we obtain the Fourier series expansions of η r (z) for r = 1, 2, 3, 4, 6, 12 at the cusp 1/3 as 
we obtain the Fourier series expansions of η r (z) for r = 1, 2, 3, 4, 6, 12 at the cusp 1/4 as
12 n e n 
By (1.8), we have
, that is, the first terms of the Fourier series expansions of ϕ 4k−2i (z)ϕ 2i (3z) at cusps 1/2 and 1/6 are 0. This completes Table 4 .1. The following theorem is an analogue of [11, Proposition 2.1] for the Eisenstein series E 2k (tz). For convenience we set E (2k,t) (z) = E 2k (tz) for t ∈ N.
Theorem 4.1. Let k ≥ 2 be an integer and t ∈ N. The Fourier series expansion of E (2k,t) (z) at the cusp 1/c ∈ Q is
where g = gcd(t, c), y is some integer, and A c is given in (4.1).
Proof. The Fourier series expansion of E (2k,t) (z) at the cusp 1/c is given by the Fourier series expansion of E (2k,t) (A −1 c z) at the cusp ∞. We have
where γ = −t 0 −c −1 . As gcd(t/g, c/g) = 1, there exist y, v ∈ Z such that
we have
which completes the proof.
It folows from Theorem 4.1 and (1.6) that the first term of the Fourier series expansion of E 2k (tz) at the cusp 1/c is g t
Proofs of Theorems 2.2 and 2.3
Let k ≥ 2 be an integer and i an integer with 0 ≤ i ≤ 2k. By (1.4) we have
.
. By Theorem 2.1(c), we have a (1,i,k) , . . . , a (4k−5,i,k) . Since C 1,k (z), . . . , C 4k−5,k (z) are cusp forms, the first terms of their Fourier series expansions at all cusps are 0. We isolate a (j,i,k) to complete the proof of Theorem 2.2. Finally, Theorem 2.3 follows from (1.5), (1.6), (2.1) and Theorem 2.2.
Examples and Remarks
We now illustrate Theorems 2.2 and 2.3 by some examples.
Example 6.1. We determine N(1 6 , 3 2 ; n) for all n ∈ N. We take k = 2 and i = 1 in Theorems 2.2 and 2.3. By 
