ABSTRACT Seamlessly integrating image compression technique and secret data hiding technique into a single procedure for security and efficient data transmission is a novel research issue in modern, decentralized digital communication environments. The first joint data hiding and compression (JDHC) scheme on block truncation coding (BTC) compression domain is presented in this paper. In the compressing and embedding procedure, for the complex blocks, modified block truncation coding (MBTC) is utilized to embed secret data and compress blocks simultaneously, while further controlling the visual distortion that is caused during data embedding. For the smooth blocks, according to the current embedding bit, either image inpainting or block search order coding (BSOC) is used to embed secret data and compress blocks simultaneously with maintaining acceptable compression performance. According to the image compression codes that are provided as output, image decompression and secret bits extraction procedures can be conducted simultaneously. Experimental results indicate that outstanding compression bit rate can be achieved by the proposed JDHC scheme with satisfactory visual quality and hiding capacity.
I. INTRODUCTION
For efficient data transmission and information communication through the new-media oriented modern digital communication environments, compression techniques have become critical issues in both academia and industry [1] . Nowadays, image compression techniques have achieved a great improvement driven by a growing demand of efficient visual media communication. Over the last three decades, several compression techniques on images, such as BTC, JPEG, and vector quantization (VQ) [2] , have been presented.
JPEG is based on frequency domain, which can transform digital images into bit-streams with good compression rate, but with the cost of low compression efficiency [32] . It is because cover images are transformed
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by a frequency-oriented mechanism discrete cosine transformation (DCT), which would significantly decrease the compression speed. VQ is a block-based image compression technique, compression is achieved by transmitting the generated indices of codebook, instead of pixels in the spatial domain. VQ is more efficient compared with JPEG, however, it requires the help of an auxiliary codebook in compressing procedure [2] . The codebook is generated in pre-training procedure by clustering algorithm, which will cost a lot of time. BTC is also a block-based image compression technique in spatial domain [3] . It is one of the most representative technique that has been used extensively due to its simplicity and high efficiency on block based compression. BTC is considered simpler and more efficient compared with JPEG and VQ. Therefore, we will choose it as the basic compression technique in this study for better compression efficiency. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Delp and Mitchell proposed the original BTC scheme in 1979 [3] with the idea of moment preserving quantization. After coding a bitmap of each block, two quantization levels are obtained by using the standard deviation and mean pixel value. In the following years, diverse variants of conventional BTC were presented to improve the compression performance [4] - [9] . Absolute Moment Block Truncation Coding (AMBTC) [4] is the most famous BTC variant, in which absolute moments are preserved for block quantization rather than standard moments. The results showed that AMBTC can provide either better image quality or improved compression performance than conventional BTC. Ramana and Eswaran [5] then proposed an interpolative scheme by transmitting half of the bit plane in encoding phase of BTC compression. The bit rate of Ramana et al.'s scheme is 1.5 bpp, whereas the bit rates of both conventional BTC and AMBTC are 2bpp. To improve visual quality, Mathews et al. [7] proposed the MBTC scheme using a different quantizing method. In their scheme, three extremums of each block were calculated for quantizing instead of mean value and standard deviation. Consequently, compared with conventional BTC, better reconstructed image visual quality could be achieved under the bit rate of 2bpp.
Another critical issue of the information-oriented society is how to maintain the confidentiality of secret information during transmission for security and privacy protection. Traditional cryptographic algorithms encrypt the secret information into cipher text; however, the meaningless cipher text would attract the suspicion of malicious attackers. To reduce this possibility, many data hiding techniques have been presented in the past two decades [10] , [11] . However, size expansion could occur after embedding secret data in cover media. To reduce the size of stego-media, many scholars have devoted their attention to studying data hiding algorithms in BTC compression domain [12] - [18] . Generally, in traditional data hiding schemes designed for compression domain, data hiding procedure is conducted after original image is compressed. Thus, the asynchronous design of compression and hiding modules is inefficient, and may give malicious attackers opportunity to intercept the compressed image and interfere with the data hiding process. Therefore, in order to provide secure and efficient communications, it is crucial to determine how to integrate compression and secret embedding seamlessly into a single module.
With the purpose of jointing data hind and BTC compression simultaneously, in this paper, we tried to design the first JDHC scheme on BTC compression domain. On the sender side, for the complex blocks of an image, MBTC is utilized to embed secret data and compress stego-codestream simultaneously. For the smooth blocks of the image, image inpainting or BSOC is adaptively applied to hide the secret data and perform compression simultaneously. On the other side, the receiver can easily extract secret bits and derive reconstructed image at the same time. Generally, one secret bit could be embedded in each block by the proposed scheme with maintaining very good compression bit rate.
In addition, the stego-image would also keep very high visual quality, where the PSNRs of the stego-images are guaranteed to be more than 30 dB. To show the comparison results, the proposed scheme is further compared with the representative BTC compression scheme [8] , BTC based data hiding scheme [15] , and JDHC scheme [19] .
The remaining contents are organized as following: Section II describes the basic concept of MBTC and image inpainting. The proposed JDHC scheme is illustrated in Section III. In Section IV, we reported the experimental and comparison results of our scheme with several existing schemes. Section V shows the conclusions.
II. RELATED WORK
Literature review of related data hiding schemes in compression domain is presented in this section. In addition, MBTC and image inpainting are used in our proposed scheme. Therefore, some concepts of MBTC and image inpainting are described in subsection II.B and II.C, respectively, to provide related background information.
A. RELATED DATA HIDING SCHEMES IN COMPRESSION DOMAIN
Since images conventionally are compressed before transmitting over the Internet to reduce the requirement of transmission bandwidth, scholars have developed diverse data hiding schemes in the compression domain. Mobasseri et al. [30] proposed the first data hiding scheme in JPEG compression image. Since only a part of JPEG code stream was utilized by encoders, they embedded the secret bit by mapping a used variable length code (VLC) to an unused VLC. Qian and Zhang [31] then proposed an improved data hiding scheme by mapping one used VLC to several unused VLCs of the same size to improve the embedding capacity and preserve the size of the file. Liu et al. [32] presented a novel data hiding scheme in JPEG bitstream by using histogram modification. Secret data are embedded by modifying the VLC values slightly according to the peak point and nearest zero point of image histogram.
In terms of data hiding schemes in VQ compression domain, Lee et al. [33] presented a data hiding scheme for VQ indices based on neighboring. A sorted codebook was first utilized to compress the cover image into an index table, and neighboring correlation of four sub-codebooks was generated to further embed secret data. To improve embedding capacity, Lin et al. [34] proposed a scheme with the combination of search order coding and state codebook mapping to conduct the data hiding in VQ index table. The size of output code stream was reduced by their scheme, and a large amount of space was available for embedding secret data.
With respect to data hiding schemes in BTC compression domain, Lin and Chang [12] presented the first data hiding algorithm based on BTC. They performed substitution algorithm on quantization levels and introduced minimum distortion operation on bitmaps to reduce the distortion caused by data embedding. Later, Chang et al. [14] proposed a reversible algorithm with arranging the order of two quantizers and using the properties of side matching. Qin et al. [15] proposed a scheme based on optimal iterative BTC with embedding secret bits in LSB layers. Lin et al. [17] then presented a high-payload scheme by exploring the redundancy of each BTC-compressed block to improve hiding performance. They created four disjointed sets to hide data in embeddable blocks with different combinations of standard deviation and mean value. Later, Lin et al.'s scheme [17] was improved by Hong et al. [18] . Their scheme could offer higher hiding capacity and reduce the transmission size of stego-media with the utilization of interpolation technique [18] .
Generally, in traditional data hiding schemes in compression mentioned above, data hiding procedure is conducted after original image is compressed. Thus, the asynchronous design of compression and hiding modules is inefficient, and may give malicious attackers opportunity to intercept the compressed image and interfere with the data hiding process. In order to provide secure and efficient communications, Qin et al. [19] presented the first joint data hiding and compression (JDHC) technique, which was based on Side-Match Vector Quantization (SMVQ) compression. In their scheme, image blocks are compressed and secret data are adaptively embedded by conducting image inpainting or SMVQ. Recently, several JDHC schemes [20] - [22] which can embed secret data and compress the image simultaneously have been developed. However, all of the proposed JDHC schemes were only focused on the VQ compression domain. Since BTC is considered simpler and more efficient compared with VQ, we will choose it as the basic compression technique to propose the first jointing data hind and BTC compression scheme in this paper.
B. MODIFIED BLOCK TRUNCATION CODING (MBTC)
Mathews et al. [7] proposed MBTC compression scheme, which is a variant of BTC by using Max-min quantizers to improve the visual quality of restored image. At the beginning, original image is separated into several k×k-sized blocks without overlapping. Assuming p ij represents the pixel value of position (i, j) in each block. The mean pixels value m of each block can be defined as follows:
Then, find the block truncation value T with the following equation.
where min represents the minimum value of each block, and max represents the maximum value. After that, each block's binary bitmap b will be obtained by denoting the position where pixel value is higher than T as ''1'', and the rest as ''0''. Denoting low mean of each block as l and high mean as h, they will be calculated as:
where n is the number of ''1'' in bitmap b, i.e. the number of pixels whose value is higher than T . The compression code of this block will consist of (l, h, b). The block can be easily restored by replacing '0' in bitmap b with l, and replacing '1' with h during decoding procedure. Fig.1 shows a basic compression and reconstruction example of MBTC. The block size is 4 × 4 pixels in this example. Block truncation value T of this block can be calculated as 14.5 according to Eq. (1). Since there are seven pixels values greater than 14.5, n equals to 7. Bitmap b will be obtained by denoting the position where pixel value is greater than 14.5 as ''1'', and the rest as ''0''. According to Eq. (3) and (4), l and h will be calculated as 20 and 10, respectively. The compression code will be (10, 20, 1101110001100000). During reconstruction, the image block can be easily restored by replacing '0' in bitmap b with 10, and replacing '1' with 20.
C. IMAGE INPAINTING
Image inpainting [26] , [27] is a restoring technology to repair missing data of an image. The partial differential equation (PDE) [23] - [25] is one the most extensively used image inpainting technology. PDE-based image inpainting schemes can achieve very good recovering performance small flaws and thin structures of an image. The PDE-based scheme was first proposed by Bertalmio et al. [23] for digital image inpainting. They used a fluid dynamics model for recovering missing regions. The PDE-based inpainting scheme was designed to smoothly diffuse pixels information from their surrounding areas along the isophote directions. The fluid dynamics model has been found to be a successful PDE-based inpainting scheme, and it has been adopted frequently in various applications. Qin et al. [19] found it suitable to apply image inpainting in the compression of the relatively smooth blocks of an image, and proposed the first JDHC scheme in SMVQ compression domain. The detailed fluid dynamics model is described in the following paragraphs.
We denoted B x as the current processing block that needs inpainting, and RB as the region that includes B x and the available neighboring regions of B x . Assuming B(i, j) is the pixel's value in position (i, j) of RB. Laplacian B(i, j) is used as a smoothness measure of RB. By using the fluid dynamics inpainting model, the details in B x may be restored by propagating the foregone information of the neighboring regions into B x along the isophote directions. Since, the gradient vector ∇B(i,j) gives the direction of largest change for given pixel B(i, j) in RB. The 90-degree rotation
gives the direction of smallest change, which is the isophote directions. The isophote directions field is defined in Eq. (5):
where e 1 and e 2 represent unit directional vectors. After the inpainting process, ∇ ⊥ B (i, j) should be normal to the gradient of the smoothness B(i, j), shows in Eq. (6):
The scalar product in Eq. (6) represents projection of the smoothness changes onto the isophote directions field. By letting the change of image's pixel values of time t be equaled to the projection value in Eq. (6), the following PDE can be acquired:
When the pixel values of B x is reaching a stable state, the information diffusion of this inpainting model will be terminated. As a result, the gray values of current block B x can be restored effectively without resulting serious blurring phenomena at the blocks.
III. THE PROPOSED SCHEME
A BTC-based JDHC scheme that seamlessly integrates compression and secret data hiding into a single module is presented in this section. In general, blocks in a cover image can be categorized as complex or smooth, according to the correlation among the pixels in the block. A smooth block is a block that has pixels those are highly correlated with neighboring pixels, so we say that this block is highly correlated with its neighboring blocks. However, a complex block is a block that has pixels that are highly separated from neighboring pixels, which means this block is highly separated with its neighboring regions. For the smooth blocks, image inpainting or BSOC is designed to hide secret data and simultaneously compress data by utilizing the correlation of adjoining blocks. MBTC can achieve a better decompressed image quality compared with image inpainting and BSOC, but with the cost of a higher compression ratio. Thus, with the purpose of controlling visual distortion, MBTC is utilized to hide secret bits and simultaneously compress complex blocks. The details of the proposed JDHC scheme are illustrated in the following sections.
A. PROCEDURE FOR IMAGE COMPRESSION AND SECRET DATA EMBEDDING
A parameter R (R=2 i , where i ∈ N ,) and a Euclidean distance threshold TH are first predetermined for block search order coding and distortion control, respectively. First, the original M × N-sized original image is separated into blocks with k × k size without overlapping. Fig. 2 presents the general procedure for image compression and secret data embedding of each processed block. Notably, the current processing block is denoted as B x in the following paragraphs, and R − 1 neighboring blocks of B x are chosen according to the searching order illustrated in Fig. 3 . In the example of Fig. 3 , the parameter R is chosen as 8, which means that 7 neighboring blocks of B x are selected to conduct search-order coding. The numbers ranged from 0 to 7 presented in Fig. 3 are the search order of neighboring blocks B n (n = 0, 1 . . . (R − 2)). For each neighboring block B n the Euclidean distance E n is calculated using Eq. (8): Smallest Euclidean distance in E n is selected as E min of block B x , and the corresponding neighboring block B n with value E min is selected as the most similar neighboring block of block B x . If E min is greater than the threshold TH, it implies B x has lower correlation with its neighboring area and is located in a relatively complex region. Thus, in order to control visual distortion, MBTC is utilized to process block B x , and an indicator bit ''0'' is added at the front of the compression code of B x . The secret data is embedded by arranging the order of l and h in compression code: if secret bit is ''1'', l is arranged in front of h; conversely, h is arranged in front of l when secret bit is ''0''. Thus, if secret bit is ''1,'' B x is encoded into 0 // l // h // bitmap; otherwise, it is encoded into 0 // h // l // bitmap.
If E min is lower than the threshold TH, it implies that B x is similar with its neighboring area and is located in a smooth region. Hence, under such condition, either inpainting or BSOC is adaptively utilized to compress and embed secret data simultaneously. Notably, in order to differentiate from blocks that are compressed by MBTC, an indicator bit ''1'' is added in front of the compression code of block B x when inpainting or BSOC is used. If secret bit is ''0'', BSOC is utilized to conduct block compression. In other words, the binary representation of index value n of most similar neighboring block B n will be used to represent B x in the compression code. For example, if R is set as 8, the most similar neighboring block for B x is 3, and secret bit is ''0.'' Then, the B x will be encoded into 1 011. However, if secret bit is ''1'', B x is processed by image inpainting. The binary representation of value R − 1 will be used to represent the compressed code of B x . For example, if R is set as 8 and secret bit is ''1'', B x will be encoded into 1 111 according to our designed data hiding strategy and compression policy.
In general, a 4×4-sized block that is compressed using MBTC requires 33 bits compression code, i.e., 1 bit for the indicator ''0'', 8 bits for h, 8 bits for l, and 16 bits for bitmap b. A 4×4-sized block compressed using BSOC requires 1+|log 2 R| bits to be encoded, i.e., 1 bit for the indicator ''1'' and |log 2 R| bits for the index value n. A 4×4-sized end if 24. end procedure block compressed using image inpainting requires 1+|log 2 R| bits to be encoded, i.e., 1 bit for the indicator ''1'' and |log 2 R| bits for the value R − 1. Furthermore, one secret bit can be simultaneously hidden during block compression. The pseudo code of block compression and secret data embedding procedure is presented in Algorithm 1.
B. IMAGE DECOMPRESSION AND SECRET DATA EXTRACTING PROCEDURE
According to the received compression codes, the proposed image decompression and secret data extracting procedure can help the receiver to perform decompression and data VOLUME 7, 2019 extracting at the same time. Fig. 4 shows the general decompression and secret data extracting procedure.
If indicator bit appears in the compression code is ''0'', it corresponds to a block compressed by MBTC with one secret bit. The next 32 bits that correspond to l h bitmap or h l bitmap are used to reconstruct the MBTC-compressed block. If the decimal value of the first 8 bits is greater than the decimal value of the next 8 bits, i.e., the high mean h appears before the low mean l, the secret bit in this section is extracted as ''0.'' If the decimal value of the first 8 bits is smaller than the next 8 bits (i.e., l appears before h), the secret bit in this section is extracted as ''1.' ' If indicator bit appears in the compression code is ''1,'' it corresponds to a block compressed by image inpainting or BSOC compressed block. If the decimal value of the next log 2 R bits equals R − 1, it indicates the secret bit to be extracted is ''1'', and this must be decompressed by image inpainting. Otherwise, if the decimal value of the next log 2 R bits is not R − 1, it indicates that the secret bit is ''0'', and this block was encoded by BSOC during compression. In this case, the decimal value of the next log 2 R bits is the index of the most similar neighboring block of the current recovering block. The most similar neighboring block's pixel values will be used to reconstruct the current block directly according to the search-order in Fig. 3 . The pseudo code of image decompression and secret data extracting procedure is presented in Algorithm 2.
IV. EXPERIMENTAL AND COMPARISON RESULTS
Eight 512×512 grayscale images selected from USC-SIPI [35] are used in the experiments, i.e., ''Splash,'' ''Peppers,'' ''Lena,'' ''Tiffany,'' ''F16,'' ''Lake,'' ''Sailboat,'' and ''Baboon,'' shown in Fig. 5 . All of the images are standard test images in compression and data hiding research areas. The test images are with different complexity, where Fig. 5(a)-(d) are images with more homogeneous areas and Fig. 5 (e)-(h) are images with more high fidelity areas, respectively. Among them, ''Splash'' is consider to be the smoothest image and ''Baboon'' is the most complex image. The different kind of images are selected to evaluate the performance of the proposed scheme, and show whether the proposed scheme works well in general or not. Since BTC is the basic compression domain in the proposed scheme, and it can be conducted with different block sizes. As we know, the larger block size would result in a higher compression rate but worse visual quality of BTC compression image [3] . In the experiments, the block size during images compression are set as 4 × 4 pixels, meaning that the block size k = 4. It is because that block size set as 4 can achieve a better tradeoff between the performance of compression rate and visual quality in BTC compression [3] . The simulation environment is equipped with Windows 7 operating system, 2.66-GHz Core2 memory, 8-GB RAM Quad system, and MATLAB 7 programming environment.
The bit rate and peak signal-to-noise ratio (PSNR) are utilized for estimating experimental performance. A lower bit rate value implies higher compression efficiency, and a higher PSNR implies higher image visual quality. The equations utilized for calculating bit rate and PSNR are Eq. (9) and Eq. (10), respectively. bit rate = size of (compression code) size of (original image) bpp, 
A. EXPERIMENTAL RESULTS OF OUR PROPOSED SCHEME Obviously, since one secret bit can be embedded simultaneously in each block during compression, the hiding capacity of our scheme is a fixed number, i.e., 16,384 bits, for all test images with 512×512 size. In addition, in the proposed scheme, parameter R (R=2 i , where i ∈ N) for the block search order coding and the threshold TH for the distortion control are closely related to the performance results. Since the different values of R and TH affect the PSNRs of the decompressed images as well as the compression bit rate, it is necessary to determine the combination of R and THthat produces the best results for the test images. Tables 1-8 show the compression performance of our scheme for the test images with different R and TH values. In general, the performance of the proposed scheme for smooth images is better than complex images if the same parameter is used. It is also apparent that both the PSNRs and bit rate decrease when R is fixed and TH is increasing and that both decrease when TH is fixed and R is increasing. This occurs because the number of BTC blocks that are modified is decreased when either R or TH is increasing. As described in subsection III.A, the compression codes of the blocks compressed by modified BTC are much longer than those that are compressed by BSOC or image inpainting. Thus, if the number of modified BTC blocks decreases, the bit rate is decreased. Considering the PSNRs, since the visual quality of decompressed images reconstructed by modified BTC is better than that of images reconstructed by BSOC or image inpainting, the PSNR of the decompressed image is decreased if the number of modified BTC blocks decreases. According to the observations mentioned above, users can adaptively coordinate the values of R and TH for different purposes. If users prefer for the decompressed images having better visual quality rather than higher compression efficiency, they VOLUME 7, 2019 can choose smaller values of R or TH; otherwise, larger values of R or TH should be chosen.
The threshold of a good reconstructed image's PSNR is considered to be 30 dB, since above this threshold the distortion cannot be perceived by the human eye [29] . Tables 1-7 indicate that the PSNRs of test images can be 30 dB if suitable values of R and TH are chosen. The experimental results also show that the proposed scheme works well if the values of R and TH are adaptively coordinate, the PSNR can large than 30 dB with bit rate nearly 1 bpp in general. The only exception in the experiments is the results of image ''Baboon,'' as shown in Table 8 . Since ''Baboon'' is consider to be the most complex image with more high fidelity areas in the standard test images, the visual quality of it is less than 30 dB. But it is worth mentioning that the acceptable PSNR with 29 dB of ''Baboon'' can be achieved if appropriate parameters are used.
The results of acceptable PSNR values with the lowest bit rate of each image are marked in bold in Tables 1-8 ''Peppers,'' ''Lena,'' and ''Tiffany,'' as show in Fig. 5(a)-(d) , respectively. The suggested values are (4, 20) , (4, 25) , (2, 30) , (4, 15) for ''F16,'' ''Lake,'' ''Sailboat,'' and ''Baboon,'' as show in Fig. 5(e)-(h) , respectively. Since Fig. 5(a)-(d) are comparatively smooth images with more homogeneous areas, and Fig. 5 (e)-(h) are comparatively complex images with more high fidelity areas. The experimental results indicate that the optimum parameter R would be 8 or 16 for smooth images, and 2 or 4 for complex images, respectively. In addition, there is barely noticeable difference between the optimum parameter TH for smooth and complex images, it is suggested to choose the values of TH from 20 to 30.
B. COMPARISON RESULTS
The results conducted by the suggested (R, TH) in the proposed scheme are used to compare with Xiang et al.'s scheme [8] , Qin et al.'s scheme [15] , and Qin et al.'s JDHC scheme [19] in this subsection. Scheme [8] is a pure BTC based compression scheme with outstanding compression rate and visual quality, but their scheme could not hide secret data. Scheme [15] is a representative data hiding Comparison results of our proposed scheme, scheme [8] , scheme [15] , and scheme [19] .
scheme in BTC compression domain. However, it is not a JDHC scheme, which means their scheme must be conducted twice to achieve image compression and secret data hiding. Scheme [19] is the representative JDHC scheme based on VQ compression domain. Even if the basis compression domain of scheme [19] is different from our scheme, we will also compare with it to show the superiority. The detailed comparison results are shown in Table 9 .
By considering the comparison results with scheme [8] , our scheme achieves better bit rate with the cost of slight visual distortion of the decompressed images. It worth to note that the PSNRs of our scheme for most test images are still higher than 30dB. The bit rates of the proposed scheme are nearly 30% less than those of scheme [8] . Furthermore, the proposed scheme is able to embed 16,348 bits along with compression in each test image, while scheme [8] is just a pure compression scheme. Thus, in comparison to the representative BTC compression scheme, the proposed scheme achieved a better bit rate and also embedded a large amount of secret in the test images. In other words, our proposed scheme has the potential for use in a greater number of potential applications than the BTC compression scheme.
In comparisons with other data hiding schemes in BTC domain [12] - [18] , data hiding procedure in schemes [12] - [18] is conducted after original image is compressed, whereas the proposed scheme only requires one synchronous round to obtain both data hiding and compression objectives. The asynchronous design of compression and hiding modules in schemes [12] - [18] is inefficient, and may give malicious attackers opportunity to intercept the compressed image and interfere with the data hiding process. Scheme [15] is chosen as the representative BTC-based data hiding scheme to take a comprehensive comparison with our scheme. In scheme [15] , secret bits are embedded by LSB algorithm and the original image is compressed by optimal iterative BTC compression. Their scheme can embed 65536 bits for a test image with good visual quality. However, scheme [15] need at least two separated procedures to compress the original image and embed secret data. Compared with it, our scheme is much efficient by joining data hiding and compression simultaneously. As shown in Table 9 , the hiding capacity and visual quality of our proposed scheme are less than scheme [15] . It is because that scheme [15] mainly focused on data hiding performance, whereas further compression on BTC is not considered. With respect to the results of bit rate, all of our scheme's bit rate results are lower that scheme [15] . Especially for smooth test images ''Splash'' and ''Lena'', our scheme's bit rates are lower than 1bpp, whereas the result of'scheme [15] is 2bpp. It indicates that the performance of our scheme is better while compressing the cover image on BTC compression domain.
As a representative scheme of JDHC applications, Qin et al.'s scheme [19] focused on VQ techniques. They designed a VQ-based JDHC scheme rather than using the BTC compression technique. It is known to all that VQ-based compression scheme [2] must have a codebook as extra data so that the decompression of the received VQ compression codes can be guaranteed. The experimental data of PSNR and hiding capacity obtained from comparing our proposed BTC-based JDHC scheme with VQ-based JDHC scheme [19] are also provided in Table 9 . Since VQ-based compression techniques basically provide better compression performance than BTC-based compression techniques, the bit rate results of scheme [19] are better than our proposed scheme. With respect to hiding capacity, Table 9 indicates our scheme achieves better hiding capacity than scheme [19] . Our scheme could embed one secret bit into each block, but scheme [19] could just embed one secret bit in some specific blocks. Therefore, the number of embeddable blocks with our scheme is much more than that with scheme [19] . Moreover, the hiding capacity is fixed for all test images with our scheme. By contrast, the lowest payload is only 6462 bits, i.e., ''Baboon'', with scheme [19] . With respect to the image quality (PSNRs) results listed in Table 9 , it is obvious that most image qualities of the decompressed test images are more than 30 dB for our scheme, while most of the PSNRs of the decompressed test images with scheme [19] are lower than 30dB. The worst case of scheme [19] is image ''Baboon,'' the PSNR value was only 24.56dB. Thus, it can be concluded that our scheme could achieve a better image quality of decompressed images than scheme [19] . The comparison results of our proposed scheme, the representative BTC-based compression scheme [8] , traditional BTC-based data hiding schemes [15] , and VQ-based JDHC scheme [19] clearly demonstrate that our proposed scheme provided the superior performance.
V. CONCLUSION
This paper presents the first JDHC scheme designed for block truncation coding (BTC) compression domain. The proposed scheme seamlessly integrates the functions of image compression technique and secret data hiding technique into a single procedure. In the image decompression and secret data extraction procedure, a flexible option is provided, i.e., receivers can choose to extract only the hidden secret data without performing the decompression procedure, or they can conduct secret data extraction and block decompression synchronously. Experimental results showed that the size of output code-stream for our proposed scheme could be reduced efficiently after the embedding and compression procedures, and it could provide a larger embedding capacity compared with VQ-based JDHC scheme [19] . Moreover, the bit rate provided by the proposed scheme could be reduced to nearly 1 bpp, and 1 secret bit can be hidden into each compression block. The experimental data confirmed that our scheme achieves outstanding bit rate, visual quality, and hiding capacity for different test images, exceeding the performances of representative BTC compression scheme [8] , BTC based data hiding scheme [15] , and JDHC scheme [19] .
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