The shortest path problem is a classical network problem that has been extensively studied. The problem of determining not only the shortest path, but also listing the K shortest paths (for a given integer K > 1) is also a classical one but has not been studied so intensively, despite its obvious practical interest. Two di erent types of problems are usually considered: the unconstrained and the constrained K shortest paths problem. While in the former no restriction is considered in the de nition of a path, in the constrained K shortest paths problem all the paths have to satisfy some condition { for example, to be loopless. In this paper new algorithms are proposed for the unconstrained problem, which compute a super set of the K shortest paths. It is also shown that ranking loopless paths does not hold in general the Optimality Principle and how the proposed algorithms for the unconstrained problem can be adapted for ranking loopless paths.
Introduction
The shortest path problem is a classical network problem that has been extensively studied (see 6, 7, 8, 9, 13] , among hundreds of others possible references). The problem of determining not only the shortest path, but also the second, the third, ..., the K th shortest path (for a given integer K > 1) is also a classical one (see the classical papers, 10, 15, 27]) but has not been studied so intensively, despite its obvious practical interest; however a few hundreds of papers can be found in the literature (see the online bibliography due to Eppstein, whose WWW address is \http://liinwww.ira.uka.de/bibliography/Theory/k-path.html").
The K shortest paths problem has many real world applications, namely as a subproblem. For instance, when additional constraints are considered in a shortest path problem, paths can be ranked until the rst one satisfying all the constraints is determined. Also in the multiobjective shortest path problem, 4, 5, 14, 21] , the optimal paths can be determined by ranking paths in each one of the objectives.
For details about other possible applications of the K shortest paths problem, the reader is addressed to 11].
Two classes of ranking paths problems can be considered: the unconstrained problem and the constrained one. While in the former no constraint has to be considered on the path de nition, in the constrained shortest path problem all the paths have to satisfy some constraint, for example, to be loopless, 16, 18, 20] , to be disjoint, 25], etc.
For the ranking of unconstrained shortest paths, the algorithms can be divided in two classes: those which are based on the Optimality Principle and those which determine a set which contains the set of the K shortest paths. However, when paths are constrained to be loopless, the Optimality Principle does not hold; so, only the algorithms in the last class can be adapted for determining the K shortest loopless paths.
This paper is divided in two parts. In the rst one the unconstrained problem is studied under the following perspective { the set of the K shortest paths forms a tree in the sense of Graphs Theory, being new algorithms proposed which compute a tree containing at least all the K shortest paths. In the second part, these algorithms are adapted for ranking loopless paths. The reader is assumed to be familiarized with the problem. Notation is the one used in previous papers, 1, 2, 3, 18, 19, 20] . Despite, some de nitions and notation are introduced in the next section.
De nitions and Notation
Let (N ; A) denote a network, where N = fv 1 ; : : : ; v n g (or N = f1; : : : ; ng to simplify) is a nite set with n elements called nodes or vertices and A = fa 1 ; : : : ; a m g is a nite set with m elements called arcs or edges; moreover, each arc a k is a pair X C c ij < 0, i.e., the sum of its arcs distance is negative; C is said to be an absorbent cycle if and only if X C c ij 0, i.e., the sum of its arcs distance is not positive.
Theorem 1 For any i 2 N, let us assume that P si 6 = ; and P it 6 = ;. There is a nite shortest path from s to t in (N ; A) if and only if there are no negative cycles in (N ; A). Proof. Let us assume the existence of a cycle C in (N ; A) such that X C c ij < 0 and let i be some node of C. Since, by assumption, P si 6 = ; and P it 6 = ;, there is a path p si 2 P si and a path p it 2 P it , such that p = p si p it is a path from s to t. Moreover, since i is a node of path p and of cycle C, it can be concluded that p(k) = p C k is a path from s to t for any k 0. Let p 1 = lim
That is, p 1 is a shortest path and it has a non nite number of nodes. Moreover, if q is a nite path from s to t in (N ; A), then c(q) is nite and q is not a shortest path. So, it may be concluded that there is no nite shortest path in (N ; A).
Let us assume now the non existence of negative cycles in (N ; A). In this case, since P is a non empty set, it is well known that there is a shortest path p which is a loopless path. So, p is a nite path. 2 A particular K shortest paths problem is said to be nite if there is a nite K th shortest path.
Theorem 2 Let us assume that P si 6 = ; and P it 6 = ;, for any i 2 N. The K shortest paths problem is nite if and only if there are no negative cycles in (N ; A). Proof. It follows directly from theorem 1.
2
In order to assure the niteness of the K shortest paths problem, it is assumed the existence of no negative cycles in (N ; A) throughout. Moreover, to avoid that the last computed paths are of the form p C k , it is assumed that c(C) > 0 for any cycle C in (N ; A), that is, it is assumed the existence of no absorbent cycles in (N ; A).
The Optimality Principle
It is well known that shortest path labeling algorithms are supported by the Optimality Principle which asserts that there is a shortest path formed by shortest sub{paths. It could be proved that the shortest path problem satis es the Optimality Principle if and only if there are no negative cycles in the network.
This principle is generalized for K > 1, in theorem 3.
Theorem 3 Let us assume that c(C) 0 for any cycle C in (N ; A) and P si 6 = ;, P it 6 = ; for any i 2 N. The k th shortest path is formed by j th shortest paths, for j k.
Proof. Let us assume that the k th shortest path p k is not formed by j th shortest paths, for j k, i.e., p k = p s` p j`h p ht and p j`h is a subpath of p k which is the j th shortest path from`to h and j > k. Since j > k we conclude that there are, at least, k di erent paths p i`h from`to h such that c(p i`h ) < c(p j`h ), for any 1 i k. But c(p k ) = c(p s`) + c(p j`h ) + c(p ht ) and c(p i`h ) < c(p j`h ), for any 1 i k; so, as c(p j`h ) is nite (theorem 2) we conclude that c(p s`) + c(p i`h ) + c(p ht ) < c(p k ), for any 1 i k. That is, p k is not the k th shortest path which contradicts the assumption made.
2
A class of ranking shortest paths algorithms is supported by theorem 3. Dreyfus, 10], was the rst one to propose an algorithm in this class. This algorithm determines not only the K shortest paths between a given pair of nodes but also the K shortest paths from all nodes to t.
Yet in this class of algorithms we can consider the generalization of the labeling algorithms for the shortest path problem (Shier was the rst one to propose algorithms in this subclass, 22, 23, 24] ) and all the versions of the path deletion algorithm of Martins et al., 1, 2, 3, 17, 19] .
As it is established in theorem 4 and in opposition with what happens in the K shortest paths problem, this principle can not be generalized for K > 1 when paths are required to be loopless. Theorem 4 { It may exist a k th shortest loopless path containing a j th loopless subpath with j > k.
Proof. To prove theorem 4 we will use the example depicted from gure 1. following three loopless paths can be computed: q 1 = h1; (1; 2); 2; (2; 4); 4; (4; 3); 3i, q 2 = h1; (1; 2); 2; (2; 3); 3i and q 3 = h1; (1; 3); 3i, for which c(q 1 ) = 0, c(q 2 ) = 1 and c(q 3 ) = 2. So, q 3 is the third shortest loopless path from s = 1 to t = 3 and q 3 is a subpath of p 2 , the second shortest loopless path from s = 1 to t = 2. 2
From theorem 4 it can be concluded that the Optimality Principle does not hold in general for the problem of ranking of loopless paths; as a consequence, labeling algorithms can not be generalized for K > 1 when only loopless paths have to be computed.
From theorem 4 it also results that all the algorithms supported by the Optimality Principle, such as Dreyfus' algorithm, all labeling algorithms due to Shier and all the versions of the path deletion algorithm can not be adapted for determining only loopless paths. (1; 4) ; 4i is added to T in such a way that p 2 is a path of T { see gure 2(b).
The algorithm continues in a similar way until k = 3 with arc (1; 6); head 6 and p h1; (1; 6); 6i; since p is not a path of T it is added to the tree { see gure 2(c).
Theorem 5 is immediate from algorithm 1.
Theorem 5 The set P k = fp 1 ; : : : ; p k g of the k shortest paths forms a pseudo-tree, for k 1.
For any k 2 f1; : : :; Kg, node v k determined by algorithm 1 is called the deviation node of p k ; the arc of p k whose tail node is v k is called deviation arc of p k and p k v k t , the subpath of p k from v k to t, is the deviation path of p k .
From algorithm 1 it is also immediate that nodes are repeated in T , but we will consider all nodes as being di erent; so, T is a pseudo-tree { called the tree of the K shortest paths. The objective of any algorithm for ranking the K shortest paths is to construct T ; to achieve this, a pseudo-tree which contains T is usually constructed. So, a class of algorithms can be designed for which a set of candidates to p k is used, being p k the shortest path in this set. These algorithms are supported by theorems 5 and 6. Theorem 6 For k 1, let T k denote the tree of the k shortest paths and let p k+1 v k+1 t be the deviation path of p k+1 . Then p k+1 v k+1 t is the shortest path from v k+1 to t whose rst arc is not an arc of T k with v k+1 as tail node. Proof. Let us assume that p k+1 v k+1 t , the deviation path of p k+1 , is not the shortest path from v k+1 to t whose rst arc is not an arc of T k with v k+1 as tail node. That is, there is a path q from v k+1 to t whose rst arc is not an arc of T k with v k+1 as tail node, such that X q c ij < X p k+1 v k+1 t c ij . Since v k+1 is the tail node of the rst arc of q and this arc is not an arc of T k , it can be concluded that q 6 2 T k . That is, p k+1 is not the (k + 1) th shortest path which contradicts the hypothesis. Since paths from v k+1 to t whose rst arc is an arc of T k with v k+1 as tail node have been already considered, the theorem follows.
From
Theorem 7 { Theorem 6 is still valid when P k is constrained to the k shortest loopless paths between a given pair of nodes.
Proof. Similar to the proof of theorem 6 2 Theorems 5 and 7 are the support of a class of algorithms to determine the K shortest loopless paths. The best known algorithm in this class is due to Yen, 27] ; this algorithm will be brie y reviewed in paragraph 6.
The Unconstrained Paths Problem
In this section two new algorithms are presented for the ranking unconstrained paths problem. The rst one can be viewed as a generalization of Yen's algorithm for ranking loopless paths.
Generalization of Yen's algorithm
In this subsection T k will denote a pseudo-tree which contains the tree of the k shortest paths.
For any node v 2 N let A(v) denote the set of arcs of (N ; A) whose tail node is v; for any k 1, let A T k (v) denote the set of arcs of T k whose tail node is v, a node of p k v k t { the deviation path of p k .
In the algorithm to be described in this section, a set X of paths candidates to the following shortest one is used. Obviously, X is initialized with the shortest path p 1 .
In the k th step of the algorithm, the k th shortest path is picked out from X and some new candidates to the (k + 1) th shortest path are generated. Since p k coincides with some p`, for 1 `< k, from the initial node s until the deviation node v k of p k , all nodes until v k were already considered in the attempt of generating new candidates. So, from all the nodes v of p k v k t , the shortest path p ? vt , from v to t whose rst arc is not an arc of A T k (v), will be computed. From theorem 6, p k sv p ? vt is a new candidate to p k+1 . p ? vt can be easily determined since T ? t , the tree of the shortest paths from any node i 2 N to t, had been previously computed. In fact, the arc (v; x) 2 A(v) ? A T k (v) has to be determined in such a way that c vx + c(p ? xt ) is minimized, where p ? xt stands for the shortest path from x to t, that is, the path which is determined in T ?
t from x to t. It must be noticed that A(v) ? A T k (v) can be the empty set, which means that all deviations paths for node v were already determined. Moreover, the deviation node of some path p k , for k 1 can be the initial node itself, which implies that all nodes of p k have to be considered in the attempt for generating candidates to p k+1 .
This algorithm works similarly to Yen's algorithm for ranking loopless paths, 27]. The only di erence consists in the path de nition; that is, while in Yen's algorithm only loopless paths are computed, in the proposed algorithm paths may eventually have loops. That is the reason why the algorithm is considered a generalization of Yen's algorithm.
It must be also noticed that T ? t can be easily determined with some labeling algorithm for the classical shortest path problem being enough to reverse the orientation of all the arcs and to consider t as the initial node.
The algorithm is exempli ed with the network in gure 3, whose tree of the shortest paths from i 2 N to t is represented in gure 4.
So, p 1 = h1; (1; 4); 4; (4; 6); 6i is the shortest path from s to t and p 1 is a path of T ? t ; moreover, v 1 , its deviation node, is the initial node s = 1. That is, X = fp 1 g shortest path in X end and T 1 is path p 1 itself { see gure 5. Path q 2 is generated from the deviation node of p 1 and added to T 1 . In fact, v 1 = 1 is the tail node of arcs (1; 2); (1; 3) and (1; 4); since (1; 4) is an arc of T 1 with v 1 = 1 as tail node, the minimum of fc 12 + c(p ? 26 ); c 13 + c(p ? 36 )g = f0 + 3; 0 + 2g has to be computed. This minimum is attained for for fc 13 + c(p ? 36 )g { so, h1; (1; 3); 3i p ? 36 is added to T 1 .
Similarly for nodes 4 and 6, to obtain T 2 { see gure 5. Notice that no path is added to T 1 from node 6 since A(6) = ; (which implies that A T (6) = ;, for any tree T ).
The computational complexity of Yen's generalization algorithm is O(Km), after the determination of T ? t and when the worst case analysis is considered. In fact, in the worst case, no more than n di erent nodes have to be considered after the deviation node, when new candidate paths are being added to the set X. That is, for each k all the set of arcs is analyzed in the worst case.
Reduced Costs
Let T t be some tree rooted at t, that is, a tree where there is a (unique) path from any node i 2 N to t; for any node i 2 N, let i (T t ) denote the cost of p it { the path from i to t in T t . For any arc (i; j) 2 A let c ij = j (T t ) ? i (T t ) + c ij be the reduced cost of arc (i; j) 2 A associated with T t .
Theorem 8 plays an important role in ranking paths algorithms.
Theorem 8 For any two nodes x; y 2 N such that x 6 = y, let p; q 2 P xy be two paths from x to y. For . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i; so, n sorts have to be executed to rearrange the network in the sorted forward star
