This paper is concerned with semi-linear backward stochastic partial differential equations (BSPDEs for short) of super-parabolic type. An L p -theory is given for the Cauchy problem of BSPDEs, separately for the case of p ∈ (1, 2] and for the case of p ∈ (2, ∞). A comparison theorem is also addressed.
Introduction
Since Bismut's pioneering work [2, 3, 4] and Pardoux and Peng's seminal work [20] , the theory of backward stochastic differential equations (BSDEs) is rather complete now. See, among others, El Karoui et al. [13] , and Delbaen and Tang [6] for a rather general L p theory for BSDEs. As a natural generalization of BSDEs, backward stochastic partial differential equations (BSPDEs) arise in many applications of probability theory and stochastic processes, for instance in the optimal control of processes with incomplete information, as an adjoint equation of the Duncan-Mortensen-Zakai filtration equation (for instance, see [1, 10, 11, 22, 26, 27] ), and naturally in the dynamic programming theory fully nonlinear BSPDEs as the so-called backward stochastic Hamilton-Jacobi-Bellman equations, are also introduced in the study of controlled non-Markovian processes (see Peng [21] and Englezos and Karatzas [8] ).
In this paper, we consider the following semi-linear BSPDEs:
u(T, x) =G(x), x ∈ R d .
(1.1)
Here and throughout this paper, we denote L(t, x) := a ij (t, x) ∂ 2 ∂x i ∂x j , M r (t, x) := σ jr (t, x) ∂ ∂x j , r = 1, 2, . . . , m.
We use the Einstein summation convention and fix T ∈ (0, ∞) as a finite deterministic time, which can be replaced by any bounded stopping time.
To the above BSPDEs, the method of stochastic flows was developed by Tang [23] which gives a probabilistic point of view and also gives classical solutions to BSPDEs (1.1). On the other hand, the L 2 theory for BSPDEs has been established in the framework of weak solutions (see [7, 10, 11, 26, 27] , for example).
Still in the framework of weak solutions, we establish in this paper an L p -theory for BSPDE (1.1) which seems to be the first study for the L p -theory of BSPDEs. Motivated by Krylov's semianl work [15, 16] on forward stochastic partial differential equations, we consider BSPDE as the generalized backward Kolmogorov equation and establish an L ptheory which includes as a particular case the L p theory (1 < p ≤ 2) for deterministic parabolic partial differential equations (PDEs for short).
Our results are based on the duality between BSPDEs and stochastic partial differential equations (SPDEs). In response to the requirement that p ≥ 2 in the L p theory of SPDEs established by Krylov [15, 16] we require p ∈ (1, 2] in our L p theory for BSPDEs. This paper is organized as follows. In Section 2 we introduce the notions and define some spaces. We discuss a kind of Banach space-valued BSDEs in Section 3. In Section 4 we construct a stochastic Banach space H n p which plays the same role as spaces W 1,2 p in the theory of second-order parabolic PDEs and we also give some basic properties of this space there. In Section 5 we present the L p -theory of BSPDEs in the whole space for p ∈ (1, 2] . Specifically, we give the definition of the L p solutions and list the assumptions. We first solve the BSPDEs with constant-field-valued leading coefficients and then solve the BSPDEs for the general case. In Section 6 we discus two related topics: a comparison theorem and an L p -theory for p > 2.
Preliminaries
In most of this work, we shall denote by | · | (respectively, < ·, · >) the norm (respectively, scalar product) in finite-dimension Hilbert space such as R, R k , R k×l where k, l are positive for (x, y) ∈ R k × R k×l .
Let (Ω, F , {F t } t≥0 , P) be a complete filtered probability space on which is defined a mdimensional standard Brownian motion W = {W (t) : t ∈ [0, T ]} such that {F t } t≥0 is the natural filtration generated by W and augmented by all the P-null sets in F . And we denote by P the σ-Algebra of the predictable sets on Ω × [0, T ] associated with {F t } t≥0 .
If X = (X t ) t∈[0,T ] is an R k -valued, adapted and continuous processes, we denote by X * or sup t |X t | where | · | denotes the Euclidean norm on R k . And for any p ∈ (1, ∞), S p (R k ) denotes the set of all the R k -valued, adapted and continuous processes (X t ) t∈[0,T ] such that X S p := E[sup
We denote by C ∞ c the set of all infinitely differentiable functions of compact supports on R d and by D the space of real-valued Schwartz distributions on C ∞ c . And also, on R d we denote by S the set of all the Schwartz functions and by S ′ the set of all the tempered distributions. Note that C ∞ c and S are endowed with matching topologies (see, for instance [9] ). We shall denote by (·, ·) not only the duality between D and C ∞ c but also the duality between S and S ′ . Then the Fourier transform F (f ) of f ∈ S ′ is given by
and the inverse Fourier transform F −1 (f ) is given by
It is well known that both F and F −1 map S ′ onto itself. As usual, for any s ∈ R and f ∈ S ′ , we denote I s (f ) :
). For given p ∈ (1, ∞) and n ∈ (−∞, ∞), we denote by H n p the space of Bessel potentials, that is H
with the Sobolev norm
. It is well known that H n p is a Banach space with the norm · n,p and the set C ∞ c is dense in H n p . For any p ∈ (1, ∞) and n ∈ R, we denote by (·, ·) the dual pairing between H n p and H −n p ′ where 1/p ′ + 1/p = 1, i.e., for any
where the last integral is a usual Lebesgue integral.
Define the set of multi-indices
For any α ∈ A and x = (x 1 , . . . ,
In contrast to H n p , we introduce the following so-called Besov space of functions (c.f [24] or [25] ).
− is an integer and {s}
, and s ∈ R such that σ−s > 0. Then I s (B p,q ), although we prefer to define the Besov space through the Littlewood-Paley decomposition (for instance, see [25] ). As to the specific structure and properties of Besov space, see [25] or [24] . In this paper, only the space B n p,p is involved for p ∈ (1, ∞) and n ∈ R. Denote by S the set of all S ′ -valued functions defined on Ω × [0, T ] such that, for any u ∈ S and φ ∈ S , the function (u, φ) is P-measurable.
the set of the functions which are defined on
Observe that every element of H 0 p can be considered as an H 0 p -valued, P-measurable process. For any n ∈ R, we define
When we treat the general R k -valued function u for any integer k > 1, we still say
In this way, we generalize the real-valued function space H n p to R k -valued function space. And further, we define the norm , and · H n p,∞ , respectively. Moreover, for any p ∈ (1, ∞) and n ∈ R, H n p is a reflexive Banach space whose dual space is H −n p/(p−1) , and it coincides with the space H n p (T ) defined in [16] and [15] . On the other hand, for s ∈ R, the operator (1 − ∆) 
→ 0, respectively) as j → ∞ and 
In the same way, we define · H n p,2 (t) in H n p,2 and · H n p,∞ (t) in H n p,∞ . For an element u of spaces like H n p , if it has a modification of higher regularity, then it is always considered to be this modification. However, elements of spaces like H n p belong to H n p only for almost all (t, ω), not necessarily for all (t, ω) ∈ [0, T ] × Ω.
Banach space-valued BSDEs
This section is concerned with Banach space-valued BSDEs. Unless stated otherwise, we assume p ∈ (1, ∞) and n ∈ R throughout this section.
Or, equivalently
(using the BDG inequality)
(using Minkowski inequality)
is a continuous martingale. Note that, throughout the paper, unless stated otherwise, C is a positive constant and C(α, β, · · · , γ) is a constant only depending on α, β, · · · , and γ.
(ii) For this solution, we have u ∈ C([0, T ], H n p ) almost surely, and for any
the following equality
holds for all τ ∈ [0, T ] with probability 1.
Proof. First, we prove the uniqueness of the solution. Suppose that (u 1 , v 1 ) and (u 2 , v 2 ) are two solutions of (3.1) in H n p × H n p,2 , and take (u,
Then by the theory on BSDEs (c.f. [5, 13, 20] ), we have
for any stopping times τ 1 and
This verifies the uniqueness. For the other assertions, it is sufficient to prove the lemma for n = 0. Indeed, assume that the lemma is true for n = k with k ∈ R For ∀δ ∈ R, if (F,
From the induction assumption, there exists (u
holds for all τ ∈ [0, T ] with probability 1. Take
). Rewrite the last equality into the following
which is equivalent to
Hence, for any
holds for all τ ∈ [0, T ] with probability 1. Then (u, v) solves BSDE (3.1) for n = k + δ in the sense of Definition 3.1, and satisfies the inequality (3.3) with n := k + δ which is exactly the inequality (3.5) .
In what follows, we shall use the method of finite-dimensional approximation.
, the assertion (ii) and the following estimate
It is known (see [12] ) that the Banach space L p (R d ) has a Schauder basis for p ∈ (1, ∞).
Then there exists an M ∈ (0, ∞) and a unique sequence bounded linear functional
In particular, for convenient discussion, we consider e i (x) to be finite for every x ∈ R d and i = 1, 2, 3, . . . .
By [5] , there exist uniquely
where G ki = a i (G) and
and with probability 1
G ki e i , and
It is obvious that u k , v k , and F k are all P × B(R d )-measurable processes. In view of (3.8), we can check that the pair (u k , v k ) solves the Banach space-valued BSDE (3.1) with (F, G) := (F k , G k ) in the sense of Definition 3.1. Moreover, for any (3.11) and satisfies the following estimate
where C = C(T, p) does not depend on k since the constant in the BDG inequality is universal and does not depend on the dimension of the range space of the underlying local martingale. Integrating both sides of the last inequality on R d and then applying the Fubini theorem, we get the pair (
On the other hand, as
a.e., by using the dominated convergence theorem we have
p,2 as k → ∞, and satisfies the estimate (3.6). Furthermore, in view of (3.9) and (3.10), we conclude that, for any
holds for all τ ∈ [0, T ) with probability 1. Since
, on both sides of the equation (3.14) we conclude (3.4) almost everywhere in [0, T ] × Ω.
Since, for any φ ∈ L p/(p−1) (R d ), Equation (3.14) holds for all τ ≤ T with probability 1, the process {(u k (t, ·), φ), t ∈ [0, T ]} is continuous (a.s). As 
2 ) where a Hilbert basis is a Shauder basis, the rest of our proof goes in a standard way (c.f. [5] ) for p ∈ (1, 2], while not for p ∈ (2, ∞).
be a solution of (3.1) for given F ∈ H n p and G = 0. Then for any ε > 0, there exists a positive constant c = c(p, T, ε) < ∞ such that
Remark 3.3. Lemma 3.2 yields that for any A ∈ P × B(R d ), there holds
, and as ε is arbitrary, then we get vI A H n p,2 (t,T ) = 0 which implies
Proof of Lemma 3.2. First consider the case of n = 0. Without loss of generality, we assume that the Brownian motion is one-dimensional. Consider the approximation sequence {(u k , v k )} defined in the proof of Lemma 3.1. For any fixed x ∈ R d the pair (u k , v k ) solves the following scalar valued BSDE
and satisfies the following inequality (see (3.11) and (3.12)).
For each integer l ≥ 1, define the stopping time
Using Itô's formula, we have
for any stopping time η ≤ τ l . Therefore,
Noting by the BDG inequality that
we have
, and, for each l ≥ 1 and
So, letting l → ∞ and using Fatou's lemma, we have
for any stopping time η ∈ [0, T ], and in particular for any deterministic η ∈ [0, T ].
On the other hand, using Corollary 2.3 of Briand et al. [5] , we have almost surely
where
, from the preceding inequality, we have almost surely
and further,
(3.18)
From (3.17) and (3.18), using the BDG inequality we have
Thus, for any ε 2 > 0, we have
Combining the lat inequality with (3.16), and letting ε 1 and ε 2 be small enough such that ε 2 c(p, ε 1 , T ) + ε 1 < ε, we get
Here the constant C = C(p, T, ε) is independent of k. Now, integrating on R d both sides of the preceding inequality and letting k → ∞ , we get (3.15) for n = 0. The general case can be proved by induction. The proof is complete. 
A stochastic Banach Space
In this section we shall define a stochastic Banach space which will play a crucial role in L p theory of BSPDEs.
holds for all t ≤ T with probability 1. Define H 
Remark 4.2. From Remarks 4.1 and 3.1, the fact that u ∈ H n p implies, in some sense {u(t, x)} 0≤t≤T is a semi-martingale of drift F (t, x) 0≤t≤T and diffusion v(t, x) 0≤t≤T . Further, by Lemma 2.1 and the estimates in Remark 4.1, Doob-Meyer decomposition theorem implies the uniqueness of (F, v). Therefore, the norm (4.2) is well defined. Without confusions, we shall always say that F and v are the drift term and diffusion term of u respectively. In the following, we denote the diffusion term v of u by Du.
On the other hand, it is worth noting that the elements of H n p are assumed to be defined for all (ω, t) and take values in D ′ , and that H n p is a normed linear space in which we identify two elements u 1 and u 2 if u 1 − u 2 H n p = 0. In view of Definition 4.1, for any p, q ∈ (1, ∞) and n, r ∈ R, if u ∈ H 
Proof. The second inequality of (4.3) is given in Remark 4.1. Since
we have the first inequality of (4. For u j (T ), F j , and the corresponding Since for any φ ∈ C ∞ c the equality
holds for all t ≤ T with probability 1, by taking on both sides limits in 
Now, we show an embedding result about the stochastic Banach space H n p .
Proposition 4.2. For u ∈ H n p and v = Du, the following assertions hold:
is the Zygmund space which is different from the ordinary Hölder spaces
, we also have
In particular, if p ∈ (1, 2], we also have
(iii) If q ≥ p and θ ∈ (0, 1), then for
In particular, if
by taking θ = pq −1 , we have
Proof. By Lemma 3.1 and Theorem 4.1, the assertions (i) and (ii) are straightforward in view of the classical Sobolev embedding theorems, which say that under conditions in (i) and (ii), we have
On the other hand, from the Sobolev embedding theorems, we get
The last inequality is derived from Theorem 4.1, and C = C(T, n, l, q, d, p, θ). The proof is complete. [16] is defined as follows.
Here, n ∈ (−∞, ∞), and γ ∈ [0, 1) is fixed such that γ = 0 if n is an integer; γ > 0 otherwise is so small that |n| + γ is not an integer. Consider the following semi-linear BSPDE:
Here and in the following, denote 
holds almost surely for all (t, x, y) 
is an H n pvalued P-measurable process such that there is a continuous and decreasing function ̺ : (0, ∞) → [0, ∞) such that for any ε > 0, we have 
It also implies that F does not depend on u and v if ̺ ≡ 0. 6) holds for all τ ∈ [0, T ] with probability 1. As usual, we also call (u, Du) a solution pair of BSPDE (5.1).
), and further that the equality
holds with probability 1. Then by Lemma 3.1, u has a modification, still denoted by itself, such that the pair (u, v) ∈ H n p,∞ × H n p,2 solves the Banach space-valued BSDE (3.1) with Note that Definition 5.1 includes as a particular case the notion of strong solution to deterministic parabolic PDEs. For example, consider the particular case:
By reversing the time, we have the following proposition (see [19] ).
In Proposition 5.1, the sapce W 
The case of space-invariant leading coefficients
Consider the following BSPDE
, with p ∈ (1, 2] and n ∈ R.
Theorem 5.2. Assume that the coefficients a ij and σ il i, j = 1, . . . , d, l = 1, . . . , m, are P-measurable real-valued functions which are defined on Ω × [0, T ] and bounded by a positive constant Λ, and also that they satisfy the super-parabolicity condition 5.1. Take
(iii) in particular, for the case G ≡ 0, there is a constant C(d, p, λ, Λ) which does not depend on T, such that
In view of Lemma 3.1 and Remark 5.2, the assertions for p = 2 can be deduced from [7, 11, 26] , while Theorem 5.2 for p ∈ (1, 2) seems to be new. The proof of Theorem 5.2 will appeal to a harmonic analysis result which is due to Krylov [14, Theorem 2.1].
where T t := e ∆t , t ≥ 0, is the semigroup corresponding to the heat equation
Remark 5.3. The assertion of Lemma 5.3 is not true for p < 2.
We have the following more general version.
Proposition 5.4. Let a ij (t) satisfy the strong ellipticity condition, i.e. there exit two positive constants λ 1 and Λ 1 such that
holds for all ξ ∈ R d , t ≥ 0 with probability 1. Assume that g ∈ H n p with p ∈ [2, ∞) and n ∈ R. Then, the SPDE
has a unique solution η ∈ H n+1 p such that for any φ ∈ C ∞ c , the equality 14) holds for all τ ∈ (0, T ] with probability 1, and there holds the following estimate
Proof. First, for the model case a := (a ij ) 1≤i,j≤d = I, it can be checked that
a.s., and thus,
For the general case, we can take a ≥ I, otherwise we take a nonrandom time change. Take σ(t) = σ * (t) ≥ 0 as a solution of the matrix equation σ 2 (t) + 2I = 2a. Furthermore, we also assume that there is a d-dimensional Wiener process (B t ) t≥0 independent of (F t ) 0≤T .
Then, like the model case, the equation
with the zero initial condition has a unique solution ζ ∈ H 0 p satisfying (5.14) and (5.15) . Note that the predictable σ-algebra P is replaced by σ-algebra generated by F t ∨ σ(B s ; s ≤ t) here. In particular, as our norms are all translation invariant with respect to the space variable, we have
The application of Itô-Wentzell formula (c.f [17] ) shows that the field Y (t,
For any φ ∈ C ∞ c and t ≥ 0,
As C ∞ c is separable and dense in H 0 p/(p−1) , it follows that
By considering the possible nonrandom time change, we get (5.15) for n = 0.
Proof of Theorem 5.2. Without loss of generality, assume that m = 1.
Step 1. We use the duality method and Proposition 5.15 to prove assertion (i). Consider the following SPDE:
, and 1/p + 1/p ′ = 1. Then it follows form [16, Theorem 4.10] that SPDE (5.16) has a unique solution u ∈ H −n q which satisfies
where q = 2 or p ′ . For the moment, assume that
such that (see [26] )
and for any φ ∈ C ∞ c and τ
Furthermore, keeping in mind the existence of (u,
, we conclude that (at least for a modification of u) for any φ ∈ C ∞ c , the equality (5.18) holds for all τ ∈ [0, T ] with probability 1. From Remark 5.2, we have u ∈ H n+2 2 . The parallelogram rule yields the following
Applying Itô's formula to compute the square of the norm (see [18, Theorem 3 .1]), we get
)), k = 1, 2, . . . , ., such that
Denote by (u k , v k ) the unique solution pair to BSPDE (5.10) for (F,
where C(T, d, p, λ, Λ) is independent of k. Noting that H Moreover, we have
Since h is arbitrary and H −n
Therefore, coincide. Indeed, we need only to take ( Remark 5.5. For the case p ∈ (2, ∞), consider the following BSPDE 26) and SPDE: 27) where 
p,2 and for any φ ∈ C ∞ c , the equality
holds for all τ ∈ [0, T ] with probability 1. For this solution pair, we have u ∈ C([0, T ], H n p ) almost surely and
The case of general variable leading coefficients
Now we deal with the general case. ) with p ∈ (1, 2] and n ∈ R. Then BSPDE (5.1) has a unique solution u ∈ H n+2 p , satisfying the following inequality
The following lemma can be found in [16, Lemma 5.2] .
, and any n ∈ R, we have
Applying Lemma 3.2, we get a priori result about the solution of BSPDE (5.1), which is given in the following lemma. It will play a key role in the proof of Theorem 5.5 and distinguish our proof of BSPDEs from that of SPDEs in Krylov [15, 16] . This shows that the lemma is true for t = 0. Replacing H n p with H n p (t), we can prove the lemma for any t ∈ [0, T ) similarly.
We have the following result about the perturbed leading coefficients. In particular, C is independent of T if K 0 = 0 and ̺ ≡ 0.
Proof. Step 1. We first prove that there is a generic constant ε ∈ (0, 1) such that the inequality (5.29) yields the estimate (5.30) for any solution u ∈ H n+2 p,0
to BSPDE (5.1). Denote v := Du and rewrite BSPDE (5.1) into the following form:
+ F (u, v, t, x) dt − v k (t, x)dW In view of (5.29), there exists a constant ε 1 = ε 1 (n, γ, d, p, λ, Λ) such that if To prove Theorem 5.5, we need a generalization of the Littlewood-Paley inequality, which is due to Krylov [14] .
It can be checked thatF satisfies the same condition as F.
Step 2. We give a priori estimate for the solution u ∈ H [15, 16] ) require p ∈ [2, ∞). However, if we consider SPDEs (5.27) where the diffusion is homogeneous in the unknown variable, the harmonic result (Lemma 5.3) can be avoided, which could allow us to get further results.
Consider the following BSPDE Here, we only give a sketch of the proof. First, take ζ(t, x) = u(t, x + 
