The task of humor recognition has attracted a lot of attention recently due to the urge to process large amounts of user-generated texts and rise of conversational agents. We collected a dataset of jokes and funny dialogues in Russian from various online resources and complemented them carefully with unfunny texts with similar lexical properties. The dataset comprises of more than 300,000 short texts, which is significantly larger than any previous humor-related corpus. Manual annotation of about 2,000 items proved the reliability of the corpus construction approach. Further, we applied language model fine-tuning for text classification and obtained an F1 score of 0.91 on test set, which constitutes a considerable gain over baseline methods. The dataset is freely available for research community.
Introduction
Humor is an important element of everyday human communication (Martin, 2007) . With a rapid development of conversational systems and NLP applications for social media content, the task of automatic recognition of humor and other types of figurative language has gained a lot of attention (Nijholt et al., 2017) . Standard publicly available datasets significantly contribute to steady and measurable progress in solving NLP tasks. To the date, there are several humor-related datasets, but the majority of them contain English texts only, are relatively small, and focus predominantly on puns, thus don't reflect a wide variety of humorous content.
In this work we describe the creation of a large dataset of funny short texts in Russian. We started with an existing dataset and more than tripled it in size. The texts were automatically collected from various online sources to ensure their diversity and representativeness. A separate task was the compilation of a contrasting corpus of unfunny texts in such a way that their distinguishing characteristic was absence of humor, and not their lexical properties and style. The dataset comprises of more than 300,000 short texts in total, about half of them being funny. Manual annotation of 1,877 examples confirmed the validity of the automatic approach and formed a golden test set.
We implemented a humor detection method based on the universal language model finetuning. Unlike most approaches to humor recognition described in the literature, this method neither draws upon an existing theory of humor, nor makes explicit assumptions about the structure and 'mechanics' of jokes; it needs no feature engineering and is purely data-driven. This approach is justified in the case of a large heterogeneous collection. Evaluation of the trained model on several test collections of Russian jokes shows that it has not been overfitted and generalizes well.
The compiled dataset publicly available 1 . We hope that the resource will intensify research on multilingual computational humor.
Related Work
Humor recognition is usually formulated as a classification problem with a wide variety of features -syntactic parsing, alliteration and rhyme, antonymy and other WordNet relations, dictionaries of slang and sexually explicit words, polarity and subjectivity lexicons, distances between words in terms of word2vec representations, word association measures, etc. (Taylor and Mazlack, 2004; Mihalcea and Strapparava, 2005; Kiddon and Brun, 2011; Yang et al., 2015; Zhang and Liu, 2014; Liu et al., 2018; Cattle and Ma, 2018; Ermilov et al., 2018) . A cognate task is humor ranking (Shahaf et al., 2015; Potash et al., 2017) . Features engineered for classification/ranking are of-ten inspired by linguistic theories of humor, see a survey in (Attardo, 1994) . Most recent studies (Yang et al., 2015; Liu et al., 2018; Cattle and Ma, 2018) (Yang et al., 2015; Cattle and Ma, 2018) comprises of 2,400 puns and an equal number of negative samples from the news, Yahoo!Answers, and proverbs. In both cases authors tried to ensure lexical and structural similarity between the humorous and 'serious' classes. Two datasets were prepared within SemEval 2017 shared tasks: #HashtagWars (Potash et al., 2017) and English Puns (Miller et al., 2017) . The former dataset comprises of 12,000 tweets corresponding to about 100 episodes of a TV show, each annotated with a 3-point funniness score. The latter one contains about 4,000 contexts, 71% of which are puns, annotated with WordNet senses. Most of humor recognition research deals with English; exceptions are studies working with Italian (Reyes et al., 2009) , Russian (Ermilov et al., 2018) , and Spanish (Castro et al., 2018) .
3 Data STIERLITZ and PUNS. We started with a dataset of Russian one-liners and non-humorous texts used previously in (Ermilov et al., 2018) . The balanced dataset was assembled by complementing a collection of jokes from social media (Bolotova et al., 2017) with non-humorous proverbs, news headlines, and sentences from fiction books. Following the authors, we refer to the dataset as STIERLITZ. 2 We also use a small collection of Russian puns from (Ermilov et al., 2018) for evaluation. Puns as a special type of humor seem to be less articulated in the Russian culture compared to 2 Stierlitz is a protagonist of a popular TV series, a Soviet spy working undercover in Nazi Germany. He is also a popular character of jokes in post-Soviet countries. British/US tradition. The authors were able to spot only few online collections of puns.
FUN: dataset expansion. Our goal was to significantly expand STIERLITZ and to ensure that funny/serious counterparts are more similar in terms of vocabulary, style, and structure than in the original collection. First, we collected more than 1M jokes from multiple humorous public pages from the largest Russian social network VK.com through its API (556K) and from the website anekdot.ru (477K), the oldest online resource of humorous content on the Russian Web.
Then, we filtered out less popular jokes based on user ratings, duplicates, and jokes already presented in STIERLITZ and PUNS collections. The newly obtained collection is quite diverse: it contains one-liners, multi-turn jokes, and short sketches.
Second, we downloaded 10M posts from a large online forum of the city portal of Yekaterinburg E1.ru 3 . We opted for online forums as a source of negative examples, since social media and human conversations are immediate application domains of humor recognition. We indexed the forum data with Elastic 4 and returned a BM25-ranked list of matching forum posts for each joke. To filter out potential occurrences of jokes in the forum data, we removed all forum snippets with Jaccard similarity higher than 0.4 to the query joke. This threshold was inferred empirically from the data. After that, we added the highest-ranked post for each joke to the collection. Here is an example of such a joke/non-joke pair (hereafter, we cite English translations of original texts in Russian): FUN: Russian Mars rover will hand out Russian passports to the Martians. FORUM: They say in the Crimea, too, they are handing out Russian passports or have already handed them out.
To assess lexical diversity of the resulted dataset, we calculated KL-divergence of add-one smoothed word frequency distributions of nonjokes with respect to jokes for both STIERLITZ and FUN. The resulted in 0.18 for FUN and 0.50 for STIERLITZ, which demonstrates that joke/nonjoke classes in the new dataset are lexically more similar than in the STIERLITZ dataset. We also examined words with most frequency disproportions in funny/non-funny parts of the dataset. Local toponyms, abbreviations, and non-standard spellings typical for online communications appeared to be the most salient words in the 'unfunny' part of the dataset that stems from an online forum, while names of some jokes characters and mat (Russian profane language) are most typical for the funny part.
When compiling the dataset we introduced high/low cut-off thresholds for text lengths, but didn't try to balance out lengths distributions of jokes/non-jokes subsets. Figure 1 shows that the jokes' length distribution is skewed towards longer texts compared to non-jokes.
We also removed URLs and user names, retaining only unique entries. Finally, we partitioned the dataset into train/test sets (80:20) ensuring the original STIERLITZ train and validation subsets belong to FUN train and test subsets, respectively. GOLD: dataset validation. To verify that our automatically created collection contains valid jokes and non-jokes, we conducted an evaluation using an online interface, where 1,000 random jokes and 1,000 random non-jokes were assessed on a 3-point scale: 'not a joke', 'an unfunny joke' and 'a joke'. We were able to recruit more than 100 volunteers through online social networks; evaluation resulted in 1,877 examples being labeled by at least three assessors. In case of 238 items (12.7%) we could observe opposite assessments, i.e. 'not a joke' and 'a joke', which is an acceptable agreement for a crowdsourcing setting. Majority voting resulted in 94% of non-jokes marked as 'not a joke' and 95% of jokes marked as either 'an unfunny joke' or 'a joke', which demonstrates a good performance of the automatic procedure. 5 The errors in the non-jokes are mostly humorous responses from the forum users, for example:
Invite a girl, cook a dinner for two... but do not ask "how to get rid of a girlfriend?" a week later.
Texts from humorous sources marked as 'not a joke' are examples of dry humor or contextdependent jokes, e.g.:
Ten to the power of thirty of electrons is almost a kilogram. 
Classification Methods
Recently, various neural network architectures have achieved state-of-the-art results in many areas of natural language processing. Given that we have a large enough corpus, we opted for universal language model fine-tuning method (ULMFiT) for text classification (Howard and Ruder, 2018 ) that has demonstrated good performance and generalization capabilities.
In case of humor recognition, it is desirable to model deeper word and context dependencies, as humorous effect is usually enabled by combinations of words rather than individual words themselves. Language models (LMs) have been used as baselines in several humor recognition studies (Shahaf et al., 2015; Yang et al., 2015; Cattle and Ma, 2018) . In contrast to most previous humor recognition studies, we didn't engineer any linguistic features. However, LM-based approach can be seen as indirect reflection of some common humor features such as incongruity, unexpectedness, or nonsense.
Our humor corpora are relatively small compared to the corpora that are used to train language models. To overcome this limitation, we first trained a language model on 10M online forum texts for 15 epochs. Texts were tokenized using unigram subword tokenization method implemented in SentencePiece library (Kudo and Richardson, 2018 ) with the vocabulary size of 100,000. Architecture and parameters were directly transferred from (Howard and Ruder, 2018) . Further, we used either STIERLITZ or FUN dataset to fine-tune the model for five epochs. Finally, we replaced the target task with humor classifier by augmenting the model with linear blocks and trained the model with gradual unfreezing followed by 14 consecutive epochs. We further refer to this model as ULMFun.
As a baseline classification method, we chose an SVM classifier on top of tf.idf features, which is usually a good starting point in text classification tasks. In addition, the authors of (Ermilov et al., 2018) kindly agreed to run their best learned model on our new dataset.
Results and Discussion
The goals of the experiment were to estimate the impact of the increased dataset size and its construction methods, to introduce a strong baseline based on deep neural network approach, to compare it with a baseline and published work, as well as to evaluate generalization abilities of the model.
In the first series of experiments we trained a linear SVM baseline on tf.idf features and ULMFun model on STIERLITZ train set. We tested the obtained models on held-out test sets of STIER-LITZ and FUN, as well as on smaller manually annotated GOLD and PUNS collections. In addition, we were able to apply the best model from (Ermilov et al., 2018) to the test data. Table 2 summarizes performance of the models. What stands out from the results is that baseline SVM outperforms a previous feature-rich approach (Ermilov et al., 2018) . Due to high lexical diversity between positive and negative classes in STIERLITZ, it seems to be trivial to distinguish between jokes and nonjokes with lexical features only. Even a simple linear model achieves F1 score of 0.91. Unsurpris- ingly, ULMFun outperforms both Stierlitz SVM and the baseline. Since FUN was constructed in quite a different way compared to STIERLITZ and represents a much harder task, classification quality of all three methods decreases on FUN test set. For instance, Stierlitz SVM achieves only 23% recall on FUN non-jokes. It is interesting to note that more versatile Stierlitz SVM features demonstrate better transferability and help the method to beat the baseline on 'unfamiliar' FUN. Performance of the baseline is stable on GOLD, while the other two classifiers' scores decrease more significantly than one can expect based on manual verification results, i.e. by 5-6%. Variance of recall scores of the three methods on PUNS is much higher, though the results must be treated with caution due to small size of the collection. Table 3 represents results of baseline SVM model and ULMFun trained on FUN training set. As expected, more data significantly improve classification quality on FUN test set in case of both methods. However, performance on presumably 'simpler' STIERLITZ test set drops since FUN dataset is a lot more diverse in terms of joke types and topics. Performance of both methods on GOLD decreases less than by 5% of noise expected in the data. Figure 2 shows that the lowest humor detection quality is observed for texts in the range from 50 to 100 characters, which can be explained by the imbalance of the dataset in regard of length. Moreover, longer jokes are easier to detect due to a richer context. Manual inspection suggests that misclassified jokes can be divided into three categories. The most common Table 3 : Humor detection quality -models trained on FUN train.
one is jokes whose comprehension requires external world knowledge, for example:
The absolute record in worldwide compact disk sales was set by a little-known band called CD-R with its new single 700MB.
The following examples demonstrate two other error types -hard to get jokes, e.g.
No GMO, no artificial dyes, no plans for the future, no meaning in life, and no preservatives.
and noisy non-jokes from the positive class:
Would you like to celebrate your birthday in Las Vegas?
Similarly, misclassified examples from negative class are occasionally present noisy jokes:
No doctor is as worried about the patient's high heart beat rate as a pathologist.
ULMFun also triggers on context changes that are typical for many jokes, for example:
Model of an ideal person -and an out-of-class fire-breathing dragon!
Conclusion and Future Work
In this paper, we introduced a publicly available dataset for humor recognition in Russian that exceeds in size all previous public datasets. We compared the performance of a baseline SVM method and a more sophisticated ULMFiT method on this dataset, with the latter yielding favorable results.
In the future, we aim to analyze how changes in the training procedure and hyperparameters of ULMFiT affect resulting model performance. On top of that, we hope to improve model generalization by augmenting negative examples with a split of jokes into setups and punchlines, as they should not be funny by themselves. We also plan to reproduce the experiment on English data.
