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• We identify situations where fusion models can lead to large improvements.
• A Gaussian–Poisson fusion model is applied to an epidemiological dataset.
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a b s t r a c t
The availability of geo-referenced data increased dramatically in
recent years, motivating the use of spatial statistics in a vari-
ety of research fields, including epidemiology, environmental sci-
ence, remote sensing, and economics. Combining data measured
at both point and areal support can improve parameter estimation
and increase prediction accuracy. We propose a new generalized
spatial fusion model framework for jointly analyzing point and
areal data. Assuming a common latent spatial process, we take a
Bayesian hierarchical approach to model both types of data with-
out distributional constraints. The models are implemented with
nearest neighbor Gaussian process in Stan modeling language to
increase computational efficiency and flexibility. Our simulation
study shows that generalized fusion models under this framework
model the latent process better than spatial process models. We
identify scenarios where fusion models can offer large improve-
ments. We then apply the framework to epidemiological data to
identify the spatial risk pattern of respiratory diseases and lung
cancer in Canton of Zurich, Switzerland.
© 2017 The Authors. Published by Elsevier B.V. This is an open
access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
An increase in geo-referenced data spurred the use of spatial statistics in a variety of research areas,
including epidemiology, environmental science, remote sensing, and economics (Gelfand et al., 2005;
Shi and Cressie, 2007; Lawson et al., 2016; Paci et al., 2017). Often, researchers analyze a single spatial
dataset, but a single source of spatial data may not be the best choice for parameter inference due to
problems such as missing data and selection bias. For example, in remote sensing, cloud cover can
interfere with regional observations. In disease mapping, data collection methods can cause selection
bias in certain populations. In addition, there can be modeling difficulties, small sample size or weak
spatial correlation may make it hard to estimate parameters (Irvine et al., 2007). In these situations,
using multiple data sources can offer an advantage. Data may be collected at different spatial support
for a variety of reasons, including budget constraints and privacy considerations. These data can be
combined with the assumption of a common underlying spatial process in spatial fusion models. For
example, air pollution modeling can be done based on measurements from monitoring stations, or
numerical model output from computer simulations. We can assume that the same pollution process
influences bothmeasurements taken at the station, and the results of the simulation. Another example
can be found in epidemiology, where, for privacy reasons, aggregated case counts at the district level
are much more common than individual case locations of a disease. We can assume the same disease
risk pattern drives the occurrence of individual cases and aggregated counts. As more database hosts
and organizations collaborate, it is becoming easier to link datasets, providing more opportunities to
carry out fusion tasks.
The approach of jointly analyzingmultiple data sources that have different spatial support is called
data fusion or data assimilation (Banerjee et al., 2014), or Bayesian melding (Fuentes and Raftery,
2005; Liu et al., 2011) in different literatures. They take a slightly different approach to modeling,
but the basic idea is the same: combining point and areal data in a single statistical model. Fuentes
and Raftery (2005) proposed one of the first fusion models, which predicts the spatial distribution
of air pollution level. The model specifies both point-referenced measurements from monitoring
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stations and the regional air pollution model. Block averaging, based on systematic sampling, relates
the different spatial supports to approximate stochastic integrals. The model was fitted without any
covariates; its computational disadvantage makes it suitable only for small sample sizes. Bourgeois
et al. (2012) proposed a hierarchical model combining three different types of Poisson-based areal
data on weed measurements. The model assumed a latent log Gaussian Cox process to represent
weed density, and used sampling points to approximate stochastic integrals. The model handles non-
Gaussian distributed data but still lacks computational speed for larger datasets. Sahu et al. (2010)
and McMillan et al. (2010) proposed alternative measurement error models, where the underlying
spatial process is defined by a conditionally autoregressive (CAR)model. Computational time dropped
dramatically, especially for large numbers of areal observations. The underlying CAR assumption is
justified, given that there are more than 104 gridded areal observations in their dataset. The resulting
spatial prediction at areal level is almost indistinguishable from a continuous process. For applications
where areal shapes are large and irregular, or when data in many areas are missing, such approach
can become problematic.
Cowles et al. (2009) introduced a more general fusion model that accounts for covariates, non-
spatial random effects and allows for different measurement errors from point and areal data. They
also proposed a four-stage slice sampling-based Markov chain Monte Carlo (MCMC) algorithm to
obtain posterior samples, which is more efficient than naively implementing the fusion model in
OpenBUGS (Lunn et al., 2009). Instead of using MCMC methods for Bayesian inference, Moraga
et al. (2017) proposed an Integrated Nested Laplace Approximation (INLA) approach. INLA’s main
advantage is that it does not require MCMC sampling algorithms for fusion models, which often
generate highly dependent posterior samples. Moraga et al. (2017) pointed out that their fusionmodel
only applies to Gaussian data, and their model requires the same responses and covariates for both
spatial supports. Instead of fusing point and areal data, Berrocal et al. (2010) took a downscaling
approach to model air quality data. They used numerical model output as a covariate for observations
at monitoring stations, and showed it made better predictions than Fuentes and Raftery (2005)’s
fusion model and ordinary kriging. The downscaling approach is not suitable when one is interested
in the common latent process, or when the association between point and areal observations is not
immediately clear. Finally, there are non-Bayesian approaches, such as spatial statistical data fusion,
based on fixed rank kriging (Nguyen et al., 2012), area-and-point kriging (Goovaerts, 2010), and
geographically weighted regression (Murakami and Tsutsumi, 2015). Here, we only focus only on
Bayesian models.
Cowles et al. (2009) and Moraga et al. (2017) showed that the prediction performance of fusion
models based on both point and areal data can be better than models that use a single data source,
but applications continue to focus on air quality modeling. The fusion models have sometimes been
applied in epidemiology (Huang et al., 2015; Lee et al., 2017), but theywere only used formapping air
pollution in the first stage of analysis, and the result is used for adjusting disease data in the second
stage. Existing literature on fusion models has two limits. First, air pollution data applications aim to
model the distribution of some air quality measure, which is often directly available as observations
at different spatial support; only Sahu et al. (2010) assumed a common underlying atmospheric
driver. Second, air quality data or some transformation of it are assumed to follow only Gaussian
distributions, a common assumption of all existing fusion models that limited the scope of potential
applications. Diggle et al. (1998) described cases in which assuming Gaussian distribution in spatial
models is inappropriate. The model proposed by Bourgeois et al. (2012) did not suffer those two
limitation but it was application specific, fusing only Poisson-distributed areal data.
We extend existing fusion models and propose a generalized spatial fusion model framework that
incorporates data from both point and areal support by assuming a common latent spatial process.
In contrast to existing approaches, we do not restrict either point or areal observations to follow
Gaussian distributions. Our framework increases the computational efficiency of fusion models by
using nearest neighbor Gaussian process (NNGP) (Datta et al., 2016) and implementing it in Stan
programming language (Carpenter et al., 2017). We show, via a simulation study, that a Gaussian–
Poisson fusion model under our framework outperforms spatial process models. In Section 2, we
introduce the motivating dataset and perform some exploratory analysis. In Section 3, we describe
the formulation and implementation of the framework. In Section 4, we conduct a simulation study
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to compare different models. In Section 5, we apply a fusion model under our new framework to an
epidemiological dataset. We end the paper with a discussion, followed by Appendices including our
model source files and other additional information.
2. Motivating dataset and exploratory analysis
Themotivating dataset for our case study is the LuftiBus project (Zürich, 2017), a health promotion
campaign of the Zurich Lung Association. LuftiBus was initiated in Switzerland in 1993, to raise
awareness about lung diseases and their associated risk factors. A LuftiBus vehicle, equipped with
spirometers and other measurement devices, drives around the greater Zurich area and other regions
of Switzerland to collect lung function measurements and health information from local residents.
LuftiBus data was the basis for published population-based reference values for lung functions and
exercise capacity (Kuster et al., 2008; Strassmann et al., 2013). Recently, the records of LuftiBus and
census-based SwissNational Cohort (SNC) (The SNC StudyGroup, 2017)were deterministically linked
by date of birth, residential postcode, and sex. The LuftiBus-SNC dataset contains 56,223 people with
demographic, health and environmental variables.
We will investigate the spatial pattern of respiratory disease and lung cancer risk in our target
population after adjusting for age and gender. In disease mapping, this kind of analysis is usually
based on aggregated areal data from each municipality (Chammartin et al., 2016), however such
approach can be prone to ecological bias. Additionally municipal boundaries are artificial, we argue
that a continuous spatial pattern is a better assumption. Our dataset is unique because it records each
participant’s residential location, which enables us to model a continuous spatial pattern.
Patients with respiratory diseases such as chronic obstructive pulmonary disease (COPD) can be
diagnosed by measuring lung functions. A measure of how much air a person can exhale during a
forced breathe is forced expiratory volume in one second (FEV1). FEV1 can be used to diagnose disease
and predictmortality related to respiratory functions (Menezes et al., 2014). Beforewe fit amodel, we
apply exclusion criteria (see Appendix A) to process the data, which reduces the risk of data recording
error and allow us to focus on our population of interest. For purposes of illustration, we restrict
our analysis to measurements from Canton of Zurich, made in 2010. After exclusion, we have 2315
people remaining in our analysis. We start by fitting a multiple linear regression with FEV1 as the
response variable, age and gender (female is encoded as 1 and male is encoded as 0) as covariates,
and investigate spatial structure in the residuals.
Fig. 1 maps 171municipal boundaries in Canton of Zurich and the residential locations of the 2315
people in the LuftiBus-SNC dataset. Fig. 2 shows the empirical semi-variogram from the residuals of
the multiple linear regression. We observe a high nugget-to-partial sill ratio of 5 (= 0.23/0.046);
the effective range is about 2.2 km, based on the fitted exponential variogram model. The 95%
pointwise variogram envelope is computed from the variogram estimates based on 1000Monte Carlo
permutations of residuals on the locations (Ribeiro Jr. and Diggle, 2016). Data with semi-variance
estimates outside the envelope are considered to exhibit spatial structure. The high nugget-to-partial
sill ratio indicates weak spatial correlation, but several estimates fall a short distance outside the
envelope, indicating some spatial structure. Irvine et al. (2007)’s simulation studies showed that
spatial parameters are difficult to estimate when spatial correlation is weak, therefore there is a need
to consider additional spatial information. In Section 5, we use aggregated cause-specific mortality
data as areal observations. By assuming the same latent spatial process for risk of decreased FEV1
and increased mortality, we jointly analyze those two variables with a fusion model. Because there
is no appropriate fusion model approach to include Poisson distributed mortality, we propose a new
framework unfettered by this distributional constraint.
3. Generalized spatial fusion model framework
3.1. Model formulation
We propose a generalized spatial fusion model framework that jointly analyzes point and areal
data. Without loss of generality, we consider two responses: Y (s) and Q (a). The point-referenced
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Fig. 1. Residential locations of 2315 LuftiBus candidates in the processed dataset.
Fig. 2. The empirical semi-variogram of residuals from the multiple linear regression is shown in red dots; the solid line
represents the fitted exponential variogram model. The dashed lines are the 95% pointwise variogram envelope, which are
based on the 2.5th and 97.5th percentile of semi-variance estimates from Monte Carlo simulations.
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response variable Y (s) is observed at site s ∈ D ⊆ ℜ2, with S = {s1, s2, . . . , sns}. The areal response
variable Q (a) is observed in area a ∈ D, with a ∈ A = {a1, a2, . . . , ana}. We assume a latent Gaussian
process (GP) w(u) at site u ∈ D, which is associated with both responses; it has zero mean and a co-
variance function C(·, ·; θ), i.e., w(u) ∼ GP(0, C(·, ·; θ)). We denotewS =
(
w(s1), w(s2), . . . , w(sns )
)T
andwA =
(
w(a1), w(a2), . . . , w(ana )
)T , where w(ai) = |ai|−1 ∫u∈ai w(u)du is the aggregated process
for area ai. We address the change of spatial support by approximating the stochastic integrals, with
w(ai) ≈ 1L
L∑
j=1,s′ij∈ai
w(s′ij), (1)
where w(s′ij) is the jth sampling points within area ai, and L is the number of sampling points in each
area. This approximation was also used by Fuentes and Raftery (2005), Berrocal et al. (2010) and
Liu et al. (2011). They showed that a small L is a good trade-off between computational efficiency and
model accuracy.We further denote the set of all sampling points as S ′. The set of locations in the latent
process U consists of the observed locations and the locations at sampling points, i.e., U = S ∪ S ′.
We assume 1×ps and 1×pa vectors of spatially-referenced covariates X Ts (s) and X Ta (a). Themodel
can be written as
f (E [Y (s)|w(s)]) = X Ts (s)β + w(s),
g (E [Q (a)|w(a)]) = X Ta (a)α+ w(a), (2)
where f (·) and g(·) are suitable link functions that depend on the distributions of Y (s) and Q (a); β and
α are the corresponding coefficients for the covariates. Additional error terms canbe added, depending
on the distribution. In the spirit of Fuentes and Raftery (2005) and Liu et al. (2011), we let the first
ns elements in wU coincide with wS , and the (ns + 1)th to (ns + naL)th elements be the process at
sampling points. The latent process is transformed into the average of sampling points within each
area as in Eq. (1) by design matrix K withwA ≈ KwU , where K is specified as
K =
⎡⎢⎣0 . . . 0 ka . . . 0... . . . ... ... . . . ...
0 . . . 0 0 . . . ka
⎤⎥⎦
  
na×(ns+naL)
(3)
with each ka a row vector of length Lwith elements 1/L.
Fig. 3 is a graphical model representation of the fusion model framework. Unlike previous fusion
models, in our model Y (s) and Q (a) do not need to follow the same distributions. For example, in
Section 5, Y (s) represents the lung function measurement FEV1 that follows a Gaussian distribution,
while Q (a) represents the number of cause-specific mortality, which follows a Poisson distribution.
3.2. Model implementation
It is computationally expensive to fit full Gaussian process models for large spatial datasets.
The number of floating point operations (flops) is O(n3) for n locations in evaluating the exact log-
likelihood. The model assumption of a continuous latent process becomes infeasible for a fusion
model with many locations, but advancements in low rank models (Banerjee et al., 2008; Stein,
2008) and sparse methods (Furrer et al., 2006; Rue et al., 2009; Datta et al., 2016) have significantly
reduced computation time without compromising performance. In our implementation, we let the
latent spatial processw(u) follow an NNGP Datta et al. (2016). NNGP uses conditional densities based
on neighboring locations to construct joint density of a full Gaussian process, to avoid dealing with
large covariance matrices in a full GP model. A nearest-neighbor Gaussian process for wU can be
constructed by firstly selecting a fixed set of reference locations R = {r1, r2, . . . , rnr } ∈ D that may
not coincide with the locations in U , then the nearest-neighbor density of wU can be derived from
78 C. Wang et al. / Spatial Statistics 23 (2018) 72–90
Fig. 3. A graphical model representation of the fusion model framework. Dashed arrows represent optional components that
depend on the distribution of response variables. Boxes represent data components.
p(wU , wR) = p(wR)× p(wU |wR), withwR =
(
w(r1), w(r2), . . . , w(rnr )
)T . For each of the densities,
we can express it using conditionals on nearest neighbors, i.e.,
p(wR) = p(w(r1))
nr∏
i=2
p
(
w(ri)
⏐⏐ w(r1, . . . , ri−1))
≈
nr∏
i=1
p
(
w(ri)
⏐⏐ w(N(ri))), (4)
where N(ri) is the set ofm nearest-neighbors from {r1, r2, . . . , ri−1} for ri, and
p(wU |wR) ≈
ns+naL∏
i=1
p
(
w(ui)
⏐⏐ w(N(ui))), (5)
where N(ui) is the set of m nearest-neighbors from R for ui. As Datta et al. (2016) pointed out, a
convenient choice for the reference set is R = U . The computation in likelihood evaluation of NNGP
is then simplified further since p(wU |wR) = 1. We are left to evaluate the conditional densities in
Eq. (4) withwR = wU . Utilizing NNGP, the computational complexity for modelingwU is reduced to
O(nm3), wherem is usually very small (∼10).
To make our framework more flexible, we implemented our fusion models in Stan (Carpenter
et al., 2017), via the R interface rstan (Stan Development Team, 2016). Stan uses the No-U-Turn
sampler (Homan andGelman, 2014) to obtain posterior samples, an improved version of Hamiltonian
Monte Carlo (HMC) that adaptively adjust its tuning parameters. Hierarchical modeling of GP with
non-Gaussian distributed responses involve high dimensional spatial random effects, which contains
highly correlated samples and leads to slow mixing of MCMC algorithms. HMC enables the chains
to move much faster especially in high dimensional target distributions by borrowing a concept
from physics. It assigns a momentum to each parameter, and updates all the parameters and their
momentum at each HMC iteration. Thus we did not have to design custom samplers for the specific
fusionmodels, as Sahu et al. (2010) and Cowles et al. (2009) did. Using Stan also relaxed the constraint
on assigning conjugate priors that is typically used in Gibbs samplers. Finally, rstan syntax is easy to
understand, which makes it more accessible to researchers. (See Appendix B for the source files.)
4. Simulation study
In this section, we conduct a simulation study to compare the performance of models in different
scenarios. Since we assume point and areal observations follow different distributions, the other
existing fusion models cannot be fitted for such situations. Hence, we consider our fusion model and
other spatial process models. All of the simulation results are obtained in R version 3.3 (R Core Team,
2017), on a Linux server with 256 GB of RAM and two Intel Xeon 6-core 2.50 GHz processors.
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4.1. Simulation setup
We are interested in modeling the latent spatial process within a [0, 4000] × [0, 4000] domain.
We start by generating a zero-mean stationary Gaussian process w(u) on a fine grid with covariance
matrix C (·, ·; θ). To generate areal observations, we divide the domain into na number of Voronoi cells
with uniformly distributed centroids in the domain, and computew(a) for each area. We sub-sample
ns locations from the fine grid to obtain w(s) at observed locations. We then generate a covariate
Xs,1(s) ∼ N(0, 12) for each location and a covariate Xa,1(a) ∼ N(0, 12) for each area. Adding intercepts,
we obtain X Ts (s) = [1 Xs,1(s)] and X Ta (a) = [1 Xa,1(a)]. The response variables are then generated
according to
Y (s)|w(s) ∼ N (X Ts (s)β + w(s), τ 2) ,
Q (a)|w(a) ∼ Poisson (exp (X Ta (a)α+ w(a))) , (6)
where τ 2 is the nugget. In the simulation, we use exponential covariance function from the Matérn
family, C(si, sj; σ 2, φ) = σ 2exp(−∥si−sj∥/φ), where ∥si−sj∥ is the Euclidean distance between si and
sj, σ 2 is the partial sill that represents spatial covariance, and φ is the decay parameter that controls
spatial range.
We simulate a total of 40 scenarios with a combination of different sample sizes and parameters,
where ns = {50, 100, 200, 500, 1000}, na = {50, 100, 200, 300}, and (σ 2, τ 2, φ) = {(0.1, 1.0, 300),
(0.5, 0.5, 300)}. The coefficients are β = (1, 5)T ,α = (1, 2)T . We use the same random seed
to generate the data such that the latent spatial process is consistent for the same set of spatial
parameters. We can thus make a fair comparison when sample sizes vary. We consider the following
three models: (i) a full Gaussian process (full GP) model based on point observations, as implemented
in spBayes package (Finley et al., 2015); (ii) anNNGPmodel based onpoint observations, implemented
in Stan; and, (iii) a fusion model under our new framework, implemented in Stan. For all models, the
intercepts and coefficients are assignedwith independentN(0, 52) priors. The variance parameters σ 2
and τ 2 are assignedwith inverse Gammapriors IG(2, 1), which has amean of one and infinite variance.
For spatial decay, model (i) has a uniform prior U(0.002, 0.01) on 1/φ, whilemodel (ii) and (iii) have a
weakly informative normal prior N(300, 1002) truncated at zero on φ. The priors in the fusion model
can have arbitrary distributions with appropriate support, since Stan implementations do not rely
on conjugacy between priors and likelihoods. We use the Stan implementation of model (ii) because
using the alternative spNNGP package (Finley et al., 2017) implementation would prevent us from
using the samepriors as our fusionmodel, tomake a fair comparison. To balance the trade-off between
computational time andmodel accuracy, we usem = 5 nearest neighbors and L = 5 sampling points.
The sampling points consist of the centroid plus four randomly selected locations for each area. For
model (i) we run a single chain of 22,500 iterations with 2500 warm-up samples, and thin by a factor
of 10. For model (ii) and (iii), we run 4 chains of 4000 iterations with 2000warm-up samples, without
thinning. Multiple chain convergence is checked with potential scale reduction factors (Brooks and
Gelman, 1998).
Additional 900 sites are chosen under each scenario to evaluate predictive performance. The
prediction sites are located on a 30× 30 grid that uniformly covers the sampling domain. To compare
model performance, we compute the width of 95% credible intervals and their coverage probabilities,
and root mean squared prediction errors (RMSPE), defined as
RMSPE =
(
1
n
900∑
i=1
(
w(ui)− wˆ(ui)
)2)1/2
. (7)
4.2. Simulation results
We first look at the predictive performance of themodels under different scenarios, as a function of
sample size. Then we look closely into four specific scenarios from the simulation study to investigate
performance on parameter estimation. See Appendix C for computation times.
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Fig. 4. Percentage reduction of RMSPE on latent spatial processw(u) for different combinations of sample size. Left panel shows
τ 2 = 0.5 and σ 2 = 0.5 (τ 2/σ 2 = 1). Right panel shows τ 2 = 1.0 and σ 2 = 0.1 (τ 2/σ 2 = 10).
Fig. 5. Percentage reduction of RMSPE on point response Y (s) for different combinations of sample size. Left panel shows
τ 2 = 0.5 and σ 2 = 0.5 (τ 2/σ 2 = 1). Right panel shows τ 2 = 1.0 and σ 2 = 0.1 (τ 2/σ 2 = 10).
4.2.1. Predictive performance
Figs. 4 and 5 summarize the percentage reduction in RMSPE of the fusion model over NNGP; this
can also be interpreted as percentage improvement in prediction. (The figures are in different scales.)
The RMSPE of the full GP model is similar to NNGP, so we do not include it in the figures. We see
an overall increase in the reduction of RMSPE as the number of areal observation increases. w(u)
improves slightly when the nugget-to-partial sill ratio is lower and the number of areal observations
is small. In this situation, parameter estimationmainly relies on point data. Improvement is generally
greater when the nugget-to-partial sill ratio is higher, with τ 2 = 1.0 and σ 2 = 0.1. In both cases,
improvement increases with the number of areal observations. The improvement of RMSPE for point
response Y (s) is less than that forw(u) becausemuch of the variance ismodeled by the coefficients and
the measurement error τ 2. There is little room for improvement by modeling the spatial component.
The effect of latent spatial process on the point response in our simulation is small, so even though
we saw great improvement in predicting w(u), the effect on Y (s) was small. The modeling of Y (s)
improves only when the nugget-to-partial sill ratio is low.
Overall, the fusionmodel improves the prediction of latent processw(u)more noticeably than Y (s).
The amount of improvement depends on the relative sample size of point and areal observations,
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Table 1
Four of the scenarios from the simulation study. They have common param-
eter values of β = (1, 5)T ,α = (1, 2)T , and φ = 300.
Parameter Scenario 1 Scenario 2 Scenario 3 Scenario 4
ns 500 500 1000 1000
na 200 200 200 200
σ 2 0.5 0.1 0.5 0.1
τ 2 0.5 1.0 0.5 1.0
and on the nugget-to-partial sill ratio or the strength of spatial correlation. See Appendix D for a
visualization of the estimated latent process from different models.
4.2.2. Parameter estimation
For parameter estimation, we focus on four different scenarios from the 40 combinations. Table 1
summarizes the parameters; Table 2 presents the results. For the parameter estimates, we show
the posterior medians and 95% equal-tailed credible intervals (CI). We also include RMSPE, width
of 95% credible intervals, and coverage probabilities for bothw(u) and Y (s). All three models provide
reasonable parameter estimates for coefficientsβ, but only the fusionmodel simultaneously provided
the estimate for the coefficients of areal covariate α. The models tend to overestimate the partial sill
σ 2 in Scenario 2 and 4, where the true value is 0.1, in part because we assigned the prior IG(2, 1)
to the model. The prior allocates very small probability mass to low values and it has a mean of
one, nevertheless the fusion model returned the most accurate estimates. To obtain more reasonable
estimates, a different prior can be assigned to the model or σ 2 and τ 2 can be re-parameterized
as a ratio (Cowles et al., 2009). We briefly investigate the influence of priors on estimating σ 2 in
Appendix E. The spatial decay parameter φ is only weakly identified, hence we are not surprised
it varies in the estimation across the scenarios. The overall estimation of the spatial parameter is
improved for Scenario 1 and 2 in the fusionmodel, when there is relatively little information from the
point observations. Thewidth of the posterior credible interval forw(u) in the fusionmodels is smaller
in all scenarios, and especially in Scenarios 1 and 2, which indicates predictions can be achieved with
lower uncertainty when some areal observations are taken into account.
5. Case study: LuftiBus-SNC dataset
To investigate the spatial risk pattern for respiratory diseases and lung cancer in Canton of Zurich,
we use our new framework to fit a spatial fusion model. The lung function measurement FEV1 Y (s) is
recorded at the individual level in the LuftiBus-SNCdataset, and is assumed to beGaussian distributed.
We analyze it with Poisson distributed cause-specific (respiratory diseases and lung cancer) mortality
Q (a) from the SNC data at the municipality level. To maintain consistency with the selected LuftiBus-
SNC dataset, we only consider mortality from 2010. Expected mortality E(a) for each municipality is
computed based on the reference mortality from the same population, which is grouped by gender
and 5-year age categories. If we assume that the latent spatial process of risk is associated with both
decreased FEV1 and increased cause-specific mortality, the first level of the hierarchical model can be
formulated as
Y (s)|w(s) ∼ N (β0 + age(s)× β1 + gender(s)× β2 − w(s), τ 2) ,
Q (a)|w(a) ∼ Poisson(exp(log E(a)+ w(a))). (8)
We also assume an exponential covariance function for the process. We choose priors σ 2 ∼
IG(2, 0.1), τ 2 ∼ IG(2, 1), and φ ∼ N(700, 1002) in meters, based on the exploratory analysis in
Section 2. The coefficients β are given independent normal priors N(0, 52). We run the model with
4 chains of 4000 iterations, including 2000 warm-up iterations. All of the potential scale reduction
factors are under 1.1, so approximate convergence is reached. The trace plots are shown in Appendix F.
Parameter estimates are summarized in Table 3. Age and gender have a significant effect on lung
function FEV1, consistent with the reference equations (Kerstjens et al., 1997; Kuster et al., 2008).
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Table 2
Parameter estimation and model performance summary from the simulation study. The parameter estimates are based on the
median, 2.5th and 97.5th percentiles from the posterior distributions. RMSPE indicates root mean squared prediction error. CI
width and coverage are calculated based on 95% credible intervals of w(u) and Y (s).
Scenario 1 Scenario 2
Full GP NNGP Fusion Full GP NNGP Fusion
β0 0.84 (0.60,1.10) 0.86 (0.61,1.12) 0.90 (0.65,1.17) 0.92 (0.80,1.05) 0.93 (0.76,1.09) 0.94 (0.77,1.12)
β1 5.03 (4.96,5.11) 5.04 (4.96,5.11) 5.02 (4.95,5.09) 5.04 (4.96,5.13) 5.04 (4.96,5.13) 5.01 (4.95,5.12)
α0 – – 0.83 (0.57,1.12) – – 0.98 (0.80,1.17)
α1 – – 2.03 (1.92,2.14) – – 1.97 (1.88,2.06)
σ 2 0.48 (0.31,0.70) 0.48 (0.32,0.71) 0.53 (0.39,0.73) 0.26 (0.13,0.48) 0.21 (0.12,0.53) 0.16 (0.10,0.25)
τ 2 0.48 (0.34,0.62) 0.50 (0.38,0.61) 0.49 (0.40,0.59) 0.81 (0.60,0.99) 0.86 (0.54,1.02) 0.93 (0.81,1.06)
φ 294 (174,482) 345 (230,503) 398 (289,542) 127 (100,305) 262 (52,460) 380 (232,553)
w(u)
RMSPE 0.5250 0.5272 0.4796 0.3124 0.3045 0.2639
CI width 2.01 1.93 1.78 1.89 1.69 1.17
Coverage 94.3 93.7 92.8 99.8 99.9 97.8
Y (s)
RMSPE 0.8771 0.8829 0.8530 1.045 1.045 1.031
CI width 3.347 3.341 3.242 3.98 3.98 3.95
Coverage 95.4 95.4 95.8 95.0 95.4 95.1
Scenario 3 Scenario 4
Full GP NNGP Fusion Full GP NNGP Fusion
β0 0.89 (0.62,0.16) 0.94 (0.69,1.19) 0.95 (0.69,1.23) 0.95 (0.80,1.10) 0.97 (0.81,1.13) 0.97 (0.82,1.14)
β1 4.97 (4.92,5.02) 4.97 (4.95,5.02) 4.98 (4.93,5.03) 4.95 (4.89,5.02) 4.95 (4.89,5.02) 4.96 (4.94,5.02)
α0 – – 0.92 (0.65,1.22) – – 0.95 (0.78,1.13)
α1 – – 1.97 (1.88,2.06) – – 1.99 (1.91,2.07)
σ 2 0.51 (0.38,0.70) 0.54 (0.40,0.73) 0.47 (0.40,0.70) 0.18 (0.12,0.29) 0.18 (0.12,0.28) 0.15 (0.10,0.23)
τ 2 0.50 (0.42,0.57) 0.49 (0.43,0.57) 0.51 (0.44,0.57) 0.91 (0.82,1.01) 0.93 (0.83,1.03) 0.94 (0.86,1.04)
φ 362 (251,472) 373 (269,513) 397 (298,528) 284 (140,467) 356 (199,537) 397 (257,567)
w(u)
RMSPE 0.4522 0.4478 0.4290 0.2622 0.2596 0.2402
CI width 1.75 1.76 1.66 1.36 1.29 1.08
Coverage 93.3 93.4 93.8 99.0 98.6 97.1
Y (s)
RMSPE 0.8326 0.8343 0.8244 1.036 1.037 1.032
CI width 3.23 3.24 3.21 3.97 3.98 3.95
Coverage 94.4 94.6 94.4 94.9 94.9 94.4
Table 3
Parameter estimates from the case study, with posterior median and 95%
equal-tailed CIs.
Parameter Posterior median 95% CI
β0 5.640 (5.528, 5.757)
β1 −0.037 (−0.039,−0.035)
β2 −0.919 (−0.964,−0.876)
σ 2 0.017 (0.010, 0.026)
τ 2 0.261 (0.245, 0.278)
φ 607 (431, 805)
The nugget-to-partial sill ratio is high, indicating weak spatial correlation. This is consistent with the
estimates from the empirical semi-variogram. Effective range is about 1.8 km.
We select 10,000 gridded prediction locations within Canton of Zurich to obtain a continuous
spatial riskmap. The posteriormedian estimates, and 95% CIwidth at the locations are shown in Fig. 6.
The riskmap represents the unexplained spatial component in themodel, after taking age and gender
into account. On the left, red regions indicate higher value of the estimated latent spatial process,
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Fig. 6. Posterior median estimates and 95% CI width of the spatial risk process for respiratory disease and lung cancer in Canton
of Zurich, after adjusting for age and gender. (For interpretation of the references to colour in this figure, the reader is referred
to the web version of this article.)
Fig. 7. Comparison of the latent spatial process estimates from theNNGP and the fusionmodel,with posteriormedian estimates
and 95% CI width on 10’000 gridded prediction locations. y = x diagonal lines are red.
corresponding to higher risk. North-west regions have slightly higher risk, while south-east regions
have lower risk. There are a few clusters of higher risk near the city center, but none of those risk
estimates are significantly different from zero, based on 95% CIs.
Finally, we compare the estimated spatial pattern with the results from the NNGP model in
Fig. 7. The posterior median estimates at those prediction locations are similar for both models. We
obtain a slightly smoother map from the fusion model, since the estimates are above the diagonal
line at small values and below the line at large values. There are a few locations where the fusion
model estimated a much lower value than the NNGP model. At those locations, the point observa-
tions are sparsely distributed, so the information mainly come from areal mortality observations.
The width of 95% CIs is lower in the fusion model, indicating the estimated map has a smaller
uncertainty.
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6. Discussion
We proposed a generalized spatial fusion model framework that jointly analyzes both point and
areal data. The framework offers several advantages over existing alternatives. First, it does not require
point and areal observations be Gaussian distributed. This makes it suitable for a muchwider range of
applications, particularly in epidemiology, where areal observations are usually Poisson-distributed
counts. Second, the framework is relatively easy to be adapted. It is implemented in the Stanmodeling
language, which offers computational gain and intuitive syntax. Users can avoid constructing custom
samplers for MCMC, so the models can be modified easily. We use NNGP to model the latent process
w(u), such that the framework is viable for larger datasets because the computation grows linearly
with the number of observations.
The simulation study showed that the fusion model outperforms full GP and NNGP models.
Improvement is great when the number of point observations is small relative to the number of
areal observations, and when the nugget-to-partial sill ratio is high. However, when we look at the
prediction of Y (s), the improvement diminishes if the nugget-to-partial sill ratio is high, this is because
adding areal data does not contribute much additional information on estimating the coefficients for
point data. If interest is inmodeling Y (s) directly as a spatial processwithout covariates, we expect the
fusion model to also greatly improve the prediction of Y (s). In the simulation study, we used IG(2, 1)
priors for σ 2 and τ 2, where 95% of the probability mass lies between 0.18 and 4.16. In Scenario 1 and
3 of the simulation study, there is a clear preference for low σ 2, since the posterior distribution of
all three models departs from the prior. When a more informative prior is assigned to the models,
such as IG(2, 0.1) for σ 2, the difference between model performance diminishes because the relative
contribution of the prior is greater (see Appendix E). The simulation results demonstrated that the
fusion model can reduce bias in parameter estimation, even if the prior information is misleading.
We chose the true spatial decay φ to be 300, which corresponds to an effective range of 900 based
on the exponential covariance function. This range is generally large compared to area sizes in our
simulation study, allowing the areal data to help inferring φ as well as the latent process. When the
spatial range is small compared to area sizes, the areal data can borrow information about φ from the
point data and still help inferring the latent process, albeit to a lesser extent.
In the case study, we considered only age and gender information in the models. Assuming a
common latent spatial process, the resulting map represents the unexplained spatial risk component
for respiratory diseases and lung cancer. This map can be used as a model-based exploratory tool
to guide further research in epidemiology. For example, it can be used jointly with cluster analysis
to identify potential risk factors, such as smoking prevalence, social–economic grouping, or environ-
mental pollution.
Convergence problems can arise in some situations. When the nugget-to-partial sill ratio is high,
it is particularly difficult to identify spatial parameters. This causes a problem not only in Bayesian
models but also in likelihood methods (Irvine et al., 2007). In practice, the spatial range parameter
can be fixed, or informative priors around the maximum likelihood estimate can be assigned.
We have experimented with different parameterizations and prior combinations, and our current
implementation converged nicely in all of the simulated scenarios, as it did in the case study. Some
modifications may be necessary in completely different settings, when, for example, the nugget-to-
partial sill ratio is very low.
We made choices about implementing our framework. We used NNGP because it offers a compu-
tational advantage. If the number of observations is relatively small, the latent spatial process can be
modeledwith a full Gaussian process instead of an NNGP. An alternative approach is to use a Gaussian
Markov random field representation ofwU and exploit the resulting sparse precisionmatrix.Whenwe
approximated stochastic integrals, we followed Fuentes and Raftery (2005), Berrocal et al. (2010) and
Liu et al. (2011) in our choice of four sampling points. This is appropriate if the area size is relatively
small, and the spatial process in each area is not very heterogeneous. If domains haveuneven area sizes
or drastic changes in the spatial process, one can set the number of sampling points to be proportional
to the area size to reflect the spatial process inside each area. A more flexible strategy for selecting
sampling points can lead to further improvements. Further, in modeling the areal response Q (a), we
used a diseasemapping approach to link itsmeanwith aggregated spatial processw(a). The ecological
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Fig. A.1. Computation time for different combination of sample sizes. Each column represents a different number of areal
observations na . The computation time for full GP grows linearly with n3s , NNGP grows linearly with ns , while the fusion model
grows linearly with ns + naL.
bias (Greenland, 1992) introduced by this approach can be addressed by firstly transforming the
process depending on the link function, then do the aggregation.
The generalized spatial fusion framework we proposed should make fusion models more appli-
cable when spatial information is available on both point and areal support. For instance, it can be
used for proportional mortality analysis that consider two or more diseases, where the mortality of a
single disease follows a binomial or multinomial distribution (Lawson, 2013). It can also be used to
map species abundance where observations at both point and areal level follow Poisson distributions.
Many real world data have multiple responses. For instance, we used FEV1 as the lung function
measure, but that is one amongmany spirometrymeasurements. To explore the relationship between
multiple responses andmodel their dependencies, an extension to multivariate spatial fusion models
is required. Spatio-temporal fusionmodels can also be proposed in the future to incorporate temporal
dependencies.
We proposed a generalized spatial fusion model framework, and implemented it with flexibility
and adequate computational efficiency. The framework can handle point and areal data that are not
Gaussian distributed.We hope to encourage the usage of spatial fusionmodels on amuchwider range
of practical problems when suitable data are available.
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Appendix A. Exclusion criteria for LuftiBus-SNC data
To reduce data recording errors and to focus on the population of interest, we apply the following
exclusion criteria to the participants from LuftiBus-SNC data:
• living outside of Canton of Zurich at the time of measurement,
• without linkage with census 2000 and mortality records,
• BMI outside the range of 15–50,
• and age under 40 years old.
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Fig. A.2. Modeling results from Scenario 2 in Table 1. First row shows a realization of the process at observed locations,
interpolated process, and aggregated process. Second row shows the estimated latent process from the models. Third row
shows the difference between estimated process and true process; gray regions represent the most accurate predictions. The
results from the fusion model most closely resemble the true latent spatial process.
Appendix B. Source files
A zip file is available at: www.math.uzh.ch/furrer/download/fusion2017_spatstat_appendixB.zip.
It contains the following source files.
• README.txt: description of file contents and references
• model_simulation.R: data generation
• model_fit.R: prediction
• fusion.stan: implementation of our fusion model in Stan.
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Fig. A.3. The influence of four different priors for the partial sill on the posterior distribution. The prior IG(2, 1) was used in the
simulation study.
Appendix C. Computation time with varying sample size
The NNGP model used in our simulation study is implemented in Stan without marginalizing the
spatial process w(u), hence the computation is generally slower than the marginalized full GP model
implemented in the spBayes package (see Fig. A.1). We expect decreases in the computation time if
the NNGP model is also marginalized.
We conduct the simulation study with the un-marginalized NNGP in order to aid the comparison
with our generalized fusion model, where marginalization of w(u) is not possible.
Appendix D. Visualization of latent process estimation
See Fig. A.2.
Appendix E. Influence of priors on the simulation study
In addition to the simulation study, we investigate the influence of priors on σ 2. An inverse Gamma
prior IG(2, 1) was chosen for the partial sill in all simulated scenarios, and we observed some over-
estimation of σ 2 when the true value is 0.1. In the following, we simulate with ns = 200, na =
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Fig. A.4. Trace plots of the parameters from the case study. The samples from four chains are concatenated.
100, σ 2 = 0.1, τ 2 = 1, and φ = 300. The coefficients β and α are the same as in the simulation
study in Section 4.
We employed four different priors for σ 2 to fit our fusion model and the NNGP model separately,
while leaving the other priors unchanged. Fig. A.3 shows that, as the mean of priors decrease, the
posterior distributions shift towards lower values. The posterior distribution from the fusion model
is robust under different prior specifications, and shows much smaller shifts than the NNGP model.
With the prior IG(2, 0.1), the posteriors of σ 2 from the two models have a large overlapping region.
Appendix F. Trace plots from the case study
See Fig. A.4.
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