Abstract. In this paper, we prove some new dynamic inequalities related to Opial and Pólya type inequalities on a time scale T. We will derive the integral and discrete inequalities of Pólya's type as special cases and also derive several classical integral inequalities of Opial's type that has been obtained in the literature as special cases. The main results will be proved by using the chain rule, Hölder's inequality and Jensen's inequality, Taylor formula on time scales.
Introduction
In 1960, Opial [12] proved the inequality
where x ∈ C 1 [0, h] , x (0) = x (h) = 0, and the constant h/4 is the best possible. In 1960, Olech [11] extended the inequality (1) and proved that
where x (0) = 0 with equality if and only if x (t) = ct. Since the discovery of these inequalities, they have been received non-diminishing attention and a large number of research papers giving their successively new proofs, providing various generalizations, and finding discrete analogues. For example, in 1965 Hua [8] generalized Opial's inequality (1) and proved that
where l is a positive integer. In 1966, Yang [20] proved a new generalization of Opial's inequality (1) 
, where β α p 1−µ (t) dt < ∞ and µ > 1. In 1967, a sharper inequality was established by Godunova and Levin [7] . In particular, they proved that if F is convex and an increasing function on [0, ∞) with F (0) = 0, then
In 1972, Rozanova [14] obtained a new interesting generalization of (7). In particular, she proved that if F, g are convex and nondecreasing functions on (0, ∞), and z (t) 0, z (t) > 0 for t ∈ [α, β] such that z (α) = 0, then
One of the extensions and generalizations of Opial's inequality (1) which involving x (n) (t) , n 1 instead of x (t) has been given by Willett [18] . In fact he proved that if
In recent years the study of dynamic inequalities on time scales becomes a major field in pure and applied mathematics. The general idea is to prove an inequality where the domain of the unknown function is so-called time scale T which may be equal to the reals or to the integers. For more details on time scale analysis, we refer the reader to the two books by Bohner and Peterson [5, 6] which summarize and organize much of time scale calculus. In the following, for completness, we recall some related results to the inequalities that we will prove in this paper on time scales. In 2001, Bohner and Kaymakçalan initiated the study of dynamic inequalities of Opial-type on time scales and proved that if
where
Since the discovery of the inequality (10), many papers which deal with new proofs, various generalizations, and extensions have appeared. For more details of Opial's type inequalities, we refer to the books [2, 3] and the papers [15, 16] and the references they are cited. In 2010, Karpuz [9] proved that
R with x (α) = 0, and
Wong et al. [19] and Srivastava et al. [17] proved that if s(t) is a positive and non-increasing function on [a, b] T , then
Following this trend, in this paper, we will prove some new dynamic inequalities by using the properties of convex functions on time scales. The results as special cases, contain the results due to Rozanova, Godunova and Levin and Pólya when T = R. When T = N, we will derive some discrete inequalities which to the best of the authors knowledge has not be considered before. The paper is organized as follows: In Section 2, we present the definitions of time scales calculus that will be used in proving our main results. In Section 3, we will prove the main results.
Preliminaries
The calculus on time scales was initiated by Aulbach and Hilger [5, 6] in order to create a theory that can unify discrete and continuos analysis. In this section, we present some concepts related to the notion of time scales. A time scale T is an arbitrary nonempty closed subset of the real numbers R. We assume throughout that T has the topology that it inherits from the standard topology on the real numbers R.
We define the forward jump operator σ : T → T by σ(t) := inf{s ∈ T : s > t}, for t ∈ T. The mapping µ : T → [0, ∞) defined by µ(t) := σ(t) − t is called the graininess of T. A point t ∈ T is said to be right-dense, right-scattered, if σ(t) = t, σ(t) > t, respectively. The backward jump operator ρ : T → T is defined by : ρ(t) := sup{s ∈ T : s < t}. A point t ∈ T is said to be left-dense, left-scattered, if ρ(t) = t, ρ(t) < t, respectively. A function f : T → R is called rd−continuous provided it is continuous at all right-dense points in T and its left-sided limits exist (finite) at all left-dense points in T. The set of all such rd−continuous functions is denoted by C rd (T). We define f σ := f • σ and define the time scale interval
Fix t ∈ T and let f : T → R. Define f ∆ (t) to be the number (if it exists) with the property that given any > 0 there is a neighborhood U of t with
In this case, we say f ∆ (t) is the (delta) derivative of f at t and that f is (delta) differentiable at t. We will make use of the following product and quotient rules for the derivative of the product f g and the quotient f /g (where gg σ = 0, here g σ := g • σ) of two differentiable function f and g
In this case, we define the integral of f by
Now, we define the Taylor monomials or generalized polynomials as defined originally by Agarwal and Bohner [1] . The Taylor monomials h k : T × T → R, k ∈ N 0 = N ∪ {0}, are defined recursively as follows: The function h 0 is defined by h 0 (t, s) = 1, for all s, t ∈ T, and given h k for k ∈ N 0 , the function h k+1 is defined by
If we let h ∆ k (t, s) denote for each fixed s ∈ T, the derivative of h k (t, s) with respect to t, then
The above definition obviously implies h 1 (t, s) = t − s, for all s, t ∈ T. For different formulae of h k (t, s), we refer the reader to [5] . We denote by C (n) rd (T) the space of all functions f ∈ C rd (T) such that f ∆ i ∈ C rd (T) for i = 0, 1, 2, ..., n for n ∈ N. For the function f : T → R, we consider the second derivative f ∆ 2 provided f ∆ is delta differentiable on T with derivative f ∆ 2 = (f ∆ ) ∆ . Similarly, we define the n th order derivative f ∆ n = (f ∆ n−1 ) ∆ . The Taylor formula, see [1] , which we will need to prove the main results in this paper, is given by
where f ∈ C (n) rd (T) and s ∈ T. The chain rule on a time scale T, (see [5, Theorem 1.90]) states that: Let f : R → R be continuously differentiable and suppose that g : T → R is delta differentiable Then f • g : T → R is delta differentiable and the formula (14) (f • g)
holds. A special case of (14) is
The Hölder's inequality on time scales [5, Theorem 6.13 ] is given by
where, a, h ∈ T, f, g ∈ C rd (T, R), p > 1 and q = p/ (p − 1). Jensen's inequality on time scales [6, Theorem 6.17] is given by
Main results
In this section, we will prove the main results . Throughout the paper, we will assume (sometimes without mentioning) that the functions are rd-continuous positive functions (and differentiable where appropriate) and the integrals are assumed to exist (and are finite). We begin with the following lemma which will be used in the proofs of our main results. Lemma 1. Let F be a convex and nonincreasing function and assume that G is ∆−differentiable function. If G is increasing, then
Proof. From the chain rule (14) for h ∈ (0, 1), we see that
Since G is an increasing function, G (t) ≤ G σ (t) so for h ∈ (0, 1), we have
which is the desired inequality. The proof is complete. Theorem 1. Let T be a time scale with α, β ∈ T, and z ∈ C rd ([α, β] T , R) is positive such that z ∆ (t) > 0. Suppose that g, F be convex and increasing
Proof. Consider y (t) = t α x ∆ (s) ∆s. Then y ∆ (t) = x ∆ (t) and y (t) ≥ |x (t)|. Since g is increasing, by using the Jensen inequality, we have that
Since F is a convex function, we obtain
By applying (18) on the right hand side of the last inequality, we get that
which is the required inequality (19) . The proof is complete.
Remark 1.
We note that if the function F is concave, then the reverse inequality in Theorem 1 also holds.
Remark 2. As a special case of Theorem 1 when T = R, we obtain Rozanova's inequality (8) .
Remark 3. When g (t) = t, the inequality (19) reduces to the following inequality
Remark 4. If we assume that T = R, and g (t) = t in (19), then we obtain Godanova and Levin's inequality (7).
Remark 5. As a special case of Theorem 1 when T = R, g (t) = t, and f (t) = t l+1 , for l ≥ 0, and α = 0 and β = h, we get Hua's inequality
Remark 6. As a special case of Theorem 1 when T = R, g (t) = t, we have that
Remark 7. By using F (u) = u 2 , and x (t) = t α q (s) y (s) ds, where q (t) be positive, and non-increasing on [α, β] , we get from (21) that
By applying the Cauchy-Schwarz inequality, we get that
which is Yang's inequality (5).
Remark 8. For T = R, g (t) = t, and F (u) = u 2 , the inequality (19) becomes
By applying Hölder's inequality with indices ν, µ such that
The proof of the following inequality follows immediately from the inequality (19) by applying Jensen's inequality. Theorem 2. Let T be a time scale with α, β ∈ T, and z ∈ C rd ([α, β] T , R) is positive with z ∆ (t) > 0. Suppose that F, g be convex and increasing
is increasing with z (0) = 0 and φ is convex and increasing function on [0, ∞) such that φ (0) = 0. Suppose that g, F be convex and increasing functions on [0, ∞) and define
.
where ψ (u) = uh (φ (1/u)) and Φ (u) = F (u) h (φ (τ /u)), where h is a concave and increasing function on [0, ∞).
Proof. Consider y (t) = t α x ∆ (s) ∆s. Then y ∆ (t) = x ∆ (t) and y (t) ≥ |x (t)|. By applying Jensen's inequality, we have
Then, we have
By applying (18) , we see that
Since φ is convex, we can apply (19) and obtain
This completes the proof.
As a special case of Theorem 3, if g (t) = t, F (t) = φ (t) = t 2 , and h (t) = √ 1 + t, we get the following result.
Remark 9. In Corollary 1 if T = R, then we obtain Pólya's inequality [13] (26) 2
Remark 10. In Corollary 1 if T = N, and τ = N + 1, then we obtain the discrete Pólya's inequality
such that x(0) = 0, ∆x(n) > 0 and x(N + 1) = b.
In the following, we extend some of the above results to higher order dynamic inequalities.
Theorem 4. Let T be a time scale with α, β ∈ T. Suppose that g, F be convex and increasing functions on [0, ∞), and let x (t) ∈ C (n) rd ([α, β] T , R) be ∆−differentiable such that x (i) (α) = 0 for i = 0, 1, . . . , n − 1. Then β α z ∆ (t) g h n−1 (t, α) x ∆ n (t) z ∆ (t) F z (t) g |x (t)| z (t) ∆t (27)
Proof. By setting, we see that y ∆ (t) , ..., y ∆ n (t) 0, y ∆ n (t) = x ∆ n (t) , and y (t) |x (t)| .
From the Taylor's formula (13), and since y ∆ i (α) = 0, for i = 0, 1, . . . , n − 1, we have (28) y (t) ≤ t α h n−1 (t, σ (s)) y ∆ n (s) ∆s.
Using the fact that |h n (t, s)| is nonincreasing with respect to its second component for t σ (s) > α, we have y (t) ≤ h n−1 (t, α) t α y ∆ n (s) ∆s.
Since g is convex, it follows from (29) that g |x (t)| z (t) ≤ g y (t) z (t) (29)
≤ g h n−1 (t, α) , which is the desired inequality. The proof is complete.
