ABSTRACT Food is essential for human life and has been the concern of many healthcare conventions. Nowadays new dietary assessment and nutrition analysis tools enable more opportunities to help people understand their daily eating habits, exploring nutrition patterns and maintain a healthy diet. In this paper, we develop a deep model based food recognition and dietary assessment system to study and analyze food items from daily meal images (e.g., captured by smartphone). Specifically, we propose a three-step algorithm to recognize multi-item (food) images by detecting candidate regions and using deep convolutional neural network (CNN) for object classification. The system first generates multiple region of proposals on input images by applying the Region Proposal Network (RPN) derived from Faster R-CNN model. It then indentifies each region of proposals by mapping them into feature maps, and classifies them into different food categories, as well as locating them in the original images. Finally, the system will analyze the nutritional ingredients based on the recognition results and generate a dietary assessment report by calculating the amount of calories, fat, carbohydrate and protein. In the evaluation, we conduct extensive experiments using two popular food image datasets -UEC-FOOD100 and UEC-FOOD256. We also generate a new type of dataset about food items based on FOOD101 with bounding. The model is evaluated through different evaluation metrics. The experimental results show that our system is able to recognize the food items accurately and generate the dietary assessment report efficiently, which will benefit the users with a clear insight of healthy dietary and guide their daily recipe to improve body health and wellness.
I. INTRODUCTION
According to the statement from World Health Organization (WHO) [47] , obesity and overweight are defined as abnormal or excessive fat accumulation that presents a risk to health. It claims that fundamental cause of such issues is an energy imbalance between calories consumed and expended. Since 2016, there were already over 1.9 billion adults overweight in the world, and the obesity epidemic has been growing steadily but not a single country has been able to reverse it so far. In the United States, in 2019, adult obesity rates now exceed 35% in nine states and 30% in 31 states, the annual medical cost of obesity-related illness healthcare including heart disease, stroke, type 2 diabetes and certain types of cancer are a
The associate editor coordinating the review of this manuscript and approving it for publication was Ying Song . staggering 190.2 billion US dollars [16] , and the medical cost for people who have obesity was $1,429 higher than those of normal weight [22] . Though there are various factors may cause obesity such as certain medications, emotional issues like stress, less exercise and poor sleep quality, eating behavior -what and how people eat is always the major problem that results in weight gain.
Calories as well as other nutrition ingredients like fat, carbohydrate and protein are measures of energy [6] , [59] . There are more and more people would like to keep track of what they eat and the amount of nutrition contents they get everyday to see whether they are having a healthy diet. Therefore, an accurate estimation of dietary caloric intake will be very important for well-being. Besides, the rapid development of Internet of Things (IoT) and the explosion of data enhances the social media user experience [8] . VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ People become willing to record, upload and share food images on the websites like Yelp [58] , Dianping 1 and Yummly, 2 thus it is now more convenient than ever to find a huge amount of data (images and videos) related to food. It is even more necessary than ever to develop tools for detecting and recognizing food from images in order to promote the analysis of the nutritional ingredients from receipts and track the personal habit of eating and drinking. Currently, there are three types of most commonly used methods [1] to manually assess dietary intake including diet records [4] , 24-hour recall [41] and food frequency questionnaire (FFQ) [42] . For diet records, subjects need to record the food and beverage consumed over three consecutive days (two weekdays and one weekend day). Detailed instructions on how to record intake must be provided by trained staff and the completed records need to be entered into a application such as Nutrition Data System for Research (NDSR) for analysis. By applying 24-hour recall, subjects are asked to report all food/meals consumed in the past 24 hours, which can be done via telephone call or face-to-face interview. The data from subjects are required to be collected and analyzed, an interview for details will be conducted by trained staff [57] . Subjects using FFQ method are asked to report how frequently certain food and beverage items were consumed over a specific period of time (e.g., 1 year). Most FFQs are available in paper or electronic format listing general questions about everyday diet and cooking practice. Software programs are deployed to calculate nutrient intake by multiplying the reported frequency of each food by the amount of nutrient in each food item [62] .
Although we already have these gold-standard methods for reporting diet information, at least one drawback exists that we can not ignore -such methods still suffer from bias since the subject is required to estimate their dietary intake by themselves. Dietary assessment finished by participants can result in underreporting and underestimating of food intake [48] . In order to get rid of the bias and improve the accuracy of self-report, many automatic or semi-automatic eating monitoring systems have been proposed. Additionally, recently there are an increasing number of applications built on mobile platforms (i.e., smartphones) for food analysis. For example, Zhu et al. [65] proposed a segmentation based food classification method for dietary assessment. They aim to determine the regions where a particular food is located in an image where a particular food is located and correctly identify them by using computer vision techniques. Another cloud-based food calorie measurement system is developed by Pouladzadeh et al. [49] using Support Vector Machine (SVM) to recognize food and calculate the calories of each item.
On the other hand, with the rapid development of artificial intelligence and deep learning algorithm, it is more accurate and efficient to analyze food image using deep models.
1 http://www.dianping.com/ 2 https://www.yummly.com/ The work from Pouladzadeh et al. [50] describe an assistive calorie measurement system for patients and doctors. The system achieve good recognition accuracy on single food portions by leveraging deep convolutional neural networks. It is able to record and measure user daily calorie intake in an convenient and intelligent way. In this paper, we present an automatic food recognition and nutrition analysis system. With just one single photo taken by mobile devices, our system can recognize the food items and analyze the nutrition contents from the meal, as well as providing the user with a thorough dietary assessment report on what they have. With this automatic system, it will help the user to measure their daily intake and enable them in a long-term way to ensure their health. Our contribution is summarized as follows:
• In this paper, we explore a deep model based approach for food recognition and dietary assessment. Specifically, we design and implement a system for food image analysis -output the amount of nutritional ingredients of each food items from daily captured images. A thorough dietary assessment report will be generated based on what you have during the meal.
• We leverage deep convolutional neural network models (e.g. Faster R-CNN) for food detection and identification. Firstly, we use region proposal network to generate thousands of region proposals from the input image. Then a state-of-the-art deep convolutional neural network (i.e., VGG-16) to extract the feature maps from each proposals, and classify them as different food items. In order to reduce the processing time, we also apply a regression module to locate each food item in the image.
• We generate/revise a new food related dataset, named FOOD20-with-bbx, based on the existing dataset FOOD101 [11] . Since the original dataset (FOOD101) only contains image category label. We select 20 most common categories from the dataset, and manually label each food items in the image with bounding box information. By adding this information, our dataset can be used in the evaluation of other detection models.
• We conduct extensive experiments to test our food detection model and nutrition analysis system. We use UEC-FOOD100 [38] and UEC-FOOD256 [32] datasets with bounding box information for detection evaluation. We compare the performance of different models by using the mean Accuracy Precision mAP) and the detection delay/speed. We also trained our model with our new dataset FOOD20 with bounding box to test the robustness of our model in scenarios with a larger range of food categories. The rest of the paper is organized as follows. In section II, we present a thorough literature review on different approaches towards food detection and nutrition analysis. Several state-of-the-art food recognition and diet analysis systems are introduced. In section III, we discuss the project motivation and design challenges of proposed system. In section IV, we elaborate the whole structure of food 47478 VOLUME 8, 2020 analysis system, as well as detailed design and implementation of deep learning modules. In section V, we evaluate our proposed system by using different types of image datasets. In section VI, we conclude this paper and discuss possible future works.
II. RELATED WORK A. FOOD RECOGNITION BASED ON GEOMETRY FEATURES
Food category recognition and analysis has been a popular research area in the field of nutrition study. However, it is relative difficult because food items are deformable objects with significant variations in appearance. The food items may either have a high intra-class variance (similar foods such as beef and steak look very different based on how to cook them), or low inter-class variance (different foods like fish and pork look very similar).
Different approaches have been proposed to recognize food items in image using geometry features such as SIFT [37] descriptor, color histograms or GIST [46] , and shape context [9] . Moreover, Felzenszwalb [21] use triangulated polygons to represent a deformable shape for detection and Jiang et al. [30] proposes learning a mean shape of the target class based on the thin plate spline parametrization. Besides, Belongie [9] choose n pixels from the contours of a shape and then form n − 1 vectors as a description of the shape at the pixel level. Though geometry feature-based approaches work well in object detection for the certain types of items, there are two main problems for food related tasks. The first problem is that geometry feature-based methods need to detect features like edges, counters and key points or landmarks, which may not be available in food images. The other problem is that it is hard to describe the shape of a food item in real world thus calculating shape similarity is very hard.
B. FOOD RECOGNITION BASED ON STATISTICAL FEATURES METHODS
To overcome the problems described above, approaches using statistical features are proposed. Instead of edge or keypoints, the methods focus on local, statistical features like pairs of pixels. Since the statistical distribution of pairwise local features could extract important shape characteristics and spatial relationships between food ingredients, thus facilitating more accurate results in object recognition.
For example, Yang et al. [64] explore the spatial relationships between different ingredients (e.g., vegetables and meat in one meal) by employing a multi-steps discriminative classifier. Each pixel in the image is assigned a vector indicating the probability of the pixel belongs to nine food ingredients [54] . A multi-dimensional histogram is generated by using pairwise statistic local features, then the histogram is passed into a multi-class SVM for image classification.
C. FOOD RECOGNITION BASED ON MACHINE LEARNING METHODS
Recently, there has been an increasing number of research conducting experiments and researches toward the fields of food classification, leveraging machine learning/deep learning algorithms.
Aizawa et al. [5] proposed a Bayesian framework based approach to facilitates incremental learning for both food detection and food-balance estimation. Bossard et al. [11] used Random Forest on the Food-101 test set achieving a classification accuracy with 50.67% by mining discriminative components. The random forest model is used for clustering the superpixels of the training dataset [13] . Other advanced classification techniques were also applied in the work including Improved Fisher Vectors (IFV) [52] , Bag-of-Words Histogram (BOW) [36] , Randomized Clustering Forests (RCF) [40] and Mid-Level Discriminative Superpixels (MLDS) [56] .
As the computational power is getting stronger, convolutional neural network (CNN) and deeper models are also widely used in food recognition and provide better performance. Kagaya et al. [31] applied the CNN model in food image classification. They achieved a very high accuracy of 93.8% on food and non-food item detection. The experimental results on food recognition showed that the proposed CNN solution outperformed all other baseline methodsachieved an average accuracy of 73.7% for 10 classes. What is more, a fine-tuned the AlexNet model is used in the work [63] . The method achieved the promising results on public food image datasets so far, with top-1 accuracy of 67.7% for UEC-FOOD-256. Hassannejad et al. [26] apply a 54 layers CNN model to evaluate the effectiveness of deep model in food image classification. The model is based on the specifications of Google's image recognition architectureInception. In addition, GoogLeNet [60] was used in [39] for food recognition to build a Im2Calories system on Food-101 dataset.
Additionally, researchers start to investigate which features and models are more suitable for the food recognition, and comply them into food analysis system to calculate the calories [7] , [23] , [33] , [34] . In order to automatically estimates the food calories from a food image, multi-task convolutional neural networks is used for simultaneous learning of food calories, categories, ingredients [18] . What's more, a generative adversarial network approach is also proposed for food image analysis [20] .
Though food recognition and nutrition contents analysis have been well discussed by above work, two basic challenges remain. Firstly, most of the approaches are dealing with image with single food item. Secondly, it is still time consuming (2 seconds in general) to detect and classify the food in images. In this paper, we aim to address these issues and propose an automatic food recognition system to identify the food from images and generate dietary assessment reports for long-term healthcare plan. VOLUME 8, 2020
III. DESIGN CONSIDERATION
In this section, we show our design consideration of the food recognition and dietary assessment system. We first introduce our motivation and goals, then explore main technical challenges to build the system.
A. MOTIVATION 1) WHY WE NEED AN AUTOMATIC SYSTEM
With the rapid development of smart computing and Internet of Things (IoT), now we have a huge amount of data from social networks and mobile networks everyday. People keep uploading, sharing and recording what they do everyday in case of missing the chance of using them to improve our daily life. Food images, recipes and food diaries become the most popular information to be shared, we can learn the implication to build an automatic nutrition analysi system by taking the advantage of such large-scale datasets. With the help of food recognition and analysis systems, users are able to record their daily meals and assess dietary habits, as well as promote their health.
2) FOOD IDENTIFICATION IS NOT EASY
The computer vision methods make the process of food analysis more reliable and accurate. But there is still a challenging issue needed to be addressed -how to recognize the different types of food in one plate/image correctly. Though there are a great number of image recognition tools available, the methods for food identification are still largely relied on self-reported dietary intakes. It is mainly because that food items are typically deformable compared to other objects in real world. It is hard to define the structure of a food item, and a high intra-class (similar foods look very different) and low inter-class (different foods look very similar) variance also exist. An example of low inter-class variance is shown in Figure 1 (Source: https://www.cupcakeproject.com/cupcakevs-muffin-update/).
FIGURE 1.
Example of low inter-class variance. Muffin and Cupcake are two different types of food, but they look similar on appearance (e.g., shape features).
3) CLASSIFICATION VS DETECTION
How to define the right goal -image classification or object detection is very important, especially for food recognition and nutrition analysis scenarios in our project. We will need object detection if we aim to identify the objects in a food image, for example, count the number of apples in the image. An image can contain different categories of foods, and detection techniques enable us to recognize what kinds of foods we have in the meal. Based on such detection results, we are able to calculate the calories and analyze the food nutirion.
B. CHALLENGES
Although the idea of our project sounds simple, many challenges arise in practise. Three main challenges in real food image recognition and analysis are addressed as follows:
1) REGION OF INTEREST
In this project, we need to recognize multiple food items from a single image. As illustrated in the Figure 2 [38] , an image for one real meal may contain multiple types of food items. Therefore, a identification scheme that detects and recognizes multiple food items from a single image is desirable. Nowadays, most of food analysis applications are extracting the visual features of different foods from the entire image. Since the background may contain non-food objects with the similar shape or color features as food. Such methods include the background information/features would inevitably mislead the detector that affect the detection accuracy. Region based deep learning based models have been applied and achieved a great success in object detection. The basic idea of these solutions is to use different kinds of region proposal methods to generate the regions of interests (RoIs). These RoIs will dissociate the target objects from the background, making it much easier to extract the features for recognition. However, the many state-of-the-art models that deploied in popular competitions like ImageNet, Large Scale Visual Recognition Challenge (ILSVRC) and MS- COCO have not yet been widely examined for food image datasets. 
2) THE DELAY OF FOOD RECOGNITION
The second challenge in this project is to reduce the processing time for food detection and classification.
Obejct detection algorithms and recognition tasks are always time-consuming. Basically, the more objects in one image, the more time the classification system may take. It is very important to control the processing time for a delay sensitive application. Because users would not like to wait one or two minute to know what is the amount of caloric he/she just ate. Thus it is required to design a system that processes all the images with different numbers of objects (food items) at the acceptable speed, and cost less time.
3) INSUFFICIENT INFORMATION OF NUTRITION CONTENT FOR DIETARY ASSESSMENT
As a dietary assessment system, how to identify a large number of food class and accurately analyze nutrition contents is very challenging. There are a number of smartphone applications for food analysis such as MyFitnessPal [2] and SHealth [3] to help users to record their food intake. Some of the systems enable users to use smartphone cameras to take pictures of the food for recognition. Such work could assist users to achieve dietary goals such as weight loss, allergy management or maintaining a healthy diet. There is still not enough information to have a comprehensive study on what we eat -the number of food classes (collected/recored) is limited. Though crowd sourcing [44] may become a solution, the model itself cost significant power and thus inhibits it from widespread deployment.
C. DIETARY ASSESSMENT AND NUTRITION ANALYSIS
According to a study [19] launched by The International Life Sciences Institute (ILSI), 43 new technology-based dietary assessment tools from 2011 to 2017 are evaluated, including web-based programs, mobile applications as well as wearable devices. The results show that most of the tools (79%) relied on self-reported dietary intakes. While 91% of them used text entry and 33% used digital images to help identify foods. Only 65% of the tools had integrated databases for estimating energy or nutrients, and less than 50% contained features of customization as well as generated automatic reports.
Due to the limitations of the self-report methods in web-based and mobile-based tools, leveraging food image captured by smartphone cameras has been proved as an efficient way to record the daily meals and analyze the components. Image or computer vision based methods for dietary assessment refers to any model that uses images/videos of eating episodes to enhance self-report schemes in previous work or as the primary way to record dietary intake. Such systems are widely tested and validated. Basically, features from the images are extracted for food recognition, and the program check the foods with a searchable image. The food types and portion sizes are then matched to the databse of food and nutrient for dietary studies.
Based on the record, the image-based methods could make the food analysis progress more reliable and accurate. In this paper, we aim to provide an automatic food recognition and dietary assessmentsystem that takes a photo of food items as input. And output the amount of nutri-tional ingredients of each food items from the image. We will address the issues discussed above to improve the accuracy and speed of food recognition.
IV. SYSTEM DESIGN
In this section, we first give an overview of our proposed deep model based system for food recognition and nutrition analysis. Then we discuss the implementation details of each component of the system. For more background information and technical details about our food analysis system, we refer readers to the thesis on this project [10] . 3 A. SYSTEM OVERVIEW In this paper, we propose a deep learning based system for food item detection and analyze the nutrition components of each meal image. As shown in Figure 3 , our model consists of three main steps.
• We first extract the regions of interests (ROIs) by applying the Region Proposal Network derived from the Faster R-CNN model. The RoIs would help to separate the food items from the background, and improve the detection model efficiency.
FIGURE 3. The automatic three steps system of food recognition and nutrition analysis system. VOLUME 8, 2020
• The second step is to apply a well designed Convolutional Neural Network (CNN) on selected RoIs, and classify them into different food item categories. Meanwhile, an regression module is also used to locate the food coordinates in the image.
• The final step is to use modern technology-based dietary assessment tools for food nutrition analysis, and generate a health report for users based on their meal images.
B. REGION BASED DETECTION
As discussed in section III-B, region based object detection approaches possess leading accuracy on object recognition. As how it is defined, it proposes different regions from the input image, and classify them into different categories. The traditional region-based object objection methods use a sliding window go through the image. It will make the whole proccess extremely slow especially when the deep CNN models are employed. Early region-based detection CNN (e.g., R-CNN [25] and Fast R-CNN [24] ) rely on the input generic region proposals such as selective search [61] and EdgeBox [17] , etc. Such hand-crafted process is time consuming due to computational burden of proposal generation. To address this issue, Ren et al. [51] found a way to make the region proposal more efficient, called Faster R-CNN. Faster R-CNN has 4 main parts including the feature extraction (a basic convolutional module with convolution layer, relu activation function and pooling layer), region proposal (anchors classified as foreground region or background region), bounding box regression (fix the anchors location) and classification.
In this paper, we apply Faster R-CNN model to detect the food items from the images. This section only briefy introduces the key aspects of the Faster R-CNN, for more technical details we refer readers to the original paper [51] .
C. FOOD ITEM DETECTION
As discussed, in order to extract food items from the background in images, we apply Faster R-CNN to detect the food-related regions. Since we only focus on food objects, the feature maps will be less complex and rubost to the noise in the background. However, the model of Faster R-CNN we used was trained with VOC2007 database, which only contains 20 common non-food object types. Therefore we first select a food image database -FOOD100 [38] , to get a fine-tune the pre-trained Faster R-CNN model. Then we use the model to extract the RoIs on each food image. The loss function is shown in equation 1.
where i is the index of the anchor in each batch, p i is the predicted probability of anchor i. If the anchor is foreground, p * i equals to 1, otherwise p * i equals to 0. t i represents the four coordinates of the predicted bounding box. t * i is the matching ground-truth box for the foreground anchor.
During the test, we examined several different deep neural network architectures to replace the CNN part in the Faster R-CNN for performance comparisons. For example, we tried 1. the AlexNet [35] architecture with 7 layers to jointly detect and classify objects, 2. VGG-16 [55] network for object recognition developed and trained by Oxford's renowned Visual Geometry Group, as well as the Residual neural network (ResNet) [28] , which is builds on constructs known from pyramidal cells in the cerebral cortex.
1) IMPLEMENTATION DETAILS
In the implementation, we first resize the image (s = 600 pixels and l = 1000 pixels) to make the VGG16 model fit in GPU memory during fine-tuning [24] . We also set 3 different scales for the anchors in the detection -128 2 , 256 2 and 512 2 pixels, and the aspect ratios are 1 : 1, 1 : 2 and 2 : 1. It results in 9 different anchors for each point in the feature map.
In order to control the total number of anchors in one image to make the model more easy to converge, we remove the cross-boundary anchors so that they do not contribute to the loss calculation in the training process. After the filtering, about 6000 anchors left in one image for training. But we still apply the fully convolutional RPN to the entire image during testing period. Though we shrink the nubmer of anchors to 6000, some of them are still highly overlapped with each other. We adopt non-maximum suppression (NMS) [43] on the proposal regions based on their classification score to further reduce the redundancy. NMS algorithm scans the image along with the image gradient direction to eliminate points (set to zero) that do not lie in important edges (not the local maxima). After NMS, one image may have around 2000 proposal regions for detection.
In order to share the convolutional layers, we use 4-step Alternating Training strategy in [51] to train the model instead of learning two networks for RPN and the detection module. Specifically, we first train the RPN module by leveraging a pre-trained model. For each image, a sample of 256 anchors are randomly selected for the loss function of a mini-batch. Secondly, we train the detection model with the proposal anchors generated from RPN. Two models/networks do not share convolutional layers at this stage. Thirdly, we use dection model to initialize RPN training with fixed shared convolutional layers. Only the layers belong to RPN is tuned. At fourth step, we do similar training to detection model using RPN, thus these two models share the same convolutional layers.
2) DATA AUGMENTATION
In addition, we also use data augmentation to enrich the training samples to enhance the system performance. We first flip images horizontally but not vertically. Since most of food item in real world will not be flip vertically. We then apply image rotation on the data with 90 degree, 180 degree and 270 degree. The classification module uses the proposal feature maps computed for classification, and calculate the score for each class. At the same time, it apply bounding box regression again to enhance the accuracy for proposal region localization.
In this paper, we use VGGNet as the CNN model, to extract the feature map of the proposed regions and perform classification for food recognition. The maximum number of food item in UECFOOD100 database is 5, so we set highest score of bounding boxes regions as 5. In the classification module, we use VGG-16 model, which contains 16 weight layers in the network with fully connected layers. 4096 dimensional feature vector will be used to accurately classify the object into categories. Since there 100 food categories selected in UEC-FOOD100, the softmax layer contain 100 units. We will also change the structure of the layer corresponding to different datasets with different number of food categories respectively.
Additionally, all deep models used in this work will be pre-trained with the natural image datasets and then trained using food image datasets we proposed. The image samples were randomly split into a training and validation sets.
2) BOUNDING BOX REGRESSION
For bounding box regression, it is because we may not be able to propose a region that perfectly cover the object. Thus we need to tune the initial bounding box to make its coordinates match the ground truth.
As shown in Figure 4 , the green box G represents the ground truth location, while the original foreground anchors is the blue box P. The bounding box regression is to find a transformation that cast the P to G , which is closer to the ground truth bounding box G. A simple way to achieve this is firstly to use translation method in equation 2 and 3
And then zoom in or out based on equation 4 and 5
FIGURE 4. Bounding box regression [15] .
In this paper, we assume that all above operations are linear. After food item recognition, the system should be able to perform dietary assessment that analyze the nutrition of the meal. In this paper, we mainly focus on calculating calories, fats, carbohydrates and proteins contents from each meal image. Moreover, vegetables, nuts and whole grain food are also healthy food to be recommended. In real world scenario, the system should ask user basic information about theri body like age, gender, weight, height and activity level, etc. Based on the profile, we can estimate the right amount of food and nutrition they need to keep a healthy diet. Users can simply use their smartphones to take a picture of what they eat in the meal (of course before eat them up). The system will recognize the food in the image and then estimate the nutrition status of the meal. A diet log will be create for easy tracking and remind users to calculate the number they left.
How to determine whether the user are having enough energy and specific kinds of food? We utilize the standard source for dietary assessment -the USDA National Nutrient Database (NNDB) [45] , which contains nutritional facts about 8618 basic foods. We can build a reference table of nutrition facts tables based on the data from USDA including all the food items in our datasets. And then calculate the amount of nutritional ingredients for the food items captured by users by mapping the detected food to the reference table. Table 1 shows an example of our food nutrition reference table. For each food item, we assume the weight is 400 grams, which is a normal size for a single serve. Each row in the reference table presents the amount of calories, fat, carbohydrate and protein of the food. There are 100 food categories in the UEC-FOOD100 dataset, thus the table will have 100 rows. Based on the user profile information, we are able to provide a diet calculator. For example, a 24 year-old man, with weight of 60 kilogram and height of 170 centimeter, with an activity level of moderate, a suitable amount of nutritional ingredients for a healthy diet will be 2399 calories per day, 311 grams of carbohydrate, 109 grams of protein and 80 gram of fat.
V. EVALUATION
In this section, we evaluate our proposed models and methodologies, which consists of three parts: data preprocessing, model training and performance evaluation.
A. DATASETS
In this paper, we use two real-world datasets: UEC-FOOD100 [38] , UEC-FOOD256 [32] to evaluate the proposed models. UEC-FOOD100 contains 12740 images in total of 100 categories of different food items while UEC-FOOD256 contains 31395 food images within 256 categories. Most of food images in UEC-FOOD100 are japanese food. There are more than 100 images of each food category in both datasets, with the bounding box information indicating food location in each photo. The basic information of UEC-FOOD100 dataset is summarized in Table 2 . Though both UEC-FOOD100 and UEC-FOOD256 datasets contain a large number of food images, most of samples are asian food that may not be used to train a more generable model for all different food images. In order to build a robust system that works for a wider range of diet categories, we choose another very commonly used dataset -FOOD101 [11] , which contains 101 food categories, with 101000 images. However, the FOOD101 dataset does not come with bounding box information in images. We are not able to train the proposed model using samples in FOOD101. Thus we manually generate bouding box for a portion of images in FOOD101 dataset -at least 300 photos within each selected class. We named subsets from FOOD101 image dataset with bounding box as FOOD20-with-bbx. Several image examples taken from FOOD20-with-bbx are shown in Figure 5 . 
B. EVALUATION METRICS
In this paper, we use mean Average Precision (mAP) to evaluate our detection model. As in food item detection, evaluation is not as simple as other models, because there are two distinct tasks to measure at the same time.
• Classification -Determining whether an object exists in the image.
• Regression -Determining the location of the object. In addition, there are many food classes and the distribution is unbalanced. For example, the number of images in the rice category in UEC-FOOD100 and UEC-FOOD256, is four to five times higher than others. A simple metric measuring accuracy may introduce biases. Thus, a ''confidence score'' associate with each bounding box could help to assess the model.
1) CLASSIFICATION EVALUATION
Average precision (AP) is a metric that frequently used in measuring the accuracy of object detectors [29] . It computes the average precision value for recall value over 0 to 1.
For each class, AP (7) is basically the area under the precision-recall curve, while the precision-recall curve is computed from the model's detection output. For simplicity, we divide the recall values from 0 to 1.0 into 11 points -0, 0.1, 0.2, . . . , 1.0, and calculate the maximum precision measured at each set (8) .
AP = 1 11

Recall i
Precision(Recall i )
As precision and recall are always between 0 and 1. Therefore AP falls within 0 and 1.
C. REGRESSION EVALUATION
In order to evaluate the how well the regression model estimates the location of the object, we use the intersection over Union (IoU) metric to measure the overlap between two boundaries [29] . As illustrated in 9, we compute the area of overlap between the predicted bounding box and the ground truth (the real object boundary). And the area of union is the area encompassed by two boundaries.
IoU = Area of Overlap Area of Union
A predefined IoU threshold is used in the test to determine whether the object detection is positive or negative. The IoU thresholds may be vary for different tasks, and we set IoU threshold as 0.5 in this project. Finally, the mean Average Precision (mAP) score can be calculated by taking the mean AP over all object classes with the IoU threshold 0.5.
D. EXPERIMENT SETUP 1) EXPERIMENT PLATFORM
We implement our deep model using Keras [14] , which is a high-level neural network API written in python. In the backend, we use TensorFlow platform [12] designed by Google.
E. EXPERIMENT RESULTS
1) BASELINES AND EXPERIMENT SETTINGS
We select two baseline models for food detection -R-CNN [25] and a CNN-based food image segmentation model proposed by Shimoda er al. [53] . We follow the environment settings as Shimoda's work to provide a reasonable comparison. We split the dataset UEC-FOOD100 with 80% as training data and the rest 20% as testing set with the momentum of 0.9 and weight decay rate of 0.0005.
2) DETECTION RESULTS a: UEC-FOOD100 DATASET
Due to the limitations of our computing resource, we can not match the same setting -40000 iterations as the baseline model [53] did. Thus the training loss for first 239 ephochs in training is shown in Figure 6 We calculate the mAP of 100 food classes in the dataset. However, in order to compare with the baseline model [53] , we select 53 categories of food that have been tested.
Each category contain at least 10 images, and over 11 categories contain more than 50 imges. The detection result for UEC-FOOD100 are shown in Table 3 . We acquire baseline model results from the original paper/report [53] . We can see from Table 3 , even though we have much less iterations in training session, our proposed model still outperform the R-CNN model in certain food categories. The set that get better results (Set 3 compare to Set 1) is because of more sample images in the dataset, thus with a large dataset size with more training data, our model could get much higher accuracy.
TABLE 3.
The results in UEC-FOOD100 dataset. Set 1 is the experiment that used all food classes. Set 2 is the experiment that test 53 classes (more than 10 items in test dataset). Set 3 is the experiment that test with 11 classes (more than 50 items in test dataset).
The main reason that our model results in low mAP in these experiments is the limitation of computing resource, since we made a trade off between training time (number of iterations) and the system performance. Basically, other models may take more than 20000 iterations to train a Faster R-CNN, while we only perform 250 -400 iterations. Therefore, we are positive on our proposed solution. The model could achieve higher accuracy with a better localization results from RoI method. For example, the classification accuracy could reach to 98% in the training when the region proposal network could generate correct bounding boxes. We believe that with more powerful computational resource, we can achieve a much better result with a much higher interation number. Several examples of successfully detected items are shown in Figure 7 . In addition, we also test the speed of our model. Since the processing time depends on both implementation design and hardware used, we only present a general idea that our proposed model outperformed the other two baseline approaches. The R-CNN has the highest delay as it generates the region proposals using selective search [61] algorithm, which consumes a considerable amount of time. While Shimoda's model is much faster in classification, however, they still use the selective search that may have a bottleneck.
FIGURE 7.
Examples of the detection result from UEC-FOOD100. VOLUME 8, 2020 In this paper, we use region proposal network (RPN) [51] instead of selective search algorithm and simultaneously train the model for classification.
b: UEC-FOOD256 DATASET
We also use UEC-FOOD256 dataset (contains 256 categories of food items) to examine the performance of our proposed model. As shown in Table 4 , there are 132 categories with more than 10 items and 21 categories with more than 50 food items in UEC-FOOD256 dataset. We can see from the table that the mAP values for all three sets are worse compared to UEC-FOOD100 dataset. It may caused by the increase of the number of food class. In addition, there are many food categories have similar features (e.g., shape and color) such as miso soup and beef miso soup, which make it even harder to distinguish. 
c: FOOD20-WITH-BBX DATASET
In addition, we also examine our model using our self-modified dataset, FOOD20-with-bbx. The FOOD20 [11] data contains a large number of western food items images which could be used to test the robustness of our proposed model. In FOOD20-with-bbx, we selected 20 categories of food bounded by the bounding boxes with coordinates. To save time, we use the model after pretrained by UEC-FOOD100 dataset. 80% of image samples in FOOD20-withbbx were used in training session, and the rest 20% of the data were used to examine the mAP values. The experiment results are shown in Table 5 . With 500 iterations, our proposed model could achieve the top-1 accuracy in FOOD20-withbbx dataset as 71.7% and top-5 accuracy comes to 93.1%. The food recognition results in FOOD20-with-bbx are relatvie better than the other two datasets. It is mainly because that most of images in dataset FOOD20-with-bbx only contains one single food items, and the majority of the food is western style, which make them easier to be distinguished based on shape and texture features.
F. DIETARY ASSESSMENT
In order to promote the healthy diet, the final step of the proposed system is to analyze the nutrient contents of each food image. As discussed in previous section, for each food items detected in the image, we assume basic weight is 400 grams per item, which is a normal size for a single serve. Figure 8 is an example of dietary assessment in our system. Based on the information collected from the image, we could summarise the dietary assessment report for user everyday. 
G. DISCUSSION
Though our proposed model do perform well on different types of datasets, there is still room for the improvement compared with some of the state-of-the-art models.
1) MODEL COMPLEXITY
Model complexity is always major factor that affects the performance of the deep learning model. We need to make a trade off between processing time and the system accuracy due to hardware limitations. In the experiments, we use a VGG-16 neural network for feature extraction and item classification. Due to the architecture (fully-connected nodes) of VGG with 16 layers, the training process could take considerable timeseveral days for no more than 300 epochs to complete the training session. We may try different models in the future like deep residual networks (ResNet) [28] . ''ResNet has lower time complexity than VGG-16/19'' is claimed in Kaiming He's presentation [27] . Since the ResNet is constructed by several building blocks. Due to the usage of global average pooling layers rather than fully-connected layers, and the model size becomes substantially smaller. For example, ResNet with 50 layers is 102MB while our proposed model VGG-16 in the test is over 533MB.
2) DATA COLLECTION
The second challenge is to find/generate a good dataset that we can used to capture food images from daily meals. As the problem we met in the evaluation, though we have two popular image datasets UEC-FOOD100 and UEC-FOOD256, most of images in two datasets are Japanese/Asain food items. While FOOD101 dataset has western style food images but no bounding box information. In addtion, a number of food items may have high intra-class variance or low inter-class variance. Items in the same category that have high intra-class variance may look different and the two different types of food with low inter-class variance may have similar appearance. Both high intra-class variance and low inter-class variance issues can significantly affect the accuracy of detection models. To address this issue, we need to search more datasets like FOOD101 [11] , to create more FOOD20-with-bbx datasets. In the future, we will continue labeling our FOOD20-withbbx dataset, to expand this dataset to a larger range of food categories. The combination with other datasets to create a more diverse food dataset is desirable.
VI. CONCLUSION AND FUTURE WORK
In this paper, we explore the food recognition and dietary assessment problem by leveraging deep learning techniques. In particular, to have a better understanding of obejct detection and nutrition analysis, we apply state-of-the-art Faster R-CNN model to generate RoIs and use deep neural network to extract the feature map for food item recognition. We analyze the nutrition of detected food and summarize the report of the meal based on modern technology-based dietary assessment tools. We conduct extensive experiments to evaluate the efficiency and effectiveness of our system. Results show that our proposed solution achieved comparable performance and has great potential to promote healthy dietary and feasible advice.
In the future, we would continue our work on improving our detection system accuracy and reducing processing time. A more comprehensive food analysis scheme such as weight prediction is desirable. In addition, to provide a healthy diet, an automatic diet calculator is in the plan.
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