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Wireless sensor networks (WSNs) have been identified as a key emerging technology of
the 21st century. Tiny, low-cost and intelligent devices, equipped with multiple sensors
and wireless radio capabilities, are densely deployed in masses for close proximity and
accurate sensing. They autonomously cooperate and network among themselves, and
provide opportunities for instrumenting and controlling any environment ranging from
wildlife habitats to homes and cities worldwide. However, the tiny size of sensors and
their dense deployment give rise to a number of challenges. With limited computation,
memory, energy capacity and bandwidth, can a wireless sensor network with long lifetime
that meets demands of dream applications be realised?
This thesis addresses the question through an Artificial Intelligent approach: hierar-
chical reinforcement learning. Reinforcement Learning has its roots in Markov Decision
Processes, which have been popularly used to model and help solve optimisation prob-
lems. Development of the hierarchical reinforcement learning class of methods is a recent
effort to reduce the time and space complexity of Markov Decision Processes, making
it suitable for tiny sensors. In this thesis, hierarchical learning is used to optimise per-
formance of a sensor network from an application point of view. We first look into how
soft delay constraints can be incorporated into a Markov Decision Process paradigm,
and suggest a reinforcement learning solution to such constraints. We further consider
a scenario where densely deployed sensors undergo a reporting storm: the sink should
receive up-to-date data packets with maximum accuracy despite a heavily congested
viii
TABLE OF CONTENTS
network. A distributed and cooperative learning algorithm is developed and its effec-
tiveness is showed through simulations. We further develop a hierarchical solution and
demonstrated similar performance with significant memory savings. The hierarchical
learning paradigm is further explored in a multiple-target tracking problem and shown
to demonstrate significant energy savings with uncompromised tracking accuracy. In all,
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1.1 Wireless Sensor Networks
Wireless sensor networks (WSNs) has been identified as a key emerging technology of
the 21st century (Chong and Kumar, 2003). Tiny, Low-cost and intelligent devices,
equipped with multiple sensors and wireless radio capabilities, are densely deployed in
masses for close proximity and accurate sensing. They autonomously cooperate and
network among themselves, and provide opportunities for instrumenting and controlling
any environment ranging from wildlife habitats to Afghan and Iraqi caves, to homes and
cities worldwide.
The Great Duck Island project (Mainwaring et al., 2002), pioneered by the Intel
Research Lab at UC Berkeley and the College of the Atlantic, uses wireless sensor
networks to aid researchers in life sciences to monitor the behaviour and breeding of
the Leach’s Storm Petrel. Masses of networked mobile sensor robots are used by the
US military to rapidly map the Afghanistan’s and Iraqi caves where human deployment
is not possible (The New York Times, 2005). More recently, the CitySense (Welsh,
2007) project by Harvard University and BBN Technologies deployed masses of wireless
sensors over Cambridge, Massachusetts, USA as an open testbed for an urban-scale
1
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sensor network. Wireless sensor nodes can also be used in disaster-recovery scenarios to
search for and aid survivors, as well as provide an ad hoc communications infrastructure
for rescue teams (Akyildiz et al., 2002).
To date, there has been a few implementation for wireless sensor nodes. including
but not limited to: the Berkeley motes (Crossbow Technology, Inc., 2007c), BTnodes
(BTnodes, 2007) and Mulle nodes (Mulle, 2007). By virtue of the envisioned applica-
tions, sensor nodes are made to be as tiny as possible and scattered over the deployment
area “like dust” (Kahn et al., 1999). Hence, all nodes have a tiny micro-controller with
a transceiver and some amount of external memory in the range of a few KBs and are
battery operated. This constrains sensor nodes to have very limited processing capabil-
ities and energy capacity. In addition, the sheer density of the sensor nodes in a dense
deployment impedes wireless networking with limited bandwidth and high interference.
This results in inefficient communication: high packet losses, wasted power consump-
tion, and long delays in transmissions of sensed data. Hence, how can the networking
layer of a WSN function efficiently? Can it be optimised to the application layer’s re-
quirements? More importantly, does a distributed optimisation algorithm exist since
sensor nodes are inherently autonomous?
This thesis seeks to answer these questions through an Artificial Intelligence ap-
proach: Hierarchical Reinforcement Learning.
1.2 The Learning Approach
Reinforcement Learning (RL) can be seen as a class of optimisation methods that has
its roots in Markov Decision Processes (MDP) (Puterman, 1994), which is a popular
method of solving sequential decision problems. Since 1957, MDP (Bellman, 1957) has
found applications in a variety of optimisation problems: target tracking (Evans et al.,
2005), sensor network applications (Yeow et al., 2007a), multi-agent systems (Goldman
2
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and Zilberstein, 2003; Ghavamzadeh and Mahadevan, 2004), resource management in
grid computing and telecommunication networks (Yagan and Tham, 2005; Poduval,
2005), etc. With an accurate model, numerous methods exist to solve for the optimal
solution under the MDP framework. However, MDP methods usually suffer from the
curse of modelling and the curse of dimensionality: the time and space complexity of
the problem grow exponentially with the dimension of states.
The RL class of methods can escape both the two curses. It is essentially a simulation-
optimisation method that samples the system and learns strategies to control the system
optimally, removing the need for an explicit model. This adaptive property makes it
especially suitable for use in wireless sensor networks because usually at deployment
time, little or nothing is known about the environment that the WSN is to sense —
everything will have to be learnt along the way. With simulation, RL escapes the curse
of dimensionality in seemingly complex problems by sampling only significant Markov
paths. Recent advances in hierarchical RL methods (Barto and Mahadevan, 2003) have
been developed to further combat the curse of dimensionality and reduce both the time
and space complexity of search for the optimal solution. All these spell good news for
the computation and memory constrained sensor node.
Apart from escaping the curse of dimensionality and being adaptive, learning is also
used to build up cooperation between the autonomous sensor nodes. This facilitates
sensors to work towards a common goal in a distributed manner. Further, note that in
the general sensor networks applications, multi-criteria optimisation is often required,
e.g. minimising energy consumption, maximising sensing accuracy, minimising delay,
maximising throughput, etc. Trade-offs and conflicts exist between various criteria. As
such, concepts from Constrained MDP (Altman, 1999) are borrowed and further merged
into the hierarchical RL framework in this thesis.
3
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1.3 Organisation of the thesis
We begin this thesis by discussing some related and critical issues of WSNs in detail
in Chapter 2, and present the mathematical background of MDPs and their variants,
which are critical to the understanding of this thesis in Chapter 3.
The classical constrained MDP formulations presented in Chapter 3, unfortunately,
are insufficient to model constraints that are required in WSNs. Hence, Chapter 4
studies new types of constraints that are more applicable to WSNs and gives methods
to solve these constraints.
Due to high deployment density, a WSN will be congested if all sensors are triggered
to report their sensed data to the information collection center, or commonly known as
the sink. This increases the amount of time data packets take to reach the sink, and
also increases the amount of lost packets due to packet collisions. Chapter 5 looks at
how to achieve the best quality data whilst ensuring receipt of up-to-date information
at the sink.
A hierarchical RL structure is further developed in Chapter 6 which achieves the
same goal as Chapter 5 but with less memory requirements. This is based on both the
MAXQ value function decomposition method and a state abstraction method that will
be introduced in Chapter 3.
Chapter 7 subsequently looks at another canonical WSN application, target tracking,
using another hierarchical RL method. A hierarchical RL structure is developed to
conduct prediction-based tracking, which dynamically adjusts the sampling rate of the
sensors to maintain high tracking accuracy while achieving significant energy savings.




Issues in Wireless Sensor
Networks
In this chapter, we describe some important issues explored in this thesis and review the
respective existing work in Wireless Sensor Networks. These are related to reducing en-
ergy consumption for prolonging the working lifetime of a energy-limited sensor network
while fulfilling primary tasks. These issues are subsequently explored in detail in chap-
ters 5 through 7 of this thesis learning solutions are proposed to solve these problems.
The first section describes a fundamental networking problem where topology con-
trol and routing are important mechanisms to conserve energy utilised in multi-hop
communications. The subsequent section describes data aggregation, a mechanism of
combining several data packets into one short packet, thereby saving on communication
costs. The last section describes target tracking, a canonical application in WSN where
tracking algorithms are adapted with energy-efficiency in mind.
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2.1 Topology Control and Routing
Since sensors are prone to failures and are deployed in high density, one of the challenges
in sensor networks is to provide topology control that can reduce communication over-
hears in order to prolong network lifetime. There have been several topology control
protocols proposed.
STEM (Schurgers et al., 2002), ASCENT (Cerpa and Estrin, 2002), DTM (Bhat-
tacharya et al., 2005) are the few looks at how sensors can go into sleep mode to conserve
energy and reduce interference during communication. However, while in sleep mode,
sensors are unable to communicate and coordinate. These works employ different types
of protocols and strategies to coordinate both sleep-wake and transmission schedules
among sensors.
Another form of topology control method is through the use of simple directional
antennas (SDA) (Yap et al., 2006; Yeow et al., 2007b). Instead of having omnidirectional
antennas where energy is wasted while radiating in all directions, directional antennas
are employed. These multi-beam directional antennas reduce the amount of interference
and decrease the number of neighbouring sensor nodes in a high density, multi-hop
network such as a sensor network. With reduced interference, communication between
more nodes can happen at the same time, increasing spatial reuse of the wireless channel.
The method proposed uses a special configuration of the directional antennas so that
alignment between a sending node and a receiving node is not required. This reduces
complexity in computing alignments in a distributed manner and conserves energy used
for aligning directional antennas.
Several other literature leverage on the idea of using mobile sinks in order to prolong
network lifetime (Luo and Hubaux, 2005; Baruah et al., 2004; Gandham et al., 2003; Hoes
et al., 2006). The classical definition of a sensor network depicts that the data collection
centre, a sink, is always situated at one end of the network and receives information
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through multi-hops from sensors. A mobile sink, on the contrary, is the same data
collection centre but is able to move around freely within the network. The main idea is
to provide an even distribution of relay load among nodes in order to prolong network
lifetime.
The SPIN family of protocols (Kulik et al., 2002) conserve energy by having nodes
negotiate between themselves on the data and resource level. It is a type of resource-
adaptive routing with high-level naming of data. Other energy-efficient data routing
protocols that fall under this same category include (Kulik et al., 2002) and (Mirkovic
et al., 2001).
In DynaMoS (Hoes et al., 2006), an energy-optimal topology is analytically derived
without any special requirements as the above and without specific routing protocol.
It also propose a method of maintaining the established topology with mobile sinks
(as in previously mentioned works). It gives a topology structure which other routing
algorithms can subsequently work in. The algorithm used to establish the topology is
also simple and quick. In Chapters 5 and 6 of this thesis, the algorithms leverage on the
topology formed with DynaMoS in order to hasten the learning of routes.
2.2 Data Aggregation
Data aggregation refers to a very general class of techniques which fuses multiple pieces of
information into a compact synopsis, thereby reducing the size of data. A WSN generates
vast amount of data while performing sensing operations over time. This is especially
the case when nodes are triggered off by some critical events, and a reporting storm
may occur if every sensor attempts to forward data to the sink. In general, to sustain
a WSN, data aggregation has to be performed to reduce the amount of communication
within the network.
Data Fusion (Waltz et al., 1990) is a class of signal processing techniques in classical
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sensing networks that attempts to infer characteristics of the environment based on data
gathered by distributed agents (sensors). These techniques yield the highest accuracy
but are rarely suitable in WSNs due to its high computational complexity.
A variant of data fusion, known as decision fusion (Duarte and Hu, 2004), is a
classification technique which does not require high computational load as compared to
data fusion. It involves the use of a posterior probabilities and aggregating information
into a concise value-likelihood pair for comparison with the data at downstream.
Chen and Varshney (2002), Brooks et al. (2003) and Xiao et al. (2005) also use
likelihoods as a way of fusing data collected from sensors. Chen’s method is a centralised
scheme using Gibbs sampling methods whereas Xiao’s method is a fully distributed
scheme. Brooks et al., on the other hand, discusses various methods of combining sensor
fusion and decision fusion where computations are performed within the network as data
flows up the aggregation tree to the sink.
Erramilli et al. (2004) studied the interaction between data aggregation and topology
control devised by sleep-wake strategies. They defined the term aggregation fidelity as
the ratio of the number of children which successfully transmit unique packets in a round
over the total number of children of an aggregator. However, this definition assumes
equal a priori likelihood and looks at quantity over quality of data content. High fidelity
can be achieved with shortest path routing trees. However, from a network perspective,
shortest path trees form bottlenecks which impedes network performance.
Nath et al. (2004) devised synopsis diffusion, a general framework for computing
aggregates that are duplicates-insensitive. Retransmissions in the wireless medium may
create duplicate packets and unwanted biases when performing aggregates. Following
the synopsis framework, some fusion algorithms have been designed to eliminate such
problems for certain aggregate functions, e.g. SUM, AVERAGE and COUNT. The main
difficulty with synopsis diffusion is that, however, only general guidelines are defined to
design the duplicates-insensitive fusion algorithms. Much work is still required to design
8
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such algorithms for other types of aggregate functions.
Relatively few work on data aggregation (with the exception of the last two) have
taken note of how the underlying communication layer can impede the overall sensing
performance and hence, application performance. It is an important prerequisite to a
working WSN since everything breaks down without communication. In (Tham et al.,
2004), the problem of satisfying decision fusion in real-time network constraints is looked
into, and the work is implemented and tested on mobile nodes. Chapters 5 and 6 further
address this critical issue.
2.3 Target Tracking
Target Tracking can be considered a canonical application in WSNs. Even though in
the 80s when WSNs are not yet conceptualised, the military has already been actively
involved in developing methods for tracking objects of interests. Subsequently with the
introduction of WSNs, more needs to be done to fit complex tracking algorithms into
the tiny sensors while ensuring energy-efficiency.
In (Zhao et al., 2003), the idea of a“Collaborative Signal and Information Processing”
(CSIP) paradigm is proposed for a sensor network. In this paradigm, sensors collaborate
to process information and route target tracking queries so as to ensure efficient use of
sensor nodes. This paved way for other target tracking studies in sensor networks.
Xu et al. (2004) tried to predict the target’s movements and activate only the nearby
sensors through a Prediction-based Energy Saving scheme (PES). However, PES as-
sumed perfect localisation and simple straight-line trajectories (since no explicit mobil-
ity models were defined). This is unlike (Liang and Haas, 1999) and (Liu et al., 1998)
where mobility models were defined for location tracking in Personal Communication
Service (PCS) and ATM networks.
In (Evans et al., 2005) and (Krishnamurthy, 2002), the use of Jump Markov Linear
9
CHAPTER 2. ISSUES IN WIRELESS SENSOR NETWORKS
System (JMLS) models is exploited in sensor scheduling problems for energy-efficient tar-
get tracking. These methods, however, utilise control engineering methods like Kalman
Filters, which require detailed characteristics of targets to be known in the first place,
such as noise and target models and their parameters.
With the use of learning, target characteristics can be learnt and predicted. Accurate
predictions can subsequently be used to conserve energy by adaptively adjusting the
sampling rate using these predictions. This is the two-level hierarchical learning which




Markov Decision Process (MDP) is the core platform adopted in this thesis to model
problems in wireless sensor networks. This chapter serves to provide an understanding
of MDP and its related extensions. We first present an overview of MDP and some
known methods of solving it. Although a number of problems have been modelled and
solved using MDP (e.g. target tracking in sensor networks (Evans et al., 2005; Yeow
et al., 2007a)), the classical MDP modelling power is quite limited in sensor networks
with heavy constraints.
The later part of this chapter discusses the more powerful semi-MDP model and
MDPs with constraints, which form the basis of our constraint model developed with
WSN applications in mind. The final section further provides background on hierarchical
architectures of MDP models, which we subsequently use to ensure better performance
and deployability of the developed algorithms.
3.1 Markov Decision Process
MDP (Bellman, 1957) is a popular method developed in 1957 to solve sequential deci-
sion problems in the stochastic domain. To date, it has found applications in a variety
of areas: target tracking (Evans et al., 2005), sensor networks applications (Yeow et al.,
11
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Figure 3.1: Markov Decision Process.
2007a), multi-agent systems (Goldman and Zilberstein, 2003; Ghavamzadeh and Ma-
hadevan, 2004), resource management in grid computing and telecommunication net-
works (Yagan and Tham, 2005; Poduval, 2005), etc. In order to describe MDPs, we first
present the concept of Markov Chains.
3.1.1 Markov Chains
Consider a time-evolving system that is sampled at discrete intervals: x0, x1, . . . , xi, xi+1, . . .,
where xi is the state of the system at time i. This system is said to be a Markov Chain
if two properties are satisfied.
1. Memory-less property: the state of the system at i+ 1 depends only on the state
in the previous time step, i.e. P {xi+1 |xi, xi−1, . . . , x0} = P {xi+1 |xi}.
2. Stationary property: the state-transition probability is independent of time i, i.e.
P {xi+1 |xi} = P {xj+1 |xj} ,∀xi+1 = xj+1, xi = xj .
Hence, at any time i, the state-transition probability function completely describes the
behaviour of the system.
12
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3.1.2 Markov Decision Process
Suppose now that the system transitions can be influenced by a decision making agent
through some action a ∈ A at each state x ∈ X, and some reward r is given to the
agent, as shown in Figure 3.1. Then, the decision making process is known as Markov
Decision Process.
Definition 3.1 (Discrete-Time Markov Decision Process). A discrete-time Markov De-
cision Process is defined as a tuple 〈X,A,P, r〉 where
• X is the set of all possible system states;
• A is the set of permissible actions;
• Pxa {x′} denotes the probability of the transition (x′, x, a), i.e. from state x to
state x′ under the influence of action a.
• r(x′, x, a) ∈ R denotes the reward obtained by the control agent when the sys-
tem transits from x to x′ after executing action a. The reward function may be
abbreviated to r(x, a) where r(x, a) = Ex′r(x′, x, a).
The objective of the MDP is to determine a policy pi for the agent such that some
optimality criterion is achieved. It can be divided into three main classes, namely:
Total-reward MDP. Received rewards over time are summed together. For a finite
horizon where the system runs for T time steps, the objective is to maximise the








∣∣∣x0, pi] . (3.1)
The optimal policy is known to be non-stationary (Puterman, 1994) and is of the
form pi : X × ZT−1 → A. Note that since the objective does not converge with
T → ∞, the infinite horizon case is not discussed for the total-reward criterion.
Instead, the next two criteria are usually used as the objective functions.
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Discounted-reward MDP. Received rewards are discounted with time by a discount
factor γ. For a finite horizon where the system runs for T time steps, the objective











Similar to the total-reward MDP, the optimal policy is also non-stationary since
the timeline is finite. This criterion makes the control agent myopic since rewards
that are further into the future are discounted more and thus are less important in














In this case, the system does not halt and runs indefinitely. The role of γ in this
case further ensures that the objective function converges to a finite value, provided
that the reward function r is bounded. The optimal policy for this case, however,
is known to be stationary with respect to x (Puterman, 1994), i.e. pi∗ : X → A.
Average-reward MDP. The objective function is to maximise the average reward















The initial state x0 disappears from the expectation operator under this criterion
because, in the infinite horizon at steady state, the value of (3.4) is a constant
regardless of x0. Similar to the infinite horizon discounted-MDP, the optimal
policy is stationary pi : X → A. Note that if this criterion is viewed over a finite
T , it is actually equivalent to the total-reward MDP.
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3.1.3 Bellman’s Equations
Bellman’s optimality equations (Bellman, 1957) define the relationship between policies
and value functions. As we can see later, numerous algorithms for solving MDPs involve
computing or estimating the value function. A value function V (pi) : X → R of a state
x gives the expected sum of rewards received as if the system has started in that state
and followed policy pi.
Definition 3.2 (Value Function). The value function V of a MDP after T time steps is
V
(pi)





∣∣∣∣x = x0, pi
]
, (3.5a)
where x0 is the initial state of the system, pi is a control policy that determines the
action ai to be taken at interval i, and γ is the discount factor. If γ = 1, the value
function describes the total-reward criterion. For the infinite horizon criterion,







∣∣∣∣x = x0, pi
]
, γ ∈ (0, 1). (3.5b)
For any policy pi, the Bellman’s equations state that
























pi∗(x) = arg max
a∈A
[










, ∀x ∈ X. (3.7b)
Equations (3.6)–(3.7b), however, are only applicable for the total and discounted
reward criteria. For the average-reward criterion, we have a function similar to the
value function, called the differential reward function φ. The optimal policy in this case
satisfies the following equation
φ(pi













, ∀x ∈ X (3.8)
15
CHAPTER 3. STOCHASTIC PLANNING













and pi∗ can be extracted from φ such that















3.2.1 Dynamic Programming: Value Iteration
Dynamic programming (DP) refers to a collection of algorithms that can be used to
compute optimal policies, with respect to any of the three optimality criteria, given
complete knowledge of the environment. The underlying theory of DP largely falls on
Bellman’s Equations (see Section 3.1.3), which outline the relationship between optimal
policies and value functions V . The key idea behind DP is to use value functions to
organise and structure the search for optimal policies. Value iteration (Puterman, 1994;
Bertsekas, 2000) is an iteration method to compute value functions over both the finite
and infinite horizons. Using the Bellman’s equation from (3.7a), the value functions are
computed from i = 1, 2, 3, . . . onwards. For finite horizon problems, the algorithm stops
exactly at i = T . For the infinite horizon case, iteration stops when the max norm of
the difference between Vi and Vi−1 is insignificant.
Algorithm 3.1 describes the value iteration algorithm in detail. The time-complexity
of the value iteration method is O(|X|2|A|T ), and in the infinite horizon, the time-
complexity of the algorithm is exponential in 11−γ . The complexity explodes if more
dimensions are added to the states X. This is known as the curse of dimensionality
(Bellman, 1957).
The other downside of DP is that it requires complete knowledge of all components
of a MDP: X, A, r and P as defined in Definition 3.1. In most problems, the model
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of system environment can be handcrafted such that X, A and r are well-defined and
known. The transition probabilities P, however, may not be easily found. The solution
to this problem lies in Reinforcement Learning (RL), which is explained in Section 3.2.2.
Algorithm 3.1 Value Iteration
1: i← 0
2: V0(x)← 0, ∀x ∈ X
3: repeat
4: for x ∈ X do
5: Vi+1(x)← maxa
[





7: i← i+ 1
8: until ‖Vi(X)− Vi−1(X)‖∞ ≤  or i = T .
9: pi(x)← arg maxa
[




, ∀x ∈ X . (3.7b)
3.2.2 Reinforcement Learning: Q-learning
In practical systems, learning methods are developed and used to overcome the curse of
dimensionality problem. In learning, both the reward function r and the state-transition
probabilities P are unknown to the learning agent. Refer to Figure 3.1. The agent
samples the underlying Markov Chain P by trying out different actions at different
states and observing the resultant reward r and next state x′. This process is known as
simulation-optimisation (Gosavi, 2003), RL (Sutton and Barto, 1998), or neuro-dynamic
programming (NDP) (Bertsekas and Tsitsiklis, 1996).
Learning methods are especially useful in sensor network problems where very little
information is known about the environment. There is also an added advantage that
learning methods can adapt to changes in the environment and produce near-optimal
policies on the underlying MDP. In this thesis we use a sub-class of RL algorithms known
as Temporal-Difference (TD) Learning, e.g Q-learning (Watkins and Dayan, 1992).
Watkins and Dayan’s Q-learning is based on Q-functions rather than value functions,
17
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which are actually rewrites of the Bellman’s equations from (3.7).
Q(pi
















The Q-function is essentially the expected total reward if action a is taken at this step
and following policy pi∗ thereafter. (3.11b) and (3.11c) are essentially tests to evaluate
the best action using the Q-values.
Q-learning is one of the most widely used RL algorithms. It is an off-policy TD algo-
rithm, i.e., action-selection is not based on the policy that is being learnt. This property
allows the optimal policy to be learnt with any method of state-action exploration. For
example, the action selection at every state can be entirely random but Q-learning will
still be able to learn the optimal policy.
After an action selection, Q-learning evaluates the situation in the new state using
TD error to determine if things have gone better or worse than expected. The TD error
at step i is computed as
∆i = r(xi, ai) + γmax
a∈A
Qˆ(xi+1, a)− Qˆ(xi, ai), (3.12)
which essentially is the difference between the sampled Q-function and the estimated
Q-function. The update equation for the estimated Q-function is
Qˆ(xi, ai)← Qˆ(xi, ai) + βi∆i, (3.13)
where βi is the learning rate. For convergence, βi should be monotonically decreasing
with i, e.g. βi = ii+1β0, i 6= 0, β0 ∈ (0, 1). Algorithm 3.2 summarises the Q-learning
algorithm.
Note that Q-learning updates are greedy — the maximum Q-value of the next state is
always used. Hence, it is important to note that action-selection at Step 5 must not follow
18
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Algorithm 3.2 Q-learning




5: Randomly choose ai and observe xi+1 and r(xi, ai).
6: ∆i ← r(xi, ai) + γmaxa∈A Qˆ(xi+1, a)− Qˆ(xi, a) . (3.12)
7: Update Qˆ(xi, ai)← Qˆ(xi, ai) + βi∆i. . (3.13)
8: i← i+ 1
9: until false.
the policy pi∗ that is being learnt and updated. Doing so will result in biased sampling
and locally-optimal policies. This problem is called the exploration-exploitation dilemma
where the agent should “explore” as much as possible through random actions while, at
the same time, choose to “exploit” optimal actions for best rewards (Sutton and Barto,
1998).
The way to deal with this dilemma is to have randomised (mixed) policies such that
the agent explores with probability i and exploits with probability 1 − i. Of course,
the value of i should decrease monotonically with i so that convergence to an optimal
policy is guaranteed (Watkins and Dayan, 1992). This solution is known as -greedy
exploration.
3.3 Function Approximation: CMAC to speed up learning
One way of increasing the speed of learning the optimal policy is to use function approxi-
mation for approximating the Q-function or the value function. Compared against table-
based implementations, function approximation has two significant advantages which
lead to the speed-up in learning: they can potentially reduce memory requirements in
large problems and approximate unseen Q-values. There are various methods of func-
tion approximation : coarse coding and radial basis functions (Sutton and Barto, 1998),
tile coding (or CMAC) and least-squares methods (such as (Lagoudakis and Parr, 2003).
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Figure 3.2: An example of a two-quantiser CMAC approximating a Q-function. Shaded
tiles denote tiles that are activated by a particular state-action pair. The Q-value is
then the sum of the weights of the activated tiles.
In this thesis, the Cerebellar Model Articulation Controller (CMAC) is chosen due to
its simplicity and speed in computation. It is also directly adapted for online-learning
as compared to others which require batch back-ups.
The CMAC is a type of neural network that can be used as a function approximator
for the Q-values (Tham, 1994). In the example shown in Figure 3.2, a CMAC approxi-
mates the Q-function over the state-action plane. It has two layers, or quantisers. For
a particular state-action pair (x, a), a tile is activated at each quantiser. The Q-value of
(x, a) is then the sum of the weights of those activated tiles. Thus, Q(x1, a1) = WA+WB
and Q(x2, a2) = WC + WD. At each Q-update, the weight W of each activated tile is
learnt as follows
W ←W + β ∆
nq
(3.14)
where nq is the number of quantisers and ∆ is the TD-error from (3.12).
The CMAC has the advantage of generalising unseen Q-values. In Figure 3.2,
Q(x2, a2) and Q(x3, a3) share a common tile D. Hence, updating the Q-function at
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(x2, a2) also updates its value at (x3, a3). This bootstraps Q-learning and thereby speeds
up the time to learn the optimal policy. Due to this attractive property, the CMAC is
used in all learning algorithms used in this thesis. However, since most actions consid-
ered in this thesis are discrete in nature, it is more desirable to reduce learning interfer-
ence by having the CMAC approximate over multi-dimensional states x rather than the
joint state-action space. Hence, in our implementation, one CMAC is used to approxi-
mate the Q-values for each action, giving a total of |A| CMACs.
Note that the CMAC assumes that the state-space to be continuous whereas the clas-
sical Q-learning assumes discrete states. This is not an issue since continuous states can
be discretised. However, quantisation should be done with caution such that interfer-
ence between neighbouring states do not affect the learning convergence or the optimal
policy.
3.4 Semi-MDP and Constrained MDP
The MDP model is essentially a discrete-time model with scalar feedback as rewards,
where the system is sampled at regular intervals. This modelling power of MDP is
insufficient for WSN problems. For example, an adaptive time-scale algorithm cannot
be developed with the regular sampling assumption. A semi-MDP (SMDP) has better
modelling power where the sojourn time between states is random. As will be described
later, some hierarchical RL algorithms use SMDP to model transitions at upper levels.
In most applications (e.g. target tracking (Evans et al., 2005), WSN applications
(Yeow et al., 2007a), multi-agent systems (Goldman and Zilberstein, 2003; Ghavamzadeh
and Mahadevan, 2004), resource management in grid computing and telecommunication
networks (Yagan and Tham, 2005; Poduval, 2005), etc.), there are multiple costs and
rewards. For example, in WSNs, the action of reporting sensed data to the sink made
by a sensor node affects energy consumption, medium access collisions, network-wide
21
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Figure 3.3: An example of an MDP with multiple costs. On some action taken at state
R, the system transits to either states R or E, depending on some transition probability
function. At each transition, the agent obtains some reward and cost simultaneously.
throughput and delay performance. Figure 3.3 shows an example of a MDP with multiple
costs.
Definition 3.3 (K-cost Semi-MDP). A semi-MDP (sMDP) with K costs is defined as
a tuple 〈X,A, f, r, c〉 where
• X and A are the set of states and actions respectively,
• fxa(x′, τ) denotes the probability density function of the transition (x′, τ, x, a), i.e.
from state x to state x′ in time τ under the influence of action a.
• r(x′, τ, x, a) ∈ R is the reward function, and
• c(x′, τ, x, a) ∈ RK is the vector of costs.
In most literature, the reward function is usually represented as r(x, a), which is
independent of the next state x′ and sojourn time τ . This is because r(x, a) is actually
a compact notation aggregating over all possible transitions to the next state x′ and the
respective sojourn times τ (Gosavi, 2003; Puterman, 1994)





r(x, t, x, a)dxdt
]
. (3.15)
The expanded notation r(x′, τ, x, a) is used to provide convenience for proofs and defi-
nitions to new terms. The same applies to the cost functions ck.
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γir(xi+1, τi+1, xi, ai)







γic(xi+1, τi+1, xi, ai)
∣∣∣∣x = x0, pi
]
, respectively. (3.17)
One way of dealing with MDPs with vector-valued rewards/costs at each transition
is to optimise a primary reward while viewing the rest as costs to the system and con-
straining them to some desired bound. This is known as Constrained MDP (CMDP) and
has been studied in the 80’s when Beutler and Ross (1986) first considered the problem
of time-averaged constraints in the semi-MDP domain. Feinberg and Shwartz (1996),
and Altman (1999) further showed many interesting results, including the existence of
randomised optimal policies, when dealing with CMDPs.
Definition 3.4 (Constrained MDP). A constrained MDP (CMDP) with K constraints
is defined as a tuple 〈X,A, f, r, c,C〉, where X, A, f , r and c have the same semantics
as in Definition 3.3. C is a vector of bounds on the expected total costs. The objective
then is to solve for a policy pi such that the total expected reward V is maximised but






s.t. J(pi)N (x0) ≤ C (3.18b)
where the vector inequality J ≤ C is a compact way of expressing the inequalities
J1 ≤ C1, J2 ≤ C1, . . . , JK ≤ CK .
3.5 Hierarchical Reinforcement Learning
Hierarchical RL is an extension to classical RL, where the state space is broken into
different levels of hierarchy such that the search space of optimal policies could be
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reduced. Furthermore, MDPs could be broken down hierarchically into modules (or
sub-MDPs) and learnt to be reused for similar situations.
These hasten learning and reduce the amount of physical memory required for learn-
ing, improving the deployability of such learning algorithms into smaller and more com-
pact sensors.
3.5.1 Sutton’s Options Formulation
Sutton et al. (1999) formulated a hierarchical structure in RL through the notion of
options. The basic idea is that to model the higher level MDP as a non-hierarchical
(flat) MDP by replacing the action space A with a set of options O. Subsequently, each
option o ∈ O further defines the lower level MDP.
Definition 3.5 (Option). Options form the action space of the higher level agent in a
hierarchical MDP. An option o is described by a three-element tuple 〈X ,Π,Ξ〉 where
• X is a subset of states X which and denotes the states at which this option o is
eligible at the higher level MDP;
• Π is the policy to be followed at the lower level MDP once this option o is chosen;
and
• Ξ : X → [0, 1] is a Boolean function which indicates whether that state x is the
terminal state for the lower level MDP. Control is then returned to the higher level
MDP.
The option, once chosen at the higher level MDP, follows policy Π until the termina-
tion condition Ξ(x) becomes true. The advantage of maintaining the higher level MDP
to be similar in structure to a classical MDP is that readily available algorithms that
solve MDP can be easily ported to solve hierarchical MDP problems. The Bellman’s
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Equations for a hierarchical policy pi can be rewritten from (3.11a) as


















x′, i |Π} . (3.19c)
R(x, o) is essentially the value function of the lower level MDP when undergoing
option o = 〈X ,Π,Ξ〉, i.e., the lower level MDP begins with state x ∈ X and executes
under policy Π until condition Ξ(x′) becomes true. Pxo(x′) is a discounted probability
measure of the system making a large jump from state x to x′ over several time steps
as determined by Ξ(x′) when viewed at the higher level. This is borrowed from SMDP
since the jump from one state x to another x′ is over a variable number of time steps.
Compared to a flat MDP, there are less instances which require decision making in
the options framework, since the lower level policies Π are pre-determined. Furthermore,
there is a shorter effective horizon at the lower level. Hence, learning using options is
faster as compared to that in a flat MDP.
3.5.2 MAXQ Value Function Decomposition
The main idea in MAXQ is to recursively break down the value function of a flat MDP
into a hierarchy with subtasks. Higher level MDPs choose over subtasks a˘ (composite
actions), guided by Q-values of the lower level MDPs which these subtasks observe. This
is repeated recursively until the subtasks are actions of the flat MDP, which Dietterich
(2001) calls primitive actions, i.e. a˘ ∈ A. This MAXQ value function decomposition
can be represented by a task graph as shown in Figure 3.4. For a hierarchical policy pi
in MAXQ, the Bellman’s equations are rewritten as follows:
Q(pi)(x, a | a˘) = Z(pi)(x, a | a˘) + V (pi)(x | a) (3.20a)
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Figure 3.4: A MAXQ task graph for a robot. Triangles represent Max nodes, which
are essentially subtasks a˘. These nodes correspond to the V functions in (3.20c). Their
children are Q nodes, which correspond to (3.20a). Traversal down the tree indicates
the stack trace of subtasks chosen, e.g. the thick line shows that the robot is travelling
south while navigating to get an item.
Analogous to the concept of Q-values in Q-learning, the Q-value of a subtask a˘, denoted
by Q(pi)(x, a | a˘) is the expected total reward after executing lower level subtask a while
in state x. It is the sum of the completion function Z and the value function V of that
lower level subtask a. The completion function is
Z(pi)(x, a | a˘) =
∑
x′∈X
P(pi)a˘ {x′ |x, a}V (pi)(x′ | a˘). (3.20b)
where P(pi)a˘ {x′ |x, a} is the probability of reaching state x′ from x after following the high
level action a and hierarchical policy pi. In other words, it is the expected value function
at the next state x′, and the value function of a subtask a˘ is










r(x′, x, a˘) , if a˘ is primitive.
(3.20c)
which recursively walks down subtasks a until primitive actions are chosen.
The decomposition of value function into subtasks facilitate their reuse. For example
in Figure 3.4, the navigation subtask is reused for both GetItem and PutItem tasks.
Learning in MAXQ is thus accelerated as compared to a flat MDP structure.
Sutton’s Options and Dietterich’s MAXQ are similar in that both can produce hi-
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erarchically optimal policies and require heavy “setup” — the former requires design of
eligible states, lower level policies and termination conditions, and the latter requires
design of the whole MAXQ tree. The main difference lies in the definition of the re-
cursion equations. Thus the choice between the two is problem specific. In this thesis,
convenience to system design is the main deciding factor.
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Chapter 4
Hard and Soft Constrained
semi-Markov Decision Processes
4.1 Motivation
Markov Decision Processes (MDP) (Puterman, 1994) is a popular method of solving
sequential decision problems which has found applications in a variety of areas: target
tracking (Evans et al., 2005), WSN applications (Yeow et al., 2007a), multi-agent sys-
tems (Goldman and Zilberstein, 2003; Ghavamzadeh and Mahadevan, 2004), resource
management in grid computing and telecommunication networks (Yagan and Tham,
2005; Poduval, 2005), etc. Quite often, these applications are associated with multiple
criteria (costs constraints), in which constrained MDP (CMDP) comes into play by ef-
fectively bounding the various expected total costs. However, this approach is hardly
sufficient for critical applications. In systems with critical resources, it may be fatal
when the total resources (costs) exceed some critical point at any time. For example,
energy is a vital resource in WSNs where the whole network becomes dysfunctional if
too many nodes are depleted of it. Overloading a grid computing node with jobs may
cause it to fail, resulting in a permanent loss of resources. Henceforth, we are motivated
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to introduce hard constraints into MDP. Strictly, a hard constraint is a restricting con-
dition on some total cost incurred at any time. This constraint, if violated, causes the
control agent to cease functioning immediately.
In the general context, non-critical resources exists as well, often in the form of
performance guarantees. Target tracking in WSNs (Yeow et al., 2007a), for example,
possesses a range of constraints on communication costs, tracking accuracies and the
underlying network performance for feasibility. These constraints are not unique only
to WSNs — communication costs have been a recent research focus in multi-agent sys-
tems (Goldman and Zilberstein, 2003; Ghavamzadeh and Mahadevan, 2004); Quality of
Service (QoS) constraints like delay, jitter, packet drop rate come natural in telecom-
munication networks; and job admission or scheduling are part and parcel of service
differentiation in grid computing. These performance guarantees are soft constraints:
a restricting condition on the probability of a performance guarantee being violated to
some acceptable level.
This chapter provides solutions to both hard and soft constraints in the semi-MDP
domain. A semi-MDP is essentially a generalisation of classical discrete-time MDPs
where the time interval between states follows a stochastic model rather than being de-
terministic and uniform. We show that, however, for hard constrained problems, the
semi-MDP is equivalent to some dual discrete-time MDP and that the soft constrained
semi-MDP can be reinterpreted as a classical constrained semi-MDP, when states are
augmented with elapsed time and cumulative costs. Hence, there exists a wealth of
solutions for solving HCsMDPs and SCsMDPs. RL (Sutton and Barto, 1998; Gosavi,
2003), Q-learning (Watkins and Dayan, 1992), DP (Bertsekas, 2000), Linear Program-
ming (LP) (Feinberg, 1994; Altman, 1999), Occupation Measures (Beutler and Ross,
1986) are just a few. Other key findings include:
• A HCsMDP problem is NP-Hard.
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• The optimal policies of HCsMDP and SCsMDP are only stationary with respect
to the augmented states. The former is deterministic whereas the latter is ran-
domised.
4.2 Mathematical Notations and Related Work
4.2.1 Mathematical Notations
Th bulk of the mathematical background for this chapter lies in sMDPs and CMDPs
(see Section 3.4). However, since the constraints studied in this chapter are not based
on expected total costs, it is good to define the cumulative costs vector d incurred in a




c(xi+1, τi+1, xi, ai). (4.1)
Note that d is a random variable, as transitions between states are stochastic.
Other special notations used in this chapter include:
• The set of integers ZK = {0, 1, 2, . . . ,K − 1}.
• The set of integers ν ⊆ ZK represents the subset of constraints. It is a convenient
notation to refer to the subset of constraints which are already violated, going to
be violated after a particular transition, or not violated.
• The vector dν denotes a sub-vector of cumulative costs d: (dk),∀k ∈ ν ⊆ ZK .
• The function 1{expr} is a Boolean indicator that evaluates to 1 if the expression
expr is true, 0 otherwise.
4.2.2 Related Work
MDPs with multiple costs can be formulated as Abstract Dynamic Programming (ADP)
problems (Ga´bor et al., 1998). In ADP, there exists some fixed total ordering between
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the expected total costs that must be observed at every state. An example of an ordering
could be such that Ji ≤ Ji+1 for all stages, where Ji and Ji+1 are the expected total
costs associated with the ith and (i+ 1)th cost respectively. Hence, these orderings can
be viewed as constraints to the original MDP problem. However, applications of this
formulation is restricted in that explicit relations must be drawn among the multiple
costs, inducing a topological ordering among these costs. In the application domain of
telecommunications, for example, criteria such as packet delay, packet drop rate, and
jitter do not have explicitly well-defined relationship among each other. In some other
cases, it might not be meaningful to compare one cost against another.
One other way to deal with a MDP with multiple costs and rewards is to optimise
them as a mixed criteria, i.e. a linearly weighted combination of the costs and rewards
(Feinberg and Shwartz, 2002). However, it is often not straight-forward to choose the
appropriate weights in a resource constrained problem. This is the same difficulty with
Abstract Dynamic Programming (ADP) (Ga´bor et al., 1998) as described earlier.
Constrained MDPs (CMDP) relate better to the resource constrained problem. As
explained in the previous section, the objective of CMDP (Altman, 1999; Beutler and
Ross, 1986; Feinberg, 1994) is to maximise V while constraining each expected total
cost Jk to be less than some critical value Dk. However, such constraints are not always
applicable because they do not capture other desired characteristics like variance, risk-
sensitivity, range, etc. For example, QoS in telecommunications (on delay, packet drop
rate, jitter, etc.) are usually expressed in terms of soft constraints (Liu et al., 2005):
P (metric ≥ critical) ≤ q. The same can be said of problems like maintaining tracking
accuracies and communication costs in WSNs (Yeow et al., 2007a), or performing ad-
mission control or scheduling of jobs in grid computing to limit the frequency of resource
over-utilisation (Poduval, 2005).
Horiguchi (2001) studied MDPs with a constraint on the expected termination time
and proved that Markov policies are optimal. However, stopping times, in our case, are
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randomised and its expectation is constrained. This is similar to the CMDP case with
constrained expected total costs. The constraints considered in this chapter, whether
hard or soft constraints, are thus not applicable.
Soft constraints of the form P (metric ≥ critical) ≤ q on discrete-time MDPs were
first solved through an approximation using Markov Inequality (Dolgov and Durfee,
2003). However, the Markov Inequality is a loose bound. This results in very risk-averse
policies where the actual probability of exceeding the critical value D is much lower
than q. Thus, the expected total reward obtained by these stationary policies will be
far from optimal when the costs and rewards are highly correlated, i.e., better rewards
come as a result of incurring more costs. Although this can be improved by considering
central moments of the total cost (Dolgov and Durfee, 2004), we find that optimal
and feasible policies are non-stationary in general. The major difference between this
work and Dolgov and Durfee’s is the definition of the constraint. The latter works are
concerned that the total cost cannot exceed D when computed at the termination of the
MDP. We, however, deal with constraint on the cumulative cost, which cannot exceed
D at any time throughout the decision process. In general, these two definitions are
equivalent only when all costs are non-negative. Furthermore, only discrete-time MDPs
with discrete states and actions were studied in Dolgov and Durfee’s works.
A related but indirect way of factoring in probabilistic constraints is through risk-
sensitive MDPs (Marcus et al., 1997) where the objective function E[eγdN ] is considered.
Since eγdN = 1 + γdN + γ2 J
2
2! + . . ., higher moments of the probability distribution of
the total cost d is factored into risk-sensitive MDPs. However, there is no simple way
of converting between soft constraints and this objective function. It also cannot be
applied directly to the case of MDPs with multiple costs d.
One other work on probabilistic constraints in MDP is to constrain the probability
of reaching some bad terminal state in a transient MDP (Geibel and Wysotzki, 2005).
The authors proposed a RL method to obtain good deterministic policies on continuous
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state space that conform to the constraints. Unfortunately, this form of probabilistic
constraint is fundamentally different from the soft constraints are addressed in this
chapter.
4.3 Hard Constrained semi-Markov Decision Processes
Hard Constrained semi-Markov Decision Processes (HCsMDP) are essentially sMDPs
with additional hard constraints on the vector valued costs incurred at each stage. In
the following section, HCsMDP is discussed with respect to the finite horizon case. The
infinite horizon case follows thereafter.
4.3.1 Finite Horizon HCsMDP
Finite horizon problems are usually defined with respect to the number of stages N .
However, in sMDPs, it is more appropriate to define the finite horizon as total time T
instead. In fact, the deadline T can be seen as a hard constraint by itself where the
total elapsed time can never exceed T . Beyond this, the system terminates with zero
costs. In HCsMDP, multiple costs are associated with each state transition. Each cost
may represent some critical resource where its cumulative value can never exceed some
critical value at all times. This gives rise to two variants of the same problem:
V1. The system terminates immediately with zero cost when any constraint on cumu-
lative costs are violated.
V2. The system terminates only after deadline T .
Definition 4.1 (Finite Horizon HCsMDP). A HCsMDP is a tuple 〈X,A, f, T, r,D〉
where X, A, f , r has the same semantics as in Definition 3.3, D is a vector of critical
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s.t. V1: sup
N
tN < T, sup
N
dN < D (4.2b)
V2: tN = T, sup
N
dN < D (4.2c)
where tn =
∑n
i=1 τi is the elapsed time after n stages and dn is the cumulative costs as
defined in (4.1).
Although the hard constraints defined above are based on cumulative (total) costs,
they can be applied to discounted and average costs as well. For the sake of clarity,
we first focus on the total cost criteria and discuss others later. We also illustrate an
example with discrete states and actions although our theory applies to the continuous
domain as well.
Consider a taxi driver’s decision problem as illustrated in Figure 4.1. The four states
represent locations where the driver can pick up and drop off passengers (location 0 is
where he starts off). At each location, he chooses between two queues to drop off his
current passenger and pick up another. In one trip, the driver may get to refill his
tank. This may result in more nett loss than profit but may allow the taxi to operate
longer. He wishes to maximise his income (represented as negative costs), but faces two
constraints: time (say, he only works for 9 hours) and gas (a critical resource). Then, V2
enforces that the driver have to operate for the full 9 hours and to ensure that the taxi
does not run out of gas during operation. Conversely, V1 is more relaxed: the driver
can stop driving before the time is up (especially when excessive losses are incurred).
Although both formulations differ slightly, there is a common property.
Theorem 4.1. The HCsMDP problem for both formulations is NP-Hard.
Proof. We reduce the (0,1) multi-criteria KNAPSACK problem (see Appendix A) to a
HCsMDP using the restriction method (Garey and Johnson, 1979).




. xi indicates item i is selected and the sum
∑M−1
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constraints
∑M−1
i=0 xiwi < W and
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Figure 4.1: A semi-MDP with 4 locations. The taxi driver chooses between 2 queues
at each location: a0 and a1. Profits earned on each trip are in bold and gas used is
in italics. He faces two hard constraints: time and gas. When elapsed time is more
than T or when the taxi is out of gas, the system transits to the absorbing terminal
states. Sojourn time between all locations is 1 hour except between locations 1 and 3,
which is uniformly distributed between 1 to 5 hours. The profit r32 is varied to show
the correctness of our approach.
Let the corresponding MDP state be x. Hence, the action a of taking item i takes
the system to the next state x′ where the ith bit of x′ = 1, and vice versa. The reward
r and cost vector c is zero if x′ = x, i.e. dropping an item that is already not selected
in the previous state. Otherwise, r and c are defined as follows.
r(x′, τ,x, a) =
 vi , a = ai, τ = τi0 , otherwise , ci(x′, τ,x, a) =
 wi , a = ai, τ = τi0 , otherwise
Then, solving such a HCsMDP problem by minimising
∑
r while hard constrained to
time T and cost W is equivalent to solving a (0,1) multi-criteria KNAPSACK problem.
This result is not surprising because evaluation of history-dependent policies for
fully-observable MDP is already known to be PP-complete (Goldsmith and Mundhenk,
1999, thm. 4.1).
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Any violation terminates the system (V1)
To solve a HCsMDP, we introduce a new set of absorbing terminal states (the rhombus
in Figure 4.1) where the system transits to when it terminates. Each state has a non-
zero probability of being absorbed into the rhombus. This should generally increase
with elapsed time or cumulative costs.
We construct an equivalent discrete-time MDP 〈X˜, A, p˜, r˜〉. The augmented state
space X˜, which tracks cumulative costs d =
∑
c and elapsed time t, is defined as
X˜ = { (x, t,d) | ∀x ∈ X, t ≤ T, d ≤ D } . (4.3)
The absorbing terminal states are represented by those augmented states x˜ ∈ X˜ with
t = T or d 6< D. We argue that the expansion of state space to track elapsed time and
cumulative costs is inevitable. This is because terminating conditions depend on t and
d, and thus affects the transition pdf p˜. Moreover, it is also known that optimal policies
in finite horizon problems are non-stationary (Puterman, 1994).
Both t and d are sufficient to represent the entire history of all previous transitions
starting from i = 0. Despite such, the increase in the state dimension triggers an
exponential increase in the state space and is a considerable problem. However, it can
be observed later in this section that the transitions between the augmented states
are largely sparse. This special property can be exploited with methods mentioned in
Section 4.6 to combat the increase in dimension.
In augmenting the state space to track elapsed time and cumulative costs, the tran-
sition pdf p˜ is to be redefined for every transition. The set of all possible transitions are
partitioned into the four cases below and for each case, p˜ is presented.
C1. Deadline T is reached. { d = d′ < D, t < t′ = T }
All transitions beyond T are collated into a subset of terminal states { (x′, t′,d′) | t =
T,d′ < D }. Note that there will be no violations caused by cumulative costs ex-
ceeding the critical values D. This is because the system terminates immediately
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fxa(x′, τ) dτ, if
d = d′ < D,
t < t′ = T.
(4.4a)
C2. Some violated constraints ν ⊆ ZK . { dν < d′ν = Dν , d′¯ν < Dν¯ , t < t′ < T }
Then, all transitions are collated into some terminal states in the set { (x′, t′,d′) | t′ <
T, d′ν = Dν }. We denote by ν¯ the set of constraints that are not violated. Hence,
p˜x˜a(x˜′) = fxa(x′, t′ − t) ·
 Uν(x′, x, t′ − t,d′ − d, a)
× Iν¯(x′, x, t′ − t,d′ − d, a)
 , if
dν < d′ν = Dν ,
d′¯ν < Dν¯ ,
t < t′ < T.
(4.4b)
where I and U are indicator functions such that
Iν¯(x′, x, τ,w, a) =
∏
k∈ν¯
1{ck(x′, τ, x, a) = wk}
and Uν(x′, x, τ,w, a) =
∏
k∈ν
1{ck(x′, τ, x, a) ≥ wk}.
The indicator functions are needed in order to ensure that any transitions from
augmented state x˜ to the next state x˜′ results in a correct tracking of cumulative
costs d. In other words, c = d′ − d for all states x and x′, sojourn time τ and
actions a. This results in a unique pair (d, d′) for every transition (x′, τ, x, a).
C3. No violation of any constraints (a special case of C2).
The system does not terminate and continues to operate with the original transi-
tion function fxa(x′, τ), i.e. the elapsed time t′ < T and cumulative costs d′ < D.
It is easy to see that this is a special case of C2 where ν¯ = ZK and ν = ∅.
C4. For all other transitions,
p˜x˜a(x˜′) = 0 (4.4c)
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fxa(x′, τ) dτ , if
d = d′ < D,
t < t′ = T.
fxa(x′, t′ − t) ·
 Uν(x′, x, t′ − t,d′ − d, a)
× Iν¯(x′, x, t′ − t,d′ − d, a)
 , if
dν < d′ν = Dν ,
d′¯ν < Dν¯ ,
t < t′ < T.
0 , otherwise.
(4.4)
Lemma 4.2. p˜ defined in (4.4) is a proper probability density function.
Proof. It is easy to see that p˜ ≥ 0 since the functions fxa, U and I are non-negative.
The proof is then completed by showing that the cumulative distribution function
(cdf) over all possible next states x˜′ equal 1. From (4.4), the inequalities t ≤ t′ ≤ T and
d ≤ D define the set of current states and next states. This is be split into two distinct
events:
eA : t′ = T and d′ < D, and
eB : t′ < T and d′¯ν < Dν¯ for any ν¯.
Event eA corresponds to the condition in (4.4a) since the system halts with no cost
incurred. Then d = d′ and





fxa(x′, τ) dτ dx′
= Pxa{· , τ ≥ T − t}.
Event eB corresponds to the condition in (4.4b). The cdf is given by








 Uν(x′, x, t′ − t,d′ − d, a)




Since cost c is a function of transition (x′, τ, x, a), there will only be one unique instance
of d′ given d where both U and I are non-zero. Then,






= Pxa{· , τ < T − t}
and
P˜x˜a{· , · } = P˜xtda{· , eA ∪ eB}
= Pxa{· , τ ≥ T − t}+ Pxa{· , τ < T − t} = 1.
Finally, the redefined immediate reward r˜ is such that
r˜(x˜′, x˜, a) =
 r(x
′, t′ − t, x, a) , if t < t′ < T, d′ < D
0 , otherwise.
(4.5)
Since transitions to x˜′ and the respective reward r˜ depends only on the previous
state x˜ and action a as in (4.4) and (4.5), the Markovian property is preserved. Further,
by Lemma 4.2 p˜ is a proper pdf and thus the tuple 〈X˜, A, p˜, r˜〉 is a valid MDP. We now
state:
Theorem 4.3. For any non-stationary policy pi in a HCsMDPM = 〈X,A, f, T, r, c,D〉,





∞ , where X˜, p˜ and r˜ are defined in (4.3), (4.4) and (4.5) respectively.




















r˜(x, τ,d, xi, ti,di, ai)p˜xitidiai(x, τ,d) dd dτ dx ,
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where D is the set of all possible d. Since r˜(x, τ,d, xi, ti,di, ai) is only non-zero when
ti < τ < T , p˜ only needs to be evaluated through (4.4b) with ν = ∅ and ν¯ = ZK .
Moreover, for any transition (x, τ, xi, ai), there is only one such d where IZK is non-












[ IZK (x, xi, τ − ti,d− di, ai)×




















Since the range of τ ′ is kept to [0, T−ti], the value of ti+1 never exceeds deadline T for all
i < M . The same applies to di < D. Thus, constraints supN tN < T and supN dN < D
are met for any N , and






r(xi+1, τi+1, xi, ai)
∣∣∣∣x0, pi
]
= V (pi)N (x0).
Corollary 4.4. The optimal policy pi∗ of a HCsMDP is deterministic and stationary
with respect to the augmented state x˜.
Proof. From Theorem 4.3, the optimal policy pi∗ maximises the value function of the
HCsMDP V (pi
∗)
N . The value function of the equivalent discrete-time augmented MDP
V˜
(p˜)
∞ is maximised as well. Since the mapping of actions are the same between policies
pi∗ and p˜i, and the optimal policy of a discrete-time MDP in the infinite horizon is
deterministic and stationary with respect to its state, then pi∗ must be a deterministic
policy and is stationary with respect to x˜.
Theorem 4.3 essentially establishes the direct relationship between a HCsMDP and
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a discrete-time MDP. Further, by using state augmentation described in (4.3), classical
MDP methods can be directly applied to search for the optimal policy.
Remark 4.1. Under V1, there is always a solution to the HCsMDP problem. This is
because the moment a constraint is violated or deadline is reached, the system immedi-
ately terminates with zero costs or with elapsed time t = T , respectively. Hence, even
in the extreme case where any action a at the first stage i = 0 will violate constraints
with probability 1, a feasible policy exists with V (x0) = J(x0) = 0.
Only deadline violations terminate the system (V2)
The second variant of the hard constrained problem can be solved using the same aug-
mentation method that is described previously, with minor modifications.
The augmented state space X˜ follows that as defined in (4.3) where elapsed time
t and cumulative costs d are tracked. Since all cumulative costs d cannot exceed the
critical values D for all t < T , the only feasible solution is to keep track of d and prune
the action space of each state such that there is no chance of violating any of the K
constraints. With reference to the transition pdf p˜ in (4.4), it is easy to see that the set
of actions A¯x˜ that should be pruned satisfy the following rule:
A¯x˜ =
{
a | p˜x˜a(x˜′) > 0, d′k = Dk, k ∈ ZK
}
. (4.6)
Similar to the case of V1, classical MDP solvers can solve V2 through a equivalent
problem 〈X˜, A˜, p˜, r˜〉, where X˜, p˜ and r˜ has the same semantics as V1, and A˜ is the
pruned action set such that A˜x˜ = A− A¯x˜.
Refer to Figure 4.2 for an illustration. It is always probable, no matter how small
the possibility is, to incur a cost of 2 at state 0 under action a1. Hence if action a1 is
not pruned away at state 0, it is always possible to incur a total cost that diverges (e.g.
an episode that perpetually cycles between states 0 and 1 through action a1). The role
of action pruning is to eliminate such possibilities to zero.
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Figure 4.2: An action pruning example. Since all states communicate under action a0,
action pruning is required in order to satisfy hard constraints in the infinite horizon.
Remark 4.2. Unlike V1, it is possible that a HCsMDP problem under V2 has no so-
lutions. Action pruning in (4.6) may eliminate all possible actions for some augmented
state x˜, i.e. A˜x˜ = ∅.
Note that the method of pruning the action space A should not be applied to V1 as
that would only result in sub-optimal policies. In both problems, there may exist states
where the agent has a choice of either terminating with high probability or risking more
costs in continuing to run the system. Then the optimal policy in these situations is
obviously to cut costs and strive for early termination. Such states are very likely to
exist in V1 since there are multiple terminating conditions. In the case of the taxi
driver’s problem, he may want to stop driving if continuing to drive will increase losses.
Hence, plainly applying action pruning will only force the agent to adopt a sub-optimal
behaviour.
Discounted and Average Cost Criteria
The discounted and average cost criteria are usually discussed in infinite horizon prob-
lems since the total cost may be divergent as T →∞. These are actually trivial exten-
sions to the total cost criterion and are discussed in this chapter for completeness sake.
The same discrete-time MDP can be constructed where the cumulative costs dn of the





i=0 ci, for the γ-discounted cost criteria
or the average cost criteria, respectively. Similarly, it is also straightforward to define p˜
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by changing the input d′−d to functions I and U appropriately for the new cost criteria.
4.3.2 Infinite Horizon HCsMDP
We discuss only the discounted cost criteria in the infinite horizon case since the total
cost may diverge as T →∞.
Definition 4.2 (Infinite Horizon HCsMDP). The infinite horizon problem of a HCsMDP















γic(xi+1, τi+1, xi, ai) < D. (4.7b)
The constraints (4.7b) are similar to that of (4.2c) in the finite horizon case where
the system only terminates after deadline T . In fact, the former is a special case of
the latter when tN →∞. Thus, the only feasible solution for HCsMDPs in the infinite
horizon case would be pruning the action space analogous to (4.6).
The augmented state space X˜ for infinite horizon problems is
X˜ = { (x,d) | ∀x ∈ X, d ≤ D } . (4.8)
Elapsed time t is no longer tracked because (a) t → ∞ and (b) the hard constraints
in (4.7b) are no longer time-related. The states where dν = Dν , ν 6= ∅ are bad states
where some hard constraint is violated. The action pruning rule is thus the same as in






 Uν(x′, x, τ,d′ − d, a)
× Iν¯(x′, x, τ,d′ − d, a)
 dτ , if dν < d′ν = Dν ,
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Figure 4.3: Structure of a RL agent for HCsMDP. The module for pruning actions (in
red) is only required for V2 or infinite horizon problems.
4.3.3 Solving HCsMDP
By Theorem 4.3, there exists an equivalent discrete-time MDP for a HCsMDP. Hence,
a wealth of solutions that can solve a MDP solves a HCsMDP as well. This includes
methods such as DP (Bertsekas, 2000), LP and occupation measures (Altman, 1999;
Feinberg, 1994) and RL methods such as Q-learning (Watkins and Dayan, 1992). Unlike
in the case of classical CMDP, optimal policies for HCsMDP are deterministic instead
of being randomised∗.
In Section 4.5.1, we use DP to obtain the optimal policies for the taxi driver’s prob-
lem. The basic idea of DP is to start from the terminal states, select the best action
of the previous time step by considering every transition into these states, and iterating
until the initial states. However, this is based on the assumption that the sojourn time
between states is a discrete random variable and that the cumulative costs are discrete
as well. For the case of continuous values, one possible approximated solution would be
to discretise the augmented state space with the ceiling function, in order to capture the
hard constraints. The time complexity of using DP is then O((|X|TRK)2), where T is
the number of time steps, and R is the maximum range of a cumulative cost.
∗Altman’s 1999 well-known result in CMDP states that: for a CMDP with L constraints, the optimal
policy is stationary but randomised in at most L states. A randomised and stationary policy means that
action selection at some states conforms to some stationary probability distribution.
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The other feasible approach is to use RL (Sutton and Barto, 1998), with a module
to keep track of augmented states (cumulative costs) as shown in Figure 4.3. Since
the augmented states form a discrete-time MDP, it is assured that the RL agent will
converge to the optimal policy. The other advantage of RL is that computation of (4.4)
can be avoided since it is model-free. For V2 or infinite horizon problems, another
module could be added to blacklist (and prune away) undesirable actions that violate
the hard constraints.
4.4 Soft Constrained semi-Markov Decision Processes
Soft constrained semi-Markov Decision Processes (SCsMDP) are essentially a hybrid of
V1 and V2 of the hard constraints. Cumulative costs d can exceed their respective
critical values D and the system does not terminate. However, the probability of any
violation must not be more than a desired quality q.
Definition 4.3 (Soft Constrained Semi-MDP). A SCsMDP with K constraints of time-
line T is a tuple 〈X,A, f, r, c,D,q, T 〉 where X, A, f , r, c, D and T have the same












≤ qk, ∀k ∈ ZK , (4.10b)
where tn =
∑n
i=1 τi is the elapsed time and dk,n =
∑n−1
i=0 ck(xi+1, τi+1, x, a) is the k
th
cumulative cost after n stages.
Remark 4.3. The soft constrained problem in the infinite horizon case is not addressed.
This is because the soft constraints (4.10b) become trivial if all states communicate;
the value P {supn dk,n ≥ Dk} is either 0 or 1 for any policy pi in the infinite horizon.
The SCsMDP is then equivalent to an unconstrained one in the former case; and in the
latter, it is equivalent to a hard-constrained problem as in 4.3.2.
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Figure 4.4: A counter example on optimality of stationary policies in SCsMDP.
4.4.1 Optimal Policy Structure
Optimal policies in classical discrete-time MDPs or sMDPs for the infinite horizon are
deterministic and stationary (Puterman, 1994), i.e., they are of the form pi : X → A,
where knowledge of the current state is sufficient to determine the optimal action to
execute. Hence, the size of the policy is equal to that of the state space. In the case
of CMDPs, optimal policies that satisfy all constraints (feasible) are still stationary but
randomised (Altman, 1999), i.e., they are of the form pi : X ×A→ [0, 1], which enlarge
the solution space by a factor of |A|.
Theorem 4.5. An optimal and feasible policy of a SCsMDP is non-stationary.
Proof by counter-example. Consider a MDP shown in Figure 4.4. In state R, the agent
can choose to play a game (a0) or leave the game to state E (a1). If the agent chooses
a0, there is a 0.1 chance that he loses and the game terminates to state E. Otherwise,
he may continue to play, while incurring some reward and costs. Thus, there is only
one decision point: state R. To avoid cluttering the soft constrained problem, only the
first element of the cost vector is considered as a constraint P {d ≥ 3} ≤ 0.5, while the
objective to maximise total reward remains.
Then consider the following three policies:
pi1 : Deterministic policy. Always play the game, i.e. pi1(R)→ a0. Hence,
P(pi1){d ≥ 3} = 0.93 = 0.729 (4.11)
Since 0.729 > 0.5, pi1 is an infeasible policy. Therefore, the optimal, feasible and
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deterministic policy is not to play the game at all. This gives V = 0.
pi2 : Optimal stationary and randomised policy. Play the game with probability p.
Then the probability of wining and continuing the game at state R is 0.9p and
the probability of leaving the game is 1 − 0.9p. Hence, (0.9p)3 ≤ 0.5 for pi2 to
be feasible, i.e. p ≤ 0.882. Since more rewards can be reaped if the agent keeps
playing, then the optimal randomised policy is thus p∗ = 0.882 and
V (pi2)(R) =
2× 0.9p∗
1− 0.9p∗ = 7.695 (4.12)
pi3 : Some non-stationary policy. Always play the game except at the critical point
when the cumulative cost d equals 2, i.e. a step before a possible constraint








0.686× 0.9n × (1− 0.9)





2n · P {re-enter R n times |pi3}
=2× 1 · (0.9× (1− 0.9))
+ 2× 2 · (0.92 × (1− 0.686× 0.9))
+ 2× 3 · (0.686× 0.93 × (1− 0.9))
+ 2× 4 · (0.686× 0.94 × (1− 0.9)) + . . .
=13.420
(4.14)
pi3 is a feasible policy and achieves a higher V than the optimal stationary and ran-
domised policy pi2. Thus, the optimal policy of a SCsMDP is non-stationary.
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The reason why the non-stationary policy can out-perform the stationary one is
because, in the stationary case, p needs to be adjusted to trade-off potential reward
for conformance to the soft constraint at instances where the cumulative cost is below
the critical point. However, with non-stationary policies, there is no longer a need to
do so once the cumulative cost exceed the critical point. This is because a constraint
violation has already happened and is counted towards the probability in (4.10b) for
that entire episode, regardless whether the cumulative cost will fall below the critical
point in future. With this observation, the non-stationary policy search space can be
reduced by aggregating states with cumulative costs d that exceed D.
The existence of non-stationary optimal and feasible policies is not surprising since
the hard constrained problem is also non-stationary with respect to states. Further, in a
related problem — the risk sensitive MDP, Marcus et al. (1997) show that optimal poli-
cies in that problem are non-stationary. Risk-sensitive MDPs are discrete-time MDPs
where the objective function considers the discounted sum of central moments of total
rewards. Since all central moments entirely describe a probability distribution, the non-




The SCsMDP solution is similar to the augmented states method in used in HCsMDP
(see Section 4.3. An equivalent CMDP 〈X˜, A, f˜ , r˜, c˜,q〉 is constructed based on the
original SCsMDP through augmentation of state space and manipulation of costs. The
soft constraints of a SCsMDP are then expressed, in the equivalent CMDP problem, as
constraints on its expected total costs. Then, any classical CMDP methods can be used
to solve a SCsMDP.
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Similar to that in (4.3), the new state space X˜ = (x, t,d) augmented with elapsed
time and cumulative costs. This allows the agent to track the possible critical points
in the SCsMDP. Although this results in an expansion in the state space and has the
undesirable side-effect of scaling up the curse of dimensionality, it is inevitable since the
optimal and feasible policy is non-stationary. This characteristic has been demonstrated
in both Corollary 4.4 and Theorem 4.5. Computation of the optimal policy, however,
can be reduced by restricting the state space to only tracking cumulative costs d up to
the critical values D. Some other properties of the optimal policy which are introduced
later in this section, can also be exploited to reduce computation.
Soft constraints can be converted to the classical constraints of a CMDP on expected
total costs. Recall that the probability of an event is defined as the total number
of occurrences of that event over the total number of possible outcomes. Hence, the
probabilities of constraint violations can be obtained by conducting an infinite number
of episodes on the finite horizon sMDP and counting the number of times d ≥ D. The
expected number will tend to P {d ≥ D} as the number of trials increases indefinitely.
To achieve this, we “reset” the system every time an episode ends at a terminal state,
i.e. new transitions are introduced into the semi-MDP by“connecting”its terminal states
to its initial states via the initial state distribution α, and resetting the elapsed time t
to 0. The costs c˜ are redefined to be counters such that
c˜k(x˜′, τ, x˜, a) =
 T · 1{dk = Dk} , if 0 = t
′ < t, τ = T − t
0 , otherwise.
(4.15)
Thus, only the total costs that hit the critical values are “counted” at each reset and the
time-average of c˜k gives P {dk ≥ Dk}. The equivalent transition pdf in the augmented
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 Uν´(x′, x, τ,d′ − d, a)
× Iν¯(x′, x, τ,d′ − d, a)
 , if
d′¯ν < Dν¯ ,
dν´ < d′ν´ = Dν´ ,
dν = d′ν = Dν ,







fxa(y, u) dudy , if
d′ = 0,
0 = t′ < t, τ = T − t
(4.16b)
0 , otherwise (4.16c)
where I and U are Boolean indicator functions as defined in (4.4b). These are needed
because this gives a unique value for c = d′ − d for every transition described by
(x′, τ, x, a). Moreover, the set of K costs ZK are partitioned into ν, ν´ and ν¯ such that
• ν represents the set of cumulative costs which exceeded the critical values D, i.e.,
dν ≥ Dν .
• ν´ represents the set of cumulative costs which will exceed the critical values D after
this transition, i.e., dν´ < Dν´ and after the transition, dν´ + cν´(x′, x, τ, a) ≥ Dν´ .
• ν¯ represents the set of cumulative costs which will not exceed the critical values
D, i.e., dν < Dν and after the transition, d′¯ν = dν¯ + cν¯(x′, x, τ, a) < Dν¯ .
(4.16b) indicates that the sMDP terminates after time-line T . It collates all possible
transitions that will exceed T and resets the system back to its initial distribution α(x).
Since rewards are 0 for transitions beyond T , they are adjusted as such:
r˜(x˜′, τ, x˜, a) =
 r(x
′, τ, x, a) , t < t′ < T, τ = t′ − t
0 , otherwise.
(4.17)
Lemma 4.6. f˜ defined in (4.16) is a proper probability density function.
Proof. f˜x˜a(·, ·) ≥ 0 since U , I, α and f are non-negative. Then, the proof is completed
by showing the cumulative distribution function
∫
f˜(·) = 1. The augmented space of the
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next state and sojourn time can be split into two distinct events, namely eA (0 = t′ < t)
and eB (t < t′ < T ), to show that
∫
f˜x˜a(·, ·) = 1.
Event eA indicates a restart of the system when the time-line exceeds T and corre-
sponds to the second condition of (4.16) where τ = T − t. Hence,














=Pxa{X, τ ≥ T − t}.









 Uν´(x′, x, τ,d′ − d, a)
× Iν¯(x′, x, τ,d′ − d, a)
 dd′dτdx′.
Since cost c is a function of transition (x′, τ, x, a), there will only be one unique value of







=Pxa{X, τ < T − t}
and P˜x˜a{·} =P˜xtda{eA ∪ eB}
=Pxa{X, τ ≥ T − t}+ Pxa{X, τ < T − t}
=1.
Lemma 4.7. The kth cumulative total cost dk,n equals Dk,n for all n such that ti ≤
. . . ≤ tn ≤ . . . ≤ T if there exists a transition from state x˜i−1 to x˜i with dk,i−1 < Dk and
dk,i−1 + ck(xi, ti − ti−1, xi−1, ·) ≥ Dk.
51
CHAPTER 4. HARD/SOFT CONSTRAINED SEMI-MDP
Figure 4.5: Equating a soft constrained semi-MDP to a time-average constrained semi-
MDP. In episode m, cost d1 continue to accumulate unless until its critical value D1
is reached. Then its value stays at D1 until the end of the episode for accounting of
constraint violations. The system then “resets” with a new episode m+ 1. The episodes
are conducted indefinitely in the equivalent constrained MDP so that the probability of
constraint violations can be deduced.
Proof. If there exists a transition from state x˜i−1 to x˜i with dk,i−1 < Dk and dk,i−1 +
ck(xi, ti − ti−1, xi−1, ·) ≥ Dk, then by (4.16a) dk,i = Dk with probability 1.
Assume for some n > i and ti < . . . < tn < . . . ≤ T where dk,n 6= Dk. Then, there
must exist some transition where the probability is non-zero in (4.16) where dk,n−1 = Dk
and dk,n 6= Dk. However, such a case does not exist, rendering Lemma 4.7 to be true.
Figure 4.5 illustrates the result of Lemma 4.7. From time 0 to time T , the variables
dk accumulate their respective costs. However, once one of them hits its respective
critical value Dk, its value will remain at Dk until the end of that episode. Hence, the
system can deduce at time T if supn dk,n < Dk for all tn < T and update the costs
c˜ through (4.15). By constraining the time-average of these costs through a classical
CMDP, the soft constraints (4.10b) can be realised.
Theorem 4.8. Given is a finite horizon SCsMDP M = 〈X,A, f, r, c,D,q, T 〉. Con-
struct a semi-MDP M˜ = 〈X˜, A, f˜ , r˜, c˜〉 with constraints q where X˜, c˜, f˜ and r˜ are
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d˜(p˜i)n ≤ q (4.18b)
respectively, where V˜ (p˜i)n and d˜
(p˜i)
n are the same form as in (3.16) and (3.17).































r˜(x, t,d, τ, x˜i, ai)f˜x˜iai(x, t,d, τ) dτdddtdx,
From (4.17), r˜(x, t,d, τ, x˜i) is only non-zero when ti < t < T and τ = t − ti. Hence,
V˜
(p˜i)









r(x, t−ti, xi, ai)fxiai(x, t−ti)·
 Uν´(x, xi, t− ti,d− di, ai)
×Iν¯(x, xi, t− ti,d− di, ai)
 dddtdx.
Moreover, for any transition (x, t, xi, ai), there is only one such d where U and I are
















r(xi+1, τ, xi, ai) |x0, p˜i
]
=V (p˜i)N (x0).
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for all k ∈ ZK . From (4.15), c˜k is zero except at the reset point 0 = tN < tN−1 where it
is T · 1{dk = Dk}. Further, by Lemma 4.7, dk = Dk once the cumulative costs exceed

















Therefore, optimising the augmented constrained semi-MDP gives the optimal total
cost defined in (4.10a) with the soft constraints defined in (4.10b) satisfied.
Theorem 4.9 (Recursion). Given a SCsMDP M = 〈X,A, f, T, r, c,D,q〉 and a subset





, and ν and ν ′ are partitions of ZK .
Then the optimal policy at these states is equal to the optimal policy of another SCsMDP
M′ = 〈X,A, f, T − t, r, cν′ ,Dν′−dν′〉 with initial distribution α˜(x) = 1 for some x ∈ X.
Proof. Without loss of generality, assume at state m, the augmented state of the system





, and ν and ν ′ are partitions of ZK . Then the






r˜(xi+1, ti+1,di+1, τi+1, xi, ti,di, a)
∣∣∣∣xm, pi∗
}
where N is the stage where tN = T . From Lemma 4.7, dν = Dν for m ≥ N and in
(4.17) r˜ depends only on x′, x, a and τ = ti+1 − ti. Removing the constant Dν and
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 r˜(xm+1, τm+1, (Dν′ − dν′,m+1), tm+1 − tm, xm, 0, (Dν′ − dν′,m), am)
+
r˜(xm+2, τm+2, (Dν′ − dν′,m+2), τm+2,
xm+1, tm+1 − tm, (Dν′ − dν′,m+1), am+1)
+ . . .
+
r˜(xN , T − tm, (Dν′ − dν′,N ), τN ,







r˜(xm+i+1, tm+i+1 − tm,Dν′ − dν′,m+i+1, τm+i+1,











N−m(x˜m). Hence the optimal policy for the remaining N −m stages beginning with
xm is also optimal for V (x˜m).
Further, since costs c˜ are only accrued at time T , the average total cost of c˜ is still
equal to the L.H.S of (4.10b). Hence, the optimal policy at x˜m is equal to the optimal
policy of another SCsMDP with timeline T − tm, critical values Dν′ − dν′,m and initial
distribution α˜(xm) = 1 for some x ∈ X.
Corollary 4.10. Given a SCsMDP M = 〈X,A, f, T, r, c,D,q〉 and a subset of aug-
mented states {(x, t,D) |x ∈ X, t < T}. Then the optimal policy at these augmented
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states is equal to the optimal policy of semi-MDP M′ = 〈X,A, f, T − t, r〉 with initial
distribution α˜(x) = 1.
Proof. The set of costs which are still below the critical values is ∅. Hence, from The-
orem 4.9, the optimal policy of these augmented states is equal to the unconstrained
semi-MDP 〈X,A, f, T − t, r〉 with initial state x.
Remark 4.4. Theorem 4.9 and Corollary 4.10 can form the basis for a DP approach to
solve a SCsMDP. They bootstrap the DP process by partially solving the optimal policy
on a subset of the states. Starting from the base set of states {(x, t,D) |x ∈ X, t < T},
the optimal policy can be found by using value iteration and propagating backwards
through the transition function f˜ in (4.16). However, such a procedure can be com-
putationally intensive. Some alternative methods, which may be less computationally
intensive, are described in the next section.
Corollary 4.11. The optimal policy of a SCsMDP with K constraints is Markovian,
stationary and randomised with respect to the augmented states x˜. Further, the policy is
randomised with at most K augmented states that are not in {(x, t,D) |x ∈ X, t < T}.
Proof. It follows from (Altman, 1999) that the optimal policy of a constrained MDP
is Markovian, stationary and randomised with at most K states. Since a SCsMDP is
equal to a constrained MDP with augmented states by Theorem 4.8, the structure of
the optimal policy follows.
However, by Corollary 4.10, the optimal policy for the set of states in {(x, t,D) |x ∈
X, t < T} can be derived from a non-constrained semi-MDP. Thus, the states at which
the policy is randomised cannot be from this set of states.
SCsMDP Solvers




LP using occupation measures (Feinberg, 1994) is one out of the many methods.
An occupation measure on a state-action pair h(x˜, a) is the stationary probability of the
system being in state x˜ and executing action a. Since a policy pi affects how a state x˜
transits to the next state x˜′ through action a, it must have an effect on the occupation










h(x˜, a) > 0
1 , otherwise.
(4.19)















1{x˜ = x˜′} − Px˜a{x˜′}
]










h(x˜, a)τ(x˜, a) = 1, (4.20d)
h(x˜, a) ≥ 0 ,∀x˜ ∈ X˜, a ∈ A, (4.20e)
where Px˜a{x˜′} is the marginal probability of entering state x˜′ from state x˜ under action
a and r˜(x˜, a), c˜(x˜, a) and τ(x˜, a) are the mean reward, costs and sojourn time in state
x˜ under action a, respectively.
Alternatively, Lagrangian multipliers (Altman, 1999) can be used. The equivalent
of (4.10) with the K Lagrangian multipliers is then
sup
ψ,φ,ξ
ψ − ξTq (4.21a)





Px˜a{x˜′}φ(x˜′) ,∀x˜ ∈ X˜, a ∈ A
(4.21b)
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Figure 4.6: Structure of an RL agent for SCsMDP.
where ξ is a vector of K positive Lagrangian multipliers, ψ is the time-averaged reward,
and φ is the value-gain function. However, this method needs to solve for K + 1 more
variables than the occupation measures method, and the solution only returns the value-
gain functions φ(x˜). Additional computation is required to extract the optimal policy
from these functions.
The other approach is to use RL (Sutton and Barto, 1998) with a module to keep
track of the augmented states (cumulative costs and elapsed time) as shown in Figure 4.6.
One algorithm that can implement the RL agent is Geibel’s risk-sensitive RL algorithm
(Geibel and Wysotzki, 2005). Geibel discussed the use of actor-critic methods to learn
stochastic policies for constrained MDPs. Furthermore, the control knob ξ is similar to
the Lagrangian multiplier in the previous method. Of course, the other advantage of
using RL is that computation of (4.16) can be avoided since it is model-free.
4.5 Experimental Results
4.5.1 HCsMDP Experiments
We solve the taxi driver’s problem in this section. Transition costs and probabilities are
represented as solid lines in Figure 4.1. For simplicity, all transitions between locations
take 1 hour (except from location 1 to 3 where the sojourn time is uniformly distributed
58
4.5. SIMULATIONS
between 1 to 5 hours). The time constraint is set at 9 hours and the gas constraint is set
at 4 litres. We vary the nett profit r32 earned from location 3 to 2 to show differences
in the optimal policies obtained from the equivalent discrete-time MDP.
Starting from location 0, the taxi driver could choose queue a1 to increase the chances
of getting a better profit. Thereafter, at location 2, the driver might want to choose
a0 to get more profit. However, depending on the profit r32 from location 3 to 2, a0
might not be a good choice. If the profit is lucrative, the better policy would probably
be to choose route 2 → 3 → 2 as opposed to routes 2 → 1 → 3 or 2 → 1 → 0 because
the former consumes more time at the 1 → 3 path and the latter gives less profit. In
fact, this policy has a similar structure to the optimal one which solves the original
unconstrained MDP. Depending on the gas costs and the time constraints, the optimal
policy will differ slightly.
We first examine a special (and simplified) case of the taxi driver’s problem where
there is only a time constraint and no gas constraint. This is a special case of HCsMDP,
called deadline-sensitive sMDP. Subsequently, we include the gas constraints and show
differences in the optimal policies between the deadline sMDP and the HCsMDP case.
4.5.2 Special case: deadline-sensitive sMDP
In the absence of other constraints, only the elapsed time is tracked at the augmented
state x˜. Hence, in (4.4b) collapses to fxa(x′, t′− t) (without the indicator functions) and
the fourth condition no longer applies while the rest remains. Clearly, the resultant p˜
will still be a proper probability density function and Theorem 4.3 still applies.
We use DP (Bertsekas, 2000) to solve the equivalent discrete-time MDP of the
deadline-sensitive sMDP problem. In the case of r32 = 12, the optimal action at lo-
cation 1 changes from a1 (with V˜
(pi∗)
∞ (1, 2) = 18.35) to a0 (with V˜
(pi∗)
∞ (1, 3) = 13.96) at
elapsed time 2 and 3 hours respectively. Initially, for elapsed time 2 hours and below,
the driver is more likely to travel the route 1→ 3→ 2 than the route 1→ 0→ 2 by tak-
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ing action a1 at location 1. This ensures more profit. However, for elapsed time t > 2,
the best action is a0, which avoids route 1→ 3→ 2. This is because too much time will
be spent in 1→ 3 whereas the other route gives better profit in the short term. Finally,
as the deadline approaches (t > 6), the best action is again a1 at location 1 for better
profit. Conversely, if r32 = 7 or less, the optimal action for both locations 1 and 2 is a0,
avoiding location 3 altogether.
4.5.3 Taxi driver’s problem
Suppose now that the total amount of gas consumed at any time cannot be more than
4 litres and every trip consumes 1 litre of gas. The only gas station available is between
location 0 and 1. We focus on V1 since it is more interesting than simply applying
action pruning in the case of V2.
Applying Theorem 4.3 and LP (Altman, 1999), we obtained an optimal policy for
the case of r32 = 12. In the first few hours, the taxi driver fills up his tank through
route 0→ 1→ 0, which translates to taking action a0 at both locations 0 and 1. Similar
behaviour can be observed at location 2 in the initial hours where the optimal action
is a0 (route 2 → 1 → 0). Subsequently, when the taxi is filled with gas, the policies
change at both locations 1 and 2 to action a1 instead, in order to reap more profit at
location 3. However, as gas consumption nears the limit, similar behaviour as that of
the deadline sMDP can be observed (when deadline draws near). The best action for
location 1 becomes a0 again in order to refill the gas tank.
4.5.4 SCsMDP Experiments
In this section, we evaluate the state augmentation method based on the total expected
cost and feasibility of the policies obtained, through numerical experiments on randomly
generated SCsMDPs. A random SCsMDP is generated with the following parameters:
1. Total number of states, actions and costs are 5, 2 and 1 respectively.
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2. The initial distribution α is modelled such that the probability which some random
state starts at t = 0 is different from the other 4 states.
3. The cost of each transition c(x′, τ, x, a) is uniformly distributed between 0 and 3.
The range of the respective reward r(x′, τ, x, a) is uniformly distributed between
−2 and 2 + 3ρ, where ρ is a constant factor such that the correlation coefficient
between each reward and its cost is 0.8.
4. The sojourn time τ between states is modelled to be independent on states and
actions and is uniformly distributed between 1 and 5 time units.
5. The time-line T is set to 8 time units.
6. The critical value D is proportional to the mean cost of SCsMDP and the time-line
T , and the soft constraint q is varied from 0.1 to 0.9.
LP using occupation measures described in (4.20) is used to solve for optimal policies
of the generated SCsMDPs via state augmentation. Subsequently, a large number†
of Monte Carlo simulations is performed on the generated SCsMDP using the policy
obtained to calculate the expected total reward V and the probability of exceeding the
critical values p = P {sup d ≥ D}. The simulation results verify the correctness of the
state augmentation method against that of the computed results from LP. This whole
process is repeated with a large pool of generated SCsMDPs in the range of 200 to more
than 100 in order to eliminate errors due to small sample size. In addition, we solve
the same pool of generated SCsMDPs using the Markov Inequality method (Dolgov and
Durfee, 2003) as well to provide some comparison. The soft constraint in the work of
Dolgov and Durfee (2003) is different in that there is no critical value. Cumulative costs
can rise above and drop below the constrained level at any time before termination. In
contrast to the definition of soft constraints used in this chapter, a violation is recorded at
†This number is in orders of TX2, which is the cardinality of the domain of a semi-MDP transition
function f . A large number of episodes is needed since the transitions between states are very random.
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Figure 4.7: The simulated probability p of total cost exceeding critical value D against
soft constraint q. With state augmentation, non-stationary policies that are produced
stick close to constraint q in order to reap more rewards.
the instance when cumulative costs rise above some critical value. For a fair comparison,
all costs are made non-negative so that the definitions of soft constraints for both Markov
Inequality and Augmented State methods are exactly the same.
Since rewards are highly correlated with their costs (a correlation coefficient of 0.8),
we expect policies with high expected total rewards to have their probabilities p of
total costs exceeding D sticking close to their constraints q, i.e., the policies should
“risk” incurring more costs for higher rewards. However, as q increases further, p is not
expected to increase as much because the soft constraints are no longer too stringent —
the SCsMDP problem is equivalent to an unconstrained problem if q = 1.
This desirable behaviour is observed in the state augmentation method in Figure 4.7.
Furthermore, the p obtained is always smaller than the respective q, indicating that the
policies are feasible. On the other hand, policies obtained using the Markov Inequality
method are also feasible, and the simulated probabilities are not as high when compared
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Figure 4.8: The respective expected total rewards achieved using Markov Inequalities
and using state augmentation. Since the Markov Inequality is a loose bound, the policies
obtained from that are sub-optimal.
to that of the policies obtained from the state augmentation method. This is usually not
an issue at all. But since costs and rewards are highly correlated, the Markov Inequality
method is unable to achieve higher total rewards than using state augmentation, as
observed in Figure 4.8.
There are two reasons for this. First, the Markov Inequality is a loose upper bound
of q. This results in policies, which conform to the loose estimates of q, being risk-
averse and achieving lower expected total reward than possible. Second, optimal and
feasible policies are non-stationary whereas the Markov Inequality method searches only
for stationary policies. With cumulative costs being tracked at every time step, the state
augmentation method is able to act differently at the time where the costs are near the
critical levels and where these costs are low even though the system might be at the
same state in both cases. Hence a non-stationary policy can potentially “stretch the
limits” in pursuing higher rewards than that of a stationary one. In our experiments,
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Figure 4.9: Some SCsMDPs are unsolvable if the constraints are too stringent. The
above shows the percentage of generated SCsMDPs that are solved using the respective
methods.
the performance difference between the state augmentation and the Markov Inequality
method is at least 42%, suggesting that non-stationary policies are desirable for good
performance.
In general, not all SCsMDPs are solvable. This happens when the constraints are
too stringent. Due to the nature of random generation that is uncontrollable in our ex-
periments, some of the generated SCsMDPs may have not feasible solutions. Figure 4.9
shows the proportion of SCsMDPs that is solved using the two respective methods.
The search for stationary policies through Markov Inequalities is overly restrictive that
barely 80% of the SCsMDPs are solved at a “loose” constraint of 0.9. At a very strin-
gent constraint of 0.1, less than 1% of out the 1150 generated SCsMDPs are solved.






We discussed soft constraints in the context of finite horizon sMDPs with a time-line T ,
where some states are ensured to be transient. The method suggested can be extended
to general transient (s)MDPs. Figure 4.4 is such an example where the system does not
terminate deterministically after time T . Instead, there is always a non-zero probability
of termination at all times. Hence, the condition in (4.16b) only applies to termination
states, giving a value of α(x′)fxa(X, τ) instead. Then, the modified cost c˜ should be
multiplied with a factor of tN instead of T in (4.15) and the reward r˜ should be scaled
by the sojourn time τ in (4.17) in order for the expected total rewards to be maximised.
Similar changes can be applied to the case of finite horizon problems with N stages as
well.
4.6.2 Risk-sensitive (utility) functions on total cost
The solution described in Section 4.4.2 is not limited to soft constraints. It is easy to
extend the method to consider constraints on risk-sensitive, or utility functions that
are based on the total cost dN . This can be done by weighing different total costs
appropriately, at the end of the time-line seen in (4.15), instead of the “unity” weight T .
For example, the agent can be penalised more with c˜k = 2T when dN ≥ Da than with
c˜k = T when Da > dN ≥ Db.
4.6.3 Two-sided soft constraints on total cost
Our method can also be extended to consider two-sided soft constraints of the form
P (lower < metric < upper) > q′, or otherwise expressed as P (|dk −mk| ≥ D′k) ≤ q′.
For this form of constraints, we only need to consider values of dk in the range of
[mk − D′k,mk + D′k] in the augmented state. Hence, the value of c˜k under the first
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condition of (4.15) can be amended to T · (1{dk = mk −D′k}+ 1{dk = mk +D′k}), and
f˜ in (4.16) can be amended appropriately to cater for the lower value. This will further
aggregate the augmented states and reduce the search space for policies.
4.6.4 Curse of dimensionality
MDPs are known to suffer from the curse of dimensionality: the time-complexity of the
problem balloons as the states increase in dimension. Then, the expanded state space
may further increase the required time complexity. In fact, HCsMDP (and likewise,
SCsMDP) is already shown in this chapter to be NP-Hard.
One way of mediating the high time-complexity required this is through RL (Sutton
and Barto, 1998). In general, the expanded MDP is largely sparse: the elapsed time t in
the augmented state space always increases (there will not be transitions that go back
in time) and the cumulative costs d are not massively interconnected in the transition
model (since only one cost vector c is associated with each transition). Methods like
Real-Time Dynamic Programming (Barto et al., 1995), Dynamic Bayesian Networks
(Guestrin, 2003), or sampling based approaches (Likhachev et al., 2005) that tackle
large but sparse MDPs can be employed to further combat this curse of dimensionality.
One other way of tackling high dimensionality is through a hierarchical approach
(Barto and Mahadevan, 2003), coupled with reinforcement learning. This method will
be described in the later chapters of this thesis.
4.7 Summary
In this chapter, two kinds of constrained MDPs are studied — HCsMDP and SCsMDP.
HCsMDP is a sMDP with hard constraints where cumulative costs cannot exceed some
critical values at all times. When it is defined with a finite horizon T , violating these
constraints may lead to an immediate termination of the system. This can be used to
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model systems with critical resources which breaks down when resources are exhausted.
The SCsMDP problem is a similar problem to HCsMDP with relaxed constraints.
These soft constraints are probabilistic constraints on critical resources where the prob-
ability of total costs exceeding some critical values is constrained to some acceptable
level at all times. In telecommunications, this directly relates to the QoS on metrics
such as delay, packet drop rate, jitter, etc. This also relates to the probability of re-
source over-utilisation in brokering problems in computation grids, or quality of target
tracking in sensor networks.
We showed through a counter-example that optimal policies in the soft constrained
problem are non-stationary in general. They are, however, stationary and randomised
with respect to the augmented states. Through a re-construction of costs, an equivalent
constrained time-average sMDP can be constructed to solve for the optimal policy. As
such, numerous methods can be used to solve an SCsMDP. These include the use of
occupation measures, Lagrangian multipliers, and even RL for model-free optimisation.
We further showed a recursive property of a SCsMDP policy, which can be used as a
basis for a DP approach.
We verified the state augmentation method through extensive numerical experiments
on large numbers of randomly generated SCsMDPs. Feasible policies that are obtained
yield much higher expected total rewards over another method which uses the Markov
Inequality bound. This difference in performance is due to the fact that the latter
searches only for stationary policies, which is insufficient in soft-constrained problems.
Another problem with the restriction of the solution space is the solvability of the prob-
lem. In SCsMDPs with very stringent constraints, non-stationary policies may be the




Optimisation in Wireless Sensor
Networks
5.1 Motivation
Ensuring accurate sensing and timely reporting in a resource constrained wireless sensor
network (WSN) is often a dilemma. Low bandwidth and limited energy resource dictates
the use of in-network fusion across all packets in order to reduce the amount of traffic
in the system, and subsequently lower the end-to-end delays in order to support timely
reporting. There are two obvious disadvantages:
1. Sensors are deployed in a harsh environment. Some may become faulty after
deployment, or may pick up more noise than usual. Aggregating“bad”data packets
with packets from these sources lowers data quality.
2. Reducing traffic through aggregation is an indirect way of meeting end-to-end
delay constraints. This is at most a best-effort solution.
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We propose to use joint admission control and routing on a per-packet basis to opti-
mise data quality of packets received at the sink, while still respecting delay guarantees.
The primary effect of admission control is to filter out “bad” data packets and further
reduce traffic in the system. “Bad” data can be due to either faulty sensors or sensors
deployed in very noisy environments. When aggregated with “good” data packets, they
cause an overall drop in data quality and give rise to erroneous conclusion at the sink.
Energy is can be further conserved by not sending out these useless packets. Moreover,
routing can congregates“good”data packets together such that higher data quality could
be obtained during in-network fusion. It could also help route time-critical packets away
from congested areas in the network.
In addition, we propose several novel ideas to solve the dilemma of accurate sensing
and timely reporting.
• Likelihood ratio, which is a commonly used metric in sensor fusion, is used to
assess data quality.
• Admission control and routing at a per-packet level is formulated as a Markov
Decision Process. Its high-dimensional states are further decomposed into smaller
ones to pave way for a distributed algorithm.
• Soft-delay constraints are considered instead of the constraints based on expected
delay. The former is more useful in real world situations.
• Cooperation in a distributed MDP is enforced via “advice” from leading nodes and
rigorous design of the reward and cost functions.
• Feedback in MDP is aggregated such that the overhead involved is kept within an
acceptable level.
A learning algorithm called ARCQ (Admission control and Routing using Cooper-
ative Q-learning) that incorporates all of the above is developed. Learning algorithms
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are particularly useful in WSNs because they can (a) adapt to changes in the network
readily, (b) learn to operate optimally in an unknown environment, and (c) escape the
curse of dimensionality problem that plagues MDPs.
5.2 Problem definition
5.2.1 Aggregated Data Quality and End-to-end Delay
We seek to maximise the data quality of fused data packets that reach the sink, while
constraining their end-to-end delay to some soft bounds (see Section 2.2 for a detailed
discussion on data aggregation). Aggregation is performed at every hop as it travels
downstream to the sink. Each fused packet is aggregated from a set of U packets with
readings ιu and end-to-end delays du, u ∈ U . The source of these packets may be from
the sensor node itself or neighbouring sensor nodes. Hence, the data quality of the
fused packet depends on the likelihoods of all readings ιu and the end-to-end delay is the
maximum of all du.
Likelihood ratios are commonly used in decision fusion in WSNs (Xiao et al., 2005;
Brooks et al., 2003; Chen and Varshney, 2002). The equation
PE1 {ιu ; ∀u ∈ U}






decides whether these readings are caused by event E1 or event E2 using probability of
occurrence as a measure. If LHS is greater than RHS, then the event is likely to be E1.
Otherwise, it is probably E2. Hence, the larger the absolute value of the LHS, the more
confident the classification decision is. Since the readings are independently picked up
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by sensors (5.1) can be simplified to











Definition 5.1 (Aggregated Data Quality). The data quality of a fused packet aggre-




where `u and ` are log-likelihood ratios such that `u = log
PE1{ιu}
PE2{ιu}
and ` = log P{E2}P{E1} .
Definition 5.2 (Aggregated End-to-End Delay). The end-to-end delay d of a fused




where du is the end-to-end delay of packet u.


















where D and q are the delay guarantee and the soft-constraint respectively, and 2U de-
notes the power set of U . Although the objective function is not a common optimisation
metric, we argue that it is natural to an application centric sensor network problem. For
simplicity, only two events are assumed throughout this chapter. For the multi-event
case, the solution is not as straightforward. One possible method would be to employ
decision trees, which reduces the multi-event problem to several binary problems (All-
wein et al., 2000).
71
CHAPTER 5. DISTRIBUTED PERFORMANCE OPTIMISATION IN WSN
(5.5) is essentially a packet-selection problem: noisy “bad” packets that lowers the
aggregated data quality should not be sent up to the sink. This will (a) increase the
aggregated data quality at the sink, (b) reduce amount of traffic and contention thereby
decreasing end-to-end delay during a reporting storm, and (c) conserve energy. The
effect of (b) together with routing decisions further exemplify the satisfaction of delay
constraints in (5.5b).
The objective function (5.5a) is related to the “maximum likelihood” measure on the
Euclidean distance of the subset of data packets U ′ from the decision line `. One may
be concerned that admission control in discarding the wrong packets may result in a
biased conclusion at the sink, e.g. the aggregate from the subset of data packets U ′ may
favours event E1 when the “real” conclusion from the entire set of packets U is event E2.
However, this is not possible because if the subset U ′ favours a different conclusion from
the original set of packets U , then the objective function will not be a maximum. In
addition, the ARCQ algorithm has a few mechanisms to ensure the objective function
is maximised which will be discussed in detail in Section 5.7.
5.2.2 A Soft Constrained Markov Decision Process
By viewing the network from a per-packet processing perspective, we observe that the
problem is a type of MDP (see Figure 5.1), where each hop made by the packets is
a Markovian state transition. The global state of the system can be represented as a
combination of the states of data packets and the nodes. Since admission control is done
within a node but just before a data packet enters the send buffer, the global state can
be spatially decomposed into smaller states x with respect to nodes. The current buffer
length b of the node∗ u, and the log-likelihood ratio ` and the elapsed time d of the
packet jointly forms the state† xu = (`, d, b).
∗Since a node makes admission and routing decision on only one packet at any instance, we use the
same notation u to describe the node as well as the packet.
†The node identity u should actually be part of the decomposed state: (u, `, d, b). However, since
each individual node stores its state independently, u is a constant and the state can be abbreviated to
72
5.2. PROBLEM DEFINITION
Figure 5.1: The Markovian nature of a Wireless Sensor Network. Transitions at each
hop does not depend on decisions made in the previous hops. The states of each group
of sensors along a dotted column is part of a global Markov state (x1, . . . , xu) at time
step i and their joint action (a1, . . . , au) causes a jump to the next state (x1, . . . , xu′).
Note that the smaller state compromises of information that is only local to the node
concerned. This means that (a) no extra communication from the neighbourhood is
required in order to make admission control and routing decisions, and (b) a distributed
decision mechanism is made possible.
The problem defined in (5.5) can then be viewed as a SCsMDP (see Section 4.4)
where (5.5b) is the soft constraint and (5.5a) is the objective function. The sojourn time
between states is equal to the time between the packet enters the send buffer and the
time at which the packet is acted upon at the next node. Hence, this includes queueing
delay, transmission delay and processing delay at the next node. Dropping a packet is
treated as forwarding the packet to a non-existent node with zero reward. In the next
section, the reward and costs are formulated such that (5.5a) and (5.5b) can be realised.
We also derive modifications to be made to the Q-learning algorithm (see Section 3.2.2)
to facilitate learning of the optimal SCsMDP policy.
(`, d, b).
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Figure 5.2: Basic operating cycle of a sensor node. Admission control and routing
decisions depend on the joint state of the node and its packet. The next-hop node gives
feedback on how well the previous decision is.
5.3 A Distributed Learning Algorithm with Soft Constraints
5.3.1 An overview
For the rest of the chapter, we denote by u the upstream node which forwards its data
packet to node a. Figure 5.2 shows the basic operations of nodes‡ u and a, which are
summarised as follows.
1. A new packet arrives either from a itself (due to a triggered event), or from a
neighbouring node u ∈ Na.
2. Node a waits z seconds for more packets to arrive so that there are more oppor-
tunities for aggregation. Bursty traffic is also smoothened as a result.
3. All incoming packets are then aggregated and the node decides whether to send
or drop the fused packet. The next hop is also determined if the packet is not
dropped.
4. Upstream nodes (a subset of Na) that contributed to the fused packet are then
‡The symbol a is analogous to an MDP action a since the action of the MDP is the routing /
admission control decision itself. The notation u is previously used for a data packet. For convenience,
it is re-used here to refer to a node which forward that data packet since only one packet is forwarded
by a node in any instance.
74
5.3. A DISTRIBUTED LEARNING ALGORITHM WITH SOFT CONSTRAINTS
given a reward, which depends on the data quality of that fused packet. We denote
these nodes by the set N a.
5. These nodes use the reward to update their own learning functions for performing
better future decisions.
6. End-to-end delay performance is measured at the sink and fed back as a cost to
the nodes via the same mechanism as step 4.
5.3.2 Derivation of Rewards and Costs
We design the reward function such that it relates to data quality of the fused packed











`u′ , , if a 6= drop, u ∈ N a
0 , otherwise
(5.6)
where x is the state (`, d, b) described in Section 5.2.2, N a is the subset of a’s neighbours
Na which forwarded their data packets to a. In other words, the reward equals to the
total gain in data quality contributed by all neighbours. It is designed to be the same
for all contributing neighbour to (a) enforce cooperation among them, and (b) eliminate
possible instances of prisoner’s dilemma problem. This ensures that every neighbour can
determine the optimal joint action on their packets independently, i.e. with only local
information. The use of an equal reward among “competing” agents has been shown
to produce optimal learnt solutions in distributed optimisation problems (Lauer and
Riedmiller, 2000).
Note that the reward formulation also covers transmission failures that could arise
from MAC collisions or poor channel conditions. In that case, u /∈ N a. A reward would
still be awarded to the upstream node u, except that its value would (possibly) be less
than what it could have been if the transmission was successful (unless the data packet
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contains noisy data which lowers the aggregated data quality). The same logic applies
to the cases of packet drops and buffer overflows — it is treated as if the node has
contributed nothing to the next-hop node.
The reward in (5.6) is related to the objective function (5.5a) as follows. The value
function V (pi)u (x) of the state x at node u under the total reward criterion is
V (pi)u (x) = Epi
{




The expectation operator averages the data quality of fused packets received at the sink
over transmission failures, and random events and noise picked up by sensors. Expanding
V
(pi)
u (x) recursively gives






























where {u, a, a′, . . . , T} is a packet’s trajectory from node u to a, to a′ and to other
intermediate nodes before reaching the sink§ T . The same form is observed in (5.5a) by













However, (5.8) and (5.9) evaluate to different values because the former is a sum along
a path to the sink {u, a, a′, . . . , T} whereas the latter is a sum of all packets U . Since
the former is smaller, we expect the MDP approach to maximise the lower bound of the
aggregated data quality on each hop.
Similar to rewards, the cost function is also the same across all contributing nodes.
From the SCsMDP solution in (4.15), the costs should be counters¶ . They relate to
§The MDP terminates at the sink and hence, we use the same notation T as in a finite horizon MDP
to denote a termination of the process at the sink.
¶In this chapter, the total-reward criterion is adopted. Hence, the costs are not scaled by T .
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delay performance of the fused packet measured at the sink such that
cu(x, a) =
 1 {d ≥ D} , if u ∈ N T0 , otherwise (5.10)
where end-to-end delay d is the maximum of the delay of all packets prior to aggregation,
D is the delay guarantee. In other words, the cost is only non-zero at transitions to the
sink where the end-to-end delay d exceeds the guarantee D. For any node that is not
an immediate neighbour of the sink, the cost is zero. Then, the expected total cost from
node u to its subsequent downstream nodes is
J (pi)u (x) =Epi{cu(x, a) + ca(x′, a′) + ca′(x′′, a′′) + . . .}
=Epi{0 + 0 + . . .+ 1 {d ≥ D}}
=P {d ≥ D}
(5.11)
which equates to the LHS of (5.5b).
Remark 5.1. From Corollary 4.11, the optimal SCsMDP policy requires the cumulative
costs as part of the state. In this problem, the cumulative cost is, in fact, end-to-end
delay and is already captured as d in the decomposed state. Note that d also serves to
track the elapsed time of the packet within the network.
Remark 5.2. Corollary 4.11 further states that the optimal policy structure is randomised
with at most 1 state, since we have only 1 soft constraint. Conversely, it means that
almost all states are deterministic. In a WSN application where computational and
memory resources are of critical importance, we reduce the policy space by a factor of
Θ(|A|) through restricting the search to deterministic policies only (see Section 4.4.1
for a detailed explanation). Although this will achieve only sub-optimal results, we
conjecture that it is a worthwhile trade-off.
The next section explains how Q-learning can be modified to learn deterministic
sub-optimal policies for the SCsMDP problem.
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5.3.3 Distributed Q-learning for SCsMDP
To the best of knowledge, there is no prior work on solving a SCsMDP through learning.
In Section 4.4.2, we discussed some ways to solve a SCsMDP using the augmented states
approach. They include LP, occupation measures and Lagrangian multipliers (Altman,
1999). These methods can be directly applied to SCsMDP through the cost function
(5.10). In this section, the Lagrangian method is used because it can be converted to
a RL (Sutton and Barto, 1998) solution and is suitable for distributed implementation;
the other two are more suitable for centralised computation.
Derivation of Q-learning for SCsMDP
The Lagrangian method solves a CMDP with K constraints by incorporating the con-









ξn(J (pi)n (x)− qn), (5.12)
where pi is the policy to be found, V pi(s) is the expected total reward (see (5.8)), Jpin (s)
is the nth expected total cost and constraints are of the form Jpin (s) ≤ qn. Since we have
only one constraint (5.5b), the subscripts of ξ, J and q can be dropped. The objective







ru(x, a)− ξcu(x, a)︸ ︷︷ ︸
immediate reward
+ V (pi)a (x





Note that the maximisation term in the objective function is exactly that of a total-
reward MDP (see Section 3.1.2). Hence, in maximising that term through MDP solvers,
the term ξq can be treated as a constant and thus discarded. The value of ξ can then
be tuned at a slower time-scale than the inner MDP process through the subgradient
method to ensure that the soft constraint is met (Shor et al., 1985). This technique
has often been used to optimise network performance with various constraints such as
network capacity, transmission power, scheduling and routing (Chiang et al., 2007).
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Since cost cu is zero elsewhere except at the sink T (see (5.10)), (5.13) can be further
reduced to the following recursive equations.
V˜ (pi)u (x) =

0 , if u = T (5.14a)
ru(x, T )− ξcu(x, T ) , if u ∈ N T (5.14b)
Epi
{
ru(x, a) + V˜ (pi)a (x
′)
}
, if u ∈ N a, a 6= T (5.14c)
The cases (5.14a), (5.14b) and (5.14c) of the modified value function apply to the sink,
nodes that are one hop away from the sink, and the rest of the nodes, respectively. It is
now not difficult to see that (5.14) is actually an instance of Bellman’s equations specific
to our soft constrained problem.
A Distributed version of Q-learning
Q-learning is a type of TD algorithm which updates estimates of the Q-function. From




u (x, a) = Epi∗
{








where the modified reward function r˜ is derived from (5.14) and (5.10) such that
r˜u(x, a) =

0 , if u = T (5.16a)
ru(x, a)− ξ1 {d ≥ D} , if u ∈ N T , a = T (5.16b)
ru(x, a) , if u ∈ N a, a 6= T (5.16c)
Recall that the Q-function update from (3.13) is
Qˆ(x, a)← Qˆ(x, a) + β∆ (3.13)
where the TD-error ∆ from (3.12) is
∆ = r˜u(x, a) + max
a′∈Na
Qˆa(x′, a′)− Qˆu(x, a). (3.12)
Hence, for any node u which chooses to forward its packet to a next node a, a
feedback of r˜u(x, a) + maxa′∈Na Qˆa(x′, a′) from node a is required to compute the TD-
error ∆ and update its own Q-function estimate. At the sink, the received packet is
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fused with other nodes and also evaluated if it has violated the delay constraint D. The
value fed back to the upstream nodes is then ru(x, T )− ξ1 {d ≥ D}. Note that if a node
chooses to drop its packet, the reward r˜ is 0 and the value of the next state is obtained
by overhearing any neighbouring nodes.
Despite the complexity of the equations illustrated, we do not require computation-
ally powerful sensor nodes to complete these operations. This is because the array of
Qˆu(x, a) values should be stored in memory rather than re-computed every time, and
the reward function ru(x, a) is free information as it is a direction consequence of fusion,
which could be readily read off from the aggregation module. The only computations
required are (a) the evaluation of the maximum among all Q-values in (3.12), and (b)
the update of the Q-estimate. The former has linear complexity Θ(|Nu|) whereas the
latter (3.13) is a simple update operation per packet forwarded.
Note that exploration is still required in the modified Q-learning to avoid convergence
to local maximas. In the simulations presented in Section 5.8, the -greedy exploration
method is used.
5.4 Aggregating Feedback to Reduce Overhead
5.4.1 Design Specification of a MDP Aggregated Feedback Mechanism
Q-learning requires a feedback on every action taken. This translates to one feedback
per packet forwarded downstream, giving a large overhead. To reduce the amount of
overhead, an aggregated feedback mechanism has to be introduced. It should have the
following characteristics:
Compact. A scalar value that summarises a few instances of the feedback, which could
be spatially or temporarily aggregated together.
Coherent. Updates using the aggregated scalar value should still work as intended:
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convergence to an optimal policy.
Both the compactness and the coherent properties are difficult to achieve in reality.
Firstly, the feedback r˜u(xi, ai) + maxa′∈Na Qˆa(x′i, a
′) of packet i is a function of space
X × A. Summarising feedback over packets i, i + 1, · · · involve aggregating over both
time and space. Further, the node u at the receiving end of the summarised feedback
needs to “decode” the scalar value and update the Q-function of the relevant state-action
pairs (xi, ai). Unless the compression and decompression of the feedback is perfect, it is
unlikely that such aggregation can be updated coherently to produce an optimal policy.
Hence, an aggregated feedback solution is at most an approximation method. For the
rest of this section, the following notational abbreviations are used:
Q′ui : the feedback r˜u(xi, ai) + maxa′∈Na Qˆa(x
′
i, a
′) of the ith packet.
Qui : the estimated Q-function of the ith packet Qˆu(xi, ai).
5.4.2 A Feedback Aggregation Solution
We set the aggregate feedback as the mean of δQui = Qui − Q′ui over some number




j=0 δQu[i+j] for each of its upstream node u after receiving ηu packets from it.
Two parameters ηmax and δQmax controls the feedback mechanism: the running average
is fed back to node u only if ηu ≥ ηmax or the running average
∣∣∣δQui∣∣∣ ≥ δQmax. The
amount of aggregated feedback triggered is expected to be high when the control agents
are beginning to learn. As learning converges, the amount of aggregated feedback would
then decrease gradually such that the ratio between feedback packets and sent packages
equals 1ηmax .
Node u that receives the aggregated feedback δQui then has to update the Q-values
at (xi, ai), (xi+1, ai+1), . . . , (xi+ηu , ai+ηu). To prevent node u from “remembering” a long
chain of state-action pairs, we exploit the use of a function approximator (Cerebellar
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Model Articulation Controller, CMAC) to implicitly mark all states xi, xi+1, . . ..
Recall from Section 3.3 that the value of Q(x, a) is a linear sum of the weights of
the tiles activated by the state x. Now, each tile is further associated with a counter.
When the node forwards a packet to node a at state x, all tiles of CMAC a activated
by x have their counters incremented by 1. Frequently visited states will have the tile
counters incremented more. Now, we state the following theorem.
Theorem 5.1 (Approximate aggregated update). Given is an update equation on W
defined as
Wi+1 = (1− β)Wi + βW ′i (5.17)






i+j. For a small ε,
W˜i+η = Wi +
[
1− (1− β)η][Wi − W¯ ′iη] , η ≥ 0 (5.18)
approximates Wi+η after being updated η times through (5.17),
Proof. Expanding (5.17) recursively for n times give
Wi+η = (1− β)ηWi + (1− β)η−1βW ′i + (1− β)η−2βW ′i+1 + . . .+ βW ′i+η−1





If |W ′i+j − W¯ ′iη| < ε, Wi+η can be bounded such that
(W¯ ′iη − ε)β
η∑
j=1




If ε is small, we can approximate Wi+η with




= (1− β)ηWi +
[
1− (1− β)η]W¯ ′iη
= Wi +
[
1− (1− β)η][W¯ ′iη −Wi].
(5.21)
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where η is the counter number of that tile. The approximation relies on the assumption
that the errors δQui, δQu[i+1], · · · are similar. Thus, the parameter δQmax serves as a
check to aggregate only similar errors. Once a large TD-error is detected a feedback
/ Q-update is triggered. The parameter ηmax ensures that the Q-values are updated
periodically.
The amount of feedback could be greatly reduced when both δQmax and ηmax are
large. However, this may cause wrong updates as the TD-errors are aggregated over
many different states and actions. The system may oscillate and not converge at all.
Conversely, following Corollary 5.2, the updates will be more exact when δQmax and
ηmax are small, since η → 1.
Corollary 5.2. The update equation from (5.18) in Theorem 5.1 is exact if η = 1.
Proof. Substituting η = 1 into (5.18) gives
Wi+1 = Wi +
[
1− (1− β)][W ′i −Wi]
= (1− β)Wi + βW ′i ,
(5.23)
which is the exact form of the single step update equation (5.17).
5.4.3 Experiments on Aggregated Feedback Mechanism
We validate the aggregated feedback mechanism on an independent experiment using
the Grid World problem, as explained in Figure 5.3. Various restrictions on the agent’s
movement are introduced to check if the agent can learn good routes to continually reap
high rewards at G, and the variable Υ is used to simulate a random environment. We
use the Grid World problem on three different implementations of control agents.
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Figure 5.3: Grid World: a valuation experiment on aggregated feedback mechanism.
The agent can take a step in any of the four directions at each square but it is only
successful with probability 1−Υ. Otherwise, the agent moves in any of the other three
directions with equal chance. The agent stays in the same square if it tries to move out
of the edges, or move down from X to G. At G, it would be teleported back to square
A or B with equal chance. The reward per step is −1 everywhere except at X and G,
which is −10 and 5 respectively. Discount rate γ is set to 0.9.
1. A table-based implementation of the Q-function. Each Q(x, a) value is treated as
an individual entry to a table. This is the slowest form of learning.
2. CMAC as a Q-function approximator (FA). This provides some level of generali-
sation and thus speeds up learning; shortening the required training duration.
3. Aggregated Feedback method as described in this section.
We run simulations on the above methods using different parameter configurations and
only those that achieve a success rate of 90% on convergence to the optimal policy are
presented. Both the table-based and the CMAC method do not aggregate any feedback,
i.e., there is one update per iterative step. The latter, however, requires less iterations
to learn the optimal policy due to generalisation in function approximation and hence
less updates.
Figure 5.4a shows the number of updates and Figure 5.4b shows the respective num-
ber of iterations used. As expected, the table-based implementation fared the worst in
terms of number of updates, followed by the CMAC FA and the aggregated feedback
method. There are two curves for the aggregated feedback method: match and best. The
former is a specific configuration of ηmax and δQmax such that the number of iterations
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(a) Number of updates
(b) Number of respective iterations required.
Figure 5.4: (a) shows the number of updates required in the Grid World problem against
randomness Υ for the various schemes and (b) shows the respective number of training
iterations required.
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Figure 5.5: Parameter configurations for 90% convergence on various randomness Υ.
Table 5.1: Ratio of updates to iterations based on the curves in Figure 5.5.
Randomness (%) 10 20 30
Minimum (%) 11.5 17.1 53.8
Maximum (%) 24.9 27.1 55.6
required for a 90% convergence matches that of the CMAC FA. The latter is a configu-
ration such that the least number of updates are triggered. Although the latter produce
the best results, it can be seen from Figure 5.4b that lengthier training is required in
most cases. It is worthwhile to note that for a high randomness of 40% the aggregated
feedback method fares the best in both number of updates and iterations. This is prob-
ably due to more stabilised updates to the Q-function than the other methods.
Figure 5.5 shows the various parameter configurations required for a 90% convergence
using 3000 iterations. The 40% randomness case is not shown here since it cannot
converge to an optimal policy within this number of iterations. Any (δQmax, ηmax) point
to the bottom left of a given curve is guaranteed to converge with more than 90%
confidence. We see that δQmax is a more tight parameter than ηmax for convergence. In
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fact, convergence cannot occur if δQmax is the same as the optimal V (pi
∗) value.
Table 5.1 shows the respective maximum and minimum number of updates triggered
for the points along each curve. The maximum occurs at δQmax = 0.5 for all three curves.
This further strengthens the observation that the parameter δQmax affects convergence
more than ηmax, and also show that mid-range values of δQmax and ηmax should be used
to achieve lower number of updates.
The extensive experiments presented in this section show that the aggregate feedback
method work well. For moderate values of δQmax and ηmax, Q-learning is expected to
converge to the optimal policy with a high confidence and an overhead of around 10%
can be expected.
5.5 Encouraging Cooperation with a Leader
Rewards are designed to be the same across all upstream nodes in order to eliminate the
prisoner’s dilemma problem that may occur due to greedy methods in distributed opti-
misation. But, with equal rewards, much more can actually be done at the downstream
node to help its upstream nodes learn how to cooperate among themselves. It can ob-
serve the consequence of its upstream neighbours’ actions when it receives packets from
them. Hence, it is able to act as a “leader” to deduce the best coordinated behaviour of
its upstream neighbours.
As an example, Figure 5.6 shows how this can be achieved. Suppose nodes 1, 2 and
3 forward their packets to node L. Under normal operation, the packet states (`1, d1),
(`2, d2) and (`3, d3) will be fused to a single packet state (`′, d′) where `′ = `1`2`3 and
d′ = max{d1, d2, d3}‖. The maximum Q-value of the resultant next joint-state (`′, d′, b′)
is fed back to the nodes together with the immediate reward r˜ computed from the
‖By virtue of the aggregation operation (multiplication and taking maximum), the actual number of
readings fused in an aggregated packet does not need to be stored. This number, however, is required
and hence stored in the hierarchical version of ARCQ, due to task specialisation.
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Figure 5.6: Encouraging Cooperation with a Leader node. The downstream node is the
“leader” among the upstream nodes. It performs aggregation selectively that yields the
best outcome.
gain in data quality. However, since node L is able to examine these packets before
aggregation, node L can selectively aggregate packets to obtain a higher value r˜+maxQ
instead of blindly aggregating any packet that arrives. Hence, node L is able to perform
a neighbour-hood wide optimisation without requiring extra communication.
The selective aggregation technique is illustrated as follows. Suppose aggregating
packets from nodes 1 and 2 gives a packet state (`′, d′) that has the highest r˜ + maxQ.
Then L informs node 3 that its optimal action for its state (`3, d3, b3) is to drop the
packet instead of forwarding to node L. Such information can be piggybacked when an
aggregated feedback is triggered. We call the downstream node L the leader node among
its upstream neighbours since it coordinates them with additional feedback.
Note that this is not some local tweak but a global optimisation because the eval-
uation of which packets to exclude is based on the value function maxQ, which is the
sum of all rewards from the next hop till the sink. Unlike the aggregated feedback
mechanism, cooperation enforced by downstream nodes in this way will not result in
divergence. This is because the downstream nodes merely advise the upstream nodes
of better available actions and does not give inaccurate feedback. However, due to the
nature of RL, exploration is still required. Thus, the selective aggregation procedure
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should only be done 1−  of the time, as per the -greedy search policy.
5.6 Reducing Policy Search Space with Rings Topology
The solution space of the admission control and routing problem is very huge. The total
number of possible routing trees rooted at the sink is already exponential at |N ||N |−2
(Pemmaraju and Skiena, 2003) and this number has not yet accounted for permutations
with admission control. This huge solution space is an obstacle to learning. We attempt
to reduce the search space by restricting the network to some topology, i.e., the eligi-
ble set of downstream nodes (action space) which a node can forward its packet to is
restricted. As such, we define an optimal topology based on energy consumption.
Definition 5.3 (Energy-Optimal Topology). A tree T is energy optimal if it satisfies





Eu − ecζ(DT ′(u))
]
. (5.24)
where DT (u) is the set of descendants of node u under tree T , ζ(D) is a function that
gives the amount of data generated by the set of nodes D and ec is the energy cost per
unit data transmitted downstream to the sink.
This criterion ensures that after every node sends a packet up to the sink, the amount
of energy remaining at every node is the maximum. We have the following results.
Theorem 5.3 (Shortest Path Spanning Tree). The optimal tree T under Definition 5.3
is equivalent to the shortest path spanning tree (SPST) of the WSN where the weight of
a link is the amount of data units generated by its source node per unit time, if there is
no data aggregation and the remaining energy Eu of all nodes are equal.
Proof. With no data aggregation, ζ(DT (u)) =
∑
u′∈DT (u)Bu′ where Bu′ is the amount
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of data units generated by node u′ per unit time. Then (5.24) reduces to


















(5.25) translates to finding a tree T such that the maximum total amount of data from
all sub-trees to its upstream is minimised. In order to minimise this, the up-link of any
node has to be chosen such that it consumes the least energy cost to the sink. Thus,
this is equivalent to finding the SPST with the weight of each edge (u′, u) being equal
to Bu′ .
Theorem 5.4 (Minimum Spanning Tree). The optimal tree T under Definition 5.3 is
equivalent to the minimum spanning tree (MST) if ζ(D) returns a constant data size for
aggregation made over packets, regardless of the size of |D|.
Proof. With ζ(DT ′(u)) set to some constant B, it can be substituted into (5.24) to give













Now, solving (5.26) is equivalent to executing Prim’s algorithm (Cormen et al., 2001)
on the network with the weight of each edge (u′, u) being equal to −Eu. This results in
a MST.
The two theorems describe special cases of the optimal topology: the first addresses
the case where no data aggregation is performed, and the second addresses the case where
perfect data aggregation is achieved — the aggregated data is constant sized regardless
of the number of packets fused. In reality, a data aggregation function is likely to be
somewhere between these two extremes. Thus, we use the rings topology as shown in
Figure 5.7.
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Figure 5.7: The rings topology. The width of each ring is equal to the communication
range of each node.






6: if ringNum = 0 then
7: ringNum← msg.ringNum+ 1
8: downStream← downStream ∪ {source}
9: broadcast ringNum to neighbours.
10: else if ringNum ≥ msg.ringNum then
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A rings topology can be setup using Dijkstra’s algorithm for finding shortest paths
(Cormen et al., 2001). This is actually equivalent to the Value Iteration algorithm (see
Algorithm 3.1) with a uniform reward of 1 per step, where value functions are propagated
step by step from the sink. A distributed implementation of the Dijkstra’s algorithm is
developed and presented in Algorithm 5.3 to form the rings topology. At initialisation,
the sink injects a setup message with ringNum = 0 into the network. Rings will be
formed as the message gets propagated.
A node’s action space is restricted to nodes that are either within the same ring, or
closer to the sink, i.e. those in the downStream set. A SPST is formed if every node
forwards its packet to nodes with a smaller ring number. This prevents nodes from
experimenting paths that make large detours in the network.
5.7 ARCQ: putting everything together
The three components described in the previous sections: aggregated feedback, leader
coordinated cooperation, and rings topology are integrated into the modified Q-learning
to obtain optimised application performance. We call our method ARCQ — Admission
control and Routing through Cooperative Q-learning.
ARCQ fits nicely into the operating sequence described in Section 5.3.1. Decisions
on admission control and routing in step 3 are made using the arg max of the estimated
Q-functions with probability 1− . Rewards in step 4 are computed in the downstream
nodes based on the result of aggregation using (5.6). The same downstream nodes act
as leaders to selectively aggregate received packets, and perform aggregate feedback.
The aggregated feedback is then updated at the upstream through (5.18) in step 5.
Costs (5.10) are only awarded at the sink, since it is the only place where end-to-end
performance can be measured. Algorithms 5.4 and 5.5 summarise the ARCQ algorithm
in the form of event handlers at a node and the sink, respectively.
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Algorithm 5.4 ARCQ Event handlers at a node
1: procedure node.timerActivate() . called zs after the 1st received packet
2: B ← all received packets in incoming buffer
3: if random() <  then . -greedy policy
4: pkt← aggregate(B))
5: x← (pkt.`, pkt.d, node.b)
6: a← random(downStream)
7: else
8: B′ ← arg maxB′∈2B
[




10: x← (pkt.`, pkt.d, node.b)
11: a← arg maxa′∈downStream Qˆ(x, a′) . (3.11c)
12: end if
13: for u ∈ B do
14: compute δQu. . aggregated feedback
15: feedback if
∣∣∣δQu∣∣∣ > δQmax or ηu ≥ ηmax
16: end for
17: send pkt to a unless a = drop. . pkt queues in outgoing buffer




22: for tile in CMAC do





node.η . (5.18) tile.η ← 0 . reset
24: end for
25: end procedure
Algorithm 5.5 ARCQ Event handlers at the sink
1: procedure sink.timerActivate() . called zs after the 1st received packet
2: B ← all received packets in incoming buffer
3: B′ ← arg maxB′∈2B r(B′, ·)− ξc(B′, ·) . selective aggregation with (5.16b)
4: pkt← aggregate(B′)
5: for u ∈ B do
6: compute δQu. . aggregated feedback
7: feedback if
∣∣∣δQu∣∣∣ > δQmax or ηu ≥ ηmax
8: end for
9: send pkt up to application.
10: end procedure
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In Section 5.2, the problem is defined as an optimisation of data quality defined
in (5.3), i.e. a maximisation of the Euclidean distance between the a priori decision
line ` and the aggregated likelihood of the data packets that are not discarded. The
use of likelihood ratios is fairly common among distributed sensor network algorithms
such as data processing and fusion (Xiao et al., 2005), event detection and classification
(Brooks et al., 2003), unbiased parameter estimation (Xiao et al., 2006), and maximum
likelihood estimation (Blatt and Hero, 2004). In particular, the latter two examples
deal with unbiased estimates obtained from incomplete local samples. A similar idea
of obtaining correct estimates follows in the objective function of (5.5a), except that
samples are incomplete due to voluntary exclusion exercised in a distributed manner
throughout the network.
In ARCQ, we argue that the local actions in dropping data packets will not result
in a biased conclusion. To see why, two propositions have to be established.
1. The subset of packets U ′ that maximises (5.5a) will not bias the conclusion, i.e.











2. Distributed actions based on local states in ARCQ will lead to a maximised data
quality at the sink.
Proposition 1: there are two extremes to the subset U ′: (a) dropping all data that
gives a greater likelihood for event E1 and (b) vice versa. This results in two opposite
ends of the spectrum. If event E2 is more likely, then it is not possible for subset (a) to
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have a lower data quality than subset (b) because the likelihood ratio of the original set
U is equivalent to combining subsets (a) and (b), and the result −`+∑u∈U `u must be
greater than zero. The same follows if event E1 is more likely instead.
Proposition 2: although local decisions made on the data packet at each node is
solely based on the state of that packet (the aggregated likelihood ratio ` of the upstream
nodes), these decisions are actually based on Q-values, which look into the future data
quality aggregated at the sink. Rewards which represent gains in data quality at each hop
(see Section 5.3.2) are propagated hop-by-hop to the leaf nodes. Furthermore, to avoid
convergence in a local optimum, a ε-greedy search is used in sampling the underlying
Markov Decision Process (see Line 3 of Algorithm 5.4). This is to ensure that globally
optimal policies can be discovered by prohibiting locally optimal actions to be chosen
all the time. In fact, it has been shown that Q-learning converges to the optimal policy
if every point in the state-action space is sampled infinitely (Watkins and Dayan, 1992).
The ε-greedy “exploration” technique is one way of fulfilling that condition and has been
commonly used in reinforcement learning methods (Sutton and Barto, 1998).
Hence, local actions, in particular admission control, in ARCQ will not erroneously
drop important data packets which produce a conclusion different from the original set
of data packets U . In the next section, this is verified via a histogram and performance
of ARCQ is studied.
5.8 Simulation Results
In this section we present simulation results on ARCQ using OMNeT++ (Varga, 2006).
OMNeT++ is an open-source, open-architecture discrete event simulation system that
is widely used for network simulations. Each sensor follows the MICAz model (Crossbow
Technology, Inc., 2007b) with range 100m, bit-rate 256 kbps, and a send buffer of 4KB.
We use the SIFT Mac Protocol (Tay et al., 2004) at the link layer so that the chances
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Figure 5.8: A simple three-node network such that node B is a faulty sensor and con-
sistently produces packets with likelihood ratios that favours the wrong event.
of sending a packet successfully without collisions are maximised.
In our simulations, we compare the performance of ARCQ against a Random Shortest
Path (RSP) scheme. The RSP scheme does not perform admission control but always
chooses the shortest path to route packets to the sink. Since there may be multiple
shortest routes, these routes are chosen randomly for every packet to ensure some form
of load balancing.
5.8.1 A Simple Three-node Network
We first investigate the feasibility of ARCQ using a simple three-node network as indi-
cated in Figure 5.8. Random events are simulated such that the likelihood ratios picked
up by the sensors are randomly generated. Since node B is faulty, we expect ARCQ to
automatically detect it and prevent node B from sending packets. Node A should also
forward its packets through node C instead of node B.
In this set of results, ARCQ achieves an average data quality∗∗ of 2.07 whereas
RSP can only reach 0.28. Figure 5.9 shows the distribution of likelihood ratios that are
generated at the sources, and received at the sink through ARCQ and RSP respectively.
In ARCQ, all packets belonging to the low likelihood ratios (< 1) are prevented from
reaching the sink. In RSP, no admission control is performed and these low likelihood
ratio packets conflicts with packets of higher likelihood ratios, thus lowering the average
data quality. Table 5.2 indicates that this is indeed the case, since Node B is the only
∗∗Root-mean-square is used to compute the average data quality.
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(a) Packets generated at sources
(b) Packets received at sink using RSP
(c) Packets received at sink using ARCQ
Figure 5.9: Distribution of the likelihood ratios each packet is holding in the simple
three-node network case. Differences between (b), (c) and (a) shows which type of
packets are dropped through admission control, or lost due to transmission failures or
buffer overflow.
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Table 5.2: Number of aggregated packets sent by each node.
Node A Node B Node C
ARCQ 81 0 68
RSP 99 94 99
node that is generating wrong information.
Note that very few packets are lost in the network since there is relatively light
traffic. Hence, end-to-end delays of these packets are insignificant. In the next section,
we increase the size of the network in both number of hops and number of nodes. The
packet arrival rate is also increased to stress the network such that end-to-end delay is
significant.
5.8.2 Random Networks of Various Densities and Sizes
We simulate networks of sizes ranging from 30 to 70 nodes randomly distributed in a
400m by 400m area. The density of the network increases with number of nodes since
the deployment area is constant. 33% of the sensors are randomly selected to be “faulty”
ones and are likely to give “wrong” likelihood ratios, e.g. a high likelihood ratio for event
E1 if event E2 occurred. Each packet is 384 bytes in size and arrive at a rate of 10 per
second. Each node waits for 0.3 seconds for more packets to arrive before fusing all its
incoming packets, bounding the service rate by 3.33 packets per second. The network is
thus loaded and delay performance will be affected. We set the soft delay constraint q
to be 20% and the delay guarantee to be 40s.
Figure 5.10a shows the average data quality of fused packets at the sink with respect
to network size. ARCQ clearly obtains higher data quality than RSP throughout. How-
ever, as network density increases, data quality starts to fall. It is because the network
has gotten too dense and few packets are able to reach the sink. Conversely, if we in-
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(a) Constant area, increasing network density.
(b) Constant network density, increasing area.
Figure 5.10: Comparison of Data Quality Performance between ARCQ and RSP against
network size.
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crease the deployment area and keep a constant density that is the same as the 45 node
case in Figure 5.10a, we see in Figure 5.10b that the data quality stays relatively con-
stant as the number of nodes (as well as number of hops) increases. RSP, in this case,
still performs poorly.
Figure 5.11 compares the delay performance of these networks under ARCQ and
RSP. RSP consistently fails to meet the soft delay constraints in all cases even though
shortest paths and load balancing are used. ARCQ, however, ensures that the soft delay
constraints are met in almost all cases. It fails to maintain that at the 70 nodes case but
that is probably due to an overly dense network of approximately 16.5 neighbours per
node. We note that the delay performance of RSP shoots up from 45 nodes onwards in
the increasing network density case whereas ARCQ can keep the delay performance at
below 20% for a few more nodes.
These results are due to the admission control and routing mechanism that is unique
in ARCQ. The effect of admission control can be seen from an inspection on the total
packet loss in Figure 5.12a. The buffer overflow rate in ARCQ is always kept to below
12% for all network sizes whereas in RSP, the buffer overflow rate already begins at
25% and climbs further as network size increases. With the addition of packet drops
introduced by ARCQ, there are actually less packets reaching the sink than in the case
of RSP. But the learning mechanism in ARCQ correctly picks the right packets to drop,
hence, resulting in higher data quality packets received at the sink. Routing in ARCQ
also helps by grouping good quality packets together so that higher data quality can be
achieved. ARCQ also learns to drop more packets with increasing network density, which
has the effect of lowering interference and thereby keeping to desired delay performance.
Figure 5.12b shows the same distribution of lost packets but in the constant density
case. Similar conclusions can be observed in this case — ARCQ still loses more packets
than RSP but it only loses the erroneous packets. Since density is kept constant, the
amount of packets lost is also almost constant as number of nodes increases.
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(a) Constant area, increasing network density.
(b) Constant network density, increasing area.
Figure 5.11: Comparison of Delay Performance between ARCQ and RSP against net-
work size.
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(a) Constant area, increasing network density.
(b) Constant network density, increasing area.
Figure 5.12: Packet loss due to buffer overflow (OF) and admission control under ARCQ
and RSP against network size.
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Table 5.3: Overhead required for aggregated feedback
(a) Constant area, increasing network density.
Network Size 30 35 40 45 50 55 60 65 70
Overhead (%) 2.85 2.72 2.88 2.78 3.02 3.05 2.83 3.00 2.81
(b) Constant network density, increasing area.
Network Size 45 50 55 60 65 70 80
Overhead (%) 2.78 2.95 2.95 3.20 3.05 3.09 3.15
Figure 5.13 gives the average energy consumed by these sensor nodes. Following the
Berkeley micaZ model, each attempted packet transmission to the next node consumes
approximately 8.5 mJ. ARCQ is seen to be more energy conserving because it sends out
less packets than RSP. This is the case even though there is some overhead involved
in feedback. However, with aggregated feedback the amount of overhead is kept to
around 3% (see Table 5.3). Throughout these simulations, δ and m are set as 0.5 and
50 respectively. Although the values of these parameters may seem to be application
dependent and require tuning, we find that there is actually a large set of values that
gives low overhead as well.
5.9 Summary
We optimise a WSN performance from an application-centric point of view namely
data quality and guaranteed delay. Assessment of data quality is derived directly from
likelihood ratios, which is a commonly used metric in sensor fusion. End-to-end delay is
redefined for aggregated packets which is the maximum delay among all packets during
aggregation.
To achieve maximum data quality while respecting delay guarantees, we employ ad-
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(a) Constant area, increasing network density.
(b) Constant network density, increasing area.
Figure 5.13: Energy consumed per node under ARCQ and RSP against network size.
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mission control and routing to filter away bad packets and carve out a good path for
better aggregation and lower delay. These two mechanisms also help in guaranteeing
delay by removing unwanted traffic and avoiding congested areas in the network. We
model the problem as a Soft Constrained MDP (Yeow et al., 2006). Admission con-
trol and routing decisions are learnt from a fully distributed cooperative learning algo-
rithm ARCQ, which is adapted from Q-learning. Modifications to Q-learning include
Lagrangian multipliers for solving constrained MDP, aggregated feedback for lower over-
head, and a mechanism to encourage cooperation. ARCQ is also able to autonomously
differentiate the bad packets from the good ones, which lead to high data quality.
We show through simulations that ARCQ works well as expected in filtering out bad
packets and achieving delay constraints. Overall, ARCQ is able to achieve good data







In the previous chapter, ARCQ is proposed to maximise accuracy of the fused data
packets received at the sink during a reporting storm while ensuring prompt delivery of
these packets. It learns which are the bad quality or stale packets and stops them from
clogging up the network. The good quality packets, on the other hand, routes to reliable
and less congested nodes via paths found by ARCQ for accurate fusion and low latency
event-detection at the sink.
The kernel of ARCQ is a learning algorithm based on SCsMDP (see Chapter 4).
Unfortunately, as described in Section 4.6.4, SCsMDPs face the curse of dimensionality
problem whereby their time-complexity explodes with increased state dimensions. This
affects the speed of convergence in Q-learning and impedes on the responsiveness of the
control agent.
Recently, attempts to combat this curse of dimensionality have turned to using higher
levels of abstraction and modelling through hierarchical structures (Barto and Mahade-
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van, 2003). Options (Sutton et al., 1999), MAXQ (Dietterich, 2001) Hierarchies of
Abstract Machines (HAM) (Parr and Russell, 1997) are among the few developed that
use temporal or contextual abstractions of MDPs, organised in a hierarchical fashion.
Options allow the agent to decide control actions over lower time-resolution to combat
the curse of dimensionality whereas MAXQ allows reuse of modules / subtasks which
saves the agent from re-learning in similar situations. HAMs, on the other hand, use
pre-programmed machines at lower levels to reduce the amount of learning. As will be
described later, another advantage of a hierarchical structure is a reduction in the mem-
ory footprint of the control agent. This is a contribution that is unique to our problem,
which is not observed in any of the preceding works.
We first describe the hierarchical model of ARCQ and its relation to the MAXQ
hierarchical framework. Subsequently, the hierarchical ARCQ (HARCQ) is presented
and contrasted against ARCQ, followed by an analysis of HARCQ’s time and space
complexity, and simulation results demonstrating the correctness of HARCQ.
6.2 HARCQ: a Hierarchical Model
6.2.1 A Hierarchical Model
The hierarchical organisation of HARCQ is inspired from MAXQ’s organisation of prim-
itive actions to higher level subtasks/modules. In ARCQ, the action space comprises of
two groups: the forward actions to one of the downStream nodes, and the drop action.
In our hierarchical version of ARCQ, these two groups are reinterpreted as subtasks and
are arranged in the structure as shown in Figure 6.1.
We follow the MAXQ task graph notation as described in Figure 3.4. The higher
level task is routing — mapping downstream nodes to packets — and the lower level
task is admission control. As with ARCQ, both routing and admission control are done
on a per-packet basis. Upon receipt of a fused packet, the hierarchical control agent
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Figure 6.1: The hierarchical structure of HARCQ.
traverses down the MAXQ task tree based on the joint packet and node state. First, the
task that has the maximum Q-value among all others is chosen (as with the first case
of (3.20c)). Computation of Q-values in this step depends on the completion function,
and the value of the lower level subtask: admission control.
Note that the admission control agent at the lower level is reused by all possible
nodes in the higher (routing) level. This means that whether a packet is forwarded
or dropped, does not depend on which node the higher level agent has associated that
packet with. This is because the joint state — data quality and elapsed time of that
packet, and current buffer length — is good enough to determine a forward or drop
action. As pointed out in Section 3.5.2, the advantage of task reuse is that learning is
made faster since it is bootstrapped.
One other motivation behind this hierarchical structure is to segregate the learning
of good routes from the lower level admission control tasks. At the routing level, packets
are always associated with a destination node regardless whether they will be dropped
by the admission control module. Recall that the role of routing in ARCQ is to (a) group
good quality packets together as they propagate towards the sink so that they will not
be aggregated with bad quality packets from noisy nodes, and (b) find less congested
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routes to meet delay constraints. These two roles are clearly distinct from that of the
admission control module. With this segregation, the higher level agent for routing is
able to learn with less interference from the admission control level.
6.2.2 Reduction of State Space through Abstraction
With the introduction of subtasks through MAXQ, individual subtasks no longer require
a full vision of the state space. In other words, the situation assessed by the lower level
agents need not be the same, detailed information seen by the higher level agent, or vice
versa. This is because subtask agents are specialised in performing their own tasks at
their respective level in the hierarchy. Hence, they only need to see a snapshot of the
state for making good decisions. This is known as state abstraction (Dietterich, 2000).
The state space in ARCQ is (`, d, b) where ` is the likelihood ratio of the fused packet,
d is the elapsed time of that packet, and b is the buffer length of the node holding that
packet. This can be expanded to a four dimensional space (g, ¯`, d, b) where
` = g ¯` (6.1)
and g is the number of packets the fused packet is aggregated from, and ¯` is the nor-
malised data quality of the packet per node. Then, the abstracted state space seen by
the higher level routing agent is a two-dimensional space (%, d), where % is a Boolean
derived from the classification decision equation 5.1 such that
% = 1
{
g ¯`≥ `} . (6.2)
The variable % is a coarse-grained measure of the likelihood ratio ` that splits data
packets into two classes: those which indicated a stronger likelihood for event E1 over
event E2, and vice versa. We use the coarser grained measure and drop the buffer length
b from the higher level state space because the routing agent need only concentrate on
routing packets to good destinations with similar likelihoods based on % and how stale
that packet is.
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The abstracted state space of the lower level admission control agent is set to (g, d, b).
Likelihood ` is abstracted to g, the number of packets fused. Since the admission control
agent is only concerned with whether to drop packets, the number of packets fused is
already a good indication of how important the packet is whereas % is left to the higher
level agent for routing. The other two dimensions, elapsed time d and buffer length b, are
related to the delay constraint. b gives an estimate of how congested the current node is
and d allows the agent to calculate how much time is left before the delay constraint D is
violated. d is also a necessary component of the underlying SCsMDP by Corollary 4.11.
6.2.3 The HARCQ Algorithm
Under the MAXQ hierarchical model, the value function in Bellman’s equations are
recursively broken up into three components: completion functions, Q-functions, and
value functions of lower subtasks (see (3.20)). Then how does the value function of
ARCQ defined in (5.14) be fitted into the MAXQ hierarchy?
For the general case where nodes are more than a hop away from the sink, the value
function of (5.14c) under policy pi
V˜ (pi)u (x) = Epi
{






can be re-written into MAXQ’s equations (3.20) where









+ ru(x, u′)︸ ︷︷ ︸
V (pi)(x | a)
, (6.3)
a˘ denotes the routing task and a denotes the admission control task. Hence, the expected
total reward of the chosen next node u′ becomes the completion function whereas the
immediate reward among all neighbouring nodes maps directly to the value function of
the admission control subtask.
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By (3.20c), the value function of a node u at state x is then∗




Q(pi)(x, a | a˘) (6.4)
The HARCQ algorithm estimates both the completion function Zˆ at the higher level
and the value function Vˆ at the lower level, using two CMACs as function approximators
respectively. Updates to the former function uses the value function of the next node u′
at the next state x′









and updates to the latter function uses the immediate reward ru(x, a)
Vˆ (x | a)← Vˆ (x | a) + βV
[




Hence, feedback from the next node u′ is a two dimensional tuple (δV, δZ) instead of the
change in Q-value (which is the case in ARCQ). We further incorporate the aggregate
feedback mechanism for both Z and V estimates to lower overhead (see Section 5.4).
Algorithms 6.6 and 6.7 summarise the HARCQ algorithm at the nodes and the sink.
6.3 Space Complexity Analysis of ARCQ and HARCQ
This section analyses the space complexity of ARCQ and HARCQ. We subsequently
show that the hierarchical approach in HARCQ help reduce memory requirements by
an order of Θ(Γ`) where Γ` is the granularity of likelihood ratios of the data.
The space complexity of a CMAC is Θ(KΓdim) where K is the number of CMAC
quantisers, dim is the number of input dimensions and Γ measures the granularity of
each dimension; it is inversely proportional to the width of a CMAC tile. Given that the
state space of ARCQ is (`, d, b), the amount of memory required by a CMAC Q-function
∗The completion function for the task level a˘ is 0.
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Algorithm 6.6 HARCQ Event handlers at a node
1: procedure node.timerActivate() . called zs after the 1st received packet
2: B ← all received packets in incoming buffer
3: if random() <  then . -greedy policy
4: pkt← aggregate(B))
5: x← (pkt.`, pkt.d, node.b)
6: a← random(downStream)
7: else
8: B′ ← arg maxB′∈2B
[




10: x← (pkt.`, pkt.d, node.b)
11: (a, a˘)← arg maxa maxa˘∈downStream Qˆ(x, a | a˘)
12: end if
13: for u ∈ B do
14: compute δV u and δZu. . aggregated feedback∗
15: feedback if
∣∣δV u∣∣ > δVmax or ηV,u ≥ ηmax or ∣∣δZu∣∣ > δZmax or ηZ,u ≥ ηmax
16: end for
17: send pkt to a unless a˘ = drop. . pkt queues in outgoing buffer
18: increment tile counters of x.
19: end procedure
20:
21: procedure node.receiveFeedback(δZu, δV u)
22: for tile in Zˆ.CMAC do






24: tile.η ← 0
25: end for
26: for tile in Vˆ .CMAC do






28: tile.η ← 0
29: end for
30: end procedure
∗δV u and δZu are running averages, and ηV,u and ηZ,u are their respective counters. See Section 5.4.
Algorithm 6.7 HARCQ Event handlers at the sink
1: procedure sink.timerActivate() . called zs after the 1st received packet
2: B ← all received packets in incoming buffer
3: B′ ← arg maxB′∈2B r(B′, ·)−Mc(B′, ·) . selective aggregation with (5.16b)
4: pkt← aggregate(B′)
5: for u ∈ B do
6: compute δV u and δZu. . aggregated feedback∗
7: feedback if
∣∣δV u∣∣ > δVmax or ηV,u ≥ ηmax or ∣∣δZu∣∣ > δZmax or ηZ,u ≥ ηmax
8: end for
9: send pkt up to application.
10: end procedure
∗δV u and δZu are running averages, and ηV,u and ηZ,u are their respective counters. See Section 5.4.
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(|A| value functions) is proportional to
NKΓ`ΓdB (6.7)
where N = |A| is the number of eligible actions (destination nodes), Γ` and Γd denotes
the granularity of likelihood ratios and delay respectively, and B is the total size of the
buffer.
In HARCQ, however, there are N completion functions with states (%, d) at the
routing level and 2 Q-function with states (g, d, b) at the admission control level. The





Hence, the ARCQ requires Θ(Γ`) more memory than HARCQ. Since the range of like-
lihood ratio ` directly is related the number of nodes as seen in (5.2), the memory re-
quirement of ARCQ scales exponentially with the network size. This is the benefit of
state abstraction and task reuse in HARCQ.
6.4 Simulation Results
In this section we present simulation results on HARCQ using the same simulation
environments as in Section 5.8. There are two sets of results.
1. The number of sensor nodes are increased from 30 to 80 within the same 400m by
400m deployment area. Thus density is increased such that the network gets more
saturated.
2. The number of sensor nodes are also increasing from 50 to 80 but with constant
deployment density, which equals to the 45-nodes case in 1.
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The same MICAz sensor model (Crossbow Technology, Inc., 2007b) is used and results
of ARCQ and Random Shortest Path (RSP) from Section 5.8 are used to compare to
that of HARCQ.
6.4.1 Average Data Quality
Figure 6.2a shows the average data quality of fused packets at the sink with respect to
network size. The performances of HARCQ and ARCQ are almost the same, except
for networks of sizes below 45 and at size 55. Data quality achieved for smaller sized
networks are worse in HARCQ, whereas performance is slightly better at the tail end.
In the case where density is kept constant the difference between HARCQ and ARCQ is
also not significant, as shown in Figure 6.2b. In some cases one performs better than the
other, but within the variance. However, it can be seen that HARCQ has less variations
than ARCQ across different sized networks with constant density. This could be due
to the state abstraction mechanism, which makes the decision agent less sensitive to
changes in the state. RSP performs the worst in all three cases, as expected.
6.4.2 End-to-end Delay Performance
Figure 6.3 compares the delay performance of these networks under all three methods.
As expected, RSP fares the worst and cannot meet the soft delay constraints in all cases.
In the case of increasing density, the delay performance of HARCQ is slightly better than
ARCQ. However, HARCQ still failed to meet the delay constraint with 70 nodes since
the network is probably overly congested. In the case with constant density, HARCQ is
again observed to have less variations across network size in performance than ARCQ.
The reason that HARCQ being more stable than ARCQ for both data quality and delay
performance is probably due to the specialisation in subtasks in the MAXQ hierarchy.
From 55 nodes onwards, it can be observed that ARCQ performance is slightly worse
than HARCQ. This could be due to a slow increase in end-to-end hop counts for larger
114
6.4. SIMULATION RESULTS
(a) Constant area, increasing network density.
(b) Constant network density, increasing area.
Figure 6.2: Comparison of Data Quality Achieved between HARCQ, ARCQ and RSP
against network size.
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(a) Constant area, increasing network density.
(b) Constant network density, increasing area.






Figure 6.4 gives a dissection into the causes of packet loss, which shows why HARCQ
and ARCQ fare better in delay performance than RSP. Both HARCQ and ARCQ have
much fewer buffer overflows than RSP in all cases, resulting in less congestion and better
delay performance. Differences between HARCQ and ARCQ are insignificant, and hence
similar performance is observed.
Figure 6.5 gives evidence that HARCQ drops the correct type of packets in order to
achieve good data quality at the sink. Figure 6.5a is a histogram of packets generated at
the 45 sensor nodes due to an event and Figures 6.5c and 6.5b show the packets received
at the sink. Since more packets with high likelihood ratios (indicating event E1 is more
probable over event E2) are generated than those with low likelihood ratios, the latter
packets are mere noise and should be dropped to obtain high data quality. It is seen
that RSP somehow drops more of the “good” type of packets than the noisy ones, and
that HARCQ exhibits the desired behaviour.
6.4.4 Average Energy Consumed Per Node
Figure 6.6 shows that the average energy consumed per node is similar between HARCQ
and ARCQ for both constant area and density cases. This is because the number of
packets sent under HARCQ and ARCQ are almost the same, as seen in Figure 6.4. RSP
is most energy hungry among the three because it does not drop any packets.
6.4.5 Overhead caused by Feedback
HARCQ requires more feedback than ARCQ, as shown in Table 6.1. This is because
HARCQ needs to estimate two functions: the completion function and the value func-
tion, as compared to ARCQ. Since aggregated feedback (see Section 5.4) is used, HARCQ
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(a) Constant area, increasing network density.




























(b) Constant network density, increasing area.
Figure 6.4: Packet loss due to buffer overflow (OF) and admission control under HARCQ,
ARCQ and RSP against network size.
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(a) Packets generated at sources
(b) Packets received at sink using RSP
(c) Packets received at sink using HARCQ
Figure 6.5: Distribution of the likelihood ratios each packet is holding in a 45-node
network case. Differences between (b), (c) and (a) shows which type of packets are
dropped through admission control, or lost due to transmission failures or buffer overflow.
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(a) Constant area, increasing network density.
(b) Constant network density, increasing area.




Table 6.1: Overhead required for HARCQ and ARCQ (%)
(a) Constant area, increasing network density.
Network Size 30 35 40 45 50 55 60 65 70
HARCQ 3.07 3.20 3.26 3.30 3.40 3.29 3.44 3.41 3.41
ARCQ 2.85 2.72 2.88 2.78 3.02 3.05 2.83 3.00 2.81
(b) Constant network density, increasing area.
Network Size 45 50 55 60 65 70 80
HARCQ 3.30 3.43 3.40 3.43 3.48 3.37 3.47
ARCQ 2.78 2.95 2.95 3.20 3.05 3.09 3.15
has more triggering instances for aggregated feedback than ARCQ. Fortunately, the
amount of overhead incurred is still not a substantial amount — below 3.5%.
6.5 Summary
In this chapter, a hierarchical MDP version of ARCQ is conceptualised through the
MAXQ value function decomposition framework proposed by Dietterich (2000). The
joint routing and admission control problem is broken down through the MAXQ frame-
work into two levels: routing at the higher level and admission control at the lower level.
This allows the admission control module to be independently re-used for every rout-
ing decision and thus creating more instances for faster learning. Together with state
abstraction, the memory footprint required for HARCQ is significantly reduced with re-
spect to network size, making it suitable for deployment in large-sized sensor networks.
Experiments have also shown that the hierarchical decomposition of ARCQ do not
degrade the performance in terms of data quality, conformance to soft delay constraints
and energy consumption. Similar to ARCQ, HARCQ autonomously learns to differen-
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tiate the bad / noisy packets from the good ones. Bad packets are judiciously dropped,
which reduces congestion and interference within the network and subsequently achiev-
ing good delay performance as well. Good packets, on the other hand, are routed via
less noisy and congested nodes to the sink for better data quality and lower delay.
122
Chapter 7
Multiple Target Tracking using
Hierarchical Learning
7.1 Motivation
We have shown in the previous chapter that hierarchical learning methods can be effec-
tively applied to solve issues in data gathering sensor networks. Data quality of fused
packets is optimised while being promptly delivered to the sink despite heavy congestion
in the sensor network. In this chapter we move on to focus on hierarchical methods that
can be applied to a canonical application (Zhao et al., 2003) of WSNs — target tracking.
Target tracking networks is most widely used in the military even before WSNs are
conceptualised. However, these networks are usually sparse with long range communi-
cations and centrally managed with large, high-power nodes (Waltz et al., 1990; Zhao
et al., 2003; Estrin et al., 1999). With the introduction of WSNs, it is now a challenge
to conduct accurate tracking distributedly using resource-constrained devices while en-
suring low energy consumption and scalability.
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7.2 An Overview of the Target Tracking Problem
We anchor the target tracking problem at a higher layer where sensor clusters collab-
oratively take turns to track a mobile target based on predictions through a tracking
model learnt through experience. This is analogous to Zhao’s Information Driven Sensor
Query (IDSQ) (Zhao et al., 2003) where querying sensors collaborate to increase tar-
get information while reducing communication cost. Our approach conserves energy by
having tracking sensors work minimally and non-tracking sensors sleep, since sleeping is
the most fundamental and effective energy conservation strategy. The effectiveness of
energy conservation achieved through sleeping can be illustrated via Berkeley MICA2
motes (Crossbow Technology, Inc., 2007c) where current consumption drops a few thou-
sand fold when sleeping. Zheng et al. (2003) developed an asynchronous sleep-wake
schedule to conserve energy in WSNs. But the schedule developed is stationary and
does not cater to event-triggered applications such as target tracking. Ye et al. (2003),
on the other hand, devised a collaborative Sleep-Awake strategy (PEAS) to lengthen
the lifespan of a WSN. However, ensuring 100% sensor coverage is inefficient for tar-
get tracking. Sensors should only be activated when the target is in their vicinity, i.e.
along the target’s trajectory. Consequently, if the target’s movement patterns are en-
tirely known, sensors could be programmed to activate only when required. Xu (Xu
et al., 2004) tried to predict the target’s movements and activate only the required sen-
sors through a Prediction-based Energy Saving scheme (PES). However, PES assumed
perfect localisation and straight-line trajectories (since no explicit mobility models were
defined). This is unlike (Liang and Haas, 1999) and (Liu et al., 1998) where mobility
models were defined for location tracking in PCS and ATM networks.
We propose a more realistic and novel mobility model and devise an energy-conserving
method based on this model for sensor management called Hierarchical MDP for Target
Tracking (HMTT). HMTT further conserves energy by dynamically adapting the sleep
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Figure 7.1: A target being tracked in a clustered sensor network. This figure shows a
series of events that occur at the sensors and cluster heads.
time of sensors, depending on the state of the detected targets. Due to hierarchical task
specialisation in HMTT, it also has the advantage of “memorising” target trajectories
that is vital in target tracking. In particular, since sensors are generally small devices
with limited resources, HMTT does not impose a high computational and memory load
onto the sensors because the time and space complexity of HMTT is low enough for
existing sensor nodes such as MICA2.
7.3 A Target Tracking WSN Model
We assume a WSN as shown in Figure 7.1. Sensors are uniformly distributed in a 2-D
map and are grouped into clusters with some sensors as cluster heads. Generally, clus-
tering (Heinzelman et al., 2000; Ghiasi et al., 2002) improves scalability and facilitates
localised algorithms for easy coordination (Estrin et al., 1999). Each sensor has a region
of detection with radius s and measures only the velocity (vˆ, θˆ) of detected targets. The
absolute target position is unknown since sensors are not localised∗. The time required
to wake up and sense is assumed to be a constant ts seconds. Thus varying the sensor’s
sleep time ∆t gives a dynamically varying duty cycle.
∗Current localisation methods are largely inaccurate (He et al., 2003). Hence, in our formulation,
targets are tracked with respect to the weak localisation information, as explained later.
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(ℵt = 0) ∧ ($t = 0)
∧(ℵt−∆t = 0) (ℵt = 0) ∧ ($t > 0) (ℵt > 0)
Listening (ℵt = 0) ∧ ($t = 0) (ℵt = 0) ∧ ($t > 0)∧(ℵt−∆t = 0) (ℵt > 0)
Tracking (ℵt = 0) ∧ ($t = 0) (ℵt = 0) ∧ ($t > 0) (ℵt > 0)∨(ℵt−∆t > 0)
There are 3 states that correspond to a cluster’s alertness: sensing, listening and
tracking. In the sensing state, a cluster is on low alert and its sensors operate on a default
duty cycle (sleep time ∆tS) to scan the area for targets. On detection of ℵt targets at
time t, all sensors in the cluster goes into high alert and assumes tracking state. Given
readings from its sensors, the cluster head attempts to predict which location area L˜κ a
target κ will land in the next tw seconds and warns the other relevant clusters to prepare
for all κ ≤ ℵt. A warned cluster that receives $t warnings changes to intermediate
alert in the listening state, waiting for targets until tw expires. Figure 7.2 shows the
state transition diagram of a cluster head and Table 7.1 summarises the respective
predicates. The diagonal entries show the predicates for each state. In the tracking
state, the cluster has to remain tracking, regardless of whether any targets are detected,
for the next tw seconds after making predictions in order to verify them via feedback
from the warned clusters. We set tw = ∆t since clusters wake up every ∆t seconds.
The predicate for the tracking state is then (ℵt = 0) ∨ (ℵt−∆t > 0). Consequently, the
predicates for listening and sensing states are then (ℵt = 0)∧(ℵt−∆t > 0)∧($t > 0) and
(ℵt = 0) ∧ (ℵt−∆t > 0) ∧ ($t = 0) respectively. Note that these state definitions, when
applied to single targets, are equivalent to the single target formulation (Yeow et al.,
2005b) where ℵt ∈ {0, 1} and $t ∈ {0, 1}.
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Figure 7.2: States of a cluster head and their transitions during various events.
7.3.1 Mobility Model
The area of surveillance is assumed to be broken up into non-overlapping location areas.
The rationale is that most tracking applications are interested in which locations targets
are at, not the exact Cartesian coordinates. Therefore, we are only interested in retriev-
ing the sequence of location areas of a target κ: {Lκ(t)}, eliminating the need for strong
localisation. Cluster heads only need to know their respective location area, achiev-
able through reference beacons. The target movement model builds on this concept as
shown in Figure 7.3. The specific target dynamics κt, where κt = vt or θt, depends on
its current location area L and is adapted from a Gauss-Markov (GM) process (Liang
and Haas, 1999):
κt+∆t = ρκt + (1− ρ)µκ + z
√
1− ρ2 (7.1)
where z ∼ N(0, σ2κ) and ρ measures the degree of continuity s.t. ρ is a function of ∆t
and L, and the auto-correlation of κ is ρσ2κ. µκ and σ2κ denotes the mean and variance
of κ respectively.
The GM mobility model was introduced by Liang and Haas (1999) for predictive
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Figure 7.3: The surveillance area segregated into location areas (area of interests). The
probability that a target moves towards another location area L′ from its current location
area L is denoted by a stationary probability P {L′ |L}.
mobility management in PCS networks but targets under this model do not exhibit any
interest in their destinations. On the other hand, Liu’s model (Liu et al., 1998) addresses
this but it is defined as a deterministic mobility pattern at the higher level. Our model
is stochastic and both location and destination dependent, since P {L′ |L} is a measure
over the mean direction µθ.
Target inter-arrival times follow a known stochastic distribution and are location area
specific. In Section 7.5, they are assumed to be exponentially-distributed with mean t¯a
seconds. This does not limit the applicability of the algorithm because the formulation
is generic enough to be applied for other cases.
7.3.2 Tracking and Prediction Model
We propose a simple but generic trajectory prediction model to predict targets such as
those described above. Although optimal tracking algorithms such as Kalman filters
(Salmond, 2001) exist, they cannot be used because target mobility models and their
parameters are assumed known. This is the same for IDSQ (Zhao et al., 2003). For the
GM model, estimation techniques such as LMMSE (Papoulis, 2002) can be used.
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A simpler method to LMMSE is parameter estimation. Let κt be the kinetic state of
the Gauss-Markov process (7.1) to be estimated. Since κt is wide-sense stationary and
z is Gaussian with mean 0, the maximum likelihood (ML) estimate of κt+δt is then
κˆt+δt = ρˆκκt + (1− ρˆ)µˆκ (7.2)
where µˆκ and ρˆκ are the estimated mean and auto-correlation coefficient, respectively.














Then, the Cartesian coordinates of the target pt can be predicted via






and the update equation is






Thus combining (7.5) and (7.6), the prediction equation becomes
















Unfortunately, p0 cannot be determined unless the sensors are strongly localised. Hence,
in our approach, targets are tracked at location areas rather than its position. A simple
Markovian prediction model can be L˜κ(t + τ) = fκ(L, τκ), where fκ is some stochastic
function and τκ denotes the dwell time of target κ in L. Note that τκ = nδt if target κ is
detected for the n-th time at sampling interval δt. From (7.5), the predicted position pˆnδt
depends on the kinetic state predictions vˆnδt and θˆnδt. Since these states are Markovian,
it is sufficient to base the target position prediction on v(n−1)δt and θ(n−1)δt. The generic
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prediction model on the next location area at time t for a small time interval δt then
becomes:
L˜κ(t+ δt) = fκ(vκ,t, θκ,t, L, τκ) (7.8)
Note that this model generalises over constant speed/turn models (Salmond, 2001), GM
models and random walk models† through a particular function fκ respectively. We use
Neuro-Dynamic Programming (NDP) to learn the function fκ from history.
7.4 Problem Formulation and System Design
Let the sleeping interval of listening state and tracking state be ∆tL and ∆tT respectively.
For conventional tracking networks, it is logical to set ∆tS > ∆tL > ∆tT according to
their alertness levels. However, since targets show preference in certain routes, clusters
that lie along high interest areas will exhaust faster than other clusters (Xu et al., 2004).
We use prediction to solve this. Suppose target trajectories are known, then only clusters
in {Lκ(n∆t) : n ∈ N} should be activated for some reporting rate ∆t, achieving energy
efficiency. Hence, we rely on learning trajectories and then deciding appropriate sleep
times ∆t for energy efficiency.
We assume the following:
1. Target trajectories are Markovian and can be segmented into independent location
areas, L (See Section 7.3.1).
2. Targets are segregated into different classes and targets of the same class possess
the same trajectory parameters. For simplicity, we have only considered one class
of targets. Section 7.5 explains the extension of this algorithm to multiple classes
and targets scenario.
†Generally, the prediction accuracy of random walk targets is lower than GM targets since there is
no information for making good predictions.
130
7.4. PROBLEM FORMULATION AND SYSTEM DESIGN
We formulate the energy efficient tracking problem as a distributed HMDP (Yeow
et al., 2005a). Global tasks are divided into O sub-tasks to be carried out by O lower
level agents (LLA). The higher level agent (HLA) chooses a sub-task among O LLAs at
each time step i to optimise some overall global cost function J . Control is then passed to
the chosen LLA o which, in turn, optimises a local cost function Ji over interval i. In our
problem, two tightly-coupled actions are to be determined at each state: (a) duty cycle
of the sensors and (b) predictions of target trajectories when tracking. These are inter-
related since the longer the ∆t of the sensors, the further the prediction L˜κ of targets
would be. We decompose the problem into a hierarchy of two levels for each action.
This way, two advantages can be observed: (a) modularity is ensured while decoupling
the two decision processes and (b) the state-action space is reduced, resulting in faster
convergence of a solution.
HLA acts on a slower time scale i where the sleeping time ∆t is determined. The
immediate cost Ci is given by
Ci = ξ
Pi





where ξ is a system parameter that balances the conflicting goals between power used
Pi and number of wrong predictions Zκ,i for target κ in interval i (i.e. from ti−1 to ti).
Pmax is the maximum power that can be consumed if the fastest sensing interval is used
(i.e. smallest ∆t chosen) and Nκ,i is the number of predictions for target κ made in
interval i.
In order to optimise tracking accuracy and energy consumption, the expected sum






towards an infinite horizon is minimised. This is
a popular performance metric that is used intensively in MDPs. The other reason for
using discounted costs is motivated by the virtue of the problem. Due to limited battery
life, clusters cannot operate infinitely. It is desirable to make the clusters myopic and act
on a discounted horizon. This is achieved via discounting immediate costs as opposed to
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optimising average immediate costs (the other popular performance metric). Although
dynamic programming (DP) has been studied extensively for finite horizon cases as well
(Bellman, 1957), finite-horizon DP cannot be applied directly to our problem because in
minimising immediate costs, the overall lifetime is affected and does not stay constant.
We verify via simulations as shown in Section 7.7 that the expected sum of discounted



















The significance of ξ shows up in the optimisation function (7.10) that weighs between
the discounted sum of power consumed and the discounted sum of erroneous predictions.
Higher level state space is defined as a two-tuple space: (L, tw). In the listening
state, L is the location of the most recent tracking cluster that issued the alert of an
incoming target in tw seconds. In the tracking state, L is the location of the current
cluster with tw = 0 and (0, 0) represents sensing state. Hence, if L is the total number
of location areas in the surveillance area and W is the number of values tw can assume,
then there are W(L − 1) listening states because targets behave uniquely at different
location areas and time instances.
LLA is the agent that acts on sub-tasks (characterised by ∆t) chosen by HLA. These
LLAs act within HLA’s tracking state on a faster time scale n to perform trajectory
prediction at every ∆tT + ts seconds. LLA implements the function fκ in (7.8). Thus its
state-space is described by (vˆ, θˆ, τ,∆t) and its immediate cost ci,n at HLA interval i is
ci,n =
 0 , correct prediction1 , otherwise. (7.11)




l ci,n is minimised where τi is
the duration in which the cluster stayed in tracking state for interval i and γl is a similar
parameter to γh where γh, γl ∈ (0, 1). Note that LLAs are pure trajectory predictors
and could be substituted by any method discussed in Section 7.3.2.
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Figure 7.4: HMTT Architecture.
In the event that a wrong prediction is made, the cluster which the target lands on
is not warned and will persist in its state. Hence, it is possible that this target may be
lost and there is no way to recover it unless a network-wide search is conducted. For
energy efficiency, such searches are suppressed and it is left entirely to other clusters to
detect the target as a newly appeared target.
7.5 The HMTT Algorithm
7.5.1 Architecture
Figure 7.4 shows the architecture of HMTT. The Higher Level Agent (HLA) and Lower
Level Agent (LLA) forms the core of the target tracking algorithm. As described in
Section 7.4, the two-level hierarchical MDP works as such: the state of the HLA is
determined by the neighbouring clusters’ predictions, and the state of the LLA(s) is
determined by detected targets and the action by HLA. These two agents determine the
duty cycle and make trajectory predictions. Outcomes of these actions are fed back from
LLA to HLA. Q(λ) is used to access the outcomes and update the learning functions.
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7.5.2 Q(λ) algorithm
Q(λ) is a variation of the Q-learning algorithm. The λ refers to eligibility traces, which
are a bridge from TD-Learning methods to Monte-Carlo simulations. Recall from Sec-
tion 3.2.2 that RL is a combination of simulating the underlying Markov Chain and
subsequently optimising the decision process. Eligibility traces allows TD methods to
use Monte-Carlo simulations into updates of value functions or Q-functions. A eligibility
trace in stage i is a function of a state-action pair such that
ei(x, a) = 1 {x = xi and a = ai}+

γλei−1(x, a) , if Qˆ(xi, ai) = Vˆ (xi)
0 , otherwise.
(7.12)
where 1 {expr} is a Boolean identity function such that 1 {expr} = 1 if expression expr
is true, 0 otherwise. In general, eligibility traces give a higher update factor for recently
revisited states. This means that the eligibility trace for a state-action pair (x, a) will
be reinforced if x = xi and a = ai. Otherwise, if the previous action ai is not greedy,
the eligibility trace is cleared.
The Q-function in Q-learning from (3.13) then is changed to
Qˆ(x, a)← Qˆ(x, a) + βi∆iei(x, a), ∀x ∈ X, a ∈ A. (7.13)
Algorithm 7.8 summarises the Q(λ) algorithm. Although Q-learning is not intended
to solve HMDP problems, we show in Section 7.5 how it can be modified slightly for the
energy efficient target tracking problem and in Section 7.6.1, the proof of convergence
of the modified algorithm.
7.5.3 Higher Level Agent
HLA determines the sensing interval (∆t+ ts). In the sensing state, since target inter-
arrival times are exponentially distributed, it is unjustifiable and inefficient to learn the
optimal ∆t using Q(λ). Moreover, missed targets cannot be characterised since no such
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Algorithm 7.8 Q(λ) algorithm
1: Qˆ(x, a)← 0, ∀x ∈ X, a ∈ A




6: Randomly choose ai and observe xi+1 and r(xi, ai).
7: ∆i ← r(xi, ai) + γmaxa∈A Qˆ(xi+1, a)− Qˆ(xi, a) . (3.12)
8: for x ∈ X do
9: for a ∈ A do
10: ei(x, a)← 1 {x = xi and a = ai}
11: if Qˆ(xi, ai) = Vˆ (xi) then
12: ei(x, a)← ei(x, a) + γλei−1(x, a)
13: end if . (7.12)
14: Update Qˆ(x, a)← Qˆ(xi, ai) + βi∆iei(x, a). . (3.13)
15: end for
16: end for
17: i← i+ 1
18: until false.
feedback is possible. Instead, if we desire P {missing target} < p, then ∆t can be found




∆t < −t¯a ln(1− p) (7.14)
where ta is the difference between the time when the new target appears and the time
when the previous target(s) leaves the location area and t¯a denotes the mean of ta. In
other words, we hope to detect the target when it appears immediately. The value of
∆t obtained from (7.14) is generally small because it ignores the fact that a target is
still detectable so long as it is still in the same location area. Taking dwell time τ into
consideration, a better ∆t of longer duration can be calculated using
P {ta ≤ ∆t < ta + τ} > 1− p (7.15)
However, the probability distribution of τ is difficult to analyse because it involves
analysing the underlying Gauss-Markov process of v and θ and taking into account the
location area of radius s. To simplify analysis, consider a target that first appears in a
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Figure 7.5: Example of a target moving after 3δt seconds.
location area in Figure 7.5 where ρθ is assumed to be large. Then
P {τ > nδt} ≈ P {s1 + s2 + · · ·+ sn < s} (7.16)
where si = viδt, for i = 1 . . . n. vi can be recursively expanded from (7.1) to give




































Since Sn is a weighted sum of Gaussian processes zj and some constants, S is also a
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The approximate cumulative density function of τ is then













P {τ > ∆t− ta ∧ ta ≤ ∆t} >1− p
m∑
i=1





















. We solve equation (7.22) empirically. Table 7.2 shows the desired
values of p, their corresponding ∆t and the actual values of p found through simulations.
Figure 7.6 shows a graph of the simulated and calculated values of the RHS of (7.22)
against ∆t for a cluster of radius 300m, mean velocity µv 20m/s and mean arrival time t¯a
10s. As expected, the values of ∆t obtained through (7.22) are significantly larger than
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Table 7.2: p and ∆t values: simulated, and calculated using (7.22) and (7.14).
p Calculated Simulated τ ignored
0.22 16.2 16.5 2.48
0.32 19.1 17.9 3.86
0.40 20.5 19.1 5.11
0.50 22.3 20.8 6.93
Figure 7.6: Detection Probability against sleeping interval ∆t.
that of (7.14) (labelled “τ ignored”). This difference is approximately 14 seconds, which
is at least twice the largest ∆t found through (7.14). Although the better performing
method requires some prior knowledge of target velocity v, this method should still be
used by assuming some moderate values of µv, σv, ρ and θ for better result.
In the other states (tracking and listening), HLA determines the appropriate ∆t
through Q(λ) described in Section 7.5.2. The states s are in the form of (L, tw), as
defined in Section 7.4 and the immediate cost g(s, a) is equal to Ci, as defined in (7.9).
The various permissible values of ∆t are then directly mapped from the different actions
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a which the Q-learner chooses from.
Figure 7.2 shows the possible state transitions of a HLA. At each new state si+1,
HLA obtains an immediate cost Ci, which serves as an indication of the amount of energy
spent and the prediction accuracy of LLA in the time step i resulting from a previous
action ai. HLA updates its Q-function estimate using Algorithm 7.8 to learn the best ∆t
to choose for a given state s. The “optimal” ∆t for the current time step i+ 1 can then
be determined through (3.11c). However, this “optimal” action is not always executed,
due to the exploration-exploitation dilemma in reinforcement learning problems (Sutton
and Barto, 1998). This is to ensure an adequate amount of exploration is done while
exploiting the current “optimal” action so as to avoid converging at local minima. In
our implementation, we use an -greedy scheme where the probability of not taking the
current “optimal” action is .  is decreased with time to ensure convergence.
7.5.4 Lower Level Agent (Trajectory Predictor)
When the cluster enters the tracking state and starts sensing at every ∆t+ ts seconds,
control is passed to LLA for trajectory prediction. LLA works in discrete intervals at
the beginning of every sensing cycle with the immediate costs ci,n defined in (7.11) and
the states and actions defined in Section 7.4 for each detected target κ. For the duration
τκ,i at which a target κ stays in the current location area L, LLA will execute on a finite




. Here, we make a slight modification to the MDP
which LLA executes on to avoid the problem of having non-stationary optimal policies
for finite horizon MDP (Puterman, 1994) (furthermore, l is stochastic and depends on
τκ,i). An absorbing start / termination state sT is inserted such that all LLAs begin
with state sT when any target κ enters the current location area L and terminates with
state sT when it leaves. This transforms the original finite horizon MDP to an infinite
horizon MDP (Gosavi, 2003).
If LLA predicts that target κ will end up in a neighbouring location L˜κ 6= L at the
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nth time step, LLA sends prediction messages to clusters in L˜κ with tw = ∆t. If this
prediction is correct (i.e. target κ is detected within tw seconds in L˜κ), these clusters in
L˜κ sends acknowledgement messages to LLA. Thus, LLA’s immediate cost ci,n is 0 so
long as one acknowledgement is received. Otherwise, LLA assumes a wrong prediction
and the immediate cost ci,n is 1. Thus, negative acknowledgements need not be sent in
order to conserve more energy. When target k leaves L, LLA transits into the absorbing
termination state sT with immediate cost of 0 and returns control to HLA.
Since multiple targets might arrive at the cluster, ℵt predictions would be made by
ℵt LLAs running in parallel. In our simulations, we consider the case where targets all
follow a similar mobility model with the same parameters. Hence, trajectory sequences
could be jointly updated into the same Q-function. For the more general but trivial case
where there are M1,M2, . . . ,Mm mobility models, we have m Q-functions at LLA.
Targets of the same mobility model at grouped together and the maximum prediction
error is updated to the HLA immediate cost Ci as
Ci = ξ
Pi





Hence, if all ℵt detected targets observe distinct mobility models, then the HLA imme-
diate cost can be simplified to
Ci = ξ
Pi
Pmax + (1− ξ) maxκ≤ℵt
Zκ,i
Nκ,i . (7.24)
The estimated LLA policy pˆi through Q-learning can be seen as a direct implementa-
tion of function f in (7.8). For any target κ which spends τκ seconds in L with velocity
(vκ, θκ) at t, the location L′ of target κ at time t′ is found to be
L′ = pˆi(vκ, θκ, τκ, t′ − t) (7.25)
We remark that the Q-function used to evaluate the LLA policy from (3.11c) implicitly
“stores” target trajectories. If ample exploration is performed, the Q-function is the
expected sum of discounted probability of occurrences of the target given its velocity,
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direction and dwell time. This information may be useful for applications that are
interested in retrieving a summary of the trajectories of detected targets.
7.6 Analysis of HMTT
7.6.1 Convergence of Hierarchical Q(λ)
We present the proof of convergence of our hierarchical method in this section. This
proof relies on the fact that Q(λ) converges to the optimal solution (Sutton and Barto,
1998) from the lower level to the higher level MDPs.





l ci,n converges to a minimum constant value. Further note that for each











κ=1Zκ,i is minimised under Q(λ) because
∑ℵ
κ=1Nκ,i is determined by the





to a minimum value Z¯∗. Then, the HLA cost Ci becomes
Ci = ξ
Pi
Pmax + (1− ξ)Z¯
∗. (7.27)
Transitions at LLA can then be treated as a 1-step transition at HLA for listening
and tracking states. This is analogous to Chang’s convergence proof of MMDP (Chang
et al., 2003). Thus, policies at these two HLA states converge.
In the sensing state where Q(λ) is not used, Ci is
Ci = ξ
Pz∆t+ Es
Pmax(∆t+ ts) , (7.28)
where Pz is the power consumed while sleeping and Es is the energy used while sensing
for targets. Since the default ∆t is a constant value, Ci will also be unchanged. This
implies that the policy for HLA at sensing state does not change, completing the proof
of convergence of hierarchical Q(λ).
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7.6.2 Theoretical Bounds
In this section, we derive the energy spent and tracking accuracy of a cluster (HLA),
given perfect trajectory predictors (LLA). This gives the theoretical performance bound
of the system. Accuracy is defined as the total number of correct predictions against total




∣∣L, t}, the probability of a target κ moves to L′ after ∆t seconds after
staying in L for t seconds. Hence, to maximise accuracy, the perfect trajectory predictor
will choose L˜ from neighbourhood N such that





∣∣L, t} . (7.29)




∣∣L, t} . (7.30)


















∣∣L, t} = 0 when t+ δ < τi,∀L′ 6= L,
then (7.31) becomes






Thus, for small ∆t, the average accuracy tends to 1 for one target. This verifies that
tracking accuracy will be 100% if the duty cycle is made very high. For ℵt independent
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which still tends to 1 for small ∆t.
Let the minimum and maximum allowed ∆t be ∆tmin and ∆tmax respectively. For
parameter ξ = 1, only the energy component of Ci is optimised and for ξ = 0, only
accuracy is optimised. Hence, for a system with sensing energy consumption as Es and














, if ξ = 0
(7.34)
where τi is the duration of HLA interval i. The theoretical bounds of average prediction
accuracy and energy consumed are, thus, given by (7.33) and (7.34) respectively.
7.6.3 Time and Space Complexity of Q(λ) using a CMAC
We analyse the time complexity of obtaining an action a through Q(λ) at each state
s, which consists of executing pi∗ from (3.11c) and updating the Q-function in Algo-
rithm 7.8. The time complexity of the former task is usually small O(|A|), since it only
involves searching among the A actions for the best CMAC-approximated Q-value, and
that requires constant time O(1).
The latter task is much more computation intensive (O(|X ×A|)) since every state-
action pair (x, a) is traversed. However, this can be reduced significantly if we truncate
eligibility traces. From (7.12), eligibility traces are only non-zero either when (a) a
greedy action is taken at the previous iteration i, i.e., ai is such that Qˆ(xi, ai) = Vˆ (xi),
or when (b) (x, a) corresponds to the state-action pair (xi, ai) at iteration i. Thus, non-
zero eligibility traces can be stored as a list, terminating at the last iteration j when a
greedy action is taken, i.e., ei(xi, ai), ei−1(xi−1, ai−1), . . . ej(xj , aj). Moreover, eligibility
traces are discounted by a factor of (γλ)M for M iterations away. It is, thus, safe to
assume ei−m(si−m, ai−m) = 0 for all n such that M < m < j in a simplified, practical
implementation. Then, the update task only traverses through a constant number of
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state-action pairs M , reducing the time complexity to O(1). This gives the overall time
complexity to update Q(λ) to be linear at O(|A|).
The space complexity of a CMAC is Θ(KΓdim), where Γ is the granularity of each
dimension of the input, K is the number of quantisers and dim is the number of dimen-
sions of the input space. In HMTT, 6 CMACs are used in LLA for each location area
and 1 is used in LLA. With LLA having the larger state space, the total space com-
plexity is Θ(KΓvΓθΓτΓw), where Γv, Γθ and Γτ are the granularity of velocity, direction
and dwell time of the target respectively, and Γw is the granularity of the sampling time
∆t. For a 2-quantiser CMAC, this is 240KB, which can be fitted into a Berkeley mote’s
serial flash.
Note that Q(λ) is an online learning algorithm that learns the optimal policy through
sampling the environment. If the model of the environment P {x′ |x, a} is known, optimal
policies can be computed oﬄine prior to deployment. Then, the memory requirement
can be reduced to 40KB and time complexity can be reduced to O(1), via a look-up
table based implementation, eliminating the need to update estimates of the Q-function.
7.6.4 Relationship with other Hierarchical MDP formulations
Our HMDP formulation differs from most well-known HMDP formulations because the
higher level acts on a different time-scale as the lower level. The HMDP formulation
by Chang et al. (2003) is an exception: their Multi-time scale MDP (MMDP) captures
the difference in time scales at different levels. Furthermore, Chang et al. proposed
a method of solving the multi-time scale problem and proved its convergence. Our
formulation differs from that of MMDP in that the LLA time scale varies according to
the subtask chosen and the HLA chooses the subtask through selecting the appropriate
LLA sleeping time at each sensing cycle. The higher level costs formulation also does
not follow that of MMDP but follows more closely to Tham and Prager’s Composite
Q-learning (CQ-L) (Tham and Prager, 1994). Thus, Q-learning is proposed rather than
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Chang’s method for solving the HMDP. The other motivating reason is that Q-learning
does not assume a priori knowledge of state transition probabilities, which is required
in Chang’s solution.
Another distinct difference in our hierarchical approach to that of Chang’s MMDP
is that LLA is only in action when HLA is in tracking state, since LLA is a trajectory
predictor. The time scale at which LLA works at depends largely on HLA and is not
constant at each time step. HLA’s time scale is also largely dependent on the target
states. These considerations are captured in Sutton’s options formulation (Sutton et al.,
1999) instead.
An option O = 〈X ,Π,Ξ〉 is a composite action selected by the higher level agent (see
Section 3.5.1). X is the set of states where that option is available to the agent. It can
be seen as a inverse mapping of permissible actions to the states. Upon selection, the
lower level agent then assumes control with policy Π until the termination condition Ξ.
A direct mapping from Sutton’s formulation to HMTT then follows with the appropriate
substitution of X , Π and Ξ, as noted below.
1. X = {(L, 0) |L is the location of the current cluster}.
2. Ξ is true if and only if no target is detected in L.
3. Π = ∆t, since ∆t forms the state of LLA and is unchanged throughout a HLA
interval.
Both formulations by Chang and Sutton are proven to converge. We present the
results of our algorithm HMTT in the next section.
7.7 Simulation Results
Our simulations are built using the SMPL library (MacDougall, 1980) for discrete event
scheduling. There are five sets of results:
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Case 1. Performance of HMTT against HLA discount factor γh in a single target case.
This serves to address the assertion made in Section 7.4 that cluster heads should
be short-sighted and act on a discounted horizon.
Case 2. Performance of HMTT against ξ in a single target case. This demonstrates the
effect of ξ as in (7.10).
Case 3. Performance comparison of HMTT on single targets to (i) PES-INSTANT scheme
(Xu et al., 2004) which assumes targets will continue with the same velocity for
the next ∆t seconds. Unlike HMTT, PES cannot dynamically adapt ∆t. This is
our comparison baseline.
(ii) A hybrid algorithm (HLPES) combining HLA with PES. Since PES cannot
dynamically adjust sensing interval but the modularity of HMTT allows for such,
HLPES can serve a good performance comparison against HMTT. This comparison
shows the effectiveness of a coherent design in hierarchical decision-making over
that of some hybrids. On a macroscopic view, results of HLPES can also be
interpreted as the worst-case scenario where each cluster does not agree to the
same Gauss-Markov mobility model.
Case 4. Performance of HMTT with a CMAC function approximator as LLA. This demon-
strates the correctness of HMTT on multiple targets.
Case 5. Performance comparison of HMTT on multiple targets with PES and HLPES
again.
Case 6. Repeated simulations on the another sensor model: the WINS sensor nodes (WINS,
1999). It is one of the first sensor network prototypes that are deployed for target
tracking (Duarte and Hu, 2004).
Performance evaluation is based on two metrics:
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Table 7.3: Various Sensors Power Consumption (in mW)
Sleep Sensing Transmit Receive
Berkeley Motes 0.04 42.9 39.6 26.4
WINS Sensors 0.9 383 720 369
1. Prediction accuracy refers to the average proportion of correct predictions
across clusters.
2. Energy consumed refers to the total number of Joules consumed for one whole
simulation.
The first three sets of simulations models a sensor network covering an area of interest
of 200m × 200m which is divided into 14 location areas of 50m × 50m and housing 14
clusters. There are routes which targets are most likely to follow (σ2θL = 0.001), with a
series of curves and branches. The targets dynamics are such that:
1. Velocity ranges from 0 to 30 m/s, with mean 15m/s and standard deviation 15m/s.
2. Inter-arrival times follows an exponential distribution with t¯a = 5s.
The energy consumption model used for simulations follows that of the Berkley
MICA2 motes (Crossbow Technology, Inc., 2007a). These parameters are shown in
Table 7.3. ∆t is selected in the range of [0.5, 18] and sensing time ts = 0.1s. The default
∆t in the sensing state is set to 9s after assuming the parameters above from (7.22) with
p = 0.4.
Figure 7.7 shows the maximum prediction accuracy and minimum energy consumed
over 1,000 simulation runs, each lasting 30,000 seconds. Performance is seen to drop
drastically with a large γh (≥ 0.7) where immediate costs Ci decay more slowly over
time. This agrees with our assertion in Section 7.4 that discounted costs should be used
instead of the average cost criterion for MDPs.
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(a) Maximum accuracy against γh.
(b) Minimum energy consumed against γh.
Figure 7.7: Case 1. Simulation results on a single target with various γh.
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Figure 7.8: Case 2. Effect of balancing parameter ξ on single target.
In Case 2, we set γ = 0.5 to show the effect of balancing parameter ξ. 200 simulations
are run for each ξ value and their respective points are shown in Figure 7.8. Each
group of points consists of 100 simulation runs, each lasting 80,000 seconds. Note that
each simulation run lasts longer and results in energy consumption should be scaled
accordingly if compared to Case 1. For ξ = 0.1, prediction accuracy reached 0.7 but the
energy consumed increased as well to as high as 580 J. When ξ = 0.9, energy consumed
decreased to 570 J, but accuracy suffered at 0.54. For other ξ values, the respective
convex hulls lie in between the 2 extremes in an orderly manner, showing that ξ is an
effective control parameter to balance between the 2 conflicting goals. We note that
the difference between 580 J and 570 J is not big. This is because the energy usage
is summed across the whole sensor networks, including those which never entered the
tracking state at all because the targets were never there. Hence, these clusters operate
at the default sensing interval, which may not be the best strategy. This is true for other
results as well.
The next set of simulations (Case 3) compares HMTT against two different sensing
intervals (90% and 98% sleeping time) of the PES-instant scheme (Xu et al., 2004) and
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(a) Maximum accuracy.
(b) Minimum energy consumed.




(b) Minimum energy consumed.
Figure 7.10: Case 4. Simulation results on multiple targets with various ξ.
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Figure 7.11: Case 4. Effect of balancing parameter ξ on multiple targets.
HLPES. Figure 7.9 summarises the performance of all four algorithms against ξ over
simulations lasting 30,000 seconds each. HMTT can be seen to be the best in conserving
energy while being effective in tracking for some ξ in the single target case. Prediction
accuracy of HMTT ranges from 0.78 to 0.68. This is about 4.6% to 20% more than
the next most accurate algorithm (PES-90%). In terms of energy conservation alone,
HMTT is not the best algorithm since HLPES consumes the least energy, but it is better
than both PES schemes. It does not sacrifice tracking accuracy for energy savings, like
HLPES.
The next set of simulations models another sensor network of 95 clusters in a 500m ×
500m region. The region is further segregated into 95 location areas of 2500m2 each. We
are motivated to use a different network here rather than the previous network because
it has too few location areas. Also, the objectives of the previous cases are to show the
properties of γh, ξ and that HMTT works for single targets., whereas the next two cases
(Case 4 and Case 5) run on a network with more clusters, location areas, and multiple




The number of targets in the region is kept to a maximum of 10 with the same
dynamics as the previous cases. Figure 7.10 shows the maximum prediction accuracy
and minimum energy consumed over 3,000 simulation runs, each lasting 8,000 seconds.
The convex hulls of each simulation run with respect to ξ is shown in Figure 7.11. The
effect of the balancing parameter ξ can again be seen clearly where a lower ξ gives more
accurate tracking but consumes more energy, vice versa. The convex hulls lie in between
the 2 extremes in an orderly manner, showing that ξ is an effective control parameter
to balance between the two conflicting goals.
In Case 5, we run simulations of length 5,000 seconds each on a larger region of 1km
× 1km but with the same number of clusters and location areas. The number of targets
remain the same but their velocity range is increased to 40m/s and variance tripled.
Thus, we expect accuracy to suffer. However, results from Figure 7.12a show otherwise
— accuracy could reach 0.872. This is probably due to an increase in size of a location
area which leads to the perception that targets are actually much “slower” in transiting
from area to area. Even though the variance is increased, LLA can handle the amount
of uncertainty through learning. For the PES scheme, since straight-line trajectories
are assumed, accuracy can only reach 0.776 for a 10% duty cycle. However, the energy
consumed is 339J and is about 32% more than that of HMTT. To reach an accuracy
that is comparable to HMTT (0.840), the duty cycle of PES has to be increased to
50%. But that consumes 200% more energy at 770J. On the other hand, HLPES cannot
out-perform HMTT in terms of energy consumption because the underlying predictor
is inaccurate, leading HLA to increase its duty cycle to compensate for such inaccuracy.
Hence, no clear trend can be seen in Figure 7.12b. This result may contradict that of
Case 3 on first glance. The reason why HLPES performs worse for the multiple target
case is because HMTT gets more accurate with multiple targets as it gets more learning
instances. With more accurate predictions, HMTT is able to increase its sleeping interval
∆t for better energy conservation.
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(a) Maximum accuracy.
(b) Minimum energy consumed.




(b) Minimum energy consumed.
Figure 7.13: Case 6. Performance using WINS sensors against various ξ.
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Figure 7.14: Case 6. Effect of balancing parameter ξ.
Case 6 simulates the performance of a sensor network based on another sensor model:
the WINS sensor nodes. Figure 7.13 shows the maximum accuracy and minimum energy
consumed achieved by the various schemes, and Figure 7.14 shows the behaviour of the
WINS sensor network under parameter ξ. The performance trend of HMTT in this set
of results can be seen as similar to that of those using the Berkeley motes. Overall,
HMTT still performs the best compared to HLPES and PES schemes in terms of both
accuracy and energy consumption for ξ ≥ 0.5.
7.8 Summary
We presented an effective distributed target tracking algorithm called HMTT that can
achieve higher energy savings than other known methods without compromising tracking
accuracy. The proposed HMTT algorithm does not require strict and accurate locali-
sation methods, which is advantageous in wireless sensor networks where localisation is
inherently difficult.
We introduced a mobility and tracking model to enable cluster heads to learn and
156
7.8. SUMMARY
adapt to target trajectories through a two-level Hierarchical MDP. The mobility and
tracking model is general enough to cover most known models in literature. Hence
HMTT is sensitive enough for multiple targets with different mobility models.
Through learnt HMDP policies, cluster heads are able to“memorise”target trajectory
characteristics, which are vital to target tracking. As HMTT is hierarchical in nature,
the lower level agent can be replaced with other prediction mechanism based on other
mobility model, e.g. a simple HLPES scheme which performs worse than HMTT. We




Conclusion and Future Research
8.1 Conclusion
In this thesis, we have presented a distributed and hierarchical learning approach to
optimising performance in wireless sensor networks. Sensor nodes are usually very re-
source constrained — they have limited computation, memory, energy and bandwidth.
The key concern is whether these devices can support various application demands in
the upper layer. Often, these demands are conflicting. As such, we looked into opti-
mising data quality performance with delay constraints, and trade-offs between tracking
performance and energy consumption. A hierarchical learning approach is used address
to these issues. Various tasks internal to the sensor nodes are arranged in a hierarchical
structure, and learn to obtain optimal performance in a distributed manner.
We begin with a review into Markov Decision Processes (MDP) and Reinforcement
Learning (RL) methods, considering constraints and hierarchical structures. However,
the classical constraints formulation are insufficient to address demands of the applica-
tion layer. Hence, we study two new kinds of constraints for Markov Decision Processes
— Hard Constrained semi-MDP (HCsMDP) and Soft Constrained semi-MDP. Hard
constraints represent critical resources where the cumulative costs cannot exceed some
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critical values at all times. Soft constraints is an extension of the hard constraints where
a certain probability of constraint violation is allowed. Various properties of these con-
strained MDPs are presented, including the existence of non-stationary optimal policies.
However, through state augmentation and re-construction of costs, these constrained
MDPs can be equated to classical MDPs, which in turn, can be readily solved with a
plethora of methods.
We next proceed to optimise a sensor network performance from an application-
centric point of view, namely data quality and guaranteed delay. Assessment of data
quality is derived directly from likelihood ratios, which is a commonly used metric in
sensor fusion. This is formulated as a Soft Constrained MDP where end-to-end delay
is soft-constrained. The distributed algorithm learning ARCQ accomplishes the goals
through admission control and routing. Bad packets are identified through learning and
cooperation via leader nodes, and are subsequently dropped to (a) avoid congesting the
network and (b) increase data quality. Good packets are routed to less noisy nodes for
better aggregation and lower delay.
Several additional techniques are developed to complement ARCQ. Leader nodes are
used to improve cooperation among other nodes. Aggregated feedback is used to reduce
the frequency of Q-updates and thereby reducing communication overhead in sensor
networks. A topology based on energy-optimality is used to reduce ARCQ search space
for faster learning. Through simulations, ARCQ altogether works well as expected in
filtering out bad packets and achieving delay constraints. It is able to achieve good data
quality and delay performance.
We further develop a hierarchical version of ARCQ called HARCQ, using the the
MAXQ value function decomposition framework as a base. The joint routing and ad-
mission control problem is broken down through the MAXQ framework into two levels:
routing at the higher level and admission control at the lower level. This allows the ad-
mission control module to be independently re-used for every routing decision and thus
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creating more instances for faster learning. Together with state abstraction, the memory
footprint required for HARCQ is significantly reduced making it suitable for deployment
in large-sized sensor networks. Further, the advantages of a hierarchical structure do
not comprise on the performance, as shown in the simulations.
The hierarchical learning structure is brought into the context of target tracking in
HMTT. It is an effective distributed target tracking algorithm that can achieve energy
savings by making use of predictions at the lower level. This task specialisation further
enables tracking nodes to “memorise” target trajectory characteristics, which are vital
to target tracking. Simulations further showed that HMTT works well as expected.
We have seen that a hierarchical learning structure can be used to effectively optimise
various performance metrics in a sensor network in a distributed manner. Hopefully,
the concept of hierarchical learning can be applied to other performance optimisation in
wireless sensor networks that are not explored in this thesis.
8.2 Future Work
The hierarchical learning methods presented in this thesis has solved various issues in
canonical applications of wireless sensor networks. However, there are still many issues
left to be addressed. In this section, we briefly discuss some of these issues.
1. The hard and soft constrained MDP, unfortunately, requires an expansion of state
space for an optimal policy. Hence, the HCsMDP and SCsMDP are expected to
be exponentially more harder to solve than an MDP. However, as pointed out in
Chapter 4, the expanded state space is generally sparse. One way could be to
develop a model-learning method that takes advantage of this sparsity. Would
this option be good enough in terms of complexity? Otherwise, are there faster,
approximation methods that can solve the hard and soft constraints? If so, then
what is the sensitivity of the approximation with respect to the sparse-ness of the
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expanded state space, and what are the gains over model-learning?
2. The cooperation method used in ARCQ is based on the use of carefully crafted
common rewards among competing nodes. This eliminates the Prisoner’s Dilemma
Problem and paves way for leader-based coordination. Unfortunately, such method
may not be readily applicable in other situations. For example, if there are mul-
tiple costs and constraints, it is challenging to ensure that the resultant reward is
common among all nodes. In light of this, other cooperation techniques should be
looked into.
3. The hierarchical learning framework in HARCQ and HMTT thus far is based on
hierarchical decomposition of tasks. This idea of hierarchical decomposition can
be extended to across nodes. In ARCQ and HARCQ, the infrastructure between
leader nodes and nodes are already established; in HMTT, the cluster of nodes
are already formed. Perhaps, learning with hierarchical decomposition in infras-
tructure could lead to a better improvement in cooperation and coordination, and




The (0,1) multi-criteria knapsack problem is a variant of the KNAPSACK problem, one
of the first known NP-Complete problems (Garey and Johnson, 1979). Alanne (2004)
gives a detailed description of the problem.
Definition A.1 ((0,1) Multi-criteria Knapsack). A (0,1) Multi-criteria Knapsack prob-
lem is comprised of decision variables a1, . . . , ai, . . . , an where ai = 1 if item i is selected,









aici < C (A.1b)
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