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Abstract--Operators of the form f (xD)  - g(L), where L is a shift (lowering) operator, arise 
naturally in the study of stochastic processes, uch as Brownian motion, on the affine group. We find 
the polynomial eigenfunctions and the action of the affine group as well as the matrix elements of an 
exponential function corresponding to L. Then it is determined when the eigenfunctions considered 
form a family of orthogonal polynomials. (~) 2001 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Let ~1, ~2,. . . ,  ~d denote a basis for a Lie algebra of finite dimension d. Using McKean's product 
integral ([1], see also [2]) to construct Brownian motion on the corresponding Lie group leads to 
the generator (1/2) (~ +~22 +. - .  q-~). Here we study the two-dimensional non-Abelian Lie algebra 
corresponding to the affine group acting on the real line. We may take as basis ~1, ~2 acting on x n 
with ~1 = xD -b 04 i.e., ~lX '~ = (n + o~) x n, for some constant ~, and ~2 = L, where L is a general 
form of lowering operator acting as Lx  '~ = bnx n - l ,  with bo = 0 and bn ~ 0 for n _> 1. Defining 
V,~ = b ib2 . . ,  bn for n > 1, with Vo = 1, on the basis Xn = xn/"/,~, we have ~IX~ = (n + ~)X~ 
and LZn = Zn-1 ,  n >_ 1, LXo = O. For a process other than Brownian motion, one will have 
a generator of the form H = f(~l) - g(~2) with specific forms of f and g depending on the 
processes involved. As far as the analysis in this paper goes, we take generic f while g is of the 
form g(L)  = L p for positive integer p. For stochastic processes, p is either 1 (deterministic drift) 
or 2 (Brownian motion). So we are not necessarily restricting to the stochastic ase. 
We will find polynomial eigenfunctions of the generator H. For f(~l) -- ~12, P -- 2, these are 
the Gegenbauer polynomials. We thus dub our polynomials generalized Gegenbauer polynomials. 
Matrix elements for the affine group and variants, Section 3, in this polynomial basis are found. 
Then we consider conditions for these to be a family of orthogonal polynomials. Some remarks 
about Appell sequences conclude the study. 
The first author would like to thank M. Giering for his part in getting this study going through computer work 
and valuable discussions. 
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2. GENERALIZED GEGENBAUER POLYNOMIALS 
Let G be the two-dimensional Lie group G = {(a, b); a E lR+, b E R} with multiplication 
(a, b) 0 (a’, b’) = ( au’, ba’ + b’), the group of affine transformations on the real line, (a, b) : 2 H 
ax + b. Let lL be the associated Lie algebra; i.e., IL has basis {&, Js} with commutation relations 
b,511 = Cz. R q e uiring <i to be diagonal, suppose that there is a countable basis {e,,} that can 
be labeled by its ei-eigenvalues A,; then 
IE2, hIen = Lt2en - 51S2en = J2en 
yields <i&en = (A, - l&en. That is, L shifts the eigenvalue A, down one to A, - 1. We 
thus make the assumptions [ies = sea, &eo = 0, tie, = (n + a)e,, with &en = b,e,_l with 
b, # 0, n > 0. We identify the basis with powers of x, e, = xn, <i with the operator xD + a, 
translate of the number operator, and & with the operator L mentioned above in Section 1. L is 
a generalized shift operator, as has been studied in umbra1 calculus; cf. [3]. We can write L in 
the form L = CT=, lkxkelDk, where 
lk = 2 !-‘)‘-j b. 
j=l J!(k - j)! j’ 
DEFINITION 2.1. Given a sequence {b,}, with bo = 0, b, # 0, for all n > 0, define the generalized 
factorial sequence “ln setting 70 = 1, 7n = blb2. ’ ’ b,, n 2 1. Define a generalized exponential 
series 
e(x) = 2 g. 
n=O 
Setting X, = xn/yn, for n 2 1, we have LX, = Xn_l, n L. 1. Note that the function 
e,(x) = e(sx) is an eigenfunction of L: Le, = se,. 
Now set H = f(xD) - LP, fixing a positive integer p. For any integer m 2 0, the subspace 
spanned by {Xc, . . . , X,} is invariant under H. The matrix of H is upper-triangular with 
eigenvalues f(n), n = 0, 1, . . , m. Thus, we look for polynomial eigenfunctions of H, 
H&(x) =.f(nh(xh with k(x) = c ~vXn-pv. 
v=o 
Comparing the coefficients of X+pk, we have f(n - pk.)&!+ - &k-i = f(n)C,k, and thus, the 
recurrence relation 
1 
%lc = f(n _ pk) _ f(n) cnk-l’ 
Solving this recurrence, we find that the polynomial eigenfunctions of H are generalized Gegen- 
bauer polynomials, which we denote by G{>L, having the form 
xn-_pk 
(1) 
We have, up to normalization, the usual Gegenbauer polynomials C:(x) when f(n) = (n + CU)~, 
p = 2, L = D, i.e., b, = n, Vn > 0, 
C,a(x) = 2”(a), c(.+@qx). R. 
With this form of f and b, for p = 1, these can be interpreted in terms of Laguerre polynomials 
or Poisson-Charlier polynomials. In the case f(n) = n, p = 2 (with b, = n, Vn 2 0), these are 
Hermite polynomials. 
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2.1. Inversion 
Now we want to invert the formula for (?i. First a basic lemma. 
LEMMA 2.2. For indeterminates {zi}i=o ,.,,, S, s > 0, 
2 fi xi ~(xj-x.)=xox l”‘X,_l 
k=O i=/c+1 j=O 
(2) 
with empty products equal to one. 
PROOF. In the identity 
let ai = z( and bi = xi - x,. Thus, nb, bi = 0, and cancelling the common factor X, yields the 
result. I 
PROPOSITION 2.3. We have the inverse relations 
1dPI 
6f,L = 1 
?z c 
k=” jfilvcn - I?73 - f(n)) 
&a-pk, (3) 
1dPJ 
&= c 
1 
fj (f(n - pk + PA - f(n - pk)) 
CfJ 
n-pk’ (4 
k=” 
j=l 
PROOF. Substituting equation (4) into equation (3) yields 
ck ’ 
1 
n (f(n -pi> - f(n)) Ii (f(n - pk - pl+ PA - f(n - pk - ~0) 
CftL 
n-pk-pl’ 
w 
i=l j=l 
Writing k + 1 = s in the above equation, we must show that, for s > 0, 
o=f: 
1 1 
Ic=O ii (f(n -pi) - f(n)) @(n - PS + PA - f(n - PS)) 
i=l 
S (5) 
= 
c 
1 1 
k=” fi (f(n -Pi) - f(n)) ;gm - Pj> - f(n - PS>> 
i=l 
NOW set xj = f(n - Pj) - f(n), for j = O,l,‘. . . ,s. Multiplying equation (5) through by 
x1x2.. . xs nJri(xj - 2,) yields the summation of Lemma 2.2. Noting that x0 = 0 completes 
the proof. I 
REMARK 2.4. The inversion for the case f(n) = (n + (Y)~ is a basic feature of Knuth’s [4] which 
gives an interesting application to hypergeometric series. 
COROLLARY 2.5. The generalized exponential has the expansion 
REMARK 2.6. Compare the expansion of the exponential in Gegenbauer polynomials with Bessel 
function coefficients [5, p. 3691. 
With a view to the question of orthogonality, we note the following corollary. 
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COROLLARY 2.7. If for some measure dp, J C?,?“(X) dp(z) = 0, Vn > 0, then, for the moments 
we have the following: 
1. the generating function 
s e(sz)dp = 5 k spk 
Ic=O JJ(f(R) - f(0)) ’ 
2. the moments 
-hk 
&(Pj) - f(0)) ’ 
ifn=Omodp,n=pk, 
I 07 otherwise. 
3. GROUP-LIKE ELEMENTS AND MATRIX ELEMENTS 
Writing group elements of the affine group as 
g(A, B) = eAzDeBL, 
the group law takes the form 
g(A, B)g (A’, B’) = g (A + A’, BeA’ + II’) . 
It is also interesting to consider the ‘group-like’ element defined by 
3(&B) = eAZDe(BL). 
In the next section, we will investigate for which cases there is some kind of group law or multi- 
plication rule for ij(A, I?). 
DEFINITION 3.1. Define the matrix elements of g(A,B) and g(A,B) with respect to the ba- 
sis 6;>” by 
Note that 6L9D(~) den otes the generalized Gegenbauer polynomials for L = D; i.e., b, = n, 
Vn > 0. 
PROPOSITION 3.2. The matrix elements are given by 
for 0 5 m < n, where a = eA, and fE(n) = f(n + E), the translate off by E. 
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PROOF. Let ij(A, B) stand for either g(A, B) or ij(A, B), and [n]! for n! or TV, respectively. 
tj(A, B)@” = c z 
an-pk- j 
j*k [A! ifJ(f(n -pi) - f(n)) 
Xn-pk- j 
an-pk-j CfJ 
n-pk-j-pl 
s!l(f(n - Ps) - f(n)) fJ(f(n - pk - j - pl+ pi) - f(n - Pk - j - Pl)) ’ 
by Proposition 2.3, equation (4). Now substitute E = n-pk-j, fixing m = n-pk-j-p1 = E-pl. 
The sum over E eliminates the sum over 1. With j replaced by n - E - pk, the sum over k yields 
the 6s as indicated. I 
Now to see when the generalized exponential function leads to a group law, and hence, an 
addition formula for the matrix elements. 
4. MULTIPLICATION RULES AND ADDITION FORMULAS 
The group law of the affine group leads immediately to an addition formula for the associated 
matrix elements, with a = eA, a’ = eA’, 
M,, (aa’, Ba’ + B’) = c M&a, B)M,, (a’, B’) . (6) 
T 
PROPOSITION 4.1. For 0 5 s 5 n, 
C,fff (U’B + B’) = 
q_f(B) e;:f) (B’) 
(a’)“-” (c_x),p 
s<X<C<n 
C%modp 
(.0x + Pa - f(4) 
PROOF. Substitute the first equation of Proposition 3.2 into the relation (6). Comparing coeffi- 
cients of as yields the stated result. I 
To get a summation formula for the matrix elements ii? of the group-like elements, we first 
need a multiplication law for j(A,B). For this, noncommuting variables A and B are needed. 
We wish to know the following. 
What commutation relations do A, B, A’, and B’ have to satisfy so that j(A, B)lj(A’, B’) 
is of the form j(o, p), with o = cr(A, A’, B, B’), ,d = P(A, A’B, B’)? 
From the commutation relation [&SD] = L, we deduce L’(~c0)’ = (xD + r)“L’ for positive 
integer exponents. Thus, from 
$(A, B)lj (A’, B’) = eAxDe(BL)eA’ZDe (B’L) 
expanding in powers of xD and L, 
c ” p” (xD)iLj = kz, $ 5 k!$i f$ (xD)“LT(xD)lLS i,j i! -yj . T * 
((1 
Comparing the coefficients of xD and L, respectively, yields 
a =A+A’, p = BeA’ + B’. 
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The coefficients of (~0)~ and (zD)L (after some reduction and cancellation of factors eA’) yield 
AA’ = A' A, A’B = BA’ 
Now we can commute powers of A and B past A’ and resum to the partial group law 
eAzDe(BL)e A’xDe (B’L) = e( A+A’)zDe (BeA’L) e (B/L). 
Comparing coefficients of Lj leads to 
beg’ + ~1)’ = F * (~e”‘)~ (B’)+‘. (7) 
The coefficients of L2 lead to the interesting commutation relation 
i.e., B’ and BeA’ q-commute with q = 72/$ - 1 = bz/bl - 1. As the commutation relation 
between B’ and A is not used, we can safely assume that they commute. 
The commutation relations are now fixed. Inductively, we deduce from equation (7) the form 
Tj = X” fl;,Jl - q”), f or some constant factor X; i.e., the coefficients bk are, up to a factor, 
q-numbers. For the special case q = 0, bk = b = constant, and e(x) = b/(b - z). 
This yields an addition formula for the matrix elements of $A, B), using noncommuting vari- 
ables as coordinates for the group elements. As in Proposition 4.1, we have the following. 
PROPOSITION 4.2. \Vith a = eA, a’ = eA’, the addition formula 
c?‘%~ (a’B + B’) = n--s c 
6;>,L (B) “nf’-c” (B’) 
(a’)‘-” (6_x),p 
s<X<C<n 
CzXmodp 
(f(A + Pj) - f(A)) 
holds for the q-case, i.e., b,, = X(1 - qn) for some X, q E @ q not a root of unity, if the variables 
satisfy the commutation relations 
Ba = qaB, B’a’ = qa’B’, 
with each pair of primed and unprimed variables commuting. 
5. ORTHOGONALITY 
In this section, we restrict to f(n) = (n + ~1)~ with a > -1 and to p = 2. This illustrates some 
further interesting features of the approach. 
We want to find out if there exists a measure with respect to which the (?L*“(x) are orthogonal. 
This is the case? if and only if they satisfy a recurrence relation of the form 
with ArLCTL+l > 0 for IL > 1. 
NOTATION 5.1. For brevity of notation and to avoid confusion with the coefficients C,,, we 
denote 6’i,” by & in th e following proof, with the restrictions f(n) = (n + CX)~, a: > -1, p = 2 
as noted above. 
The point is to determine the action of the operator L, equivalently the {b,}. 
Generalized Gegenbauer Polynomials 1179 
PROPOSITION 5.2. Let (Y > -1. There exists a measure p on W such that the CE are orthogonal 
w.r.t. p if and only if 
bPm = mbz, bzm+l = bl + m (b3 - bl) , 
for all m 2 1, and either 
bz > 0, b3 > 
a+2 
-bl > 0 
a+2 
o+l 
or bz < 0, b3 < -bl < 0. 
o+l 
In this case, they satisfy a recurrence relation of the form (8) with 
A, = bn+l B, =0, C = (a + n - l)b,+l - (a + n)b,-1 
2(cr + n) ’ 
71 
2(a + ?z) 
PROOF. 
(i) Suppose the & = Cn fJ do satisfy a three-term recurrence relation. It follows immediately 
that B, = 0 for all n. Looking at the coefficient of P+’ in z&(z) - An&+l(z) - G&-r(~), 
we get A, = b,+l/2(cu + n). 
The coefficient of zn-r yields 
G = ; (bn+l - b-1) - 
b n+l 
2(a + n) ’ 
for n > 2. 
From the coefficient of Pe3 follows 
Cn = ; (b,+l - b-3) - 
b n+l 
2(o + n) ’ 
for n 2 4. 
Equating those two expressions, we find b n+~ - b,_l = b,_l - bn_3 for n > 4. 
For n = 0, 1,2, the recurrence is satisfied with 
AO=$, Al = b2 Cl = abz 
2(o + 1) ’ 2(o + 1) ’ 
A2 = b3 c = b3 - h ki -- 
2(a+2)’ 2 2 2(a + 2). 
For n = 3 (and CY # 0), we find that the recurrence is only satisfied if bq = 2b2, and that in 
this case, 
A3 = b4 bz 
2(a: + 3) = - cu+3 
and 
a+2 
c3 = - 
a+3 
bz. 
Checking Arcs > 0, we see that either b2 > 0 and b3 > ((a + 2)/(cr + 1)) bl or b2 < 0 and 
b3 < (((u + 2)/(o + 1)) bl. A&l = blb2/2((r + 1) > 0 implies that bl and b2 have the same sign, 
AsC3 = bzb3/2(a + 3) implies that b2 and b3 have the same sign. 
(ii) We will now show that these are the only restrictions on the b, necessary in order to get 
a three-term recurrence relation. Let bl, b2, b3 be arbitrary, and set, with bo = 0, b2m+l = 
bl + m(b3 - bl), bzrn = mb2. Then with A, = (1/2)b,+i/(o + n), 
bz 
C2m+1 = T - A2m+1= 
a+m 
2((r + 2m + 1) 
bs, 
cs, = - - 
bs-bl A 2m = (a: + m) (bs - bl) - br 
2 2((r+2m) ’ 
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A&+1(z) + G&n-l(s) = A, [(n+1)‘21 (a n+l-k(-qk (2Z)n+l-2k c 
k=O %+1-2/A! 
+G 
'(nz'2J (+-l-k(-l)k (221n-1-2k 
k=O %-l-Zkk! 
= A, (a)n+1 (&.)n+l 
%+I 
+ ‘(“F2’ (~)n-k(-1)k(2~)“-2k~ (A,2(a + 72 - /c) - c,21c) 
k=l .yn-2kk! bn+l-2k 
= wL(~), 
since A,2(a + n - k) - C,2k = b,+l - k(b,+l - b,_l) = bn+l_2k. 
If in addition b2 > 0 and b3 > ((a+2)/(a+l)) bl > 0 or bz < 0 and b3 < (((Y+~)/(cY+~)) bl < 0, 
then one can check that A,C,+l > 0 for all 7~. For example, on the odd numbers, 71 = 277x+ 1, 
wefindthatbs-((a:+m+2)/(cr+m+l))b 1 r ms to have the same sign as b2 for all m. I 
From the conditions of Proposition 5.2, we see that b3 # 01 and that bz(b3 - bl) > 0. Thus, set 
~~=h(brh) p= bl . 
(b3 - h). 
The conditions imply 0 < /3 < 1 + Q, and we take y > 0 as well. 
PROPOSITION 5.3. For f(n) = (n+~)~, or > -1, p = 2, in the case of orthogonal polynomials, 
the moments are 
p27n = 
y2YL% 
4m(1+cu),' 
PROOF. From Proposition 5.2, the y-factors are given by 
~2~ =~!T~~(P)~, ~2~+1 = blm!y2"(p+ l)Tn, 
for 7)2 2 0. The result now follows from Corollary 2.7. 
PROPOSITION 5.4. The measure of orthogonality is 
I 
224qcu + 1) 
y2qa: - P + I)W) 
]z]2@-1 (r2 - 4Lrq”+ n[_r/2,r,2](Lr) dz, 
where y2 = bp(b3 - bl), p = bll(b3 - bl). 
PROOF. From Proposition 5.3, we see that the moment generating function is analytic in a 
neighborhood of the origin and that the characteristic function of the measure is 
cl(t) = s eits &L(Z) = rF2 (f, :++q 
Now from [6, 1.2.231, we recognize the Fourier transform of the stated density. One checks as well 
the moments directly using the standard beta function. I 
REMARK 5.5. The general polynomials are a symmetrized version of the Jacobi polynomials (cf. 
tables in [7]). 
For the special case b, = n, we have y = 2, 0 = l/2, and we recover the Gegenbauer polyno- 
mials and corresponding measure of orthogonality. 
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6. APPELL SYSTEMS 
Here we tie up with sequences of polynomials important in umbra1 calculus, namely Appell 
systems. 
As in the previous sections, the operator L maps xn to b, xnT1. 
DEFINITION 6.1. We call a family of polynomials {hn; n E IV} a L-{b,}-Appell system, if 
(i) for each n 2 0, h, is a polynomial of degree n; 
(ii) Lhc = 0 and for n >_ 1, Lh, = bnhn_l, b, # 0. 
REMARK. The sequence {b,} can be replaced by any other (admissible) sequence {&}, if the h, 
are resealed accordingly. If h, satisfies 
then {hn} is an L-{b,}-Appell system if {in} is an L-{&}-Appell system. 
An L-{b,}-Appell system is determined by the sequence {p, = h,(O); n 2 0}, just like usual 
Appell systems (see, e.g., [8]). The generating function ’ 
F(x,Q = 5 !qc 
n=O 
satisfies LF(x, t) = tF(x, t), i.e., it is of the form F(x, t) = e(tx)G(t) where e(tx) is the generalized 
exponential series, e(tx) = C,“,o(tx)“/m, associated with the sequence {bn} (see Definition 2.1) 
and G(t) = F(0, t) = C,“=opntn/yw 
PROPOSITION 6.2. The L-{ b,,}-Appell polynomials have the form 
PROOF. Apply L v times to h,(x) = Cmpnmxm and set x equal to zero. I 
EXAMPLE 6.3. When f(n) = (n+a)2, explicitly indicate the o-dependence by writing @(z) for 
C?;“(X) (cf. equation (1)). Then the polynomials {I$:-“(x)} form an Appell system, with 
0, if n is odd, 
pn = 4;--“(o) = 1 
4m m! (--(Y + l)m ’ 
if n is even, n = 2m. 
For L-{ b,}-Appell systems, we have an inversion formula in the form of iterated sums. Namely, 
rewriting the relation from Proposition 6.2 as 
:” _ hn(x) n-1 p,_, xv --- 
c --> ^fn % V=o %-V % 
and using it recursively to replace the powers of x, we find the following proposition. 
PROPOSITION 6.4. 
REMARK 6.5. Parts of this article appear in the thesis of Franz at U.H.P.-Nancy [9]. 
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