The last decade has witnessed the prevalence of sensor and GPS technologies that produce a high volume of trajectory data representing the motion history of moving objects. However some characteristics of trajectories such as variable lengths and asynchronous sampling rates make it difficult to fit into traditional database systems that are disk-based and tuple-oriented. Motivated by the success of column store and recent development of in-memory databases, we try to explore the potential opportunities of boosting the performance of trajectory data processing by designing a novel trajectory storage within main memory. In contrast to most existing trajectory indexing methods that keep consecutive samples of the same trajectory in the same disk page, we partition the database into frames in which the positions of all moving objects at the same time instant are stored together and aligned in main memory. We found this column-wise storage to be surprisingly well suited for in-memory computing since most frames can be stored in highly compressed form, which is pivotal for increasing the memory throughput and reducing CPU-cache miss. The independence between frames also makes them natural working units when parallelizing data processing on a multi-core environment. Lastly we run a variety of common trajectory queries on both real and synthetic datasets in order to demonstrate advantages and study the limitations of our proposed storage.
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Introduction
Driven by rapid development in sensor technology, GPS-enabled mobile devices and wireless communications, large amounts of data describing the motion history of moving objects, known as trajectories, are currently generated with unprecedented rate from a variety of application domains such as geographical information systems, location-based services, vehicle navigation, video tracking and so on. This calls for effective and efficient technologies to manage large scale trajectory data, which serves as a corner stone for more advanced data analytical tasks.
Even though spatial databases have been extensively studied as a research area for decades with several successful commercializations, 1 they were designed only to support basic spatial types such as points, lines and polygons. Trajectories, on the other hand, are not easy to fit into a relational table with pre-defined schema since each tuple (i.e., trajectory) has different number of attributes (i.e., time-stamped points). To fix this problem, we can simply treat the entire sequence of points as a single attribute and store them in one column. Nevertheless this kind of storage will severely deteriorate query performance since it is almost impossible to utilize the spatio-temporal locality amongst trajectories. Having witnessed the limitations of existing spatial database systems in the past decade, researchers have dedicated lots of efforts in proposing novel techniques for trajectory data management. What lie in the core of these techniques are trajectory indexes, the basic design principle of which is grouping trajectory segments that are close to each other and putting them in the same node (in tree-based index) or cell (in grid index).
Owing to the development of cheap RAM-based storage technology, modern computing hardware can afford much larger main memory. It provides lots of potential opportunities to significantly improve the efficiency of big data management by shifting more or even all data from disk-based storage into main memory. This triggers numerous research interests recently on in-memory data management from both database and data mining communities, ranging from memory-based indexing techniques [33] to in-memory database systems [31] . However, existing main-memory based database systems are designed for relational data, which is not suitable for storing and querying the trajectory data that possess both spatial and temporal information.
In this work, we propose an in-memory column-oriented trajectory storage, which is a read-optimized structure for storing and processing massive trajectory data. This storage combines the merits of high throughput of main memory and benefits of column-wise store for analytical tasks. Meanwhile, our design also supports effective compression and efficient query processing on trajectory data.
In order to take advantage of column-oriented data structure and compression techniques for storing and analysing trajectory data, we foresee two main challenges. The first one is how to convert trajectory data into column-oriented data structure, which not only supports varied length and multi-dimensional trajectory data, but also performs efficient query processing in the main memory. The second one is how to deploy compression techniques on the column-oriented data structure, which supports query processing on compressed data without sacrificing much performance.
We address the above challenges by a carefully designed data structure with two-phase data processing, which combines both column-oriented data structure and compression techniques to store and analyse a huge amount of trajectory data in an in-memory database system. More specifically, trajectory allocation phase will leverage the trajectory calibration techniques [38] to calibrate the trajectory data and convert the calibrated trajectory data into column-oriented data structure. In the second phase, a trajectory encoding component compresses the trajectory data and stores them in column-oriented data structure such that an efficient query processing can be supported.
Our previous work [42] has demonstrated the efficiency of proposed data structure for trajectory query data processing. However, the algorithms proposed in previous work are only limited for point-based and region-based trajectory queries, where the query is a point (kNN query) and a region (window query). Yet there is another type of trajectory query called trajectory similarity search still remaining to study, which looks for a set of trajectories that are similar to a given trajectory. It is widely used in many applications such as trajectory pattern mining, trip planning and event detection. Therefore it is critical to develop an algorithm to support trajectory similarity search efficiently.
Our key contributions in this work can be summarized as follows.
-We identify limitation of relational database system in handling large trajectory data.
-We develop a novel column-oriented in-memory trajectory storage, which can support compact trajectory storage in the main memory and efficient trajectory data processing. -We propose novel techniques to process trajectory similarity search efficiently. -We deploy the system and conduct extensive experiments with several synthetic and real world large trajectory data sets. The results demonstrate that our system can achieve a high performance compares with traditional database structures, and can offer the promise of real time computing.
The rest of this paper is organized as follows. A review of related work is provided in Section 2. In Section 3, we present an overview of our storage design. Sections 4, 5 and 6 present the details of storage structure and query processing algorithms. Section 7 reports on our experimental observations. Section 8 concludes the paper.
Related work
In this section, we review previous work on column-oriented data structure, in-memory data management, trajectory storage and indexing.
Column-oriented store architecture
Boncz et al. [8] develop a modern in-memory database system, called MonetDB, with the MIL query language to fully support the column-oriented data structure. On the other hand, the row-oriented architecture is suitable on OLTP (Online Transactional Processing) style applications, and Stonebraker et al. [37] indicate that system oriented towards ad-hoc querying of large amounts of data should be read-optimized. Therefore, Héman et al. [22] propose a new column-oriented data structure, called Positional Delta Tree (PDT). To improve query performance, Lemke et al. [27] propose a new algorithm to process query such as scan and aggregation operations on the compressed column-oriented data structures. Ivanova et al. [23] study a new architecture to provide an recycler intermediate in the columnoriented data structures, which is using a lightweight mechanism. Krueger et al. [26] present a linear merge algorithm to utilize the power of parallel computing for fast updating in the compressed in-memory column-oriented structures. Unfortunately, although these columnoriented data structures based storage systems are very powerful, they did not consider to store the spatial-temporal data such as trajectory data, which is a natural multi-dimensional data type that combines with unstructured data format. Hence, using those storage systems to store the trajectory data directly will significantly reduce the performance of query processing.
In-memory data management
There are several in-memory database systems have been proposed or implemented. IMS/VS Fast Path [18] is one of the earliest commercial database product. It uses the group committed for transactions to support productivity. An other earlier version of inmemory database [1, 7] based on IBM's OBE system uses points to speed up the ad-hoc transaction queries. Baulier et al. [3] implement a commercial in-memory database system, which is called DataBlitz Storage Manager. Plattner [31] indicates that in-memory database outperforms the traditional database system for both OLTP (Online Transactional Processing) and OLAP (Online Analytical Processing). Subsequently, [32] implements a new column-oriented based in-memory database. Bining et al. [6] propose a dictionarybased order-preserving string compression algorithm in the in-memory column system. On the other hand, Rao and Ross [33] propose CSB+-trees as the main-memory index structure, which is a CPU cache optimized method and is improved from B+-trees. At the same time, a cost model for in-memory database system is proposed by Manegold et al. [28] , which provides an accurate cost function for database operations. Due to the underlying use of the relational model in these in-memory database systems, analytical trajectory queries cannot be well-supported.
Trajectory storage and indexing
The most popular and classical data structure for spatial data is R-tree [16, 19, 20] . However, directly applying R-tree on spatial dimension and temporal dimension is not good enough. According to [30] , we know approximating the line segments of trajectories with MBBs (Minimum Bounding Box) in R-tree is problematic, since large amounts of "dead space" are introduced where the MBB covers a large portion of space but the actual space occupied by the trajectory is small. Therefore, many optimizations are proposed to make the R-tree based structures support the trajectory data [16, 19, 21] . Gowanlock and Casanova [19] proposes a method to split trajectories into smaller segments such that the R-tree can be used without too many "dead space". This is in fact similar to our work of splitting trajectories into columns. Although trajectory splitting is an option for the R-tree, we do not compare it with our method since it is not the major focus of our work. TB-tree [30] uses a hybrid tree structure to store and index both spatial and temporal information, but is not adequate to process long trajectories, which makes the bounding rectangles very large. TPR-tree [36] and TPR*-tree [39] invoke the predication model to predict the future positions of moving objects. On the other hand, partitioning trajectories into segments becomes a new way to improve the query performance. Rasetic et al. [34] derive an analytical cost model to control the splitting process for a trajectory into segments based on given query. SETI [10] stores trajectory segments in a 3D R-tree for their spatial information. Meanwhile, SETI indexes the temporal information by using one dimensional time lines to increase the search performance. PIST [9] partitions the sample points rather than partitioning the trajectories. Similarly, the TrajStore [13] proposes a new adaptive storage system that indexes the trajectory data based on quad-tree index and clustering methods. These algorithms or systems are designed for disk based systems, which means I/O cost between hard disk and memory is the main concern. However, there is no I/O cost in inmemory based systems. Thus these algorithms and systems are not feasible for in-memory environment.
Trajectory similarity measurement
In a sense, the trajectory data is a kind of time-series data with spatial value. A fundamental ingredient of trajectory analysis tasks are the distance/similarity measurements that allow to effectively determine the similarity of trajectories. But unlike other simple data types such as ordinal variables or geometric points where the distance definition is straightforward, the distance between trajectories needs to be carefully defined in order to reflect the true underlying similarity. This is due to the fact that trajectories are essentially high dimensional data attached with both spatial and temporal attributes, which needs to be considered for similarity measures. As such, there are over distance measures for similarity of trajectory or time series data in the literature, e.g., Euclidean distance (ED) [14] , Dynamic Time Warping (DTW) [5, 24] , distance based on Longest Common Subsequence (LCSS) [41] , Edit Distance with Real Penalty (ERP) [11] , Edit Distance on Real sequence (EDR) [12] , DISSIM [17] , and similarity search based on Threshold Queries (TQuEST) [2] . Many of these works and some of their extensions have been widely cited in the literature and applied to facilitate query processing and data mining of trajectory data. However, these similarity measurements are not suitable for the large scale trajectory data. The main issue is that a trajectory may contain several months or even several years records for only one moving object. In practical, most similarity trajectory analytic tasks are focusing on particular time period. Therefore, these similarity measurements cannot return useful results for our trajectory analytic tasks especially when using large scale dataset.
Storage architecture
The storage architecture is illustrated in Figure 1 , which includes two main parts: the realtime query processing component and the in-memory data storage. The in-memory data storage system encodes the raw historical trajectories [15] and stores them in a re-designed column-oriented data structure. The real-time query processing component is able to support 
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Storage architecture queries including window query, nearest neighbour query and trajectory similarity query in real time. We give a brief overview of these two parts in the following:
In-memory storage In the in-memory data storage component, we create a novel frame based column-oriented data structure to store the trajectory data. Hence, we propose three storage models, frame-based storage, I/P frame-based storage and cache-aware frame based storage, to convert and calibrate the raw trajectory data into this new frame based data structure. The last two models also embed trajectory compression algorithm to reduce the data footprint in the memory. We will discuss this part in Section 4.
Real-time query processing system We implement three query processing approaches to support real-time query processing in the system. The simple frame based approach is working over frame data structure; the hierarchical frame based approach builds a multi-level frame data structure from in-memory storage component to achieve better performance. Moreover, we extend previous approaches to allow parallel query processing. We will discuss this part in Sections 5 and 6.
In-memory storage
In this section, we detail these three data structures as well as their encoding algorithms to store the raw trajectory data into in-memory column-oriented data structure.
Frame-based storage
Different from basic operations (i.e., selection or deletion), most analysis tasks, such as window query and nearest neighbour query, only need to touch few trajectories to get answer. Therefore the row-oriented data structure is not good enough for such tasks, since scanning the whole table is hard to be avoid during query processing without indexing the data. In addition, the column-oriented data structure is known to have better performance in analysis task that compares with row-oriented data structure [31] . To get this advantage, we propose a novel frame based column-oriented data structure to store trajectory data in main memory. Thus, we create a sequence of frames from trajectory data directly. In each frame, we assign a particular time interval, then allocate each trajectory sample point to the related frame based on its recorded time. Therefore, a frame contains all the trajectory sample points that are recorded at the time interval of the frame. Such time interval is called frame rate. For instance, as Figure 2 shows, if we set the time interval as 1 minute (i.e. the frame rate is 60 seconds), the time period from 9:01 to 9:05 is split into 4 frames. To keep simple and tidy, each frame contains at most one sample point for each trajectory. To make this frame structure continuous in temporal space, each frame must be strictly synchronized by same time period (i.e., with same frame rate). Normally, the frame rate will be as same as sampling rate of trajectory. However, a trajectory in a raw trajectory dataset may have different sampling rates compared with other trajectories due to unstable GPS signal. Therefore, this situation makes the whole trajectory dataset become heterogeneous, which may affect the frame structure. To avoid this issue, if there are more than one sample point that belong to a same trajectory, they are aligned to the same frame. Then we calculate the SED [29] distance of each sample point, and keep the sample point with largest SED distance and remove the rest sample points in the frame. This is because the sample point with largest SED distance contains more information than the other points. In Figure 2 , p 3 and p 4 are aligned into F rame3. According to SED, it partitions the line segment between p 2 and p 5 into 3 equal-length segments. Since the SED distance between p 3 to its corresponding segment point is greater than that of p 4 , p 3 is kept and p 4 is removed. In addition, if there is no sample point of a trajectory locates in a frame, we use line interpolation method to add a new sample point of the trajectory into this frame. In Figure 2 , we insert p * into F rame3. Finally, we conduct a set of accuracy experiments in section 6 to show the influence of heterogeneous trajectories.
After allocating sample points into frames, converting each frame into column-oriented data structure becomes straightforward. Basically, we only need to insert each frame as a single column into the in-memory database. The ID of each column is named as its own time interval (e.g., 9 : 01-9 : 02) as Table 1 shows. In addition, each sample point (i.e., the object) in column contains its trajectory ID, longitude and latitude. After aligning, we do not need the timestamp information of a sample point any more, since the temporal information can be recovered by the column ID. The advantage is that our frame data structure is a natural column-oriented data structure and synchronized by time. Therefore, storing this data in the column-oriented structure is simple and elegant. We may notice that the interpolation of points can require an increase in memory. If significant interpolation occurs, then the benefits of a compressed data structure may provide limited performance gains. However, if the most of trajectories are collected in high sampling rate, this issue may not affect the performance too much. 
I/P Frame-based storage
For in-memory database, it is good to utilize compression techniques to reduce the size of data and improve query performance, since the compressed data can reduce the footprint of data in the memory, which in turn reduces the searching time in the memory. For trajectory compression, we consider delta encoding technique to compress the trajectory data, which keeps information for the first point and using the δ value to record the information for the rest of points. Therefore, the delta encoding will not change the sampling rate of trajectories and it allows the storage system to use less bits to store the trajectory data. However, a problems is raised when using delta encoding. For each column, the type of object (point) must be the same, which means the objects in a single column can only be original point or delta encoded point. However, the start time of trajectory and the length of trajectory is arbitrary, so we can not simply use delta encoding. Therefore, we propose a novel I/P frame based data structure to reduce the memory consumption inspired by the idea of video compression picture types [35] .
Building an I/P frame data structure includes grouping process and encoding process. First of all, we split the whole sequence of frames into small groups, called frame group, and each frame group contains n continuing frames. Based on the example in Figure 1 , if we set n = 4, and the F rame1 to F rame4 are allocated in a group.
After encoding phase, for each group, we keep the first frame raw information as an I-frame, and the subsequent frames, called P-frame, use delta encoding to be compressed.
The example is shown in Table 2 , the F rame1 is kept as I-frame I F 1 . The rest of the frames F rame2 to F rame4 as P 1 to P 3 , then we encode the sample points in P 1 by calculating the difference between I F 1 and its related sample points in P 1 as a P-frame point P 1 .P F 1 . Again, we continue encoding the sample points in P 2 and P 3 as P-frame points P 2 .P F 1 and P 3 .P F 1 respectively. At the end, we get one I-frame column and 3 encoded P-frames columns as shown in Table 2 .
However, this I/P frame encoding algorithm still has some drawbacks. For reconstruction of a segment of a trajectory contained in a frame group, current solution has to scan all of columns in that group, which includes both I-frame and P-frame. It is easy to see this process is expensive, since it has to scan too much memory. Therefore, the performance of query processing can be further reduced since it does not fully utilize the power of columnoriented data structure.
Cache-aware frame-based storage
To improve the trajectory reconstruction performance, the number of sequential scans for columns should be minimized during query processing. The idea of avoiding sequential scan in all columns in a frame group is to reduce the number of scans in P-frame, since the P-frames are highly related to I-frames. Therefore we fix the length of both I-frame column 
and P-frame columns in a group, which means the length of each P-frame column equals to the length of I-frame column. As a result, for the same segment of trajectory in a frame group, each P-frame point of that trajectory shares the same index with the point in I-frame. Meanwhile, if a trajectory segment has not fulfilled a frame group such as a trajectory segment has 1 I-frame point and 2 P-frame points in a n = 4 frame group, we use a Nil code as a place-holder in the rest of P-frames. Hence, to reconstruct a trajectory segment, we only scan the points in I-frame and access the P-frame points in P-frames directly in memory by adding the offset from I-frame point. Moreover, in each P-frame point, the trajectory ID is no longer needed, since it can be recovered from I-frame point. For example, as Table 3 shows, to reconstruct trajectory T 4 , we scan I-frame first to get its I-frame point, then we access the related P-frame points directly by adding an offset from the beginning address of each P-frame column. Moreover, in modern architectures of computer system, accessing data from memory to CPU is via a hierarchical memory structure. Typically, CPU has built-in cache memories, which is connecting to system main memory directly. On the other hand, the reading action from memory to CPU is parametrized by CPU cache line size (typical is 64 bytes), which is the basic transferring unit. For a reading action, CPU will read 64 bytes data from memory no matter these data could be fully used or not. Therefore, to increase the performance, it requires to fill up the CPU cache line as much as possible with useful data for each memory access to reduce the total number of accessing from CPU. However, this task is challenging as we need to store the P-frame point of a trajectory segment continuously and cannot break the column-oriented data structure at the same time.
Therefore, we use a hybrid data structure to store the P-frames in a frame group as they are highly related. Our hybrid data structure is based on a two dimensional array, which is created as an array [x] [y], where x equals to the number of I-frame points in this frame group, and y equals to the number of P-frame columns in this frame group. So, the value of x in array is the index of I-frame points; the value of y indicates the column number of Pframe group; and the object at array [x] [y] is the P-frame point. For example, array [1] [2] is the P-frame point P F 1,2 , which is shown in Figure 3 , and 1 for first I-frame point and 2 for second P-frame column. As a result, CPU can fetch an I-frame point with its related P-frame points and fill in a cache line block by a single memory accessing. When CPU tries to access the next P-frame point, it is already in the CPU cache, and CPU can access them directly without the need to search memory again. Consequently, it increases the performance of query processing. For example, as Figure 3 shows, assuming a memory access reads 2 points vertically from P-frame array. It will cost two memory seeking requests to decode a trajectory segment in a frame group for non-cache optimization data structure, since the other points in the cache line is not related to this segment and is not usable. On the other hand, it only needs to cost one memory access for decode this trajectory segment in the cache optimized data structure, since the related four points can be read from CPU cache directly. Table 3 Example of cache-aware frame-based structure 9:01−9:02 9:02−9:03 9:03−9:04 9:04−9:05
Figure 3
Example of cache-aware I/P-frame structure
Basic trajectory query processing
There are two fundamental query types, window query and top-k nearest neighbour (kNN) query. Formally, a trajectory T is a sequence of points {p 1 , . . . , p n } where p i .t is the timestamp of p i . For window query, it finds all trajectories in the data set that are active during a given period and passing a given region. For kNN query, it finds top-k trajectories in the trajectory data set that are close to a given point and active during a given period of time. 
Definition 2 (kNN Query) Given a time period [H S, H E]
and a query point q, the kNN query reports k trajectories or sub-trajectories that have the smallest distances to q, and in the meantime for each result
The distance between q and T is the minimum perpendicular distance from q to all line segments p i p i+1 in T .
In this section, we propose simple frame based approach and hierarchical I/P frame data structure based approach proposed to answer these queries. A parallel version for such approaches is discussed in Section 5.3.
Simple frame based approach
For query processing, it is necessary to reduce the number of reconstruction trajectory segments in the frame group as much as possible. In other words, the unnecessary frame groups should be pruned as much as possible. Therefore, we deploy a two-phase processing that includes pruning and refining. In the pruning phase, we first filter out the frame group columns, which are out of the given time period. For I-frame point (i.e., original trajectory sample point) in each frame group, we calculate the maximum moving distance D max for its P-frame points members. The D max equals to user defined maximum possible moving speed multiple the time duration of this frame group. Then we use D max as the boundary value of this trajectory segment for pruning based on different query types (i.e., Window query or NN query). In the refining phase, we decode and reconstruct trajectory segments from I-frame point with its related P-frame points and find the final answer based on given query type. More specifically, we detail the difference of query processing between window query and kNN query.
Window query For window query, at the pruning phase, we use D max to estimate the moving area of its related frame group (i.e., trajectory segment). If the moving area is overlapping with query window, we decode the P-frame points to find the actual answer of window query.
kNN query For the kNN query, we calculate the distance from I-frame point to query point and minus the D max as the lower bound. If the lower bound is greater than the current k th best true distance, which means this trajectory segment cannot be closer than current best examined trajectory, we can prune it safely. Otherwise, we put this trajectory segment into refining phase to find its true distance to the query point. Moreover, since we are processing on each frame group (i.e., the trajectory segment), not for the complete trajectory, we need to avoid the different frame groups with same trajectory ID to be pushed into result set. This situation can lead several trajectory segments with same trajectory ID (i.e., these segments belongs to one trajectory) to be consider as final results, which causes the number of final results (i.e., the returned trajectories) to be less than k, thus makes this query fail. Therefore, we extend the priority heap to a hashed priority heap, in which its elements are hashed by trajectory ID. When updating a new frame group, the system will first check the elements in the results set whether there is an element containing same trajectory ID as the new frame group. If it exists, system will only update the existing element by using this new frame group rather than creating a new element in the results set.
Hierarchical frame based approach
During the query processing, the most time consuming part is the sequential searching in Iframe columns. To reduce the searching time, we propose a new hierarchical frame structure that expands from simple frame based approach.
As Figure 4 shows, we build this structure from bottom to top based on the sample I/P frame data structure, which is used to reduce the number of I-frame columns visited during query processing. To reduce the complexity of the whole multi-layer structure, we still use frame group as the basic unit in the structure. First of all, we extract the I-frame columns from current top level to build a new I/P frame structure layer, which becomes an upper level of current level. Then we assign every n I-frame columns into a frame group, where n is the number of frames in a frame group. Afterwards, we use the same encoding methods 
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Hierarchical I/P-frame data structure that are proposed in the Section 3 to encode the I-frame columns in the new frame groups. That means, in each new frame group, we keep the first I-frame column unchanged as the new I-frame column and re-encode the rest I-frame columns as the new P-frame columns. Figure 4 shows the process to build level 2 structure from level 1 structure and build level 3 structure from level 2 structure respectively. During the processing, we keep building new layers until the time duration of frame group becomes greater than the average time duration of trajectories at current level. This is because if we do not stop building at this level, most trajectories will be represented as a single frame point at the upper level, and such level cannot assist in improving query processing.
Although the encoding technology reduces the space consumption substantially, keeping the I-frame columns information in each level is still space consuming and will limit the number of layers in hierarchical structure due to the memory space limitation. When we build a new layer, for each new I-frame point that needs to copy from lower level, we only copy the memory address from original I-frame point instead of copy full information. The full information of such I-frame points are kept in the bottom level only. Therefore, we can reduce the memory consumption by using this data structure. In addition, we use the same strategy to copy/encode new level P-frame points. Hence, when algorithm accesses such Pframe point, it gets the information directly without need to decode this P-frame point, and increases traversing speed of algorithm.
At the same time, in the high level of hierarchical structure, the frame points of each trajectory become sparse, which leads to not only making the time duration between each frame column very large, but also the distance between two frame point becomes greater. Hence, it is easy to see the bound D max will be too large to do the pruning. This is because a large value of D max will increase the searching space dramatically, which reduces the performance of query processing or even makes it as same as the exhausted search. To solve this issue, for each frame group started at the bottom level, we calculate its MBR information and embed it into its I-frame point to instead of calculating the D max during query processing. As the upper level MBR information is calculated based on the MBR information of its lower level frame groups, so it covers all the MBRs in the lower level frame groups used to build this frame group. For example, the MBR of F G 2,1 is the superset of MBRs that include frame groups from F G 1,1 to F G 1, 3 .
In addition, since the structure of each layer in whole hierarchical structure is the same, we modify our two phase processing with only a few changes. The best first algorithm is used for traversing the hierarchical structure. First, we initiate a priority heap and push the first level frame groups within query time range into it. Then if a popped frame group is already in the bottom level, we use the algorithm same as simple frame based approach to update the results set. Otherwise, we travel into next level by decoding the popped frame group directly, and filter out decoded frame groups in next level that are out of the time range in query. Finally, we examine filtered frame groups and update the priority queue. Now we detail the process for each type of query:
Window query For each selected frame group, we check the MBR information in its Iframe point. If the MBR is overlapping with query window, we decode them. For example, in Figure 4 , if frame group F G 3,1 at level 3 is popped from candidate list, we then select frame group from F G 2,1 to F G 2,3 at level 2, which are used to build frame group F G 3,1 . The refining phase is same as simple frame based approach.
kNN query For the kNN query, we use the minimum distance from MBR to query point as the new lower bound for pruning phase, and then we calculate its lower bound and push it into the priority heap. If a frame group is already in the bottom level, we calculate its true distance from query point to this frame group. If the true distance is less than best so far distance, we push this frame group with its true distance into our hashed priority heap as update in the result set.
Parallel computing
A general configuration of modern servers typically contains multiple CPUs with multicores built-in in each CPU. Therefore, it now becomes the standard that supports parallel computing for query processing, which can fully release the power of parallel computing. The problem of paralleling query processing is like a divide and conquer problem, for instance, how to divide a query into sub-queries to send to different threads and how to combine the sub-results into final result. Based on the advantage of I/P frame data structure, where each frame group is highly independent and "share nothing" with each others, the divide and conquer process is simple, and very stable. First, we create a thread pool to manage threads. Then we assign each frame group column into different threads to process and push results to the queue. Afterwards, we do parallel decoding to get the next level frame groups from popped frame group and assign them into different thread. In each single thread, we run the algorithm proposed in hierarchical frame based approach to check and keep traversing strategy. Finally, we merge the results from each single thread. Now we detail our approach for parallel window query, and parallel kNN query. kNN query The challenge of parallelization kNN query is that the value of the best so far (the minimum distance from current candidate trajectory to query point) needs to keep updating efficiently to shrink the spatial search area during query processing. Therefore, during query processing, each single thread uses the current best so far value for pruning and returns a new trajectory id with its distance if any better candidate is found. Once a single thread finds a better candidate, it first applies a lock on both the best so far variable and the hashed priority queue. Then, this thread updates the best so far value if the distance of this candidate is better than current value, and updates the hashed priority queue. At the end, this thread releases the locks and sends a signal to system to wait for assigning next frame group. System continues assigning frame group(s) to free threads in the thread pool until all the frame groups in the candidate list are investigated.
Window query

Trajectory similarity search
In this section, we first introduce the problem definition of trajectory similarity search, which considers both spatial and temporal information in Section 6.1. Then, we discuss the algorithms for processing the trajectory similarity search on the I/P frame structure in Section 6.2.
Problem definition
The general definition of trajectory similarity search is that given a query trajectory, the algorithm will find trajectories in trajectory database, which are similar with query trajectory (i.e., the similarity between query trajectory and result trajectories are high). In general, the similarity is calculated based on the distance between query trajectory and the trajectories in database, and the distance is calculated by similarity measures such as DTW (Dynamic Time Warping) [4, 43] and LCSS (Longest Common Subsequence) [40, 41] etc. However, this general definition is not suitable for the large scale trajectory data. There are two major issues, the first is that a trajectory may contain several months or even several years records for only one moving object. In practical, most similarity trajectory analytic tasks are focusing on particular time period, for example, finding the different pattern of traffics between the peak time and off-peak time everyday. Therefore, the traditional trajectory similarity search cannot return useful results for such trajectory analytic tasks when using large scale dataset. In addition, another issue is about the variable length of trajectory data. As we discussed before, the length of each trajectory in database is different. For example, if we compare the similarity between a two hours trajectory and a two months trajectory, it does not make any sense for similarity analysis. To solve these two issues, we extend and refine the definition of trajectory similarity search in the following, where we assume all of the trajectories are frame encoded. Consequently, we do not use the minimum distance between two trajectories (i.e., the minimum distance of sample point pairs) to measure the similarity between two trajectories, since such measures are point based measures and cannot reflect the similarity between two trajectories. For instance, as Figure 5 shows, the trajectory T 1 is similar with T q , however if we use the minimum distance to measure the similarity, the T 2 will be considered more similar than T 1 with T q , since the minimum distance between T 2 and T q is less than T 1 and T q . Therefore, this is the reason why we compare the distance for each point pair to make sure the result trajectories segment is similar with query trajectory practically. That means if a trajectory segment T S is similar to T q , the distance from p T S 1 to p q 1 must be less than α 2 4 are larger than α (the α is shown as the circle). We give more examples in Figure 6 , assuming we have a trajectory T 1 and a query trajectory T q . For similarity query, we set the time period [H S, H E] from t 1 to t 7 and the threshold is α, where H S = t 1 and H E = t 7 . For trajectory T 1 , we can see that a subtrajectory from p 1 1 to p 1 3 , which denotes as T 1 S 1 , and another sub-trajectory from p 1 5 to p 1 7 , which denotes as T 1 S 2 , are match the query trajectory T q . Therefore, both trajectory segments T 1 S 1 and T 1 S 2 are selected as the results for trajectory T 1 . Moreover, if we change the time period from t 1 to t 5 , although the sub-trajectory p 1 5 to p 1 7 matches the query trajectory, the timestamp of p 1 6 and p 1 7 is out of the given time period. Hence, the sub-trajectory T 1 S 2 cannot be returned as a result.
Definition 3 (Trajectory Similarity Query) Given a time period [H S, H E], a query trajectory T q and a threshold α, a trajectory similarity query is to find a set of trajectory segments T i S j ∈ T i , where the length of T i S j equals T q and T i is
Query processing on I/P frame structure
The naive way to solve this query is to decode the trajectory from frame structure first, and then find the results directly. It is easy to see that this naive solution is not an efficient way to process this query and does not utilize the advantages of the frame structure as well. Therefore, to keep the efficiency of the trajectory similarity search on the frame structure, we need to solve three challenges. The first challenge is to prune the unnecessary the trajectories (i.e., frame groups) effectively and efficiently, which means decoding frame should be avoided in pruning processing as it will cost extra running time. To calculate the actual distance, the candidate frame groups need to be decoded to original sample point. In this case, it raises the second challenge, which is required to decode the frame to original sample points very quickly. The last challenge is to find the trajectory segments from candidate trajectory set efficiently. Hence, to solve these challenges, we propose a novel method, which includes three phases, pruning, decoding and searching. We discuss our three-phases method in the following:
Sliding window based approach
In order to prune the frame groups and process the trajectory similarity search, we first synchronize the query trajectory by using trajectory calibration techniques [38] , if the query trajectory does not come from the same dataset. This is because, if the trajectories are heterogeneous, the similarity measure may suffer the accuracy problem, which is discussed in [38] . After the query trajectory is calibrated, we select frame groups that are within a given time period, and start the first phase of query processing, which is the pruning phase. In the pruning phase, we can use the maximum moving distance D max to prune the frame group. So, we only need to test the I-frame point first. If the minimum distance between Iframe point and query trajectory is larger than D max + α, it means this frame group does not contain any sample point and its distance to any point in query trajectory can be smaller than α, then we can prune this frame group safety. After all of frame groups are scanned, the filtering processing is executed on these candidate frame groups.
In the filtering process, we sort the candidate frame groups by trajectory ID. After that, we can get the length of each continuing frame group (i.e., number of sample points) and compare with length of query trajectory. If the length of a continuing frame group is less than the length of query trajectory, these frame groups can be filtered out, since their previous frame group and next frame group have been pruned. For example, assuming a trajectory contains 5 frame groups from F G 1 to F G 5 and n is set to 8. After the pruning process, the frame group F G 1 and F G 5 are pruned, the rest of frame groups F G 2 , F G 3 and F G 4 are put into candidate set. In this filtering process, we calculate the total length of F G 2 , F G 3 and F G 4 (i.e., the sample points that these frame groups contains). If the total length of these frame groups is less than length of query trajectory, we can filter out the frame group F G 2 , F G 3 , F G 4 directly as they cannot contain the result trajectories.
In the decoding step, we can decode the candidate frame groups directly to re-construct the candidate trajectories. Then, we move to the searching phase. In order to find the exact similar trajectory segments, we use a sliding window to check each candidate trajectory segment. The size of the sliding window equals to the length of query trajectory. During query processing, for each candidate trajectory, we move this window among this trajectory, and calculate the actual distance of each point pair to check whether there is a segment of candidate trajectory that meets the requirement. For example, we first test the trajectory segment, which is contained in the window, and then we slide the window into the next point to repeat the computation task again. We keep the sliding window moving until it reaches the end of the trajectory. If there is more than one possible result such as the trajectory segment from p 1 4 to p 1 6 , and another trajectory segment from p 1 5 to p 1 7 both meet the requirement with query trajectory as Figure 7 shows. In this case, we calculate the average distance from query trajectory to each trajectory segment and select the one with minimum average distance. In this example, trajectory segment from p 1 4 to p 1 6 is returned as result. Otherwise, if two trajectory segments are not connected, then both segments are returned as the final results.
However, this algorithm still has some drawbacks. First of all, the boundary value D max could be very large if n is large, which can cause the low performance of pruning phase, while the searching space is now very large. The second is that the decoding phase still needs more optimization to reduce the processing time. In the last, using sliding window is timeconsuming. This is because, in most cases, the length of query trajectory is much shorter than candidate trajectory, which means the time complexity of search phase is O(ab), where a is the length of candidate trajectory and b is the length of query trajectory. Therefore, this algorithm needs further optimization to improve the performance. 
MBR based approach
As we discussed before, each frame group has been embedded into the MBR. Therefore, in the pruning phase, we calculate the MBR information of query trajectory firstly. And then we use the minimum distance between MBR of query trajectory and MBR of each frame group as the new boundary value, which is also combining with α, to prune the frame groups. Using MBR information can improve the performance significantly as it will reduce the search space a lot. Meanwhile, we can also invoke parallel processing on filter phase, since each frame group is independent that it is the one of advantage of the frame structure. Following by this, each frame group can be assigned to a different thread to check the bound value. In addition, the filter step still remain the same, since it can be done very quickly.
In the decoding step, we can also invoke parallel processing to further accelerate the speed of decoding. Based on this, each frame group will be assigned into different threads for decoding. To continue improving the performance of searching phase, we utilize the benefits of the frame structure. As all of the trajectories are synchronized, we can transform trajectories as a text, and each frame point (i.e., trajectory sample point) in that trajectory is considered as a word. Therefore, if the distance between two sample points is less than α, these two points can be looked as the same word. Moreover, it allows us to use the text similarity measures to do the similarity search on trajectory. The text similarity searching has been extensively studied, we decide to use KMP algorithm [25] . There are two advantages that we use KMP to do similarity search, the first is the KMP algorithm is easy to extend to support the distance calculation, the second is the time complexity of KMP algorithm is linear O(a + b) , where a is the length of candidate trajectory and b is the length of query trajectory. Hence, it is better than sliding window computation.
Experiments
In this section, we conduct extensive experiments on real trajectory datasets and a synthetic trajectory dataset to study the performance of the proposed data structure and query processing methods.
Experimental setup
We use two real world taxi trajectory datasets (A: Beijing, B: Nanjing), which are collected by a third party cooperation and cannot be open published due to a confidentiality agreement. Similarly, for testing the influence of heterogeneous trajectory dataset in our system, we generate a synthetic trajectory dataset; and the sampling rate distribution will be based on normal distribution with different mean and standard deviation of sampling rate. The results are discussed in Section 6.3. The detailed statistics of the datasets are given in Table 4 , where the last column indicates the percentages of raw sample points in the datasets after interpolation for default value of time interval for frame. We compare the time cost of the proposed column-oriented data structures against the row-oriented data structure. The row-oriented data structure is segmenting the trajectory and storing them in-memory, which is implemented by ourselves and called segmented trajectory database. In the segmented trajectory database, a trajectory is split into small segments, and each segment contains a fixed number (or no more than a fixed number) of sample points. Each segment is described as a MBR, which also includes its start time and end time to speed up the query processing. For number of sample points in each segment, we experimented with different values, and finally chose 50, which achieves the best performance in our experiments. Moreover, we also have tried to use R-tree. However, it costs much more additional main memory compared with our method, thus we do not discuss it in experiments. Table 5 shows the default value and the range of each parameters. Due to the space limitation, we only examine the kNN query with k = 5, since we are more interested in how length of time interval of query can affect the performance. The T s is the sampling rate of the trajectory datasets, so 2T s means the time interval of each frame is two times with trajectory sampling rate. The default value of time interval for frame is T s , which is to avoid the accuracy issue to make a fair competition with baseline method. For our hierarchical based approach, we set the building stop condition as equal to the time duration of each frame group when it reaches average length of trajectory. Meanwhile, we use 10 cores for parallel model testing. For each set of experiment, we generate 100 queries and calculate the average running time. Each query is generated randomly with selected value of parameters. All the algorithms including segmented trajectory database are implemented in Java and run on a sever with two Intel 8-cores CPUs and 192GB memory.
Performance evaluation
Frame storage evaluation
In this section, we compare the different performance between segmented trajectory database, frame storage, I/P frame storage and cache-aware I/P frame storage on real world datasets. To minimize the effect from query processing approach, for I/P frame storage and cache-aware I/P frame storage, we only use the simple frame based approach; for frame storage, we apply sequential searching on each frame column.
Performance of window query
We first evaluate the efficiency of these four approaches with different window radius with default time interval. The results are shown in Figure 8 , we can see that the performance of column-oriented based data structure are very stable. This is because the main cost of query processing in column-oriented based data structure is searching on the I-frame columns; and the number of I-frame columns that need to be searched are fixed since the time interval of queries are the same in this experiment. Hence, the performance of I/P frame storage is better than frame storage, since less I-frame columns need to be searched. Moreover, the cache-aware I/P frame storage optimizes the decoding performance, so it gets the best performance. Then, we conduct another experiment by changing the size of time window of each query, the results are also shown in Figure 8 . Based on results, we can see that the length of time interval is the main factor that can affect query performance, especially for column-oriented based data structure, since the length of time intervals decide how many frames need to be searched in I/P frame based storage.
Performance of kNN query
We investigate the query performance with regard to the length of time interval for each query. The results are shown in Figure 9 . Similar to window query, the length of time interval of each query is also the main factor to affect query performance. Moreover, different to window query, the kNN query needs to investigate more frame points to get the final answers. Therefore, for I/P frame based storage, the cost of decoding P-frame points can also be much larger than window query. At the same time, the cache-aware I/P frame storage can reduce the decoding cost as it is optimized for CPU cache to increase decoding performance. Hence, the cache-aware I/P frame storage is much faster than I/P frame storage, when compared with window query. Finally, we can see that the Segmented Trajectory Frame I/P Frame Cache-aware I/P Frame Figure 9 Performance of kNN query I/P frame storage can improve the performance to at least 10 times faster than row-oriented database.
Effect of frame rate Next we study the query performance when the frame rate is varying.
We use the running time of kNN query on the dataset A as the measurement. As the frame rate will cause the same effects in the three frame storages, we only examine the cache aware I/P frame storage. The results are present in Figure 10 . Without considering the accuracy, the experiment with parameter setting 3T s has the best performance since the size of whole dataset has been reduced significantly. In addition, the increasing frame rate will make the distance between two sample point longer and increasing search area of each frame group. Therefore, it causes more candidate frame groups to be pushed into candidate list and reduce the performance in the refining phase.
Effect of number of frames for each frame group Finally, we evaluate the query performance with different n. We use the same measurement method as the effect of frame rate. The running time is reported in Figure 11 . As frame storage do not have frame group structure; and both I/P frame storage and cache-aware I/P frame storage use the same frame group structure, we also only examine the cache-aware I/P frame storage. We can find the performance is increasing when the number of n is increasing. This is because, in the query processing on P-frames, the system can access the P-frame points directly without need to search the P-frame columns and send to CPU to decode, which can reduce the search time and increase the performance. Meanwhile, the system can get more benefits for the compression technical, which can reduce the consumption of memory bandwidth. 
Query processing evaluation
In the next set of experiments, we look at the different performance of our query processing approaches, which are simple frame based approach, hierarchical frame based approach and hierarchical frame based approach with parallel computing. We will test the performance of window query and kNN query.
Performance of window query Similar to previous experiments, the results are illustrated in Figure 12 . Without surprise, the hierarchical frame based approach is better than simple frame based approach, which shows using the hierarchical structure and MBR can reduce the search space significantly. On the other hand, the parallel computing technology can improve the performance when the time interval is increasing. This is because, the overhead cost of parallel computing is more than single thread, since it has to create a thread pool to manage the threads at beginning, which leads to lower increase if the investigated I-frame columns are small (i.e., in the short length of time interval). But this overhead cost is constant, so the parallel computing approach can achieve large increasing of performance when the search space is large.
Performance of kNN query
We now evaluate the performance of kNN query with changing the length of time interval, which is shown in Figure 13 . We can see the hierarchical frame based approach can improve the performance around 30%. As the kNN query needs to investigate more frames, the parallel computing approach boosts the performance close to the theoretical performance improvement, which is near 10 time faster compared with single thread.
Scalability evaluation
We also evaluate the scalability of all the approaches under two queries/operations. To achieve this, we random select trajectories in the dataset A with different number from 70k to (approx.) 243k. Therefore, when we increase the number of trajectories, the density of trajectory in certain area (i.e., the area is covered by whole trajectory dataset) also be increased to the higher value. The running time is reported in Figure 14 . It is illustrated that the time cost of all three storages increase linearly/sub-linearly with respect to the size of dataset. Hierarchical frame based approach with parallel computing achieves the best performance in this experiment. Parallel computing vs. single thread We evaluate the performance of parallel computing compared with single thread, and also enlarge the number of cores to see the corresponding performance. In Table 6 we can see, when we enlarge the number of cores used for computing from 4 to 12, the boost rate increases from 2.5X to 8.39X.
Accuracy and compression ratio evaluation
The accuracy testing is designed for frame storages particularly, as we mentioned above, time interval of each frame (i.e., frame rate) will affect the accuracy in frame encoding methods if time interval of each frame is larger than sampling frequency. At the same time, the compression ratio is calculated by the size of encoded data in the memory divided by the size of original data in the memory Effect of frame rate We evaluate the accuracy by changing the time length of each frame.
To measure the accuracy, we first randomly select 200 points; and find their kNN trajectories as ground truth, where k = 100. Then we use these points as the query points to do same query processing on the our approach. After we get the results, we use recall to measure the accuracy. For example, for a query point, its kNN (k = 5) ground truth is 1, 2, 3, 4, 5, and result of our approaches is 1, 2, 3, 4, 6, and its recall is 80%. The results are shown in the Table 7 with the compression ratio. As expected, increasing time length of frame will cause a low accuracy rate, but the compression performance is increased in this case. Moreover, when the time length of each frame is less than sampling rate of trajectory, there is no improvement in accuracy, but the need for memory is increased. Effect of number of frames for each frame group Then we investigate the compression ratio with regard to the number of frames in a frame group. The results are shown in Table 8 for both datasets. We observe that for different value of n, definitely, the higher n is set, the higher compression ratio we can achieve. This is because increasing n will reduce the total number of I-frame columns in the whole storage system; and P-frame point costs much less than I-frame point.
Synthetic trajectory data evaluation
The range of mean and standard deviation of sampling rates is shown in Table 9 . Meanwhile the range of sampling rate is from 30 seconds to 240 seconds during generation. Moreover, in this experiment, we set the frame rate equal to the mean sampling rate, and use the same settings (kNN query) as previous experiment for accuracy and performance testing. Figure 15a illustrates the effect of standard deviation of sampling rate. As we can see, the heterogeneous trajectory can cause an impact on accuracy of query processing, especially when the standard derivation is high. This is because, if sampling rate of a part of the trajectory is higher than mean sampling rate, some sample points will be removed during frame encoding. Therefore, the higher standard deviation, the more sample points will be removed. This case will decrease the accuracy rate, which is similar as the evaluation of effect of frame rate. However, we can see that our system has a good tolerance for low standard deviation. On the other hand, there is no effect on performance for different standard deviation since it does not affect the frame rate. Figure 15b shows the results of different mean sampling rates. We can find that performance is increasing with lower mean sampling rate, since less frame group columns will be scanned during query processing. This is because, the larger mean sampling rate has longer frame rate, which reduces the number of frame group column in a certain time period. In the same time, based on our evaluation settings, the smaller mean sampling rate can increase the accuracy. The reason is the smaller frame time interval in each frame, which means the number of sample points that need to be removed is lower than the larger frame time interval for high sampling trajectories. 
Effect of standard deviation
Effect of mean sampling rates
Evaluation of trajectory similarity search
In this section, we implement four algorithms with different processing strategies. We divided our algorithm into two main parts. The first part includes pruning phase and decoding phase and the second part includes calculation phase. The details of implemented algorithms are listed in the following Table 10 , where S is denoted as single thread based algorithm, P is denoted as multi-thread based algorithm and RC is denoted as reconstructing algorithm (i.e., decoding algorithm). Moreover, we still use the same real world datasets for this experiment, and the additional parameters settings are listed in the Table 11 .
Effect of query time interval
The query time interval is a main factor that can affect the performance of query processing. The results of these algorithms are shown in Figure 16 for both datasets. The running time of naive algorithm is increasing very fast while the duration of query time is increasing, since the longer query time will require more frame groups (i.e., more sample points) that need to be tested. The performance of single thread MBR-KMP algorithm is better than the naive algorithm due to better pruning algorithm and distance calculating algorithm, however, the trend of performance is similar with naive algorithm. For multi-thread MBR-KMP algorithm, we can see its performance is same as the single thread MBR-KMP algorithm. This is because the overhead cost of multi-thread is more than single-thread, such as thread pool management and thread allocation management. But, when the duration of query time is increasing, the power of parallel processing starts to release, as we can see, the performance of multi-thread MBR-KMP algorithm is stable. Therefore, the performance of multi-thread MBR-KMP dominates other two algorithms.
Effect of α The next experiment studies the different value of α, since it is another factor to affect the performance of queries. The results of these algorithms are reported in Figure 17 .
Comparing multi-thread MBR-DP algorithm and multi-thread MBR-KMP algorithm, the multi-thread MBR-DP algorithm is faster 20% than multi-thread MBR-DP algorithm, which means KMP algorithm can reduce the computational cost compare with the sliding window algorithm. However, as we can see, the running time of multi-thread MBR-KMP algorithm is 5 times faster than naive method, which shows the advantage of our pruning method on frame structure as it can prune the unnecessary frame groups effectively, and reduce the pressure of last calculating step significantly. The performance of the naive method decreases very quickly, since larger α will lead the pruning method of naive method lose efficacy and increase the calculation workload. Moreover, the performance of multi-thread MBR-KMP algorithm is stable, and shows the parallel processing can keep the performance in these tasks very well.
Effect of query length
The impact of varying query length is shown in Figure 18 . There is no doubt that the longer query trajectory needs more running time to get the results. This is because, the longer query trajectory may insect with more trajectories in the trajectory dataset; and this case will increase the number of trajectories to be pushed into the calculation phase. First of all, we notice that the performance of multi-thread MBR-KMP algorithm is two times faster than single-thread MBR-KMP algorithm, which provides the evidence that the parallel computing can obtain many benefits from our novel frame structure, even if our algorithm is partial paralleled (i.e., the pruning phase and decoding phase is paralleled, but the calculation phase is not). Moreover, it also shows the parallel processing can exactly improve the performance for our pruning and decoding algorithms. In addition, the running time of sliding window based algorithm is increasing faster than KMP based algorithm as longer query length will take more calculations in calculation phase.
Effect of n In this test, we investigate the performance with different n. The results are shown in Figure 19 . When n (n 24) is increasing, the performance of these algorithms are also increasing. The reason is that the larger n is set in I/P frame structure, the less number of frame groups will be checked in pruning phase. Moreover, a frame group with more P-frame points will also have better performance than a frame group with less P-frame points, since decoding P-frame points is much faster than seeking frame groups (i.e., I-frame points) in the memory. It is obvious that the number of frame groups can be reduced by setting a large n, which means the performance can increase a lot with a large n. Therefore, the number of n can affect the performance of similarity search more significantly than window query and kNN query, since similarity search requires decoding more frame groups. In addition, the large n will also increase the size of MBR or D max of each frame group and then reduce Time(ms)
Size of n P-MBR-KMP P-MBR-SW S-MBR-KMP Naive Figure 19 Effect of n the efficiency of pruning process. As we can see, when n is larger than 24, the increased performance of decoding has been counteracted by inefficient pruning processing.
Effect of T S
The results of similarity search are similar to the results of window query and kNN query, which is shown in Figure 20 . The lowest frame rate (i.e., 3T s ) has the best performance. Moreover, the performance of multi-thread MBR-KMP algorithm is much better than naive algorithm, when the frame rate is set to highest (i.e., 1/4 T s ). As the highest frame rate has the largest data size in this experiment, it shows the parallel computing is a good idea for large data processing.
Accuracy evaluation of trajectory similarity search
Based on previous experiment, we know that changing the frame rate in I/P frame structure can affect the accuracy of results significantly. In this experiment, we set five different frame rates, which are same as previous experiment, with different α to test the accuracy of similarity search. We set the α is from 50m to 300m. The accuracy is also measured by recall, and the results are shown in Figure 21 . These is no doubt that the accuracy will be reduced, when we set the frame rate is same as the original trajectory sampling rate. As 
Figure 21
Accuracy expected, if the frame rate is larger than original trajectory sampling rate (e.g., 1/4 T s and 1/2 T s ) and the α is small, the accuracy of results will not be also affected. This is because, the interpolated sample points do not change the shape of the trajectory, and no information will be lost due to the interpolation. Similar to window query and kNN, the accuracy can be affected significantly, when the frame rate is lower than original trajectory sampling rate as the shape of trajectory has been changed due to many sample points of trajectories have been removed. Finally, as we can see, the accuracy is very low with small value α. Therefore, it has a trade-off between data size and accuracy. If the application is more sensitive about accurate results, it is better to choose higher frame rates.
Conclusion
In this paper, we presented SharkDB, a new in-memory column-oriented storage system for storing and querying trajectory data. We developed an I/P frame based column-oriented data structure with CPU-cache optimization to provide an efficient storage system. To support efficient query processing, we proposed several algorithms that using both hierarchical structure and parallel computing, which fully utilize the of I/P frame data structure. Extensive experimental results based on both real and synthetic datasets demonstrate that the proposed method outperforms several baseline algorithms significantly with good scalability.
