We extend the analysis and discretization of the Kirchhoff-Love plate bending problem from [T. Führer, N. Heuer, A.H. Niemi, An ultraweak formulation of the Kirchhoff-Love plate bending model and DPG approximation, arXiv: 1805.07835, 2018] in two aspects. First, we present a well-posed formulation and quasi-optimal DPG discretization that includes the gradient of the deflection. Second, we construct Fortin operators that prove the wellposedness and quasi-optimal convergence of lowest-order discrete schemes with approximated test functions for both formulations. Our results apply to the case of non-convex polygonal plates where shear forces can be less than L 2 -regular. Numerical results illustrate expected convergence orders.
Introduction
In [5] we presented an ultraweak formulation of the Kirchhoff-Love plate bending problem and proposed a stable and quasi-optimally converging discontinuous Petrov-Galerkin scheme with optimal test functions (DPG method). Main contributions of that work are the setup and analysis of certain product spaces with corresponding traces and jumps, and the design of a formulation that does not require unreasonable regularity of the solution. Specifically, the shear force vector is not required to be L 2 -regular so that the bending moment tensor M is not necessarily an element of H(div, Ω) (the space of symmetric L 2 (Ω)-tensors with vector-valued divergence in L 2 (Ω)). It is known that the appropriate space for M is H(div div, Ω) of symmetric L 2 (Ω)-tensors with twice iterated divergence in L 2 (Ω), cf. Amara at al. [1] , see also Rafetseder and Zulehner [9] . This space has been at the center of our attention in [5] , and for a more detailed discussion of the Kirchhoff-Love model and related references, we refer to that reference. local construction can be done by defining a mixed problem with automatically invertible diagonal block and an off-diagonal block whose injectivity has to be checked. We verify the injectivity of this block in one case directly and in the other two cases by MATLAB calculations which are not reported here. Finally, in Section 5 we present some numerical experiments that underline the expected convergence of our fully discrete scheme. In particular, the chosen example is such that the shear force is not an L 2 vector field.
Throughout, the notation a ≲ b means that there exists a constant c > 0 that is independent of the underlying mesh such that a ≤ cb.
Model problem and DPG method
Let Ω ⊂ R d (d = 2, 3) be a bounded simply connected Lipschitz domain with boundary Γ = ∂Ω and exterior unit normal vector n. Our model problem is
Here, θ and M are vector-valued and symmetic tensor functions, respectively, and C is a constant fourth-order tensor that induces a self-adjoint isomorphism from L s 2 (Ω) to L s 2 (Ω), the space of symmetric second-order tensors with L 2 (Ω) components. The operator div is the divergence operator applied row-wise to tensors and εθ ∶= 1 2(∇θ + ∇θ T ) so that εθ = ε∇u is the Hessian matrix of u.
For d = 2, (1) is a simplified and re-scaled version of the Kirchhoff-Love model, cf. [5] for details. For its relevance for other fourth-order problems we present our continuous formulation and analysis also for three space dimensions. The fully discrete analysis will only be provided for two space dimensions.
In [5] we considered an ultraweak formulation of (1) and DPG approximation without the variable θ, that is, of the problem
In this paper we provide an extension that includes a direct approximation of the gradient θ, and analyze fully discrete approximations for formulations with and without the variable θ. In order to derive an appropriate variational formulation we need to recall some Sobolev spaces and associated traces, and introduce a new space and an extension of one of the trace operators.
Sobolev spaces and traces
DPG formulations are related with decompositions of the domain into elements. Specifically, we consider a (family of) mesh(es) T that consists of general non-intersecting Lipschitz elements. In the following, S refers to the skeleton of T and consists of the collection of element boundaries, S = {∂T ; T ∈ T }. Later, for the discretization, we restrict ourselves to two space dimensions and consider shape-regular triangulations T . We use the standard spaces L 2 (T ), H 1 (T ) and H 2 (T ) for T ∈ T with analogous notation
for Ω instead of T . The respective completions of spaces of smooth functions with compact support are H
These trace operators give rise to the trace spaces
and
Of course, the duality relations (5), (6) amount to integration-by-parts formulas, and the implied dualities forẑ ∈ H 3 2,1 2 00
with z ∈ H 2 0 (Ω) such that tr Ggrad (z) =ẑ, and
with Θ ∈ H(div div, Ω) such that tr dDiv (Θ) =q. The trace spaces are provided with the norms
⟨ẑ , Θ⟩ S Θ div div,T using duality (7), and q −3 2,−1 2,∂T ∶= sup
respectively. By [5, Lemmas 2, 3 and Propositions 5, 9] these are indeed norms. Now, due to the presence of the gradient unknown in our model problem, we need to introduce a Sobolev space where two variables are jointly controlled. For T ∈ T , we define the combined local test space H(div, div, T ) with components (Ξ, τ ) of symmetric tensors Ξ and vector functions τ as the completion (of smooth tensor and vector functions) with respect to the norm
The corresponding product space is H(div, div, T ) with norm (⋅, ⋅) div,div,T . Elements of this space can be tested with traces of H 2 -spaces. Specifically, for T ∈ T , we define the formally new trace operator
It is uniformly bounded for T ∈ T if we provide H 2 (T ) with the norm ⋅ 2,T enriched with the L 2 -norm of the gradient. In any case, we will not use bounds of this operators but rather of the corresponding global operator defined bỹ
Like for the previous trace operator tr (S) is defined dual to the (quotient) norm in H(div div, T ), but here we test with elements of H(div, div, T ). Therefore, we switch to the trace norm
which, in any case, is identical to the other norm due to [5, Proposition 9] , ẑ 3 2,1 2,00,S = ẑ Ggrad,0,S ∀ẑ ∈ H 3 2,1 2 00
(S).
Forẑ ∈ H 3 2,1 2 00
(S) and (Ξ, τ ) ∈ H(div, div, T ) we use the duality pairing
Let us note that the definitions (5) and (11) imply the identity
it is therefore clear thattr Ggrad is merely an extension of tr Ggrad when identifying H(div div, T ) with a subspace of H(div, div, T ) through the map Θ ↦ (Ξ, τ ) ∶= (Θ, div Θ). Furthermore, for sufficiently smooth functions (Ξ, τ ), e.g., such that div Ξ T ∈ L 2 (T ) for T ∈ T ,
where the boundary dualities are defined in the usual sense, cf. [5, Remark 1].
Variational formulation
Now let us consider our problem (1) . Testing relation (1a) with z ∈ H 2 (T ) and using (6) gives
Now, testing relations (1b) and (1c) with independent functions of natural regularity, this leads to a stability problem in the corresponding adjoint problem. In fact, the unknown used to test equation (1c) has the same regularity issue as the shear force div M which is not in L 2 (Ω) in general (cf. [5] and our example in Section 5). The combined test space H(div, div, T ) circumvents this problem. Testing (1b) and (1c) with Ξ and τ , respectively, for (Ξ, τ ) ∈ H(div, div, T ), using (1c) to replace εθ = ε∇u, we obtain by (11) (with z replaced by u) the relation
Since ∇u = θ, one sees that the terms (θ , τ ) and (∇u , div Ξ) T are well defined as the difference
. Now, combining (13) and (14), we obtain
Finally we introduce independent trace variablesû ∶=tr
with respective (squared) norms (u, θ, M,û,q)
and the following (bi)linear forms,
Then, our ultraweak variational formulation of (1) is:
Well-posedness and DPG approximation
Let us state one of our main results.
, or any functional L ∈ V ′ , be given. Then, (16) has a unique solution (u, θ, M,û,q) ∈ U, and it satisfies
The hidden constant is independent of f (or L) and T .
A proof of this theorem will be given in Section 3.1. Now, the construction of the DPG method with optimal test functions for an approximation of (16) is standard. One chooses a finite-dimensional subspace U h ⊂ U and selects test functions based on the trial-to-test operator T ∶ U → V, which is defined by
Here, ⟪⋅ , ⋅⟫ V denotes the inner product in V,
The discrete method is:
This construction is equivalent to minimizing the residual
is the operator induced by the bilinear form b(⋅, ⋅). When referring to DPG schemes, u E ∶= Bu V ′ is called the energy norm. Since the scheme minimizes the residual in the V ′ -norm, we obtain the best approximation in the energy norm. For this and other results we refer to the first papers on this subject by Demkowicz and Gopalakrishnan, e.g., [3] .
If one knows that the energy norm is uniformly equivalent to the norm ⋅ U , then the minimizing property immediately shows quasi-optimal convergence of the DPG scheme in the U-norm. Indeed, this is the case so that we can state our second main result.
(Ω) be given with solution u ∈ U to (16). Furthermore, let U h ⊂ U be a finite-dimensional subspace. Then, (17) has a unique solution u h ∈ U h , and it satisfies the quasi-optimal error estimate
The hidden constant is independent of f , T and U h .
A proof of this theorem will be given in Section 3.1.
Fully discrete scheme
In practice, optimal test functions in scheme (17) have to be approximated. This is done by replacing the test space V by a finite-dimensional subspace V h ⊂ V and the trial-to-test operator
The fully discrete scheme, called practical DPG method by Gopalakrishnan and Qiu [6] , then reads:
The discrete stability and quasi-optimal convergence of (18) follows from the existence of a Fortin
with a positive constant C Π that is independent of the underlying mesh T . To construct a Fortin operator with these properties one usually makes additional assumptions on the mesh sequence (shape-regularity of elements) and bounds the polynomial degrees. Theorem 2.1 from [6] then proves the following result.
Lemma 3. Assume that there exists a Fortin operator
is well posed and converges quasi-optimally,
where u h denotes the solution of (18).
For our fully discrete scheme we consider lowest-order approximations and meshes with shaperegular triangular elements. We will construct a Fortin operator for this case. Let us start defining the approximation space.
Approximation space. We use the construction of discrete subspaces of H (S) from [5] . Specifically, we restrict our consideration to two dimensions (that is, the plate problem), d = 2, and use regular triangular meshes T of shape-regular elements.
For T ∈ T , let P p (T ) denote the space of polynomials on T which are of order ≤ p ∈ N 0 , and
It remains to introduce discrete spaces for the skeleton variables (û,q). As they are traces, basis functions have to satisfy certain conformity conditions. This is why we need to introduce some notation for edges.
For T ∈ T let E T denote the set of its edges, and E ∶= ⋃ T ∈T E T . Denoting the space of polynomials up to degree p on E ∈ E by P p (E), we define
Then we define, for T ∈ T , the local spacê
We denote by N T the set of vertices of T ∈ T , set N ∶= ⋃ T ∈T N T and denote by N 0 ⊂ N the set of nodes which are not on Γ. Our discrete subspace of H 3 2,1 2 00
with associated degrees of freedom {(v(e), ∇v(e)); e ∈ N 0 }. The space is of dimension 3#N 0 . Now, to construct a discrete subspace of H −3 2,−1 2 (S), we define the local space
for T ∈ T . Here, ∂ t,E T denotes the tangential derivative operator that is taken piecewise on the edges of ∂T , cf. [5, Remark 7] . The space U dDiv,T has the following degrees of freedom,
γ e ∶= ⟦Θ⟧ ∂T (e) (e ∈ N T ).
Here, ⟦Θ⟧ ∂T (e) denotes the jump of the trace t⋅Θn ∂T at the vertex e in mathematically positive orientation. Now, the corresponding global space is
According to [5, Lemma 17] , it has the degrees of freedom
⟦Θ⟧ ∂T (e) (e ∈ N T , T ∈ T ), subject to
that is, its dimension is #E +#E +3#T −#N 0 . The set ω(e) consists of the elements T ∈ T which have e as a vertex. The constraints (23) can be implemented by using Lagrangian multipliers. Now, for the approximation ofq ∈ H −3 2,−1 2
(S), we use the trace spacê
It has the same degrees of freedom as U dDiv,T , cf. [5] . Eventually, our discrete subspace U h ⊂ U for the DPG approximation is
By [5, Theorem 19] , this space yields an approximation order O(h) for sufficiently smooth solutions.
Test space and quasi-optimal convergence. To define the fully discrete DPG scheme (18), it remains to select a discrete test space V h ⊂ V that allows for the construction of a Fortin operator. We select piecewise polynomial spaces of degrees three and four,
This selection guarantees the well-posedness and quasi-optimal convergence of the discrete scheme.
Theorem 4.
With the selection (24) and (25) of U h and V h , respectively, the scheme (18) is well posed and converges quasi-optimally,
with u h denoting the solution of (18).
Proof. By Lemma 3, it is enough to construct a Fortin operator Π ∶ V → V h that is bounded and satisfies b(w, v − Π(v)) = 0 ∀w ∈ U h . Constructing Π component-wise,
(T ) are bounded and satisfy
for any z ∈ H 2 (T ), and, since C is self-adjoint and maps P 0,s
for any (Ξ, τ ) ∈ H(div, div, T ). By definition of the bilinear form b(u, θ, M,û,q; z, Ξ, τ ), the required orthogonality then follows. Now, the operators Π
Ggrad
and Π
Div,div
will be constructed in § §4.3 and 4.4 below. Specifically, the respective mapping and orthogonality properties are shown by Lemmas 11 and 13.
Remark on the fully discrete scheme without gradient variable
In Section 4.5 below we also construct a Fortin operator Π dDiv for the space H(div div, T ). It ensures that the lowest-order DPG scheme from [5] (for the Kirchhoff-Love plate bending problem without unknown θ = ∇u) is well posed and converges quasi-optimally when selecting the discrete test spaceṼ
The numerical results in [5] suggest that the smaller discrete space P 3 (T ) × P 2,s (T ) is sufficient for the considered examples to guarantee discrete stability.
To be more specific let us recall the bilinear form of the variational formulation from [5] . It isb
with u, M,û andq as in this paper, and test functions (z, Θ) are taken inṼ = H
(T ) ×
H(div div, T ). Now, as in the proof of Theorem 4, one sees that the fully discrete DPG scheme in this case, with approximation spacẽ
and discrete test spaceṼ h as specified before, is well posed and converges quasi-optimally if there is a Fortin operatorΠ ∶Ṽ →Ṽ h that is uniformly continuous and satisfiesb(ũ;ṽ −Πṽ) = 0 for anyṽ = (z, Θ) ∈Ṽ andũ ∈Ũ h . Using the Fortin operator
) and see that it satisfies the required orthogonality properties. Indeed, one set of relations is satisfied by (26), and the remaining relations (again using that C induces a self-adjoint isomorphism P 0,s 
Analysis of the adjoint problem and proofs of Theorems 1,2
The well-posedness of the ultraweak formulation (16) is equivalent to that of its adjoint problem. In order to formulate this problem we have to identify the functionals that are induced by the skeleton terms ⟨û , (Ξ, τ )⟩ S on (Ξ, τ ) ∈ H(div, div, T ) and ⟨q , z⟩ on z ∈ H 2
(T ).
As we have seen in [5] , every elementq of the trace space H −3 2,−1 2
with operator norm denoted by ⋅ (−3 2,−1 2,S) ′ .
In [5] we have also seen that every elementv ∈ H 3 2,1 2 00
(Ω) assigns a value to the "jump" of Θ ∈ H(div div, T ). In the formulation under consideration, however, the variablê u ∈ H 3 2,1 2 00 (S) is acting on function pairs (Ξ, τ ) ∈ H(div, div, T ) through the duality (12). We therefore define a new jump functional by
measured in the operator norm ⋅ (Ggrad,S,0) ′ . Now, considering the duality pairings appearing in the bilinear form (15), the adjoint problem of (16) is as follows.
Here, the differential operators with index T refer to the operators acting on the corresponding product spaces (they are taken piecewise with respect to T ).
To prove the well-posedness of (31) we proceed as in [5] and study its reduced form. We first consider linear combinations of the relations, after testing appropriately. Specifically, for δz ∈ H 2 0 (Ω), we test (31a)-(31c), respectively, by δz, ∇δz, and −Cε∇δz. Summation yields
Now, by (11), (12), (30), and (31d),
Therefore, from (32) we obtain the following variational form of the reduced adjoint problem. 
At the heart of our analysis is the well-posedness of (33) whose proof requires some tools developed in [5] . These tools are recalled next. 
(S).
(ii) It holds z 2,T ≲ sup
with an implicit constant that is independent of the mesh T . Proof. With the appropriate tools at hand, the proof of this lemma is identical to the proof of Lemma 13 in [5] . For the convenience of the reader let us recall the principal steps. Adding relations (33a), (33b) we represent (33) with the notation a(z; δz, δq) = l(δz, δq).
The boundedness of the right-hand side functional is immediate by the involved dualities. The boundedness of the bilinear form a is also clear. It remains to check the two inf-sup conditions. (i) a(z; δz, δq) = 0 ∀z ∈ H 2 (T ) implies δz = 0 and δq = 0. Indeed, selecting z ∶= δz ∈ H 2 0 (Ω) so that [z, ∇ T z](δq) = 0 by Proposition 5(i), this shows that ε∇δz = 0 by the positive definiteness of C. Therefore, δz = 0. Now, using that δz = 0, we have that
that is, δq −3 2,−1 2,S = 0, hence δq = 0, cf. definition (9) of the norm.
(ii) The inf-sup condition
follows by duality, Proposition 5(ii) and the norm equivalence Cε∇δz ≃ δz 2 for δz ∈ H 2 0 (Ω). This finishes the proof of the lemma. 
Proof. By construction, the z-component of any solution (z, Ξ, τ ) to the adjoint problem (31) satisfies the reduced adjoint problem (33), which is uniquely solvable by Lemma 6. Then, Ξ and τ are uniquely defined by (31c) and (31b), respectively. It is also easy to check that τ satisfies (31a) and (Ξ, τ ) satisfies (31d). Finally, the bound for z 2,T is provided by Lemma 6. Bounding the remaining norms is immediate:
, and div τ T = g .
Proofs of Theorems 1, 2
To prove Theorem 1 we check the standard conditions.
1. Boundedness of the functional. This is immediate since, for f ∈ L 2 (Ω), it holds L(z) ≤ f z ≤ f z 2,T for any (z, Ξ, τ ) ∈ V.
2. Boundedness of the bilinear form. The bound b(u, v) ≲ u U v V for all u ∈ U and v ∈ V is also immediate by definition of the norms in U and V, cf. the corresponding functional spaces in (31a)-(31d).
3. Injectivity. If u ∈ U with b(u, v) = 0 ∀v ∈ V then u = 0, as can be seen as follows. For given u = (u, θ, M,û,q) ∈ U we select g = u, = θ, and H = M, and let r ∈ (H 
respectively. According to Proposition 7, there exists v ∈ V that satisfies the adjoint problem (31) with these functionals. It also yields
which proves that u = 0.
4.
Inf-sup condition. For given v = (z, Ξ, τ ) ∈ V let g, , H, r, and j be defined by the corresponding left-hand sides in (31). Then, by Proposition 7,
with an implicit constant that is independent of v and T .
This proves Theorem 1.
Recall that the DPG method delivers the best approximation in the energy norm ⋅ E ,
Therefore, to show Theorem 2, it is enough to prove the equivalence of the energy norm and the norm ⋅ U . The bound u E ≲ u U is equivalent to the boundedness of b(⋅, ⋅), which we have just checked. By definition of ⋅ E = B(⋅) V ′ , the other inequality, u U ≲ u E for all u ∈ U, is equivalent to the stability of the adjoint problem (31), which has been shown by Proposition 7.
We have thus shown Theorem 2.
Fortin operators
In this section we construct and analyze Fortin operators for the lowest-order trial space U h , cf. (24). We also present an operator that is appropriate for the DPG scheme from [5] with test space H 
Transformations
In the following, geometric objects, functions and differential operators carry the symbol "̂" when referring to objects related to the reference elementT . Traces of functions are denoted without this symbol from now on, except for their transformed functions on the boundary ofT .
Let F T ∶T → T denote the affine mapping x
, and set J T = det(B T ). In the following, we only consider transformations which generate families of shape-regular elements, h T refers to the diameter of T , and h T ∈ L ∞ (Ω) with h T T ∶= h T (T ∈ T ) is the mesh-width function. We also assume that J T is uniformly bounded so that h T L∞(Ω) = O(1) uniformly for all meshes T . This simplifies the writing of some norm estimates.
We recall the associated Piola transformation P T where, forτ ∶T → R Furthermore,
for any M ∈ H( div div,T ) and with generic constants independent of h.
Proof. The first two identities follow by definition of the transformation and tensor calculus. Relation (34) follows by these properties and the definition (2) of the trace operator, ⟨tr
The scaling properties (35) follow by standard arguments.
Combining the transformations H T and P T we obtain a transformation for elements of H(div, div, T ). The corresponding properties are obtained as before.
The relations
hold, in particular ⟨tr
Moreover,
for any (Ξ,τ ) ∈ H( div, div,T ) and with generic constants independent of h.
Basis functions for discrete trace spaces
Let us identify some basis functions for the trace space Q S (previously denoted byQ S ) and introduce another piecewise polynomial trace space of H 2 (T ). We do this locally for an element
Recall the space U dDiv,T defined in (21). For fixed T ∈ T , let e 1 , e 2 , e 3 be its nodes. We consider the space Q T ∶= tr dDiv T (U dDiv,T ) and choose a basis q j , j = 1, . . . , 9, associated to its degrees of freedom (22) such that
To construct the dual basis we consider a set of linearly independent functions. Let η 1,2,3 denote the nodal functions, i.e, η j (e k ) = δ jk for j, k = 1, 2, 3, and define
be the matrix with entries A jk = ⟨q j , η k ⟩ ∂T , j, k = 1, . . . , 9. If we prove that A is invertible, then the rows of A Let us analyze the matrix A. One verifies by simple calculations that A has the form
where
is an upper triangular matrix whose diagonal entries are non-zero. The matrix A is thus invertible if and only if the block A 3 ∈ R To finish the construction of the Fortin operator we observe that ker(ε T ∇ T ) = P 1 where A denotes the matrix associated to the inner product ⟪⋅ , ⋅⟫ H( div, div,T ) . Clearly, the mixed formulation admits a unique solution if C is injective. In our case this can be verified by some direct calculations (not shown). Since the solutionΠ Div,div (Ξ,τ ) ∶= (Ξ * ,τ * ) of the mixed problem depends continuously on the data, we conclude the boundedness estimate (51) with constants depending only onT .
We are now ready to conclude the existence of our second Fortin operator.
Lemma 13. There exists
The same argumentation shows that
Therefore, (52) follows from (48) and U ∂T = P 3,1
c (∂T ). To see (53) and (54) we note that both transformations H T and P T map polynomial tensor and vector functions, respectively, to polynomial functions of the same degree. Therefore, it is straightforward to show that (53) follows from (49). Furthermore, observe that
Since B T is a matrix with constant coefficients, identity (54) follows from (50).
Note that the commutativity property (56) directly follows from (54). For the proof of the commutativity property (57) and identity (55) let z ∈ P 2 (T ). Note thattr
(T ). The definition oftr
Ggrad T , cf. (10), and identities (52)- (54) yield
This shows (55) and (57).
Finally, to show the boundedness we first consider the L 2 -part of the norm. Scaling arguments and the boundedness ofΠ
To bound the other terms in the norm we employ the commutativity properties (56),(57) to conclude that
Combining the last two estimates finishes the proof.
Remark 14. We note that relations (54) and (55) have been used in the proof of Theorem 4 to verify the corresponding projection properties (27) and (28). There, piecewise constant functions
of higher degrees are needed in (54) to prove the boundedness of the Fortin operator Π Div,div via the commutativity properties (56), (57). Furthermore, in this paper, relation (55) for z ∈ P 0 (T ) is sufficient.
Fortin operator for the test space H(div div, T )
We now study a Fortin operator for test functions of H(div div, T ). As discussed in §2.5, it guarantees well-posedness and quasi-optimal convergence of the fully discrete scheme from [5] when the polynomial degree of the test space component for H(div div, T ) is increased from two to four.
Let us start with the construction on the reference elementT .
Lemma 15. There existsΠ
Proof. We follow the same idea as in Lemma 12 and defineΠ
c (∂T ). Here, ⟪⋅ , ⋅⟫ H( div div,T ) denotes the indicated inner product. The mixed problem is equivalent to the norm minimization problem subject to the constraints (58),(59). As in the proof of Lemma 12, the mixed problem has a linear system with matrix of the form
Here, A corresponds to the inner product in H( div div,T ). The mixed problem admits a unique solution if C is injective. As before, this can be verified by direct calculations (not shown). Finally, boundedness follows with the same argumentation as in Lemma 12.
We are now ready to conclude the existence of our third Fortin operator. 
A numerical example
We present numerical experiments for a model problem with singular solution. It corresponds to the second example in [5] . The domain Ω and initial mesh T are as indicated in Figure 1 . The reentrant corner at (x, y) = (0, 0) has the interior angle (Ω)-tensors with divergence in L 2 (Ω)). Now, for the numerical experiments, we take refinement steps with newest vertex bisection (NVB). This generates families of shape-regular triangulations. We either refine uniformly by dividing each triangle into four sub-triangles of the same area, or we perform adaptive mesh refinement of the form
As error indicators we use local (element) contributions η(T ) of the inherent (approximated) energy norm of the DPG method,
Here, V h (T ) ∶= V h T , using that the discrete test space has a product structure associated to the mesh. For an abstract analysis of this error estimator we refer to [2] . For the marking step we use the bulk criterion
where M ⊆ T is the set of marked elements. As usual we denote by h ∶= h T ∶= max T ∈T diam(T ) the discretization parameter. degrees of freedom The numbers on the side of the triangles indicate negative slope with respect to dim(U h ). The error curves for the energy norm η and for M in the L s 2 (Ω)-norm both exhibit the expected slope, whereas the other field variables u and θ = ∇u converge at a rate of about O(h). Figure 3 shows the corresponding results for adaptively refined meshes. All field variables and the error in energy norm converge at a rate close to O(h). degrees of freedom 
