The need for more uniform distribution of daylight admitted through side windows has stimulated significant research and development efforts in new fenestration designs and glazing technologies. Many of these approaches, including holographic glazings, rely on the common strategy of redirecting sunlight and reflecting it off the ceiling towards the back of the room. Prior studies on the daylight and energy performance of holographic glazings have been disappointing, however inconclusive because of poor hologram quality, low diffraction efficiency and inadequate hologram design and building application considerations [Papamichael et al 1994] .
&RQWUDFWXDO $JUHHPHQW
In the 1993-94 time frame, Physical Optics Corporation (POC) initiated a two-year effort to develop marketable holographic glazings for daylighting applications, based on multi-function holographic structures that, in addition to redirecting light at high diffraction efficiencies, offer spectral selectivity and diffuse shaping of the diffracted radiation. At that time, POC requested the collaboration of the Building Technologies Program (BTP) at Lawrence Berkeley National Laboratory (LBNL). BTP had a long history of daylighting research and development, which included a previous study on the daylight and energy performance of holographic glazings [Papamichael et al 1994] .
6FRSH DQG 2EMHFWLYHV
According to the contractual agreement, BTP would develop a computer model of the POC holographic structures and then simulate the performance of alternative designs using the RADIANCE lighting and rendering computer program [Ward 1990 ]. The RADIANCE model would then be used to evaluate the daylight performance of alternative designs of holographic glazings in a prototypical office space. The simulation process would be validated against actual photometric measurements of holographic glazing samples developed by POC. The results would be used to evaluate the potential for increased electric lighting savings through increased daylight illuminance levels at distances more than 15 ft -20 ft (4.6 m -6.1 m ) from the window wall.
$OJRULWKPLF(YDOXDWLRQ
In collaboration with POC, LBNL developed algorithms to model the behavior of holographic glazings. These algorithms were coded into subroutines that were used with the RADIANCE lighting and rendering computer program to simulate the daylight performance of holographic glazings when applied to side apertures in prototypical office spaces.
'LIIUDFWLRQ 0RGHOLQJ
The modeling of the radiative behavior of holographic glazings was based on the equations provided to LBNL by POC. These equations are used to compute diffracted direction and efficiency, based on a given incident direction of radiation. The initial sets of equations provided by POC were not compatible with the way that RADIANCE computes light propagation. The equations were approximating diffraction direction, while RADIANCE needed exact directions of each ray in order to find a light source as small (in terms of angular size) as the sun. To overcome this limitation and to avoid the cost of numerically averaging over many incident polarizations, POC developed a new set of equations providing a closed-form solution to the randomly polarized average.
Using the second set of equations, LBNL developed two versions of the basic hologram model. In the first version, one enters the exact wavelength of light to simulate, and the computation is carried out at that wavelength only. In the second version, a range of wavelengths is averaged to get a better (though slower) approximation to the continuous spectrum of the solar radiation.
'D\OLJKWLQJ 0RGHOLQJ
RADIANCE employs a variant of ray tracing, where light is followed backwards from the point of measurement (usually a camera) into a scene and to the light sources. Because of this, re-directions such as diffraction by holographic glazings must be treated specially. In a preprocessing step, RADIANCE identifies all redirecting surfaces and the light sources that may be redirected by them. The provided formulas for new ray directions and coefficients are then used to determine general behavior for each surface, and a set of virtual light sources is created. In the case of our holographic glazing, one new sun is created for a total of two light sources. One is in the same position as the original sun, representing the transmitted component, and one is in the position of the diffracted component (Figure 1 Because the preprocessing step computes light from the source perspective, it relies on correct reciprocal behavior in the equations in order to then find the source again from the other side during the actual simulation. Because the formulas used are exact only at the Bragg condition, it was necessary to fudge the expected direction in order to find the sun during the simulation. This should result in no greater error than using the direction computed with the approximate formulas, since the approximate formulas determine the direction, but from the other side of the glazing in the preprocessing stage.
,PDJH *HQHUDWLRQ RADIANCE can generate photo-accurate images of the simulated environment. This capability was used to verify the validity of the holographic simulation runs. Images were generated initially by combining the results of independent simulations performed at three averaged wavebands for red, green and blue channels, with 25 samples each, for a total of 75 visible wavelengths (Figure 2 ).
3KRWRPHWULF(YDOXDWLRQ
Parallel to the development of the algorithms for the computer-based simulations, LBNL performed photometric evaluations of a 2" by 4" holographic glazing sample provided by POC. The sample was a more complex hologram than the hologram for which algorithms were developed, because the sample included both diffracting and diffusing hologram layers.
([SHULPHQWDO 6HWXS
The complex sample was tested with a tabletop goniometer using both white light and HeNe laser light (Figure 3 ). The goniometer assembled by LBNL included a BaO-coated integrating sphere mounted on an adjustable arm, which allowed the port of the sphere to be adjusted to trap either the diffracted, specular, or total transmitted light. The purpose for the goniometer tests was to measure the efficiency and design diffraction and acceptance (incident) angles of the holographic sample in order to calibrate the RADIANCE holographic rendering algorithms. The hemispherical efficiency at the hologram's design diffraction angle was measured for 5 incident angles of light including 0° (normal), 22.5°, 45°, 50°, and 67.5° (Figure 4) . A distinct quadrilateral symmetry of the output distribution was observed and the sample was oriented such that incident light would be diffracted in the appropriate direction. 
$QDO\VLV RI 0HDVXUHPHQWV
Analyses of white light measurements show that the "acceptance angle" of the sample was approximately 50 degrees. Acceptance angle is defined as the angle at which the hologram was designed to accept light for optimum diffraction efficiency. The sample's "diffraction angle" was more difficult to ascertain because of the diffusing hologram's effect. Diffraction angle is defined as the angle at which the hologram is designed to most efficiently diffract light. For all incident angles, the diffraction hologram very thoroughly mixed the output distribution, clear evidence that the diffusing hologram in the provided sample was working well. The maximum white-light diffusing angle was measured at 55.7 degrees. A rainbow effect was still clearly visible.
To further refine the measurement of the design diffraction angle, a HeNe laser was used. Unfortunately, no single output diffraction angle was observed again because of the diffusing hologram's effect. The peak of the HeNe laser diffracted output was measured at 57 degrees for a peak incident angle of 53 degrees. Since this was close to our measured white light incident angle, the diffraction angle for green light was assumed to be the white light value of 55.7 degrees.
Since the holographic glazing sample used for the measurements was more complex than the holographic glazings described by the equations provided by POC, there was no way to definitively verify the algorithmic modeling. Using the efficiency parameters that we could measure, we compared them to the calculated efficiency and found them to be similar enough to bolster confidence in the simulation.
3DUDPHWULF6LPXODWLRQV
A simple room was used for a parametric simulation of the application of holographic glazing for a prototypical perimeter glazing office ( Figure 5 ). The prototypical clerestory office was modeled in RADIANCE. The office has a ten-foot high ceiling and is 20 feet wide by 28 feet deep with a two-foot tall clerestory light at the south end of the room spanning from 6 feet to 8 feet above the floor. The average diffuse reflectance of the walls was 43.5%; the ceiling was 76.3% and the floor was 21%. The office is assumed to be located in Berkeley, California with a latitude of 37.8° and a longitude of 122°. The sky condition for the parametric runs were CIE clear skies with direct solar radiation. Simulations were conducted at noon on December 21, February 11, March 21, May 11 and June 21.
The ideal application of this holographic glazing was envisioned to be with clerestory lights above standard perimeter glazing. In our judgment, the haze and rainbow banding effects noticed in the POC samples would be unacceptable as vision glass in most perimeter glazing office installations. Furthermore, narrower strips of holographic glazing are presumed to be less costly to manufacture. The office simulation was modeled with only a clerestory light (no vision glass below) in order to isolate the potential contribution to the light levels from the band of clerestory holographic glazing.
An initial set of simulations was carried our for clear glass, to establish a "base case" for comparison purposes ( Figure 6 ). All holographic glazing runs were then compared to the "base case." To minimize the calculation times for the parametric simulation a sampling of 25 wavelengths of light around green was used as an approximation for the entire visible spectrum. Low-resolution renderings were performed to verify that the results pass a basic visual validity check. The first simulation used a hologram that matched the sample hologram provided by POC in order to calibrate the RADIANCE rendering algorithms.
As shown in Figure 7 , the provided sample is not ideal for use as a daylighting device because it does not diffract light towards the back of the office. However, the hologram design efficiency was close to our measured efficiency for direct sun at its optimum design conditions. 7 50° Acceptance Angle 57° Diffraction Angle Figure 7 . The design of the provided sample shown relative to the prototypical office section.
At angles other than the design conditions, the hologram's efficiency dropped rapidly and had undesirable side effects. Figure 8 shows the conditions for Noon on June 21. Notice the band of diffracted light spanning the back wall of the office. Only about 5% of the incident light was being directed to the back wall of the office. The diffracted direction was close to horizontal (a potential glare problem) because the incident light was greater (higher in the sky) than the design acceptance angle. This causes the diffracted angle to follow as if rotating on an axis parallel to the pane of glass. 
+RORJUDSKLF *OD]LQJ 'HVLJQ
After the initial simulation of the holographic glazing design that matched the sample provided by POC, a new design was considered for the parametric analyses using formulas derived from the holographic glazing algorithms provided by POC. The design algorithms are listed in the Appendix.
)LUVW 'HVLJQ
The shape of the prototypical office was studied to determine a more appropriate design for the holographic acceptance and diffraction angles. The first hologram was designed to aim the green wavelength of light at the center of the ceiling. We chose not to aim for the back of the office because of our concern that shallower diffraction angles would be less efficient and could cause light to be diffracted at near horizontal angles causing potential glare problems. We chose to optimize the acceptance angle for June 21st to maximize our potential improvement in the summer months when non-diffracted direct sun is limited to the front of the office (Figure 9 ). Using the design algorithms described in the Appendix, a simulation of the distribution of natural daylight with direct sun and diffuse sky components included was performed. In all cases, the holographic glazing was compared to an identical office with clear glazing at the same time and month. The low-resolution renderings used to partially verify the simulations are shown in Figure 10 
6HFRQG 'HVLJQ
Unable to find significant improvements in the distribution of natural daylight with the first design, the analyses continued with a hologram design that was optimized for solar noon on March 21st as shown in figure 12. As shown in Figure 14 , this design showed a measurable and significant improvement in the performance in June and May. Yet, the performance in December through March is still nominal. The added daylight performance is still limited to the front of the office. 
67.6° Acceptance

7KLUG 'HVLJQ
Seeing the small difference at the back of the room for the first and second designs, we designed a hologram which aims the diffracted light towards the back of the room at a diffraction angle of 8 degrees with an acceptance angle of 75.6 degrees (Noon, June 21st), as shown in Figure 15 . 
75.6° Acceptance
&RQFOXVLRQV
Based on the results of our analyses, we conclude that this type of holographic glazing technology only nominally increases the illuminance levels at the back of the office. Since the performance was so low even for the design conditions, no runs were made for oblique sun angles, because the performance is expected to be even worse.
Based on the algorithms provided by POC, the primary limitation of this hologram technology is that it has a very narrow band of efficiency limited by acceptance angle and design wavelength. The steeper the acceptance angle and the shallower the diffraction angle, the less efficient the hologram becomes. Unfortunately, these are the desired angles for redirecting sunlight at the back of the room through side window applications. G.J. Ward. "Visualization." Lighting Design + Application, Vol. 20, No. 6, pp. 4-20, 1990 .
$FNQRZOHGJPHQW
$SSHQGL[&RPSXWHU&RGH
Several new subroutines were developed for the modeling of the holographic glazings using the RADIANCE lighting simulation and rendering computer program. These are listed below.
GLIIUDFWFDO
This subroutine was used to compute the diffracted direction and efficiency (as well as the transmitted efficiency) using the formulas provided by POC, plus the standard Fresnel equations for the glass-air interface. The computations are for a single, discrete wavelength. The subroutine was checked against example computations provided by POC. { grating thickness (microns) } n_1 = arg(6); { index modulation } { Fresnel reflection coefficients } dot = abs(Dz); C2 = sqrt(1 -(1-dot*dot)/(n_avg*n_avg)); F2_perp = sq((1/dot -n_avg/C2)/(1/dot + n_avg/C2)); F2_par = sq((dot -n_avg*C2)/(dot + n_avg*C2)); refl = .5 * (F2_perp + F2_par) ; trans = 1 -refl; { Wave variables and diffracted direction } K = sqrt(Kx*Kx + Ky*Ky + Kz*Kz); beta = WN*n_avg; chi = WN/2*n_1; k_dx = beta*Dx -Kx; k_dy = beta*Dy -Ky; k_dz = beta*Dz -Kz; k_d = sqrt(k_dx*k_dx + k_dy*k_dy + k_dz*k_dz); fudge_dir = DxA*DxA + DyA*DyA + DzA*DzA -.25; { need to fudge it? } ddx = if(fudge_dir, DxA, k_dx/k_d); ddy = if(fudge_dir, DyA, k_dy/k_d); ddz = if(fudge_dir, DzA, k_dz/k_d); { Hologram efficiency } 2 l5 = Kx*Dz -Dx*Kz; m5 = -Dy*Kz; n5 = -Kx*Dy; Q = sqrt(m5*m5 + l5*l5 + n5*n5); lpar = (l5*Dz-n5*Dy)/Q; mpar = (m5*Dz + n5*Dx)/Q; npar = -(m5*Dy + l5*Dx)/Q; a_xPx = m5/Q; a_xPy = -l5/Q; a_xPz = -n5/Q; t3 = sqrt(m5*m5 + l5*l5); a_yPx = -l5/t3; a_yPy = -m5/t3; a_yPz : 0; t4 = Q*t3; a_zPx = -m5*n5/t4; a_zPy = l5*n5/t4; a_zPz = -(m5*m5 + l5*l5)/t4; t5 = sqrt(1 + n5*n5/(l5*l5+m5*m5)); t_eff = t_h * t5; Ci = abs(Dx*a_zPx + Dy*a_zPy + Dz*a_zPz); { abs(x) is desparate measure } Ck = -Kz/K * t5; Cd = (beta*Ci -K*Ck) / beta; xi = upsilon/(2*Cd); upsilon = (beta*beta -k_d*k_d)/(2*beta); nu = chi/sqrt(Ci*Cd); eta_perp = nu*nu/(xi*xi + nu*nu) * sq(sin(sqrt(xi*xi+nu*nu)*t_eff)); t1 = sq(nu*(Dx*ddx+Dy*ddy+Dz*ddz)); eta_par = t1/(xi*xi + t1)*sq(sin(sqrt(xi*xi + t1)*t_eff)); { Closed-form solution } Sin_ti = if(.999999-Dz*Dz, sqrt(1-Dz*Dz), .001); cos_pi = Dx/Sin_ti; sin_pi = Dy/Sin_ti; cos_2pi = cos_pi*cos_pi -sin_pi*sin_pi; sin_2pi = 2*sin_pi*cos_pi; tan_ti = Sqrt(1-Dz*Dz)/Dz; B1 = 1 + .5*tan_ti*tan_ti; w11 = a_xPx -a_xPz*tan_ti*cos_pi; w21 = a_xPy -a_xPz*tan_ti*sin_pi; T11 = .5*(w11*w11 + w21*w21); T21 = .5*(w11*w11 -w21*w21); T31 = w11*w21; F_perp = 2*(T21*cos_2pi + T31*sin_2pi)/(tan_ti*tan_ti); w12 = lpar -npar*tan_ti*cos_pi; w22 = mpar -npar*tan_ti*sin_pi; T12 = .5*(w12*w12 + w22*w22); T22 = .5*(w12*w12 -w22*w22); T32 = w12*w22; F_par = 2*(T22*cos_2pi + T32*sin_2pi)/(tan_ti*tan_ti); 
GLIIUDFW&FDO
This subroutine is the same as the diffract.cal, except that it computes an average diffraction direction and efficiency over a selected wavelength range, rather than a single, discrete wavelength. { Wave variables and diffracted direction } K = sqrt(Kx*Kx + Ky*Ky + Kz*Kz); beta(l) = 2*PI/l*n_avg; chi(l) = PI/l*n_1; k_dx(l) = beta(l)*Dx -Kx; k_dy(l) = beta(l)*Dy -Ky; k_dz(l) = beta(l)*Dz -Kz; k_dx_a = avg(k_dx); k_dy_a = avg(k_dy); k_dz_a = avg(k_dz); k_d = sqrt(k_dx_a*k_dx_a + k_dy_a*k_dy_a + k_dz_a*k_dz_a); fudge_dir = DxA*DxA + DyA*DyA + DzA*DzA -.25; { need to fudge it? } ddx = if(fudge_dir, DxA, k_dx_a/k_d); ddy = if(fudge_dir, DyA, k_dy_a/k_d); ddz = if(fudge_dir, DzA, k_dz_a/k_d); { Hologram efficiency } l5 = Kx*Dz -Dx*Kz; m5 = -Dy*Kz; n5 = -Kx*Dy; Q = sqrt(m5*m5 + l5*l5 + n5*n5); lpar = (l5*Dz-n5*Dy)/Q; mpar = (m5*Dz + n5*Dx)/Q; npar = -(m5*Dy + l5*Dx)/Q; a_xPx = m5/Q; a_xPy = -l5/Q; a_xPz = -n5/Q; t3 = sqrt(m5*m5 + l5*l5); a_yPx = -l5/t3; a_yPy = -m5/t3; a_yPz : 0; t4 = Q*t3; a_zPx = -m5*n5/t4; a_zPy = l5*n5/t4; a_zPz = -(m5*m5 + l5*l5)/t4; t5 = sqrt(1 + n5*n5/(l5*l5+m5*m5)); t_eff = t_h * t5; Ci = abs(Dx*a_zPx + Dy*a_zPy + Dz*a_zPz); { abs(x) is desparate } Ck = -Kz/K * t5; Cd(l) = (beta(l)*Ci -K*Ck) / beta(l); upsilon(l) = (sq(beta(l)) -k_d*k_d)/(2*beta(l)); xi(l) = upsilon(l)/(2*Cd(l)); nu(l) = chi(l)/sqrt(Ci*Cd(l)); eta_perp(l) = sq(nu(l))/(sq(xi(l)) + sq(nu(l))) * sq(sin(sqrt(sq(xi(l))+sq(nu(l)))*t_eff)); t1(l) = sq(nu(l)*(Dx*ddx+Dy*ddy+Dz*ddz)); eta_par(l) = t1(l)/(sq(xi(l)) + t1(l))*sq(sin(sqrt(sq(xi(l)) + t1(l))*t_eff)); { Closed-form solution } Sin_ti = if(.999999-Dz*Dz, sqrt(1-Dz*Dz), .001); cos_pi = Dx/Sin_ti; sin_pi = Dy/Sin_ti; cos_2pi = cos_pi*cos_pi -sin_pi*sin_pi; sin_2pi = 2*sin_pi*cos_pi; tan_ti = Sqrt(1-Dz*Dz)/Dz; B1 = 1 + .5*tan_ti*tan_ti; w11 = a_xPx -a_xPz*tan_ti*cos_pi; w21 = a_xPy -a_xPz*tan_ti*sin_pi; T11 = .5*(w11*w11 + w21*w21); T21 = .5*(w11*w11 -w21*w21); T31 = w11*w21; F_perp = 2*(T21*cos_2pi + T31*sin_2pi)/(tan_ti*tan_ti); w12 = lpar -npar*tan_ti*cos_pi; w22 = mpar -npar*tan_ti*sin_pi; T12 = .5*(w12*w12 + w22*w22); T22 = .5*(w12*w12 -w22*w22); T32 = w12*w22; bezier(p1, p2, p3, p4, t) = p1 * (1+t*(-3+t*(3-t))) + p2 * 3*t*(1+t*(-2+t)) + p3 * 3*t*t*(1-t) + p4 * t*t*t ; bspline(pp, p0, p1, pn, t) = pp * (1/6+t*(-.5+t*(.5-1/6*t))) + p0 * (2/3+t*t*(-1+.5*t)) + p1 * (1/6+t*(.5+t*(.5-.5*t))) + pn * (1/6*t*t*t) ; turbulence(x,y,z,s) = if( s-1.01, 0, abs(noise3(x/s,y/s,z/s)*s) + turbulence(x,y,z,2*s) );
turbulencea(x,y,z,s) = if( s-1.01, 0,
