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ON THE CRITICAL BRANCHING RANDOM WALK II:
BRANCHING CAPACITY AND BRANCHING RECURRENCE
QINGSAN ZHU
Abstract. We continue our study of critical branching random walk and
branching capacity. In this paper we introduce branching recurrence and
branching transience and prove an analogous version of Wiener’s Test.
1. Introduction
In the previous paper [6], we introduce branching capacity BCap(K) for every
finite subsetK of Zd (d ≥ 5) and construct its relations with the visiting probability
by a critical branching random walk:
lim
x→∞
‖x‖d−2 · P (Sx visits K) = adBCap(K), (1.1)
where Sx is the critical branching random walk starting from x ∈ Zd, ad =
1
2d(d−2)/2
√
detQ
Γ(d−22 )π
−d/2, ‖ · ‖ is a norm corresponding to the jump distribution.
In the present paper, we establish a relation between branching capacity and
branching recurrence, i.e. a new version of Wiener’s Test. Let us first review the
classical Wiener’s Test. A subset (finite or infinite) K ⊂ Zd is called recurrent if
P (S0(n) ∈ K infinitely often ) = 1,
and transient if
P (S0(n) ∈ K infinitely often ) = 0,
where (S0(n))n∈N is the random walk starting from 0. For the recurrence and
transience of a set, Wiener’s Test says that:
Suppose K ⊂ Zd, d ≥ 3 and let Kn = {a ∈ K : 2n ≤ |a| < 2n+1}. Then,
K is recurrent ⇔
∞∑
n=1
Cap(Kn)
2n(d−2)
=∞.
Inspired by this, we give the definition of branching recurrence and branching
transience by using the incipient infinite branching random walk (also called the
branching random walk conditioned on survival, see Section 2 for the exact defini-
tion) instead of random walk. Then we construct the following version of Wiener’s
Test:
Theorem 1.1. Assume that the offspring distribution µ on N is nondegenerate,
critical and with finite third moment, and that the jump distribution θ on Zd (d ≥ 5)
is centered, with finite range and not supported on a strict subgroup of Zd. Then
for any K ⊂ Zd, we have
K is branching recurrent ⇔
∞∑
n=1
BCap(Kn)
2n(d−4)
=∞.
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In the previous paper [6], we give the following bounds for the branching capacity
of low dimensional balls:
BCap(Bm(r)) ≍

rd−4 if m ≥ d− 3;
rd−4/ log r if m = d− 4;
rm if m ≤ d− 5;
(1.2)
where Bm(r) = {z = (z1, 0) ∈ Zm × Zd−m = Zd : |z1| ≤ r}.
Therefore, if we let M be the (d− i)-dimensional (i = 1, 2, 3, 4) linear subspace,
i.e. {z = (z1, z2) ∈ Zd−i × Zi : z2 = 0} in Zd, d ≥ 5), then by the result above and
our main theorem, Theorem 1.1 and the monotonicity of branching capacity (see
Proposition 4.1 in [6]), one can see that M is branching recurrent. By projecting
to Zi, we get that for Zi (i ≤ 4), the projection of the branching random walk
conditioned on survival will visit any vertex infinitely often, almost surely. Hence
we can get the following result which generalizes the main result in [2]:
Corollary 1.2. The incipient infinite branching random walk in Zd (d ≤ 4) almost
surely visits any vertex infinitely often, provided that the offspring distribution has
finite third moment and that the step distribution is centered, with finite range and
not supported on a strict subgroup of Zd.
In the previous paper [6] (Theorem 1.5), we show that branching capacities for
different µ’s are comparable. Hence, we can see that whether a set is branching
recurrent or branching transient is somehow independent of the offspring distribu-
tion:
Corollary 1.3. Let θ be some fixed centered distribution on Zd with finite range
which is not supported on a strict subgroup of Zd. Then for any K ⊆ Zd, if there
exists one nondegenerate critical offspring distribution µ with finite third moment,
such that K is branching recurrent (corresponding to µ and θ), then for any such
offspring distribution, K is branching recurrent (corresponding to that offspring
distribution and θ).
This paper is organized as follows. In Section 2, we introduce our notations
and collect some preliminary knowledge and some results in the previous paper. In
Section 3, we introduce branching recurrence and branching transience and establish
some basic properties. The remaining sections are devoted to prove Theorem 1.1.
2. Preliminaries.
Let us specify the assumptions that will be in force throughout this paper. We
always assume that d ≥ 5 and
• µ is a distribution on N with mean one and finite variance σ2 > 0;
• θ is a distribution on Zd with mean zero and finite range, which is not
supported on a strict subgroup of Zd.
Note that for our main theorem, the Wiener’s test, we need to assume further that
µ has finite third moment.
Now we turn to our notations. For a set K ⊆ Zd, we write |K| for its cardinality.
We write K ⊂⊂ Zd to express that K is a finite nonempty subset of Zd. For x ∈ Zd
(or Rd), we denote by |x| the Euclidean norm of x. We will mainly use the norm
‖ · ‖ corresponding the jump distribution θ, i.e. ‖x‖ =
√
x ·Q−1x/√d, where Q is
the covariance matrix of θ. For convenience, we set |0| = ‖0‖ = 0.5. We denote by
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diam(K) = sup{‖a− b‖ : a, b ∈ K}, the diameter of K and by Rad(K) = sup{‖a‖ :
a ∈ K}, the radius of K respect to 0. We write C(r) for the ball {z ∈ Zd : ‖z‖ ≤ r}.
For any subsets A,B of Zd, we denote by ρ(A,B) = inf{‖x − y‖ : x ∈ A, y ∈ B}
the distance between A and B. When A = {x} consists of just one point, we just
write ρ(x,B) instead. For any path γ : {0, . . . , k} → Zd, we let |γ| stand for k, the
length, i.e. the number of edges of γ , γ̂ for γ(k), the endpoint of γ and [γ] for
k + 1, the number of vertices of γ. Sometimes we just use a sequence of vertices
to express a path. For example, we may write (γ(0), γ(1), . . . , γ(k)) for the path
γ. For any B ⊂ Zd, we write γ ⊆ B to express that all vertices of γ except the
starting point and the endpoint, lie inside B, i.e. γ(i) ∈ B for any 1 ≤ i ≤ k− 1. If
the endpoint of a path γ1 : {0, . . . , |γ1|} → Zd coincides with the starting point of
another path γ2 : {0, . . . , |γ2|} → Zd, then we can define the composite of γ1 and
γ2 by concatenating γ1 and γ2:
γ1 ◦ γ2 : {0, . . . , |γ1|+ |γ2|} → Zd,
γ1 ◦ γ2(i) =
{
γ1(i), for i ≤ |γ1|;
γ2(i − |γ1|), for i ≥ |γ1|.
We now state our convention regarding constants. Throughout the text (un-
less otherwise specified), we use C and c to denote positive constants depending
only on dimension d, the critical distribution µ and the jump distribution θ, which
may change from place to place. Dependence of constants on additional param-
eters will be made or stated explicit. For example, C(λ) stands for a positive
constant depending on d, µ, θ, λ. For functions f(x) and g(x), we write f ∼ g if
limx→∞(f(x)/g(x)) = 1. We write f  g, respectively f  g, if there exist con-
stants C such that, f ≤ Cg, respectively f ≥ Cg. We use f ≍ g to express that
f  g and f  g. We write f ≪ g for that limx→∞(f(x)/g(x)) = 0.
2.1. Finite and infinite trees. We are interested in rooted ordered trees (plane
trees), in particular, Galton-Watson (GW) trees and its companions. Recall that
µ = (µ(i))i∈N is a critical distribution with finite variance σ2 > 0. We exclude
the trivial case that µ(1) = 1. Throughout this paper, µ will be fixed. Define
another probability measure µ˜ on N, call the adjoint measure of µ by setting
µ˜(i) =
∑∞
j=i+1 µ(j). Since µ has mean 1, µ˜ is indeed a probability measure. The
mean of µ˜ is σ2/2. A Galton-Watson process with distribution µ is a process starting
with one initial particle, with each particle having independently a random number
of children due to µ. The Galton-Watson tree is just the family tree of the Galton-
Watson process, rooted at the initial particle. We simply write µ-GW tree for the
Galton-Watson tree with offspring distribution µ. If we just change the law of the
number of children for the root, using µ˜ instead of µ (for other particles still use
µ), the new tree is called an adjoint µ-GW tree. The infinite µ-GW tree is
constructed in the following way: start with a semi-infinite line of vertices, called
the spine, and graft to the left of each vertex in the spine an independent adjoint
µ-GW tree, called a bush. The infinite µ-GW tree is rooted at the first vertex of
the spine. Here the left means that we assume every vertex in spine except the
root is the youngest child (the latest in the Depth-First search order) of its parent.
We also need to introduce the so-called µ-GW tree conditioned on survival.
Start with a semi-infinite path, called the spine, rooted at the starting point. For
each vertex in the spine, with probability µ(i + j + 1) (i, j ∈ N), it has totally
i+ j + 1 children, with exactly i children elder than the child corresponding to the
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next vertex in the spine, and exactly j children younger. For any vertex not in
the spine, it has a random number of children due to µ. The number of children
for different vertices are independent. The random tree generated in this way is
just the µ-GW tree conditioned on survival. Each tree is ordered using the classical
order according to Depth-First search starting from the root. Note that the subtree
generated by the vertices of the spine and all vertices on the left of the spine of the
µ-GW tree conditioned on survival has the same distribution as the infinite µ-GW
tree.
2.2. Tree-indexed random walk. Now we introduce the random walk in Zd with
jump distribution θ, indexed by a random plane tree T . First choose some a ∈ Zd
as the starting point. Conditionally on T we assign independently to each edge of
T a random variable in Zd according to θ. Then we can uniquely define a function
ST : T → Zd, such that, for every vertex v ∈ T (we also use T for the set of all
vertices of the tree T ), ST (v)− a is the sum of the variables of all edges belonging
to the unique simple path from the root o to the vertex u (hence ST (o) = a). A
plane tree T together with this random function ST is called T -indexed random
walk starting from a. When T is a µ-GW tree, an adjoint µ-GW tree, an infinite
µ-GW tree and a µ-GW tree conditioned on survival respectively, we simply call the
tree-indexed random walk a snake, an adjoint snake, an infinite snake and an
incipient infinite snake respectively. We write Sx, S ′x, S∞x and S
∞
x for a snake,
an adjoint snake, an infinite snake, and an incipient infinite snake respectively,
starting from x ∈ Zd. Note that a snake is just the branching random walk with
offspring distribution µ and jump distribution θ. For an infinite snake, or incipient
infinite snake, the random walk indexed by its spine, called its backbone, is just a
random walk with jump distribution θ. Note that all snakes here certainly depend
on µ and θ. But since µ and θ are fixed throughout this paper, we omit their
dependence in the notation.
Notation: we write pA(x), rA(x), qA(x) and qA(x) respectively, for the proba-
bility that Sx, S ′x, S∞x and S
∞
x visits A.
2.3. Random walk with killing. Similar to [6], the main tool we use is the
random walk with killing. Suppose that when the random walk is currently at
position x ∈ Zd, then it is killed, i.e. jumps to a ’cemetery’ state δ, with probability
k(x), where k : Zd → [0, 1] is a given function. In other words, the random walk
with killing rate k(x) (and jump distribution θ) is a Markov chain {Xn : n ≥ 0} on
Z
d ∪ {δ} with transition probabilities p(·, ·) given by: for x, y ∈ Zd,
p(x, δ) = k(x), p(δ, δ) = 1, p(x, y) = (1− k(x))θ(y − x).
For any path γ : {0, . . . , n} → Zd with length n, its probability weight b(γ) is
defined to be the probability that the path consisting of the first n steps for the
random walk with killing starting from γ(0) is γ. Equivalently,
b(γ) =
|γ|−1∏
i=0
(1− k(γ(i)))θ(γ(i + 1)− γ(i)) = s(γ)
|γ|−1∏
i=0
(1− k(γ(i))), (2.1)
where s(γ) =
∏|γ|−1
i=0 θ(γ(i+ 1)− γ(i)) is the probability weight of γ corresponding
to the random walk with jump distribution θ. In this paper, the killing function is
always of the form k(x) = kA(x) = rA(x) for some set A ⊂⊂ Zd.
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Now we can define the corresponding Green function for x, y ∈ Zd:
GA(x, y) =
∞∑
i=0
P (Skx (n) = y) =
∑
γ:x→y
b(γ).
where Skx = (S
k
x (n))n∈N is the random walk (with jump distribution θ) starting from
x, with killing function kA, and the last sum is over all paths from x to y. Note
that the subscript A indicates that the killing function is kA. For x ∈ Zd,K ⊂ Zd,
we write GA(x,K) for
∑
y∈K GA(x, y).
For any B ⊂ Zd and x, y ∈ Zd, define the harmonic measure:
HBA(x, y) =
∑
γ:x→y,γ⊆B
b(γ).
Note that when the killing function k ≡ 0, the random walk with this killing
is just random walk without killing and we will omit the dependence of k in the
notation and just write HB(x, y) for example.
We will repeatedly use the following First-Visit Lemma. The idea is to decom-
pose a path according to the first or last visit of a set.
Lemma 2.1. For any B ⊆ Zd and a ∈ B, b /∈ B, we have:
GA(a, b) =
∑
z∈Bc
HBA(a, z)Gk(z, b) =
∑
z∈B
GA(a, z)HBcA (z, b);
GA(b, a) =
∑
z∈B
HBcA (b, z)Gk(z, a) =
∑
z∈Bc
GA(b, z)HBA(z, a).
2.4. Some facts about random walk and the Green function. For x ∈ Zd,
we write Sx = (Sx(n))n∈N for the random walk with jump distribution θ starting
from Sx(0) = x. The norm ‖ · ‖ corresponding to θ for every x ∈ Zd is defined to be
‖x‖ =
√
x ·Q−1x/√d, where Q is the covariance matrix of θ. Note that ‖x‖ ≍ |x|,
especially, there exists c > 1, such that C(c−1n) ⊆ B(n) ⊆ C(cn), for any n ≥ 1.
The Green function g(x, y) is defined to be:
g(x, y) =
∞∑
n=0
P (Sx(n) = y) =
∑
γ:x→y
s(γ).
We write g(x) for g(0, x).
Our assumptions about the jump distribution θ guarantee the standard estimate
for the Green function (see e.g. [4]):
g(x) ∼ ad‖x‖2−d; (2.2)
and
∞∑
n=0
(n+ 1) · P (S0(n) = x) =
∑
γ:0→x
[γ] · s(γ) ≍ ‖x‖4−d ≍ |x|4−d. (2.3)
where ad =
Γ((d−2)/2)
2d(d−2)/2pid/2
√
detQ
.
The following lemma is natural from the perspective of Brownian motion, the
scaling limit of random walk (for a sketch of proof see [6]).
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Lemma 2.2. Let U, V be two connected bounded open subset of Rd such that U ⊆ V .
Then there exists a C = C(U, V ) such that if An = nU ∩ Zd, Bn = nV ∩ Zd then
when n is sufficiently large,∑
γ:x→y,γ⊆Bn,|γ|≤2n2
s(γ) ≥ Cg(x, y), for any x, y ∈ An (2.4)
2.5. Some results in the previous paper. The key starting point in the previous
paper is the following proposition:
Proposition 2.3.
pA(x) =
∑
γ:x→A
b(γ) = GA(x,A). (2.5)
From Theorem 1.3 in [6], one can see that (by cutting A into a large number,
depending on ǫ, pieces):
Proposition 2.4. For any ǫ > 0 fixed, when ρ(x,A) ≥ ǫdiam(A), we have:
P (Sx visits A) ≍ BCap(A)
(ρ(x,A))d−2
, (2.6)
Note that the constant in ≍ depends also on ǫ (independent of x,A).
For rA(x) and qA(x), we have (see Section 8 in [6])
rA(x) ≍ pA(x). (2.7)
qA(x) =
∑
y∈Zd
GA(x, y)rA(y); (2.8)
qA(x) =
∑
y∈Zd
g(x, y)rA(y)Es
+
A(y); (2.9)
qA(x) ∼ td · a
2
dσ
2BCap(A)
2‖x‖d−4 ; (2.10)
where Es+A(y) is the probability that an infinite snake starting from y does not
visiting A except possibly for the range of the bush attached to the root (including
the root), and td is some constant depending on θ. Note that Es
+
A(y) < 1−qA(y)→
1, as y →∞.
Lemma 2.5. For any λ > 0, there exists C = C(λ) > 0, such that: for any
A ⊂⊂ Zd and x, y ∈ Zd with ‖x‖, ‖y‖ > (1 + λ)Rad(A), we have:
GA(x, y) ≥ Cg(x, y). (2.11)
3. Branching recurrence and branching transience.
Analogous to random walk, we give the definitions of branching recurrence and
branching transience. Recall that we always assume d ≥ 5.
Definition 3.1. Let A be a subset of Zd. We call A a branching recurrent
(B-recurrent) set if
P (S∞0 visits A infinitely often) = 1, (3.1)
and a branching transient (B-transient) set if
P (S∞0 visits A infinitely often) = 0. (3.2)
ON CBRW II 7
In fact, it is equivalent to use the incipient infinite snake in the definition of
branching recurrence and branching transience.
Proposition 3.2.
P (S∞0 visits A infinitely often) = 1⇔ P (S
∞
0 visits A infinitely often) = 1.
Proof. The necessity is trivial. For the sufficiency, we use the following coupling
between S∞0 and S∞0 . First sample S
∞
0 . Then we can construct S∞0 as follows:
for the the backbone of S∞0 , just use the backbone of S
∞
0 ; for each vertex in
the backbone, we graft to it an adjoint snake, independently, using either the left
adjoint snake or the right one, corresponding to the same vertex in S∞0 , with equal
probability. When S∞0 visits A infinitely often, there are infinite adjoint snakes on
S∞0 visiting A. For each vertex on the backbone, we will pick up either the left
adjoint snake or the right one independently with equal probability. Therefore, by
the strong law of large numbers, an infinite number of adjoint snakes that visits A
will be picked up on the process of producing S∞0 , almost surely. It means that S∞0
visits A infinitely often almost surely. 
Proposition 3.3. Every set A ⊂ Zd is either B-recurrent or B-transient.
Proof. Let f(x) = P (S∞x visits A infinitely often). It is easy to see that f is a
bounded harmonic function. But every bounded harmonic function in Zd is con-
stant. Hence f ≡ t for some t ∈ [0, 1]. Let V be the event S∞0 visits A infinitely often.
Since f ≡ t, we have P (V |Fn) = t for any n, where Fn is the σ-field generated by
all ’information’ (the tree structure and the random variables corresponding to the
edges after n-th vertex of the spine). Then V is a tail event, and by the Kolmogorov
0-1 Law, t is either 0 or 1. 
If A is finite, since qA(x) < 1 for large x, f(x) < 1 and must be 0. Hence we
have:
Proposition 3.4. Every finite subset of Zd is B-transient.
4. Inequalities for convolved sums.
We need the following two inequalities in our proof of Wiener’s Test.
Lemma 4.1. For any n ∈ N+, let B = C(n). When A ⊂ B and x ∈ Zd, we have:∑
z∈B
GA(x, z)qA(z)  (diam(B))2qA(x). (4.1)
∑
z∈B
GA(x, z)pA(z)  (diam(B))2pA(x). (4.2)
We prove (4.1) here and postpone the proof of (4.2) until Section 6.
Proof of (4.1). For (4.1), we do not need to assume that B is a ball and A ⊂ B.
In fact, we will prove (4.1) for any finite subsets A,B of Zd and x ∈ Zd.
We are working at the random walk with killing function rA. We consider the
following equivalent model: a particle starting from x executes a random walk
S = (S(k))k∈N, but at each step, the particle has the probability rA to get a flag
(instead of to die) and its movements are unaffected by flags. Let τ and ξ be the
first and last time getting flags (if there is no such time, define both to be infinity).
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Note that since qA(z) < 1 (when |z| is large), the total number of flags gained is
finite, almost surely. Hence P (τ <∞) = P (ξ <∞). Under this model, one can see
that
GA(x, z)qA(z) = P (τ <∞, S(k) = z for some k ≤ τ).
Hence it is not more than E(
∑τ
i=0 1{S(i)=z}; τ <∞) and the L.H.S. of (4.1) is not
more than
E(
τ∑
i=0
1{Sx(i)∈B}; τ <∞) ≤ E(
ξ∑
i=0
1{Sx(i)∈B}; ξ <∞).
By considering the place where the particle gets its last flag, one can see:
E(
ξ∑
i=0
1{Sx(i)∈B}; ξ <∞) =
∑
w∈Zd
 ∑
γ:x→w
s(γ)(
|γ|∑
i=0
1γ(i)∈B)
 · rA(w)Es+A(w).
We point out a result about random walk and prove it later:
∑
γ:x→w
s(γ)(
|γ|∑
i=0
1γ(i)∈B)  (diam(B))2
∑
γ:x→w
s(γ). (4.3)
Hence we get:
∑
z∈B
GA(x, z)qA(z) (diam(B))2
∑
w∈Zd
∑
γ:x→w
s(γ)rA(w)Es
+
A(w)
=(diam(B))2
∑
w∈Zd
g(x,w)rA(w)Es
+
A(w)
(2.9)
= (diam(B))2qA(x).
Now we just need to prove (4.3). First we assume x,w ∈ B, then
∑
γ:x→w
s(γ)(
|γ|∑
i=0
1γ(i)∈B) ≤
∑
γ:x→w
s(γ)[γ]
(2.3)≍ |x− w|4−d
≤ (diam(B))2|x− w|2−d ≍ (diam(B))2g(x,w) = (diam(B))2
∑
γ:x→w
s(γ).
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For general x,w, one just need to decompose γ into three paths according to the
first and last visiting time of B. For example, when x,w /∈ B, we have:
∑
γ:x→w
s(γ)(
|γ|∑
i=0
1γ(i)∈B) =
∑
y,z∈B
HBc(x, y)
 ∑
γ′:y→z
s(γ′)
|γ′|∑
i=0
1γ′(i)∈B
HBc(z, w)

∑
y,z∈B
HBc(x, y)
(diam(B))2 ∑
γ′:y→z
s(γ′)
HBc(z, w)
=(diam(B))2
∑
y,z∈B
HBc(x, y)
∑
γ′:y→z
s(γ′)HBc(z, w)
=(diam(B))2
∑
γ:x→w,γ visits B
s(γ) ≤ (diam(B))2
∑
γ:x→w
s(γ).
When just one of x and w is in B, the proof is similar but easier. 
5. Restriction lemmas.
Recall that we have:
pA(x) =
∑
γ:x→A
b(γ).
Our goals of this section are to show:
Proposition 5.1. For any n ∈ N+ sufficiently large and A ⊂ C(n), x ∈ C(n), we
have:
pA(x) ≍
∑
γ:x→A,γ⊆C(1.1n)
b(γ). (5.1)
Proposition 5.2. For any n ∈ N+ sufficiently large and A ⊂ C(n), x ∈ C(n), we
have:
qA(x) ≍
∑
γ:x→A,γ⊆C(4n)
[γ] · b(γ). (5.2)
We first introduce some notations. Since θ has finite range, we can define the
outer boundary ∂oB for any B ⊆ Zd by
∂oB = {z ∈ Zd \B : ∃y ∈ B, θ(z − y) ∨ θ(y − z) > 0}.
Note that for any y ∈ ∂oB, ρ(y,B) is bounded above by a constant depending on
θ. For A ⊂ B ⊂ Zd and x, y ∈ B ∪ ∂oB, write
GBA(x, y) =
∑
γ:x→y,γ⊆B
b(γ).
Lemma 5.3. For any λ1, λ2, λ3 > 0, there exists C = C(λ1, λ2, λ3) > 0 satisfying
the following. When n is sufficiently large, let B0 = C(n),B1 = C((1 + λ1)n),
B2 = C((1+λ1+λ2)n) and B = C((1+λ1+λ2+λ3)n). Then for any x, y ∈ B2\B1
and A ⊂ B0, we have:
GBA(x, y) ≥ CGA(x, y). (5.3)
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Proof. Let B′ = C((1 + λ1/2)n). Note that for any y ∈ B \ B′, by (2.6) and (2.7),
we have rA(y) ≍ pA(y)  n−2. Hence, we have: for any γ ⊆ B \B′ with |γ| ≤ 2n2,
b(γ)/s(γ) ≥ (1− c/n2)2n2  1.
Therefore, by Lemma 2.2, one can see that:
GBA(x, y) =
∑
γ:x→y,γ⊆B
b(γ) ≥
∑
γ:x→y,γ⊆B\B1,|γ|≤2n2
b(γ)

∑
γ:x→y,γ⊆B\B1,|γ|≤2n2
s(γ) ≍ g(x, y) ≥ GA(x, y).

Lemma 5.4. For any λ > 0, ι > 0, there exists C = C(λ, ι) > 0 satisfying the
following. When n is sufficiently large, let B0 = C(n), B1 = C(1 + λ)n, B =
C(1 + λ+ ι)n. Then for any x, y ∈ B1 and A ⊂ B0, we have:
GBA(x, y) ≥ CGA(x, y). (5.4)
Proof. By the last lemma, one can get, for any z, w ∈ ∂oB1,
GBA(z, w)  GA(z, w).
For any x, y ∈ B1, we have:
GBA(x, y) = G
B1
A (x, y) +
∑
γ:x→y,γ visits Bc1,γ⊆B
b(γ).
By considering the first and last visit in Bc1, we have:∑
γ:x→y,γ visits Bc1,γ⊆B
b(γ) =
∑
z,w∈∂oB1
HB1A (x, z)GBA(z, w)HB1A (w, y)
(5.3)

∑
z,w∈∂oB1
HB1A (x, z)GA(z, w)HB1A (w, y) =
∑
γ:x→y,γ visits Bc1
b(γ).
Hence, we have:
GBA(x, y) =G
B1
A (x, y) +
∑
γ:x→y,γ visits Bc1,γ⊆B
b(γ)
GB1A (x, y) +
∑
γ:x→y,γ visits Bc1
b(γ) = GA(x, y).

Now we can show Proposition 5.1:
Proof of Proposition 5.1. Let B = C(1.1n). We have:
pA(x) =
∑
γ:x→A
b(γ) =
∑
z∈A
GA(x, z)
(5.4)≍
∑
z∈A
GBA(x, z) =
∑
γ:x→A,γ⊆B
b(γ).

Now we turn to qA(x). The starting point is:
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Lemma 5.5. For any a ∈ Zd, A ⊂⊂ Zd, B ⊂ Zd, we have:
∑
z∈B
GA(x, z)pA(z) =
∑
γ:x→A
b(γ)
|γ|∑
i=0
1γ(i)∈B. (5.5)
Proof. ∑
z∈B
GA(x, z)pA(z) =
∑
z∈B
∑
γ1:x→z
b(γ1)
∑
γ2:z→A
b(γ2)
=
∑
z∈B
∑
γ1:x→z
∑
γ2:z→A
b(γ1)b(γ2)
=
∑
z∈B
∑
γ1:x→z
∑
γ2:z→A
b(γ1 ◦ γ2)
=
∑
γ:x→A
b(γ) ·
|γ|∑
i=0
1γ(i)∈B.
The last equality is due to the fact that for any γ : x → A, there are exactly∑|γ|
i=0 1γ(i)∈B ways to decompose γ to the composite of two paths γ1 and γ2 such
that the common point of γ1 and γ2 is in B. 
Corollary 5.6.
qA(x) ≍
∑
γ:x→A
[γ] · b(γ). (5.6)
Proof. By (2.8) and (2.7), we have:
qA(x) ≍
∑
z∈Zd
GA(x, z)pA(z). (5.7)
By the last lemma, we have
∑
z∈Zd GA(x, z)pA(z) =
∑
γ:x→A[γ] · b(γ). 
Lemma 5.7. For any n sufficiently large, A ⊂ C(n), x ∈ Zd with ‖x‖ ≥ 1.1n, we
have:
qA(x) ≍
∑
γ:x→A,γ⊆C(3‖x‖)
[γ] · b(γ). (5.8)
Proof. The part of ’’ is trivial by the last corollary. Hence we only need to prove
the other part. As in the last corollary, we have:
qA(x) ≍
∑
z∈Zd
GA(x, z)pA(z).
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First by (2.2),(2.6) and (2.11), one can see that:∑
z∈C(2‖x‖)\C(1.5‖x‖)
GA(x, z)pA(z) ≍
∑
z∈C(2‖x‖)\C(1.5‖x‖)
g(x, z)
BCap(A)
(ρ(z, A))d−2
≍
∑
z∈C(2‖x‖)\C(1.5‖x‖)
1
|x|d−2
BCap(A)
|x|d−2
≍ |x|d 1|x|d−2
BCap(A)
|x|d−2 =
BCap(A)
|x|d−4 .
Similarly, we can get:∑
z∈C(2‖x‖)c
GA(x, z)pA(z) ≍
∑
z∈C(2‖x‖)c
g(x, z)
BCap(A)
(ρ(z, A))d−2
≍
∑
z∈C(2‖x‖)c
1
|z|d−2
BCap(A)
|z|d−2
≍ BCap(A)
∑
z∈C(2‖x‖)c
1
|z|2d−4 ≍
BCap(A)
|x|d−4 .
Hence we have:
qA(x) ≍
∑
z∈Zd
GA(x, z)pA(z) ≍
∑
z∈C(2‖x‖)
GA(x, z)pA(z).
By Lemma 5.4, we have (let B = C(3‖x‖)):∑
z∈C(2‖x‖)
GA(x, z)pA(z) =
∑
z∈C(2‖x‖)
GA(x, z)
∑
y∈A
GA(z, y)
≍
∑
z∈C(2‖x‖)
GBA(x, z)
∑
y∈A
GBA(z, y)
=
∑
z∈C(2‖x‖)
∑
γ1:x→z,γ1⊆B
b(γ1)
∑
γ2:z→A,γ2⊆B
b(γ2)
=
∑
z∈C(2‖x‖)
∑
γ1:x→z,γ1⊆B
∑
γ2:z→A,γ2⊆B
b(γ1 ◦ γ2)
≤
∑
γ:x→A,γ⊆B
[γ]b(γ).
This completes the proof. 
Proof of Proposition 5.2. Let B = C(1.1n) and B′ = C(4n). We have:
qA(x) ≍
∑
γ:x→A
[γ]b(γ) =
∑
γ:x→A,γ⊆B
[γ]b(γ) +
∑
γ:x→A,γ visits Bc
[γ]b(γ).
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By considering the first visit of Bc, the second term is equal to:∑
y∈∂oB
∑
γ1:x→y,γ1⊆B
∑
γ2:y→A
(|γ1|+ [γ2])(b(γ1)b(γ2)) =∑
y∈∂oB
∑
γ1:x→y,γ1⊆B
|γ1|b(γ1)
∑
γ2:y→A
b(γ2) +
∑
y∈∂oB
∑
γ1:x→y,γ1⊆B
b(γ1)
∑
γ2:y→A
[γ2]b(γ2)
(2.5)(5.6)≍
∑
y∈∂oB
∑
γ1:x→y,γ1⊆B
|γ1|b(γ1)pA(y) +
∑
y∈∂oB
∑
γ1:x→y,γ1⊆B
b(γ1)qA(y)
(5.8),(5.1)≍
∑
y∈∂oB
∑
γ1:x→y,γ1⊆B
|γ1|b(γ1)
∑
γ2:y→A,γ2⊆B′
b(γ2)
+
∑
y∈∂oB
∑
γ1:x→y,γ1⊆B
b(γ1)
∑
γ2:y→A,γ2⊆B′
[γ2]b(γ2)
=
∑
y∈∂oB
∑
γ1:x→y,γ1⊆B
∑
γ2:y→A,γ2⊆B′
(|γ1|+ [γ2])(b(γ1)b(γ2))
=
∑
γ:x→A,γ visits Bc,γ⊆B′
[γ]b(γ).
Hence, we get
qA(x) ≍
∑
γ:x→A,γ⊆B
[γ]b(γ) +
∑
γ:x→A,γ visits Bc,γ⊆B′
[γ]b(γ) =
∑
γ:x→A,γ⊆B′
[γ]b(γ).
This completes the proof. 
6. Visiting probability by an infinite snake.
In this section we establish the following bounds analogous to (2.6):
Theorem 6.1. For any A ⊂⊂ Zd and x ∈ Zd with ‖x‖ ≥ 2Rad(A), we have:
qA(x) ≍ BCap(A)
(ρ(x,A))d−4
. (6.1)
Remark 6.1. Similarly to (2.6), by cutting A into small pieces, one can replace
‖x‖ ≥ 2Rad(A) by ρ(x,A) ≥ ǫdiam(A), for any ǫ > 0.
Proof. It suffices to show the case when Rad(A) is sufficiently large since we know
the asymptotical behavior when x is far away ((2.10)). The part for  is straight-
forward and similar to the first part of the proof of Lemma 5.7:
qA(x)
(5.7)≍
∑
z∈Zd
GA(x, z)pA(z) ≥
∑
2‖x‖≤‖z‖≤4‖x‖
GA(x, z)pA(z)
(2.6)(2.11)≍
∑
2‖x‖≤‖z‖≤4‖x‖
1
|x− z|d−2
BCap(A)
(ρ(z, A))d−2
≍
∑
2‖x‖≤‖z‖≤4‖x‖
1
|z|d−2
BCap(A)
|z|d−2
≍|x|d 1|x|d−2
BCap(A)
|x|d−2 =
BCap(A)
|x|d−4 ≍
BCap(A)
(ρ(x,A))d−4
.
The other part can be implied by (2.6) and the following lemma (let n = ‖x‖). 
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Lemma 6.2. For any n ∈ N+ sufficiently large, A ⊂ C(n), y ∈ C(n), we have:
qA(y)  n2pA(y). (6.2)
Proof. Let B = C(4n). By (5.2) and (2.5), it suffices to prove:
∑
γ:y→A,γ⊆B
[γ]b(γ)  n2
∑
γ:y→A,γ⊆B
b(γ). (6.3)
By (4.1) and (5.2), one can get:
∑
z∈B
GA(y, z)qA(z)  n2
∑
γ:y→A,γ⊆B
[γ]b(γ). (6.4)
For the left hand side, we have:
∑
z∈B
GA(y, z)qA(z)
(5.6)≍
∑
z∈B
∑
γ1:y→z
b(γ1)
∑
γ2:z→A
[γ2]b(γ2)
≥
∑
z∈B
∑
γ1:y→z,γ1⊆B
∑
γ2:z→A,γ2⊆B
[γ2]b(γ1 ◦ γ2)
=
∑
γ:y→A,γ⊆B
(1 + 2 + ...+ [γ])b(γ) ≍
∑
γ:y→A,γ⊆B
[γ]2b(γ).
Hence, we have:
∑
γ:y→A,γ⊆B
[γ]2b(γ)  n2
∑
γ:y→A,γ⊆B
[γ]b(γ). (6.5)
By Cauchy-Schwartz inequality:
 ∑
γ:y→A,γ⊆B
[γ]b(γ)
2 ≤
 ∑
γ:y→A,γ⊆B
[γ]2b(γ)
 ·
 ∑
γ:y→A,γ⊆B
b(γ)

 n2
∑
γ:y→A,γ⊆B
[γ]b(γ) ·
 ∑
γ:y→A,γ⊆B
b(γ)
 .
Then (6.3) follows and we complete the proof. 
Proof of (4.2). When x ∈ B, by the last lemma (recall that qA(x) ≍
∑
z∈Zd GA(x, z)pA(x)),
we have the desired bound. Now we assume x /∈ B. By considering the first visit
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of B, we have ∑
z∈B
GA(x, z)pA(z)
(5.5)
=
∑
γ:x→A
(
|γ|∑
i=0
1γ(i)∈B)b(γ)
=
∑
y∈B
∑
γ1:x→y,γ1⊆Bc
∑
γ2:y→A
b(γ1 ◦ γ2)(
|γ2|∑
i=0
1γ2(i)∈B)
=
∑
y∈B
∑
γ1:x→y,γ1⊆Bc
b(γ1)
∑
γ2:y→A
(
|γ2|∑
i=0
1γ2(i)∈B)b(γ2)
(5.5)
=
∑
y∈B
∑
γ1:x→y,γ1⊆Bc
b(γ1)
∑
z∈B
GA(y, z)pA(z)
(∗)

∑
y∈B
∑
γ1:x→y,γ1⊆Bc
b(γ1)(diam(B))
2pA(y)
=(diam(B))2
∑
y∈B
∑
γ1:x→y,γ1⊆Bc
b(γ1)pA(y)
=(diam(B))2pA(x).
(∗) is because we have proved that (4.2) is true for x ∈ B and for the last line, we
use the First-Visit Lemma and (2.5). 
7. Upper bounds for the probabilities of visiting two sets.
In this section we aim to prove the following inequalities which we will use in
the proof of Wiener’s Test.
Lemma 7.1. For any disjoint nonempty subsets A,B ⊂⊂ Zd and x ∈ Zd, we have:
P (Sx visits both A&B) 
∑
z∈Zd
GA∪B(x, z)pA(z)pB(z); (7.1)
P (S∞x visits both A&B) ∑
z∈Zd
GA∪B(x, z) (pA(z)qB(z) + qA(z)pB(z) + P (S ′z visits both A&B)) . (7.2)
Proof. (7.2) is a bit easier and we prove it first. When an infinite snake S∞x =
(T,ST ) visits both A and B, let u be the first vertex in the spine such that the image
of the bush graft to u under ST intersects A∪B. Assume (v0, . . . , vk) is the unique
simple path in the spine from o to u. Define Γ(A,B)(S∞x ) = (ST (v0), . . . ,ST (vk)).
For any path γ = (γ(0), . . . , γ(k)) starting from x with length |γ| = k, we would
like to estimate P (Γ(A,B)(S∞x ) = γ). If we can show that:
P (Γ(A,B)(S∞x ) = γ) 
b(γ)
(
pA(γ̂)qB(γ̂) + qA(γ̂)pB(γ̂) + P (S ′γ̂ visits both A&B)
)
, (7.3)
then by summation, one can get (7.2).
Now we argue that (7.3) is correct. Let t be the bush grafted to u. There are
three possibilities: ST (t) visits A but not B, visits B but not A or visits both A
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and B. For the first one, to guarantee Γ(A,B)(S∞x ) = γ, we need three conditions to
be true. The first is that ST maps (v0, . . . , vk) to γ and that the image of each bush
grafted to vi does not intersect A ∪B, for i = 0, . . . , k − 1. The probability of this
condition being true is b(γ). The second condition is that ST (t) intersects A but
not B. The probability of this condition being true is at most rA(γ̂) ≍ pA(γ̂). The
last condition is that the image of the bushes after u intersects B. The probability
of this condition being true is at most qB(γ̂). Note that for fixed γ, the three
conditions are independent. Hence we have:
P (Γ(A,B)(S∞x ) = γ,ST (t) visits A not B) ≤ b(γ)pA(γ̂)qB(γ̂).
Similarly, one can get the other two inequalities. This completes the proof of (7.2).
For (7.1), we use a similar idea. When a snake Sx = (T,ST ) visits both A and
B, then VA
.
= {v ∈ T : ST (v) ∈ A} and VB .= {v ∈ T : ST (v) ∈ B} are nonempty.
We call a vertex v ∈ T good, if v is the last common ancestor for some u1 ∈ VA and
u2 ∈ VB (any vertex is regarded as an ancestor of itself). Since for any u1 ∈ VA
and u2 ∈ VB , they have the unique last common ancestor. Hence there exists at
least one good vertex and we choose the first good one (due to the default order,
Depth-First order), say u. Assume γ = (v0, . . . , vk) is the unique simple path in
T from the root o to u. Define Γ(A,B)(Sx) = (Sx(v0), . . . ,Sx(vk)). As before, we
would like to estimate P (Γ(A,B)(Sx) = γ), for a fixed path γ = (γ(0)), . . . , γ(k)
starting from x, with length |γ| = k. We argue that:
P (Γ(A,B)(Sx) = γ)  b(γ)pA(γ̂)pB(γ̂). (7.4)
Since u is the first good vertex, one can see that all vertices in VA ∪ VB are
descendants of u or u itself. In particular,
any vertex before u is not in VA ∪ VB . (7.5)
Here, ’before’ is due to the Depth-First search order. This is the first necessary
condition for the event Γ(A,B)(Sx) = γ being true. Similar to the computations in
Section 3.2, the probability for (7.5) being true is b(γ). Note that this condition
just depends on (T \ Tu,ST |T\Tu), where Tu is the subtrees generated by u and its
descendants, and T \ Tu is the tree generated by u and those vertices outside Tu.
On the other hand, since u is the last common ancestor for some u1 ∈ VA and
u2 ∈ VB, when u /∈ VA ∪ VB, u must have two different children u1 and u2, such
that ST (Tu1)∩A 6= ∅ and ST (Tu2)∩B 6= ∅. This is the second necessary condition
for the event Γ(A,B)(Sx) = γ being true. Note that for fixed γ, this condition is
independent of (7.5), and its probability is at most
∞∑
n=2
µ(n)n(n− 1)pA(γ̂)pB(γ̂) = σ2pA(γ̂)pB(γ̂).
When u ∈ VA∪VB , say ∈ A, then similarly, u must have a descendant mapped into
B. The probability for this condition is: pB(γ̂) = pA(γ̂)pB(γ̂). Combining the two
conditions one can get (7.4). By summation, one can get (7.1). This completes the
proof of (7.1). 
We require the assumption of the finite third moment of µ only for the following
lemma.
Lemma 7.2. When µ has finite third moment, we have:
P (Sx visits both A&B) ≍ P (S ′x visits both A&B). (7.6)
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Proof. In fact, we will show:
P (Sx visits both A&B) ≍ pA(x)pB(x) + P (Sx visits both A&B); (7.7)
P (S ′x visits both A&B) ≍ pA(x)pB(x) + P (Sx visits both A&B); (7.8)
where Sx is the finite snake from x conditioned on the initial particle having only
one child.
For the upper bound of (7.7), consider whether Sx visits A via the same child
of the initial particle as it visits B via. If it does, this probability is at most
∞∑
i=1
µ(i) · iP (Sx visits both A&B) = E(µ)P (Sx visits both A&B).
If it does not, this probability is at most
∞∑
i=2
µ(i) · i(i− 1)P (Sx visits A)P (Sx visits B) ≍ pA(x)pB(x).
Note that we use the fact that
∑∞
i=2 µ(i) · i(i−1) is bounded by the second moment
of µ and P (Sx visits A) ≍ pA(x), which can be proved similar to (2.7) (or see (8.5)
in [6]). Combining the last two inequalities, we get the upper bound of (7.7).
For the lower bound, it is easy to see that
P (Sx visits both A&B) ≥
∑
i≥2
µ(i)
P (Sx visits A)P (Sx visits B) ≍ pA(x)pB(x);
P (Sx visits both A&B) ≥
∑
i≥1
µ(i)
P (Sx visits both A&B).
Combining these two, we can the lower bound of (7.7).
Similarly one can get (7.8). Note that for the upper bound, we require that µ˜
has finite second moment which is equivalent to the assumption that µ has finite
third moment. 
8. Proof of Wiener’s Test.
We first divide {x ∈ Rd : 1 ≤ |x| < 2} into a finite number of small pieces
with diameter less than 1/32: B1, . . . , BN . Let K
k
n = Kn ∩ (2nBk) for any n ∈
N
+, 1 ≤ k ≤ N . For any nonempty set Kkn, we have diam(Kkn) ≤ 2n/32 and
ρ(0,Kkn) ∈ [2n, 2n+1). Let V kn be the event that S∞0 visits Kkn. Applying Theorem
6.1, we can get:
P (V kn ) ≍
BCap(Kkn)
2n(d−4)
. (8.1)
Since each Kkn is finite (any finite set is B-transient), we have
P (S∞0 visits K i.o.) = P (V kn i.o.).
When
∑∞
n=0 BCap(Kn)/2
n(d−4) <∞, by monotonicity, for any 1 ≤ k ≤ N ,
∞∑
n=1
BCap(Kkn)
2n(d−4)
<
∞∑
n=0
BCap(Kn)
2n(d−4)
<∞.
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Hence,
∞∑
n=1
N∑
k=1
P (V kn ) ≍
∞∑
n=1
N∑
k=1
BCap(Kkn)
2n(d−4)
=
N∑
k=1
( ∞∑
n=1
BCap(Kkn)
2n(d−4)
)
<∞.
Then by Borel-Cantelli Lemma, almost surely, only finite V kn occurs and hence K
is B-transient.
When
∑∞
n=0 BCap(Kn)/2
n(d−4) = ∞, by subadditivity of branching capacity
(this can be seen by the limit before (2.6)), we have:
∞∑
n=1
N∑
k=1
BCap(Kkn)
2n(d−4)
≥
∞∑
n=1
BCap(Kn)
2n(d−4)
=∞.
Hence for some 1 ≤ k ≤ N , ∑∞n=1 BCap(Kkn)/2n(d−4) =∞. Assume
∞∑
n=1
BCap(K1n)/2
n(d−4) =∞.
We need the following Lemma whose proof we postpone.
Lemma 8.1. There exists some C > 0, such that, for any n < m, we have:
P (V 1n ∩ V 1m) ≤ CP (V 1n )P (V 1m).
Let In =
∑n
i=1 1V 1i and F = 1{In≥E(In)/2}. By the lemma above, we have:
E(I2n) ≤ C(E(In))2.
E(FIn) = EIn − E(In1{In<E(In)/2}) ≥ E(In)/2.
Hence,
P (In ≥ E(In)/2) = E(F ) = E(F 2)
≥ (E(FIn))2/E(I2n) ≥ (E(In)/2)2/C(E(In))2 = 1/(4C).
Since EIn →∞, let n→∞, we get
P (In =∞) ≥ 1/(4C).
By Proposition 3.3, we get that K is B-recurrent.
9. Proof of Lemma 8.1.
Write A = K1n, B = K
1
m and M = 2
m. Without loss of generality, assume
A,B 6= ∅. We know
diam(A) ≤ 2n/32, diam(B) ≤ 2m/32.
Fix any a ∈ A and b ∈ B. Let Â = a + C(2n/8) and B̂ = b + C(2m/8). Then we
have
ρ(A, Âc) ≍ ρ(0, Â) ≍ 2n; ρ(B, B̂c) ≍ ρ(0, B̂) ≍ 2m; ρ(a, b) ≍ ρ(Â, B̂) ≍ 2m. (9.1)
We need to show:
P (S∞0 visits both A&B)  qA(0)qB(0). (9.2)
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In the proof, we will repeatedly use (2.6), Theorem 6.1, (5.7) and Lemma 4.1
without mention. Since (see (7.2) and (7.6))
P (S∞0 visits both A&B) ∑
z∈Zd
GA∪B(0, z) · (pA(z)qB(z) + pB(z)qA(z) + P (Sz visits both A&B)) ,
it suffices to show: ∑
z∈Zd
GA∪B(0, z)pA(z)qB(z)  qA(0)qB(0); (9.3)
∑
z∈Zd
GA∪B(0, z)pB(z)qA(z)  qA(0)qB(0); (9.4)
∑
z∈Zd
GA∪B(0, z)P (Sz visits both A&B)  qA(0)qB(0). (9.5)
Note that by monotonicity, GA∪B(x, y) ≤ min{GA(x, y), GB(x, y)}. For (9.3), we
have: ∑
z∈Zd
GA∪B(0, z)pA(z)qB(z)
=
∑
z∈B̂
GA∪B(0, z)pA(z)qB(z) +
∑
z∈B̂c
GA∪B(0, z)pA(z)qB(z)

∑
z∈B̂
GB(0, z)pA(b)qB(z) +
∑
z∈B̂c
GA(0, z)pA(z)qB(0)
(diam(B̂))2qB(0)pA(b) + qA(0)qB(0)  qA(0)qB(0).
Similarly one can show (9.4).
We just need to show (9.5). We first show that:
P (Sz visits both A&B) 
{
pA(b)qB(z) + pB(0)qA(z); when z ∈ C(4M);
pA(z)qB(a); when z /∈ C(4M).
(9.6)
By (7.1), we need to estimate:∑
w∈Zd
GA∪B(z, w)pA(w)pB(w).
When z ∈ C(4M), we have∑
w∈Zd
GA∪B(z, w)pA(w)pB(w)
=
∑
w∈B̂
GA∪B(z, w)pA(w)pB(w) +
∑
w∈B̂c
GA∪B(z, w)pA(w)pB(w)

∑
w∈B̂
GA(z, w)pA(b)pB(w) +
∑
w∈B̂c
GB(z, w)pA(w)pB(0)
 pA(b)qB(z) + pB(0)qA(z).
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When z /∈ C(4M), let Ĉ = C(3M). We divide the sum into three parts:
∑
w∈B̂
,
∑
w∈Ĉ\B̂
,
∑
w∈Ĉc
.
∑
w∈B̂
GA∪B(z, w)pA(w)pB(w) 
∑
w∈B̂
GB(z, w)pA(b)pB(w)
 (diamB̂)2pB(z)pA(b) ≍ (ρ(a, b))2 BCap(A)BCap(B)
(ρ(z,B))d−2(ρ(a, b)d−2)
≍ pA(z)qB(a).
∑
w∈Ĉ\B̂
GA∪B(z, w)pA(w)pB(w) 
∑
w∈Ĉ\B̂
GA(z, w)pA(w)pB(a)
 (diamĈ)2pA(z)pB(a) ≍ pA(z)qB(a).
∑
w∈Ĉc
GA∪B(z, w)pA(w)pB(w) 
∑
w∈Ĉc
g(z, w)
BCap(A)BCap(B)
|w − a|d−2|w − b|d−2
≍BCap(A)BCap(B)
∑
w∈Ĉc
1
|w − z|d−2|w − a|2d−4
(∗)
 BCap(A)BCap(B)|z − a|d−2|b− a|d−4 ≍ pA(z)qB(a).
Combine all three above, we get (9.6). Note that for (∗), we use:
∑
w∈Ĉc
1
|w − z|d−2|w − a|2d−4
≤
∑
‖w−z‖≤‖z‖/8
1
|w − z|d−2|w − a|2d−4 +
∑
‖w−z‖≥‖z‖/8,w∈Ĉc
1
|w − z|d−2|w − a|2d−4

∑
‖w−z‖≤‖z‖/8
1
|w − z|d−2|z − a|2d−4 +
∑
‖w−z‖≥‖z‖/8,w∈Ĉc
1
|z|d−2|w − a|2d−4
 |z|
2
|z − a|2d−4 +
1
|z|d−2
∑
w∈Ĉc
1
|w − a|2d−4 ≍
1
|z|2d−6 +
1
|z|d−2
∑
n≥3M
nd−1
n2d−4
≍ 1|z|2d−6 +
1
|z|d−2
1
Md−4
≍ 1|z|d−2
1
Md−4
≍ 1|z − a|d−2|b− a|d−4 .
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Hence,∑
z∈Zd
GA∪B(0, z)P (Sz visits both A&B)

∑
z∈C(4M)
GA∪B(0, z)(pA(b)qB(z) + pB(0)qA(z)) +
∑
z∈C(4M)c
GA(0, z)pA(z)qB(a)
M2pA(b)qB(0) +M2pB(0)qA(0) + qA(0)qB(a) ≍ qB(0)qA(0).
This is just (9.5) and we finish the proof.
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