We consider the problem of prediction interval for future observations in the case of normal random variables. Specifically, two prediction intervals are developed with the difference lies on parameter estimators. The resulting estimative prediction intervals have coverage probability as well as expected length bounded to O(n −1 ). Furthermore, whilst the coverage probability 1 − α is usually given, we propose to set this as parameter. Consequently, the O(n −1 ) terms in the asymptotic expansion of coverage probability and of expected length will depend not only on model parameter but also α. Our aim is to find an optimal coverage probability. Numerical analysis is carried out to illustrate the unexpected coverage probability and length of estimative prediction interval.
Introduction
The accuracy of prediction interval may be assessed by calculating its coverage probability. Alternatively, we can assess prediction interval via expected length, see e.g. Kabaila and Syuhada (2007) who derived the relative efficiency of prediction intervals by measuring the ratio of their expected length.
Suppose that Y 1 , Y 2 , . . . , Y n , Y n+1 are random variables that are independent and identically distributed with parameter vector θ. The available data are Y 1 , Y 2 , . . . , Y n and we wish to find a prediction interval, I(θ), for Z = Y n+1 such that P Z ∈ I(θ) = 1 − α, for all θ and α is level of significance.
For unknown θ, an estimative prediction interval I( Θ) is developed by replacing a specified estimator Θ to θ. Consequently, the coverage probability of I( Θ) is 1 − α + O(n −1 ) due to parameter variability. The expected length of estimative prediction interval, E I( Θ) , is also bounded to O(n −1 ). Syuhada (2007, 2010) argued that there can be a trade off between O(n −1 ) terms in the asymptotic expansions of coverage probability and of expected length. To avoid this trade off and make use of expected length, an improved prediction interval I + ( Θ) is constructed with coverage probability 1 − α + O(n Our contributions in this paper are twofold. Firstly, we develop two estimative prediction intervals from normal random variables with parameter (µ, σ 2 ). We have these two intervals by setting different estimators for µ and σ 2 . Then, improved prediction intervals are constructed and assessment of such intervals are carried out via their expected length. Note that our parametric estimative prediction intervals setting is different to that of Kabaila and Syuhada (2007) who considered parametric versus nonparametric prediction intervals. The second contribution lies in our attempt to assess an estimative prediction interval by calculating O(n −1 ) terms of coverage probability and expected length together an set to be minimum to reach optimal 1 − α. In fact, we propose that α may be considered as parameter instead of given value. The O(n −1 ) terms then depend on α and parameter vector (µ, σ 2 ).
Whilst improved prediction interval may correct the coverage property of estimative one, in fact we may not be able to find optimal coverage probability by incorporating O(n −1 ) term in the asymptotic expected length. This is due to the absorbtion of unexpected coverage and replaced by O(n
The remainder of this paper is organized as follows. In Section 2, a description of estimative and improved prediction intervals is presented along with the expected length of these prediction intervals. We also introduce the total unexpected coverage and length. We provide an example of independent observations from normal distribution and this is given in Section 3. A numerical analysis is presented in Section 4 aimed to illustrate different estimative prediction intervals. Section 5 explores the optimal coverage probability.
Prediction Intervals: Unexpected Coverage And Length
A general formulation of estimative prediction interval along with its expected length is described briefly in this Section. Suppose that the available i.i.d. data are Y 1 , . . . , Y n from the model with parameter vector θ. For unknown θ, the estimative prediction interval for future observation Z = Y n+1 is I Θ = L( Θ) , U ( Θ) for a specified estimator Θ. The coverage probability P Z ∈ I Θ differs from 1 − α by c(θ) n −1 . Meanwhile, its expected length is of the
We propose that, for our objective, the O(n −1 ) terms in the asymptotic expansion of coverage probability and of expected length will depend on α. Thus, the O(n −1 ) terms for coverage probability and expected lengths are c(α, θ) and q(α, θ), respectively. It is clear that if c(α, θ) = 0 then we have an improved prediction interval. Otherwise, we seek to find an optimal 1 − α by having minimum c(α, θ) and so does q(α, θ). The total unexpected coverage and length is c(α, θ) + q(α, θ).
To construct an improved prediction interval, first we note that
where z is estimative prediction limit whilst f (z;θ)
is its pdf. The relevant improved prediction interval is
which its coverage probability now is bounded to O(n −3/2 ). The corresponding expected length for improved prediction interval is of the form p(α, θ) + q + (α, θ) n −1 + · · · , from which the total unexpected coverage and length is k(α, θ) = q + (α, θ).
The Case Of Normal Random Variables
In what follows, we demonstrate the derivation of estimative prediction interval and its expected length for the case of normal random variables. An improved prediction interval is also constructed. Suppose that Y 1 , . . . , Y n are i.i.d. normally distributed with unknown mean µ and unknown variance σ 2 . We are concerned with a prediction interval for Z = Y n+1 which is independent and from the same distribution. Let θ = (µ, σ 2 ). For a specified estimator Θ = ( µ, σ 2 ) of (µ, σ 2 ), the 1 − α estimative prediction interval is
and its coverage probability is P θ Z ∈ I( Θ) which is equal to
2 by using a similar argument to that used in Syuhada (2008, p.17). As explained before, the O(n −1 ) arises due to parameter variability.
The expected length of I( Θ) is
Now, by Taylor expansion 
). The coverage probability of this improved prediction interval is 1 − α + O(n −3/2 ) whilst the expected length of this interval is
By, again, the Taylor expansion for ( σ 2 ) 1 2 above and the following Tay-
determined by the asymptotic moments of σ 2 and µ. It is important to note here that the expected length of the improved prediction interval does not depend on the bias of parameter estimators (see Kabaila and Syuhada, 2010 ).
Numerical Analysis
We illustrate the derivation of estimative and improved prediction intervals along with their expected lengths as follows. The first intervals, say I 1 Θ and I + 1 Θ , are developed using the following estimator. Observe that the loglikelihood function (to within an additive constant) is (θ; y) = −
Using a method very similar to that used by Vidoni (2004, p.144), we derive the expected information matrix and the conditional bias as follows. Let θ = (θ 1 , θ 2 ) = (µ, σ 2 ) and Θ = ( Θ 1 , Θ 2 ) = ( µ, σ 2 ) is the corresponding ML estimator. The partial derivatives of the log-likelihood function with respect to the parameters are (θ; y) 11 = −(σ 2 ) −1 n; (θ;
, where, for example, (θ; y) 12 denotes ∂ 2 (θ; y)/(∂ θ 1 ∂ θ 2 ). Thus, whilst i 12 = 0,
The asymptotic bias for µ and σ 2 are, respectively, b(θ) 1 = − E (θ; y) t (θ; y) su and λ sut = E (θ; y) sut .
We find that b(θ) 1 = 0 which agrees to the fact that µ is unbiased estimator. To obtain the asymptotic bias of σ 2 , we use the following results λ 1,21 , λ 2,22 , λ 222 . We obtain b(θ) 2 
and the partial derivatives of G Θ; θ with respect to the parameter estimators
. Thus,
Note that c(θ) does not depend on the parameter vector θ = (µ, σ 2 ); c(θ) → 0 as α → 0. The expected length of I 1 ( Θ) is E length of I 1 ( Θ) which is equal to
, in which we can observe that the O(n −1 ) term above depend on parameter θ; although its expected length does not depend on the asymptotic estimator bias.
As shown before (by Taylor expansion),
A Monte Carlo simulation is carried out to estimate the estimative and improved prediction intervals from independent observations. Note that we adopt the method of Kabaila and Syuhada's (2008, 2010) prediction limit in order to obtain improved prediction interval efficiently. We begin by running simulation data from normal distribution with mean µ = 2 and variance σ 2 = 1, with sample size n = 50, 100, 200. The replications we have used are m = 200, 500. Table 1 reports the estimative and improved prediction intervals when Maximum Likelihood estimators are employed. It is shown an improvement, in terms of coverage probability, of the improved prediction interval over the estimative one. The standard errors are reasonably small. Also, as the increase of sample size and number of iteration, the coverage probability is closer to the target value 0.95. All the computations reported are performed with programs written using MATLAB and the MATLAB Statistics toolbox. The expected length of prediction intervals are presented in Table 2 , where the expected length of estimative prediction interval is shorter than that of improved prediction interval. This corresponds to the coverage probability of these prediction intervals, shown in Table 1 , in which the coverage probability of estimative prediction interval is lower than of the improved one. Nonetheless, the expected length of improved prediction interval is closer to the target 3.92. The improvement is also observed as the sample size and number of iteration increase. Now consider the estimative prediction interval 2, I 2 Θ , obtained using the estimator for θ = (µ, σ 2 ) is Θ = ( µ, S 2 ) where µ = µ and S 2 = n n−1
term in the asymptotic expansion of the coverage probability for I 2 ( Θ) does not depend on parameter vector θ. In fact, E length of Figure 1 presents the coverage probability of estimative prediction interval 1 and 2 for various n. It is shown that the coverage probability of interval 2 (PI2) is closer to the target value than of interval 1 (PI1). This means that PI2 is more accurate.
The improved prediction interval 2, I + 2 Θ , and its expected lenth are constructed by first calculating 
) term is the same as in the expected length of improved prediction interval 1 and 2 above. We may assess the expected length of a standard prediction interval since its coverage probability is exactly 1 − α. On the other hand, we may not be able to assess the expected length of an estimative prediction interval since it has the same order as its coverage probability; thus, in this case, we may use an improved prediction interval. In other words, different order of asymptotic coverage probability and expected length is required. asymptotic coverage probability, may be proposed as an alternative prediction interval to the standard one. The asymptotic expected length of the proposed interval, however, may be the same (but not smaller than) of the standard prediction interval.
Optimal Coverage Probability
The assessment of a prediction interval may alternatively be done by considering α as a parameter instead of a given value. In particular, we set the O(n −1 ) terms in both asymptotic expansion of coverage probability and of expected length depend on α, i.e. c(α, θ) and q(α, θ), respectively. Our aim is to find optimal coverage probability 1 − α.
Define α = 2 z 1−
