Abstract The post enrolment course timetabling problem (PECTP) is one type of university course timetabling problems, in which a set of events has to be scheduled in time slots and located in suitable rooms according to the student enrolment data. The PECTP is an NP-hard combinatorial optimization problem and hence is very difficult to solve to optimality. This paper proposes a hybrid approach to solve the PECTP in two phases. In the first phase, a guided search genetic algorithm is applied to solve the PECTP. This guided search genetic algorithm, integrates a guided search strategy and some local search techniques, where the guided search strategy uses a data structure that stores useful information extracted from previous good individuals to guide the generation of offspring into the population and the local search techniques are used to improve the quality of individuals. In the second phase, a tabu search heuristic is further used on the best solution obtained by the first phase to improve the optimality of the solution if possible. The proposed hybrid approach is tested on a set of benchmark PECTPs taken from the international timetabling competition in comparison with a set of state-of-the-art methods from the literature. The experimental results show that the proposed hybrid approach is able to produce promising results for the test PECTPs.
Introduction
Timetabling is one of the common scheduling problems, which can be described as the allocation of resources for tasks under predefined constraints so that it maximizes the possibility of allocation or minimizes the violation of constraints [57] . Timetabling problems are often complicated by the details of a particular timetabling task. A general algorithm approach to a problem may turn out to be incapable, because of certain special constraints required in a particular instance of that problem. Typical timetabling areas are educational timetabling [1, 60] , sports timetabling [37] , transport timetabling [11] , employee timetabling [14] , and so on. Educational timetabling can be divided into school timetabling, exam timetabling, and course timetabling.
In the university course timetabling problem (UCTP), events (subjects, courses) have to be allocated into a number of time slots and rooms while satisfying various constraints. It is very difficult to find a general and effective solver for the UCTP due to the diversity of the problem, variance of constraints, and particular requirements from university to university according to the characteristics. There is no known deterministic polynomial time algorithm for the UCTP. That is, the UCTP is an NP-hard combinatorial optimization problem [26] . The UCTP can be further divided into two categories as proposed by the organizers of the 2007 International Timetabling Competition (ITC-2007) 1 : the post enrolment course timetabling problem (PECTP) [41] and the curriculum base course timetabling problem (CBCTP). The main difference between them lies in that in the CBCTP, courses are scheduled according to the curricula published by the university while in the PECTP, courses are scheduled according to the student enrolment data [44] . In this paper, we deal with the PECTP, which is similar to the 2003 timetabling competition UCTP problem except two new hard constraints. According to Lewis [41] , these two new hard constraints make it very difficult to find the feasible solution in the search space and make the PECTP much similar to the real-world timetabling problem. The research on timetabling has a long history of over forty years, starting with Gotlieb in 1963 [32] . Over the past forty years, researchers have proposed various timetabling approaches by using constraint-based methods, population-based approaches (e.g., genetic algorithms (GAs), ant colony optimization (ACO), and memetic algorithms), meta-heuristic methods (e.g., tabu search (TS), simulated annealing, and great deluge), variable neighbourhood search, and hybrid and hyper-heuristic approaches, etc. A comprehensive review on timetabling can be found in [17, 19, 39, 41, 50, 54, 4] . Several researchers have used GAs to solve course timetabling problems [5, 25, 40, 48] . Rossi-Doria et al. [51] compared different meta-heuristics to solve the UCTP. They concluded that conventional GAs do not give good results among a number of approaches developed for the UCTP. Hence, conventional GAs need to be enhanced to solve the UCTP.
Recently, a guided search genetic algorithm, denoted GSGA, has been proposed for solving the UCTP [35] . The GSGA consists of a guided search strategy and a local search (LS) technique. One important concept of GAs is the notion of population. Unlike traditional search methods, GAs rely on a population of candidate solutions [31, 53] . In GSGA, a guided search strategy is used to generate offspring into the populationbased on an extra data structure. This data structure is constructed from the best individuals from the population and hence stores useful information that can be used to guide the generation of good offspring into the next population. The main advantage of this data structure is that it provides diversity by maintaining part of good solutions, which otherwise would have been lost in the selection process. In GSGA [35] , a LS technique is also used to improve the quality of individuals through searching in three kinds of neighbourhood structures. In [35] , GSGA has shown some promising results based on some preliminary experiments.
In this paper, a hybrid approach is proposed based on the GSGA [35] and a TS heuristic to solve the PECTP. The proposed hybrid approach works in two phases. In the first phase, the GSGA developed in [35] for the UCTP is adapted and applied to solve the PECTP. In addition to the original LS strategy used in GSGA [35] , some new neighbourhood structures and relevant LS strategies are integrated into GSGA for the PECTP. Given that finding a feasible solution for the PECTP can be a challenging task [41] , the hybrid approach employs a second phase, where a TS heuristic is further used on the best solution obtained by GSGA in the first phase to improve the optimality of the solution if possible. In order to investigate the effect of parameters on the performance of the hybrid approach for the PECTP, the sensitivity analysis of key parameters of GSGA is carried out by systematical experiments based on a set of ITC-2007 benchmark PECTPs. In order to test the performance of the proposed hybrid approach, experiments are also carried out to compare it with other variants of GAs and TS and a set of state-ofthe-art methods from the literature on the benchmark PECTP instances. The experimental results show that the proposed hybrid approach is better than or comparable to all other tested methods.
The rest of this paper is organized as follows. The next section briefly describes the related work. Section 3 describes the PECTP in details. Section 4 presents the proposed hybrid approach for the PECTP. Experimental results of comparing the proposed hybrid approach and other algorithms from the literature are reported and discussed in Section 5. Finally, Section 6 concludes this paper with discussions on the future work.
Related work
Many algorithms have been introduced to solve timetabling problems. The earliest algorithms are based on graph colouring heuristics methods. These algorithms show a great efficiency in small instances of timetabling problems, but are not efficient in large instances [33, 38, 60] . Later, stochastic search methods, such as GAs, simulated annealing, and TS, etc., were introduced to solve timetabling problems.
Generally speaking, there are two types of metaheuristic algorithms [10] : local area based algorithms and population-based algorithms. Each type has some advantages and disadvantages. A local area based algorithm starts from an initial state/solution and tries to find a better solution in the space of candidate solutions until a stopping criterion is met [28] . Local area based algorithms differ from each other in the method that is used to find a neighborhood solution in the search space and the criterion to stop the search. Local area based algorithms include simulated annealing 3 [6, 58] , very large neighborhood search [1, 2] , TS [9, 44] , and many more. Usually, local area based algorithms more focus on exploitation rather than exploration [10, 21] . They usually work in a non-systematic way that may lead to find a solution in one direction without performing a wider scan of the search space [10, 28] . Population-based algorithms start with many solutions and refine them to obtain optimal solution(s) in the whole search space and, hence, are global area based algorithms. Population-based algorithms that are commonly used to tackle timetabling problems include evolutionary algorithms (EAs) [22] , ant colony algorithms [56] , and artificial immune systems [45] , etc.
In recent years, GAs have been used to solve the UCTP. Erben and Keppler [25] proposed a GA for weekly course timetables. They used a problem-specific chromosome representation and knowledge-augmented genetic operators. These operators can avoid building illegal timetables. Their approach was tested on real data. Sigl et al. [55] used 3D cubes, corresponding to room, day, and time slot, to model the timetable. They enhanced the performance of GAs by using modified genetic operators and tested their algorithm on small and large problem instances. Generally speaking, when a simple GA is employed, it may generate illegal timetables that have duplicate and/or missing events. Usually, the quality of a solution produced by population-based algorithms is not better than local area based algorithms. There are many reasons behind this, such as the premature convergence problem. In that situation , the solving procedure is trapped in the suboptimal state and is unable to generate offspring that are superior to their parents. The main reason for this premature convergence problem in population-based algorithms is that they are more concerned with exploration than exploitation [10] . Population-based algorithms perform search in the whole search space without strictly focusing on the good part of an individual within a population, which may lead to the lose of useful information in a good individual [8] . Population-based algorithms have another drawback of requiring more time [21] . However, GAs have several advantages when compared with other optimization techniques [48] . For example, GAs perform multiple directional search using a set of candidate solutions [29] .
Various combinations of local area and global area based algorithms have been reported to solve timetabling problems in the literature [15, 51, 57, 36, 3] . In addition, it is also being increasingly realized that EAs without incorporation of problem-specific knowledge do not perform as well as mathematical programming based algorithms on certain classes of timetabling problems [13] . In this paper, we aim to combine the good properties of local and global area based algorithms to solve the PECTP. We try to make a balance between the exploration ability (global improvement) of GAs and the exploitation ability (local improvement) of LS operators (to be described in Section 4.1.5) and TS. In addition, an external memory data structure (to be described in Section 4.1.2) is used to store parts of previous good solutions. These stored parts are reintroduced into offspring in order to enable the proposed GAs to quickly locate the optimum of a PECTP.
3 Post enrolment course timetabling
Problem description
According to Carter and Laporte [19] , the UCTP is a multi-dimensional assignment problem, in which students and teachers (or faculty members) are assigned to courses, course sections, or classes and events (individual meetings between students and teachers) are assigned to classrooms and time slots. The PECTP consists of assigning university courses to time slots and rooms according to student enrolment data, where each assignment has to fulfil various constraints. Among these constraints, some are hard constraints and some are soft constraints. Hard constraints must not be violated under any circumstances, e.g., a student cannot attend two classes at the same time. Soft constraints should preferably be satisfied, but can be accepted with a penalty associated to their violation, e.g., students should not attend more than two classes in a row. The PECTP deals with the following hard constraints [41] :
-H1: No student attends more than one event at the same time; -H2: The room is big enough for all the attending students and satisfies all the features required by the event; -H3: Only one event is in a room at any time slot; -H4: Events should only be assigned to time slots that are predefined as available for those events; -H5: Where specified, events should be scheduled to occur in the correct order.
A solution is feasible if all hard constraints are satisfied by the solution. According to the organizers of ITC-2007, a timetable is required to satisfy all hard constraints. Due to the fact that it may be very difficult to achieve this hard-constraint feasibility, they suggested that some events may be left unassigned in a timetable if necessary, and they introduced the notion of "distance to feasibility (Df )" [41] , which is defined as the number of students that are affected by unassigned events. Given a solution, if there is any event that causes any hard-constraint violation, it needs to be removed (i.e., unassigned) from the timetable, and as an effect, some students that have to take this event will suffer from its removing. The Df of the given solution is calculated by identifying the number of students that are required to attend each of the unassigned events and then simply adding these values together. For example, if a solution has three events that need to be unassigned to prevent any violation of the hard constraints, and the number of students that need to attend each of these events is 2, 3, and 1, then the Df of the solution is (2 + 3 + 1) = 6. With the notion of "distance to feasibility", an infeasible solution can be characterized by its Df .
In the PECTP, there are also soft constraints, which are penalized equally by their occurrences -S1: A student has a class in the last time slot of a day; -S2: A student has more than two classes in a row; -S3: A student has a single class on a day.
The soft-constraint penalty value is denoted as SCP in this paper.
Problem formulation
In a PECTP, we assign an event (courses, lectures) into a time slot and also assign a number of resources (students, rooms) in such a way that there is no conflict between the rooms, time slots, and events. The PECTP consists of a set of n events (classes, subjects) E = {e 1 , e 2 , ..., e n } to be scheduled in a set of 45 time slots T = {t 1 , t 2 , ..., t 45 } (i.e., nine for each day in a five day week), a set of m available rooms R = {r 1 , r 2 , ..., r m } in which events can take place, a set of k students S = {s 1 , s 2 , ..., s k } who attend the events, a set of l available features F = {f 1 , f 2 , ..., f l } that are satisfied by rooms and required by events.
In addition, interrelationships between these sets are given by the following seven matrices: -The first matrix A k×n , called the Student-Event matrix, shows which event is attended by which students. The value of a cell a ij ∈ A k×n is 1 if student s i ∈ S should attend event e j ∈ E; otherwise, the value is 0. -The second matrix B n×n , called the Event-Conflict matrix, indicates whether two events can be scheduled in the same time slot or not. It helps to quickly identify events that can be potentially assigned to the same time slot. -The third matrix C m×l , called Room-Feature matrix, gives the features that each room possesses, where the value of a cell c ij is 1 if r i ∈ R has a feature f j ∈ F ; otherwise, the value is 0. Usually, a matrix is used for assigning each event to a room r i and a time slot t i . Each pair of (r i , t i ) is assigned a particular number which corresponds to an event. If a room r i in a time slot t i is free or no event is placed, then "-1" is assigned to that pair. In this way, we assure that there will be no more than one event assigned to the same pair so that one of the hard constraint will always been satisfied. -The six matrix H n×t is called the Event-Availability matrix, where the value of a cell m ij is 1 if event e i ∈ E should take place at time slot t j ∈ T ; otherwise, the value is 0. -The last matrix I n×n is called the Event-Preference matrix, where the value of cell n ij is 1 if e i ∈ E has to be schedule before e j ∈ E, or -1 if e i ∈ E has to place in timetable after e j ∈ E; otherwise, the value is 0 if no restriction of precedence between e i ∈ E and e j ∈ E.
In addition to the above matrices, we create an array EE of lists. Each element EE i ∈ EE is a list of events that have to be scheduled in a timetable after event e i . This information helps to satisfy the hard constraint H5 in the execution of an algorithm. We also create a list ET of event time slots. Each element ET i ∈ ET is a list of possible time slots where event e i has to be scheduled. There is also a set E ′ e of events that are not subject to any time restriction. Similarly, there is a set T ′ s of time slots that have no restriction of any event.
For room assignment, we use a matching algorithm described by Rossi-Doria et al. [51] . For every time slot, there is a list of events taking place in it and a preprocessed list of possible rooms to which events can be assigned. The matching algorithm uses a deterministic network flow algorithm and gives the maximum cardinality matching between rooms and events.
In general, the solution to a PECTP can be represented in the form of an ordered list of pairs (r i , t i ), of which the index of each pair is the identification number of an event e i ∈ E (i = 1, 2, · · · , n). For example, the time slots and rooms are allocated to events in an ordered list of pairs like: (2, 4), (3, 30) , (1, 12) 
where room 2 and time slot 4 are allocated to event 1, room 3 and time slot 30 are allocated to event 2, and so on.
The goal of the PECTP is to minimize the number of hard-and soft-constraint violations. The objective function f (s) for a timetable s is the weighted sum of the number of hard-constraint violations #hcv and softconstraint violations #scv, which was also used in [52] , as defined below:
where C is a constant, which is larger than the maximum possible number of soft-constraint violations.
Proposed hybrid approach for the PECTP
GAs are a class of powerful general purpose optimization tools that model the principles of natural evolution [31, 53] . GAs are population-based heuristic methods, which start from an initial population of random solutions for a given problem. Each solution in the population is called an individual. Each individual is evaluated according to a problem-specific objective function, usually called the fitness function. After evaluation, there is a selection phase in which possibly good individuals will be chosen by a selection operator to undergo the recombination process. In the recombination phase, crossover and mutation operators are used to create new individuals in order to explore the solution space. The newly created individuals replace old individuals, usually the worst ones, of the population-based on the fitness. This process is repeated until a stopping criterion is reached, which may be the maximum number of generations or a time limit. GAs were first used for timetabling in 1990 [22] . Since then, there have been a number of papers investigating and applying GAs for the UCTP [19, 59] . In this paper, we propose a hybrid approach that hybrdizes the GSGA proposed in [35] with new LS techniques and a TS heuristic for the PECTP. The pseudocode of the proposed hybrid GA and TS approach, denoted HGATS, for the PECTP is shown in Algorithm 1. HGATS works in two phases. In the first phase, the GSGA that uses genetic operators, a guided search strategy, and two powerful LS techniques, is used to evolve a population of candidate solutions toward better and better solutions, ideally finding the optimal solution. Usually, GAs are able to locate promising regions for global optima in the search space, but sometimes have difficulties in finding the exact optimum of highly constrained problems [31] . Several examples can be found from the literature where a solution obtained from a GA is improved by another optimization technique [34] . In this paper, we also use this technique Algorithm 1 Proposed Hybrid Approach-HGATS 1: input : A problem instance I 2: set the generation counter g := 0 3: for i := 1 to population size do 4:
s i ← solution s i after applying LS operator 1 (LS1) 6: s i ← solution s i after applying LS operator 2 (LS2) 7: end for 8: while the termination condition is not reached do 9:
if (g mod τ ) == 0 then 10:
apply ConstructM EM () to construct M EM 11:
end if 12:
s ← child solution by applying GuidedSearchByM EM () or Crossover() with a probability γ 13:
s ← child solution after mutation with a probability Pm 14:
s ← child solution after applying LS operator 1 (LS1) 15:
s ← child solution after applying LS operator 2 (LS2) 16: replace the worst individual of the population by s 17: in HGATS, trying to find an optimal solution for the PECTP. Considering the hardness of the PECTP, if only feasible solutions are found during the first phase of HGATS, the second phase is executed, which uses a TS heuristic inspired by [51] to improve the feasible solution toward the optimal solution. Below we describe the two phases of HGATS in detail, respectively.
The enhanced GSGA-Phase I of HGATS
The first phase of HGATS uses the GSGA, which is adapted and enhanced according to the PECTP, to solve the PECTP. The framework of GSGA is based on a steady state GA, where one child solution is generated per iteration (or per generation) [27, 49] . GSGA starts from an initial population of individuals that are randomly generated by InitializeIndividual(), where events are assigned to rooms and time slots for each solution based on the property of each event. Usually, for GAs, the quality of the initial solutions affects the final solutions and researchers have shown that good initial solutions usually produce good or required results within less computational time [24, 42, 53] . Hence, we want to create a good initial population that would help GSGA evolve toward the optimal solution quickly. For this purpose, two LS methods are applied to each individual of the initial population. The LS methods use six neighborhood structures, which will be described in assign a random time slot from ET j to e j 8:
assign a random room from a list of suitable rooms 9:
end if 10: end for 11: output : The generated individual I i Section 4.1.5, to first move events to time slots and then use the matching algorithm to allocate rooms and time slots to events.
After the initialization of the population, a data structure (denoted M EM in this paper) is constructed, which stores a list of room and time slot pairs (r, t) for all the events in the set E ′ e that have zero penalty (i.e., no hard-and soft-constraint violation at these events) of good individuals selected from the population. After that, M EM can be used to guide the generation of offspring for the following generations. The M EM data structure is re-constructed regularly, e.g., every τ generations. In each generation of GSGA, one child is first generated either by using M EM or by applying the crossover operator, depending on a probability γ. Then, the child will undergo the mutation operation followed by the LS methods for potential improvement. Finally, the worst member in the population is replaced with the newly generated child individual. This iteration continues until one termination condition is reached, e.g., a preset time limit t max is reached or the best solution found has no soft-and hard-constraint violation.
In the following sub-sections, we will describe in details the key components of the adapted GSGA respectively, including the initialization of the population, the M EM data structure and its construction, the guided search strategy, the crossover and mutation operators, and the two LS methods.
Initialization of the population
Each individual I i of the initial population is created by Algorithm 2. We divide the set of events E into two classes: events in E ′ e and events not in E ′ e . If an event has no particular time slot restriction, it is allocated a random time slot t from the set T ′ s of not restricted time slots and a suitable room; otherwise, the event is allocated a random time slot from the element time slot list of ET corresponding to the event and randomly allocated a room among suitable rooms. This way, each individual generated will satisfy the hard constraints H2 Fig. 1 Illustration of the data structure M EM .
Algorithm 3 ConstructM EM () 1: input : The whole population P with the population size N 2: sort the population P according to the fitness of individuals 3:
calculate the penalty value of event e i from I j 7:
if e i is feasible (i.e., e i has zero penalty) then 8:
add the room and time slot pair (r i , t i ) assigned to e i into the list l i 9:
end if 10:
end for 11: end for 12: output : The data structure M EM and H4. However, it is not guaranteed to be feasible. An infeasible individual will be checked by the following LS operations, which will try to make it feasible.
The M EM data structure
There have been a number of researches in the literature on using extra data structure or memory to store useful information in order to enhance the performance of GAs and other meta-heuristic methods for optimization and search [8, 7, 43] . In GSGA, we also use a data structure M EM to guide the generation of offspring by re-introducing the best part of individuals from previous generations. This M EM data structure is used to provide further direction of exploration and exploitation in the search space. Fig. 1 shows the details of the M EM data structure, which is a two-level structure. The first level is a list of events and the second level is a list l i of room and time slot pairs corresponding to each event e i in the first level list. In Fig. 1, N i represents the total number of pairs in the second level list l i .
The M EM data structure is regularly reconstructed every τ generations. Algorithm 3 shows the outline of constructing M EM . When M EM is due to be re-constructed, we first select α × N best individ- assign the selected pair to event e i for the child 6: end for 7: for each remaining event e i not in Es do 8: if e i ∈ ET then 9:
assign a particular time slot and suitable room to e i 10:
assign a random time slot and room to e i 12:
end if 13: end for 14: output : A new child generated using M EM uals from the population P to form a set Q, where N denotes the population size. After that, for each individual I j ∈ Q, we check each event e i ∈ E ′ e 2 by its penalty value, i.e., the hard-and soft-constraint violations associated with this event. If an event has a zero penalty value, then we store the information corresponding to this event into M EM . For example, if the event e 2 of an individual I j ∈ Q is assigned room 2 at time slot 13 and has a zero penalty value, then we add the pair (2, 13) into the list l 2 . Similarly, the events of the next individual I j+1 ∈ Q are also checked by their penalty values. If the event e 2 in I j+1 has a zero penalty, then we add the pair of room and time slot assigned to e 2 in I j+1 into the existing list l 2 . If for an event e i , there is no list l i existing yet, then the list l i is added into the M EM data structure.
Similar process is carried out for the selected Q individuals and finally M EM stores pairs of room and time slot corresponding to those events with zero penalty of the best individuals of the current population. This newly re-constructed M EM data structure is then used to guide the generation of offspring for the next τ generations. We update M EM every τ generations instead of every generation in order to make a balance between the solution quality and the computational time cost of GSGA.
Generating a child by the guided search strategy
In GSGA, a child is created through the guided search by M EM or a crossover operator with a probability γ. That is, when a new child is to be generated, a random number ρ ∈ [0.0, 1.0] is first generated. If ρ is less than γ, GuidedSearchByM EM () (as shown in Algorithm 4) will be used to generate the new child; otherwise, 2 We only check those events that are not involved directly with H4 because other events must have been assigned in pre-specified time slots. It is worthless to assign and evaluate those events since they do not help to increase the diversity of the GSGA.
Algorithm 5 Crossover() 1: input : The current population 2: Select parents P 1 and P 2 by the tournament selection 3: for each event e i of the child Ch do 4:
if penalty value of e i of P 1 < penalty value of e i of P
the list l i that corresponds to the event e i and assign the selected pair to e i for the child. If there is an event e i in E s but there is no list l i in M EM , then we randomly assign a room and time slot from possible rooms and time slots to e i for the child. This process is carried out for all the events in E s . For those remaining events that are not present in E s , they are assigned time slots and room according their particular requirements for the child.
If a child is to be generated using the crossover operator, we first select two individuals from the current population as the parents by the tournament selection with a tournament size 2. Then, a child is generated as follows: for each event, we first select the parent that has the smaller penalty value corresponding to that event, and then allocate the corresponding room and time slot pair to the event of the child.
Mutation
After a child is generated by using either M EM or crossover, a mutation operator is used with a probability P m . The mutation operator first randomly selects one from four neighborhood structures N1, N2, N3, and N4, which will be described in Section 4.1.5, and then makes a move within the selected neighborhood structure.
Local search methods
After the mutation operation, two LS operators, denoted LS1 and LS2, respectively, are applied on the child solution for possible improvement. Algorithm 6 8 Algorithm 6 Local Search Operator 1 (LS1) 1: input : Individual I from the population 2: for i := 1 to n do 3:
if event e i is infeasible then 4:
if there is untried move left then 5:
calculate the moves: first in N1, then in N2 if N1 fails, then in N3 if N2 also fails, and finally in N4 if N3 also fails 6:
apply the matching algorithm to the time slots affected by the move and delta evaluate the result.
7:
if and Algorithm 7 summarize the LS1 and LS2 schemes, used in the proposed algorithm, respectively. LS1 works on all events while LS2 works on a set of events. Here, we suppose that each event is involved with soft-and hard-constraint violations. The LS methods are based on six neighborhood structures, denoted as N1, N2, N3, N4, N5, and N6, respectively. They are described as follows:
-N1: the neighborhood defined by an operator that moves one event from a time slot to a different one. -N2: the neighborhood defined by an operator that swaps the time slots of two events. -N3: the neighborhood defined by an operator that permutes three events in three distinct time slots in one of the two possible ways other than the existing permutation of the three events. -N4: the neighborhood defined by an operator that takes two random events from the set E ′ e and replaces their time slots by random ones from T ′ s .
-N5: the neighborhood defined by an operator that takes each event e i from the list of EE and try to find a place in the timetable before all the events in EE i .
Algorithm 7 Local Search Operator 2 (LS2)
1: input : Individual I after LS1 is applied 2: for each event e i of I in EE do 3:
for each event e j in EE i do 4:
try to place event e j in the timetable after the time slot of e i by calculating a move of e i in the neighborhood N1 and N2 5:
apply the matching algorithm to the time slots affected by the move 6: compute the penalty of e i and delta evaluate the result 7:
apply the move if it reduces hard-or soft-constraint violations 8: end for 9: end for 10: S :=randomly pick a percentage of occupied time slots from T 11: for each time slot t i ∈ S do 12:
for each event e j in the time slot t i do 13:
calculate the penalty value of event e j 14:
end -N6: the neighborhood defined by an operator that takes a subset of time slots among all occupied time slots. Among this subset, the worst time slot (that contain events that collectively have the highest penalty value) is selected and its events are moved to another randomly chosen time slot in the subset.
As mentioned before, LS1 works on all events and is based on two steps. In the first step (line 2-12 in Algorithm 6), LS1 checks the hard-constraint violations of each event while ignoring its soft-constraint violations. If there are hard-constraint violations for an event, LS1 tries to resolve them by applying moves in the neighborhood structures N1, N2, N3, and N4 orderly 3 until a termination condition is reached, e.g., an improvement is reached or the maximum number of steps s max is reached, which is set to different values for different problem instances in the experimental study. After each move, we apply the matching algorithm to the time slots affected by the move and try to resolve the room allocation disturbance and delta evaluate the result of the move (i.e., calculate the hard-and soft-constraint violations before and after the move). If there is no untried move left in the neighborhood for an event, LS1 continues to the next event. After applying all neighborhood moves on each event, if there is still any hard-constraint violation, then LS will stop; otherwise, LS1 will perform the second step (lines 13-25 in Algorithm 6). In the second step, after reaching a feasible solution, the LS1 method is used to deal with soft constraints. LS1 performs a similar process as in the first step on each event to reduce its soft-constraint violations. For each event, LS1 tries to make moves in the neighborhood N1, N2, N3 and/or N4 orderly without violating the hard constraints. For each move, the matching algorithm is applied to allocate rooms to affected events and the result is delta evaluated.
Algorithm 7 describes the second LS operator, LS2, used in GSGA. LS2 works on a set of events with N5 (corresponding to lines 2-9 in Algorithm 7) and N6 (corresponding to lines 10-27 in Algorithm 7). The basic idea of LS2 is that it first tries to place an event e i (involved in the precedence constraint H5) in a time slot before the corresponding list of events EE i . After moving a concerned event into a new time slot in the neighborhood structures N1 and N2 every time, the new penalty value of the event is calculated. If the move reduces the penalty value, then it is saved; otherwise, it is not saved.
After applying N5, LS2 applies N6. It first randomly selects a percentage of time slots 4 (e.g., 20% as used in this paper) from the total time slots in T . Then, the penalty value of each selected time slot is calculated and the time slot w t that has the biggest penalty value is selected for local search. This way, LS2 aims to help improve the existing result. After taking the worst time slot, LS2 tries a move in the neighborhood structure N1 for each event of w t and checks the penalty value of each event before and after applying the move. If all moves in w t together reduce the hard-and/or soft-constraint violations, then we apply all the moves; otherwise, we 4 Rather than choosing the worst time slot out of all time slots, we randomly select a set of time slots and then choose the worst time slot from the set. This is because for each selected time slot we need to calculate its penalty value, which costs time. By selecting a set of time slots instead of all time slots, we try to balance between the computational time and the quality of the algorithm. remove all events that involve hard-constraint violations 5: end if 6: T L ← ∅ 7: while the termination condition is not reached do 8:
Algorithm 8 T abuHeuristic()-Phase II of HGATS
for i := 0 to 10% of the neighbors do 9: s i ← s after the i-th move 10:
compute the objective value f (s i ) 11:
end for 12:
if ∃s j |f (s j ) < f (s) and f (s j ) ≤ f (s i )∀i then 13:
T L ← T L ∪ E i where E i is the set of events moved to get s j 15:
s ← the best non-tabu moves among all s i 17:
T L ← T L ∪ E b where E b is the set of events moved by the best non-tabu move 18:
end if 19:
s best ← the best solution so far 20: end while 21: output : The optimized solution s best do not make the moves. This way, LS2 can not only place the events according to their precedence but also check the worst time slot and reduce the penalty value for some events by moving them to other time slots. In general, LS2 is expected to enhance the individuals of the population and increase the quality of the feasible solution by reducing the number of constraint violations. When LS2 finishes, we get a possibly improved and feasible individual.
At the end of each generation of GSGA, the obtained child solution replaces the worst member of the population to make a better population in the next generation. By the end of Phase I, GSGA may produce several different optimal or near-optimal solutions.
The tabu search heuristic -Phase II of HGATS
We try to find an optimal solution using the above proposed GSGA. However, due to the hardness of the PECTP, after the first phase of HGATS, sometimes an optimal or feasible solution may not be obtained. In order to further improve the quality of the solution obtained by GSGA, a simple TS heuristic T abuHeuristic(), which is shown in Algorithm 8, is applied as the second phase of HGATS in the hope to get an improved and feasible solution from the best solution obtained from phase I. TS is a kind of heuristic methods, which has the advantage of having internal memory [30] . This internal memory prevents TS from revisiting previously visited areas of the search space. Therefore, it is easier to escape from local optimum and approach the global or near-global optimum in a short time [23] . TS is usually known be a powerful tool for all types of timetabling problems [16] .
The TS heuristic used in HGATS is similar to the TS scheme described in [51] . We first check the best solution obtained from the first phase. If it is optimal, Phase II will not be executed. Otherwise, if it is a feasible solution, then we improve the solution by applying the TS heuristic; if a solution is not feasible, we first remove all events that involve hard-constraint violations and re-consider them if and only if they satisfy all hard constraints during the neighborhood search.
We apply N1, N2, and N4 as neighborhood structures for moving a solution. A move of a solution is defined by moving one random event of the solution using N1, swapping two random events of the solution using N2, or swapping two specific events of the solution to time slots using N4, orderly. The reason for not applying N5 and N6 in the move lies in that using N5 and N6 takes time and extra work on removing a hard-constraint violation.
A move is a tabu move if at least one of the events involved has been moved less than l steps before, where l is the length of the tabu list T L. The tabu list length is set to the number of events divided by a constant K (K = 100 as described in [51] ). In order to decrease the probability of generating cycles of moves and enhance the exploration, a variable neighborhood set is applied, as suggested in [51] , where every move uses the neighborhood N1, N2, or N4 with a probability 0.1. In order to explore the search space more efficiently, we accept a tabu move if it improves the best so far solution. In summary, the TS heuristics considers a variable neighborhood set and performs the best move that improves the best so far solution; otherwise, it performs the best non-tabu move chosen among those that belong to the current variable set of neighbors. The TS heuristics continues until a time limit is reached or the best so far solution has no soft-and hard-constraint violation (i.e., an optimal solution is obtained).
Experimental study
In this section, we experimentally investigate the performance of the proposed hybrid approach for the PECTP in comparison with several other algorithms. All algorithms were coded in GNU C++ under version 4.1 and run on a 3.20 GHz PC. We use 24 benchmark PECTP instances to test the algorithms, which were proposed for the ITC-2007 [41] . Table 1 presents the features of these PECTP instances 5 . Two sets of experiments were carried out in this study. The first set of experiments are devoted to analyze the sensitivity of key parameters for the performance of HGATS for the PECTP. The second set of experiments compare the performance of HGATS with two relevant algorithms on the test PECTP instances. In the end, we compare our experimental results with current state-of-the-art methods from the literature on the tested instances.
Sensitivity analysis of key parameters of HGATS
The performance of the proposed hybrid approach depends on the parameters and operators used, especially in GSGA. Through our previous work [35] , we found that α, β, γ, and τ are key parameters that can greatly affect the performance of GSGA for the UCTP, where α is the percentage of best individuals selected from the current population for creating the data structure M EM , β is the percentage of the total number of events that are used to create a child through the data structure M EM , γ is the probability that indicates whether a child is created through M EM or crossover, and τ decides the frequency of updating M EM (i.e., M EM is updated every τ generations). Hence, we test our algorithm HGATS with different settings of these parameters. Table 2 shows different parameters and their settings that were tested in our experiments. Some other parameters for HGATS were set as follows: the population size N was set to 50 and the mutation probability P m was set to 0.5.
In order to find out which parameter settings have a great effect on the performance of HGATS, we run HGATS 50 times for all parameter combinations in Table 2 . Here, we report some typical results in Fig. 2 , where the dynamic performance of HGATS regarding the average objective value against the number of evaluations over 50 runs with one parameter changing while the other parameters kept constant on different PECTP instances is shown. Fig. 2(a) shows the effect of changing α on the 2007-16 problem instance with β = 0.3, γ = 0.8, and τ = 20. Fig. 2(b) shows the effect of changing β on 2007-17 with α = 0.2, γ = 0.8, and τ = 20. Fig. 2(c) shows the effect of changing γ on 2007-11 with α = 0.2, β = 0.3, and τ = 20. Fig. 2(d) shows the effect of changing τ on 2007-3 with α = 0.2, β = 0.3, and γ = 0.8. Table 1 ITC-2007 problem instances   ITC-2007 Instance  1  2  3  4  5  6  7  8  9  10  11  12  Number of events  400  400  200  200  400  400  200  200  400  400  200  200  Number of rooms  10  10  20  20  20  20  20  20  10  10  10  10  Number of features  10  10  10  10  20  20  20  20  20  20  10  10  Number of students  500  500  1000  1000  300  300  500  500  500  500  1000  1000  Max students per event  33  32  98  82  19  20  43  39  34  32  88  81  Max events per student  25  24  15  15  23  24  15  15  24  23  15  15  Mean features per room  3  4  3  3  2  3  5  4  3  3  3  4  Mean features per event  1  2  2  2  1  2  3  3  1  2  1  23  ITC-2007 Instance  13  14  15  16  17  18  19  20  21  22  23  24  Number of events  400  400  200  200  100  200  300  400  500  600  400  400  Number of rooms  20  20  10  10  10  10  10  10  20  20  20 
From Fig. 2 , several results can be observed and are analyzed below. First, the parameter α has a significant effect on the performance of HGATS for the PECTP. The performance of HGATS drops when the value of α increases from 0.2 to 0.8, see Fig. 2(a) for reference. This occurs because when we choose a small part of population to create the M EM data structure, M EM can provide a strong guidance during the genetic operations and help HGATS exploit the area of the search space that corresponds to the best individuals of the population sufficiently. This sufficient exploitation can ensure that HGATS quickly achieves better solutions. In the contrast, when a large part of the population is taken to create or update M EM , then M EM will lose its effect of guiding HGATS to exploit promising areas of the search space. In other words, when α is set to large values, HGATS tends to be GALS and, hence, the performance will drop or be weak. This can be observed from Fig. 2(a) : when the value of α increases, the best solution of HGATS can not improve after a certain number of evaluations, e.g., after about 4000 evaluations when α = 0.6 and after about 2000 evaluations when α = 0.8.
Second, regarding the effect of β, an interesting behaviour of HGATS can be observed on the 2007-17 problem instance with α = 0.2, γ = 0.8, τ = 20, and different β values in Fig. 2(b) . From Fig. 2(b) , it can be seen that when the value of β increases from 0.1 to 0.3, the performance of HGATS improves due to the enhanced effect of the M EM data structure. However, when the value of β is further raised, the performance of HGATS drops. This occurs because if a large portion of individuals is created through M EM , e.g., when β = 0.7, the chance of creating a similar child may be increased every generation and after a few generations, HGATS may be trapped in a sub-optimal state and hence can not obtain the optimal solution. From Fig. 2(b) , it can be seen that setting the value of β to 0.5 or 0.7 leads to an earlier stagnation in the performance of HGATS during the solving process.
Third, regarding the effect of γ, from Fig. 2(c) , it can be easily seen that increasing the value of γ results in better solutions. The reason lies in the fact that the small value of γ leads to the proposed GSGA acting as the conventional GA. The effect of γ also shows the importance of introducing the M EM data structure.
Fourth, regarding the effect of τ , it can be seen from Fig. 2(d) that updating M EM every 20 generations gives a better performance for HGATS than updating M EM every 80 generations. This is due to the fact that in the former case the search space is explored more than in the latter case, which increases the diversity and gives a greater chance to create better individuals. The difference is significant when τ is set to 20 over 100. This is because increasing the value of τ slows down the updating of the M EM data structure and hence degrades the efficiency of M EM .
Based on the above parameter analyses, in the following experiments, we set the parameters for HGATS as follows: α = 0.2, β = 0.3, γ = 0.8, and τ = 20.
Comparison with relevant algorithms
This set of experiments compares the performance of HGATS with two relevant algorithms: one is the same as the proposed GSGA except that the guided search technique is switched off. That is, it is the standard Objective value (log 10 )
number of evaluations τ=20 τ=60 τ=80 τ=100 steady state GA with LS1 and LS2, denoted GALS in this study. For GALS, the crossover operator is applied with a crossover probability P c = 0.8. The second algorithm is the TS algorithm. The basic framework of the TS algorithm tested is inspired by [51] with the same new neighborhood operators as the tabu heuristic used in HGATS. The parameter settings identified for HGATS by the previous experiments were used in HGATS and GALS (if relevant) in this section. The InitializeIndividual() is used for initial solutions for all algorithms in order to have a fair comparison of the performance of algorithms. There were 50 runs of each algorithm on each problem instance. The run time for each run of an algorithm on each problem instance was set to t max = 600 seconds based on the time allocation used by the ITC-2007. Other parameter settings are as follows: the population size N was set to 50 and the mutation probability P m was set to 0.5. Algorithms are evaluated on the basis of two values, Df and SCP. Table 3 presents the results of algorithms in terms of the best, worst, average, and standard deviation of Df and SCP values over the 50 runs on the 24 problem instances. From Table 3 , it can be seen that HGATS produces a lower average and standard deviation of the objective value on most of the PECTP instances. HGATS produces good solutions due to the usage of the M EM data structure and LS schemes. As mentioned earlier, this is due to the fact that we assign to an event a pair of room and time slot that was extracted from one of the best individuals of previous populations. This means that the pair satisfies different constraints that are suitable to that event. The local and tabu search techniques further helps find the local optimum of an individual. By doing so, we increase the chance of getting better and better solutions during the solving process. Fig. 3 shows the performance of different algorithms regarding the objective value in the log scale against the number of evaluations. From Fig. 3 , it can be seen that on the 2007-14 and 2007-17 problem instances, HGATS and TS reach a solution as the number of evaluations increases. HGATS remarkably decreases in the objective value and gives an optimal solution after 9000 and 4000 evaluations, respectively.
The t-test results of statistically comparing investigated algorithms with 98 degrees of freedom at a 0.05 level of significance are shown in Table 4 . In Table 4 , the t-test result is shown as "s+", "s−", "+", "−", or "∼" when the first algorithm is significantly better than, significantly worse than, insignificantly better than, insignificantly worse than, or statistically equivalent to the second algorithm, respectively.
From Table 4 , it can be seen that the performance of HGATS is significantly better than the performance of the other two algorithms on most problem instances. It can also been observed that the performance of GALS is significantly better than the performance of TS on most problem instances. This result indicates that a single heuristic is not enough for solving a PECTP. These results show that the integration of proper LS with guided search techniques can greatly improve the performance of GAs for the PECTP.
In order to show the benefit of introducing the second phase (i.e., the TS heuristic) in HGATS, we also recorded the percentage of feasible solutions obtained by HGATS after Phase I and Phase II over 50 runs on each ITC-2007 PECTP instances. The results are shown in Table 5 . From Table 5 , it can be seen that the TS heuristic is beneficial to the performance of HGATS on most test PECTP instances.
Comparison with algorithms from the literature
In this section, in order to justify the performance of our proposed algorithm, we compare the experimental results of HGATS with the available results of other algorithms on the ITC-2007 PECTP instances. Another reason for comparing our results to the available results is that we are interesting to see the behaviour of GAs for highly constraint PECTPs among different heuristic and optimization methods, which has not been investigated yet in the literature. The algorithms compared are described as follows:
-HGATS: The hybrid approach proposed in this paper.
-Mixed meta-heuristic approach (MMA): In the paper [18] , Hadrien et al. proposed the MMA, which includes TS and simulated annealing used in conjunction with various neighborhood operators. -CTI: Mitsunori et al. [12] proposed a technique that is the combination of a general purpose constraint satisfaction solver, TS, and iterated LS techniques. -Hybrid algorithm (HA): In the paper [20] , Chiarandini et al. proposed a HA that combines a constructive procedure for achieving the feasibility, followed by LS and simulated annealing for satisfying the soft constraints. -ACO: In the paper [47] , Nothegger et al. proposed an ACO algorithm in conjunction with a local improvement search routine. -LS based algorithm (LSA): Müller [46] used an LSA with routines taken from the Constraint Solver Library. Various neighborhood search algorithms are also used to eliminate violations of hard and soft constraints. Table 6 gives the comparison results, where the term "Df" represents the distance to feasibility and "BSCP" means the best SCP value over 10 runs. One thing to note is that the ITC-2007 competition results of other algorithms were based on 10 runs per instance. For fair comparison, we also show our results based on 10 runs per instance here.
From Table 6 , it can be seen that our proposed HGATS achieved the feasibility on all of the problem instances over 10 runs. It can also be seen that the chance of HGATS getting optimal solutions is higher than other algorithms. HGATS achieved the optimal solution on 10 out of 24 problem instances. It gives the best result on problem instances 2007-4, 2007-5, 2007-16, and 2007-20 over all the compared algorithms. From the results, we can see that the guided search strategy and appropriate combination of local and tabu search approaches can help to minimize the objective values and give better results for the PECTP compared to other population-based and heuristic-based algorithms in the literature.
Conclusion and future work
This paper presents a hybrid approach, which combines a guided search genetic algorithm (GSGA) and a tabu search heuristic, to solve the post enrolment course timetabling problem (PECTP). In the GSGA, a guided search strategy uses a data structure to store useful information, i.e., a list of room and time slot pairs for each event that is extracted from the best individuals selected from the population and has a zero penalty value. This data structure is used to guide the generation of offspring into the next population. The main advantage of this data structure lies in that it provides parts of former good solutions, which otherwise would have been lost in the selection process, and reuses the stored information in the following generations. This can enable the algorithm to quickly retrieve the best solutions corresponding to the previous and new populations. In the proposed HGATS algorithm, two LS techniques are used to improve the quality of individuals through searching six neighborhood structures. As the second phase of HGATS, a TS scheme is used to further improve the best solution obtained by GSGA in the first phase.
In order to test the performance of HGATS for the PECTP, experiments were carried out to analyze the sensitivity of parameters and the effect of the guided search strategy for the performance of HGATS based on a set of benchmark ITC-2007 PECTP instances. The experimental results of HGATS were also compared with several state-of-the-art methods from the literature on these benchmark ITC-2007 PECTP instances. The experimental results show that the proposed hybrid algorithm is competitive and work well across all test PECTP instances in comparison with other approaches studied in the literature. Generally speaking, with the help of the guided, local and tabu search strategies, HGATS is able to efficiently find optimal or near-optimal solutions for the PECTP and hence can act as a powerful tool for the PECTP.
There are several works to pursue in the future. One future work will be to further analyze the neighborhood techniques toward the performance of HGATS and make it more powerful for highly constrained problem. We also intend to test our approach particularly on ITC-2007 examination competition benchmarks and other problem instances that are available in the literature. Improvement of genetic operators and new neighborhood techniques based on different problem constraints will also be investigated. We believe that the performance of HGATS for the PECTP can be improved by applying advanced genetic operators and heuristics.
