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The goal of the present study is to investigate the relationship between incident wind velocity 
fluctuations and the surface pressure fluctuations on the roof of a low rise building. The goal was 
fulfilled by studying the pressure velocity correlation on 1:50 scale model of a typical low rise 
building, the Wind Engineering Research Field Laboratory (WERFL) building located at Texas 
Tech University, Lubbock. The experimental study was carried out in the LSU Wind Tunnel 
Laboratory by simulating the boundary layer prevalent at the full-scale site. The velocity profile 
in the boundary layer was measured using the TSI Hot-wire system with an in house designed 
data acquisition system controlled by Labview. Due to the short length of the development 
section of the wind tunnel, artificial devices (spires and a castellated trip) were used to help 
achieve the required boundary layer depth at the center of the test section. The longitudinal mean 
velocity profiles matched the full scale results up to six and a half building heights  following a  
power law profile with an α value of 6.3. The Jensen number matched with full-scale value of 
285 with the modeled surface roughness length of 0.27 mm. Validation of the boundary layer 
simulation was carried out by measuring the point pressure coefficients (Cpmean, Cppeak and Cprms) 
on the surface of the model as a function of wind azimuth. This data was compared to model 
scale (1:50) study carried out at Colorado State University and the full-scale data. Mean point 
pressure coefficients were in close agreement with published wind tunnel and full-scale results. 
Fluctuating pressure coefficients (peak positive, peak negative, rms) exhibited a great deal of 
scatter. The pressure-velocity correlation experiments were carried using the data acquisition 
system designed to simultaneously acquire the velocity and pressure signal. The cross-correlation 
results between the incident wind and point pressure region on the model experiencing extreme 
pressure in the roof region matched qualitatively with full-scale results. The maximum pressure-
 xv
velocity correlation, mean, peak negative and rms pressure coefficients contour plots on the roof 




1.1 General Background  
Wind has always played a strong role, both favorable and unfavorable, in the lives of man 
and his activities. Wind effects can be beneficial to mankind, but can also be extremely 
destructive such as in hurricanes, thunderstorms and tornadoes. The majority of buildings can 
broadly be classified as high-rise and low-rise buildings used primarily for residential, 
commercial and other purposes. The average annual losses due natural hazards from 1991 to 
1995 was more than  10 billion dollars of which over 70%  was damage inflicted by extreme 
wind conditions (Zhao, 1997). An on-site survey of the damaged buildings during windstorms 
indicated that high-rise buildings generally perform satisfactorily in maintaining their structural 
integrity (Mehta, 1984). On the other hand, low-rise buildings often incur damages ranging from 
component and cladding failure to catastrophic structural destruction. Similar patterns of damage 
restricted to building envelope of low-rise structure were observed in Typhoon no 19 in 1991 
(Uematsu, 1999). Since most of the buildings in the world are low rise structure, which often 
experiences wind damages, a better understanding of wind effects on these structures may 
ultimately lead to improved design and construction practices, reducing overall economic losses. 
According to American Society of Civil Engineers standard for minimum design loads 
for buildings and other structures, low-rise buildings are defined as structures with a ratio of 
mean roof height to least horizontal dimension less than 1 and  the mean height less than 18 
meter (60ft) (ASCE 7-02, 2002) which are very common these days. Wind loading on low-rise 
building is primarily dependent on the highly turbulent flow patterns engulfing the building. The 
flow patterns around the building envelope induced due to wind turbulence and building 
generated turbulence would result in wind loading on low-rise structures. These wind loads are 
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varying in nature due to spatial and temporal variation of turbulence in the atmospheric boundary 
layer in which these structures are submerged. They are expressed as the non-dimensional 
pressure coefficients which are dependent on the site-specific wind and terrain characteristics 
and building geometry.  
There have been great numbers of wind tunnel studies to determine pressure coefficients 
on low-rise buildings. A limited number of full-scale studies have been conducted to supplement 
the wind tunnel results. However, a limited number of full-scale studies have been conducted to 
study the correlation of the incident wind velocity and surface pressure fluctuation on the low-
rise building.   
The present study is to investigate the relationship between the wind flow fluctuation and 
surface pressure fluctuations by studying the cross-correlation coefficient between the two, to 
better understand the effect of the incident turbulence on the surface pressure fluctuation.  
1.2 Goal and Objectives of the Study 
The primary goal of this study is to investigate the correlation between the incident wind 
and the surface pressure on the 1:50 scale model of the WERFL building, a typical low-rise 
structure. The idea of using this building was to compare the full-scale data to the model data. 
The goal was achieved by fulfilling the following objectives: 
1.2.1) Simulating the atmospheric surface layer in the LSU Boundary Layer Wind 
Tunnel to achieve the exposure C full-scale Conditions. 
1.2.2) Building the 1:50 plexiglass scale model of the TTU Building with majority of 
the pressure taps in the mid-plane and corner region of the roof. 
1.2.3) Integrating the data-acquisition system for simultaneous triggering and 
acquisition of the velocity using hot-wire system and the surface pressure using 
the scanivalve system. 
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1.2.4) Preliminary testing for validating the experimental system by comparing the 
present study results with the previously published results. 
1.2.5) Flow characterization for different upstream position relative to the test section 
to check the flow field. 
1.2.6) Estimation of Cross-correlation coefficient between the velocity and pressure 
records. Variation of these coefficients for roof and different upstream velocity 
position were reported for the flow perpendicular to long wall and short wall 
respectively. 
1.3 Scope and Limitation of the Study 
The experiments were designed to be carried out in the LSU Boundary Layer Wind 
Tunnel, which has a short fetch length of 4.88 m and a maximum achievable wind speed of 12 
m/s. Due to short fetch length of the boundary layer tunnel, the boundary layer didn’t have 
sufficient length to grow. This resulted in the longitudinal mean velocity profile matching only 
up to six building heights and Turbulence Intensity only up to one and half building height in 
comparison with full-scale atmospheric surface layer. The Reynolds Number based on the 
building height at the full-scale site is 106 as compared to 104 in the wind tunnel. The integral 
length scale simulated in the wind tunnel was off by a factor of five compared to full-scale. The 
flow properties and the cross-correlation coefficients study were restricted to a single component 





Numerous studies have been undertaken over the past to understand the pressure 
envelope on the low-rise structures and various factors, which influence the pressure envelope. 
Various wind-tunnel studies have been carried to simulate the pressure envelope on scale models 
of low-rise structures. However, a limited number of full-scale studies have been carried out to 
better understand the flow-structure interaction and further validate the results obtained with the 
data from the wind-tunnel studies. This chapter focuses on the review of the previous wind-
tunnel studies, focusing on specific aspects such as the simulation of the boundary layer in the 
wind tunnel, point pressure measurements to describe the pressure envelope, correlation studies 
of the fluctuating pressure on the structure with the incident fluctuating wind turbulence. Also, 
other research papers reviewed that helped gain a broader perspective and are included in the 
reference section. 
2.2 The Atmosphere 
The atmospheric motion of air at 1000-2000 m (3,300 ft) above the earth’s surface is 
representative of boundary layer which is usually designated as the planetary boundary layer 
(Cermak, 1975). The lower surface layer region 50-100 m above the surface of the earth is the 
region of constant shear stress, where the flow is insensitive to the earth’s rotation and the wind 
structure is determined primarily by the surface friction popularly known as atmospheric surface 
layer (ASL). The momentum flux (stress), the heat flux, and the moisture flux are treated as 
constants across this layer. In this layer, the wind speed varies from zero at ground level to the 
geostrophic value, Ug, corresponding to the boundary layer thickness (Fig. 2.1). This layer is 
surrounded by an another layer extending to a height of 500-1000 m, where the shearing stress is 
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variable and the wind structure is influenced by surface friction, temperature gradient, and the 
earth’s rotation. Above these two layers, there exists the free atmosphere where the flow is 
independent of surface friction (Sutton, 1953). 
 
Fig. 2.1 Boundary layer Profile for different terrain (Reproduced from Davenport, 1967). 
2.3 Simulation of the Boundary Layer 
Low-rise buildings are exposed to the lower part of the Atmospheric Boundary layer (ABL), the 
Atmospheric Surface Layer (ASL). Better understanding of the structure of the ABL flow and the 
successful physical modeling of such flow make it possible to study wind effects on low-rise 
buildings through wind-tunnel experiments (Cermak, 1975). 
Wind-tunnel simulation of the ASL flow over flat, smooth, uniform (FSU) terrain, 
restricted to neutral thermal stability requires dynamic similarity (equality of Reynolds and 
Rossby number), kinematical similarity of the incident flow, geometric similarity of the model, 
and flow and thermic similarity (equality of Prandtl number and Eckert number) of the flow. The 
kinematics and dynamic similarity is obtained by an inspection analysis applied to the 
conservation equations of mass momentum and energy applicable to the ASL (Cermak, 1971, 
1975). 
Based on the previous studies (Cermark, 1995, 1971, 1975), the physical modeling of 
ASL must be considered on the basis of approximate similarity instead of exact similarity. For 
most part of the modeling low-rise structures in the ASL, equality of Rossby and Reynolds 
number can be relaxed. The effect of the rotation of the earth on the small-scale turbulent flow in 
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ASL is negligible. The ratio of Reynolds number for the wind tunnel to the full-scale is of the 
order of the length scale and beyond a particular length scale the local flow characteristic 
becomes Reynolds number independent as shown in Fig. 2.2. The simulation of boundary layer 
in a short wind tunnel requires the use of  roughness, barrier, and mixing-device techniques to 
grow the boundary layer by augmenting the initial momentum deficit over the short fetch section 
of the tunnel. The roughness elements are added to enhance the energy of certain turbulence 
scales and their ranges (Cook, 1982). The theoretical relations explaining the random 
characteristics of wind turbulence as a function of height in terms of mean flow and turbulence 
parameters are as follows. 
 
Fig. 2.2 Reynolds Number independence of surface drag coefficient (Reproduced from Cermak, 
1975). 
 
2.3.1 Mean Velocity Profile  
The mean velocity profiles are defined by two equations, each of which contains several 
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Here, u  is the mean wind speed at height z and the exponent alpha (α ) is used to describe the 
shape of the mean velocity profile that is plotted with respect to height. For open country 











1u                    [2.2] 
There are three parameters associated with the log-law equation, one of which is the Von 
Karman Constant (k) (usually taken as 0.4).  A second parameter is the shear velocity, u*, which 
varies linearly with wind speed. The third parameter, zo, is a measure of the surface roughness 
and depends on the type of terrain. Typical values of zo for open country conditions range from 
0.01 to 0.05 meters (Holmes, 1990). And the parameter d is the displacement height (zero-plane 
displacement). 
2.3.2 Turbulence Intensity  
Turbulence intensity is a description of the intensity of fluctuation in atmospheric winds 
expressed as the ratio of standard deviation to the mean. Denoted by Iu(z), it is easily computed 





σ=                                                      [2.3] 
Here, )(zu  is the mean velocity of the longitudinal component at elevation z and )(zuσ is the 
standard deviation. 
2.3.3 Jensen Number and Blockage Ratio 
The Jensen Number is defined as the ratio of the characteristic building length to the 
surface roughness length (zo) of the surrounding terrain and is used also as one of the scaling 
parameters, which needs to be matched for wind-load studies on low rise structures. 
Mathematically, it is defined as 
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0z
HJe =                                                  [2.4] 
Here, H is the building height. The pressure coefficient shows a variation with the variation in 
Jensen Number (Holmes et al., 1990).  The blockage effect is the constrained effect of the two 
opposite walls on the wind tunnel leading to flow patterns not truly representative of the full-
scale conditions. It can be minimized by choosing a low ratio of the projected area of the model 
to that of the wind tunnel cross-section, usually less than 5% as reported by Cook (Holmes, 
1990). 
2.3.4 Power Spectral Density 
The turbulent velocity fluctuations can be caused by the superposition of eddies 
containing energy in various frequency ranges varying from energy containing sub-range to 
dissipation range. Kolmogorov proposed the presence of inertial range separating the energy 
containing and dissipation ranges as having a slope of -5/3 when expressed in dimensionless 
form as a function of wave number (k). The Von Karman description of the spectrum of 





(n)ns +=          [2.5] 
Here, n~ - uxkl  is the product of the wave number and the length scale and n is the frequency. 
Other parameters that are used to characterize the average size of the energy containing eddies 
are the integral length scale (Lux).  The magnitude of the length scale can be calculated based on 
the spectral approach or the autocorrelation approach. For a time record from measurements at a 
single point, the integral time is calculated from the time autocorrelation function. 
Mathematically, it can be expressed as: 
( ( ) ) uTud ττRL ux
0
ux == ∫∞                      [2.6] 
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Here, )(τR is the autocorrelation function of the velocity time series ( )(tu ) which is integrated 
from zero lag-time to infinity. In practical calculation, the upper limit of the time lag is the value 
at which )(τR  becomes zero. u  is the mean velocity of the longitunal component and Tux is the 
integral time scale.  An additional time scale, Taylor micro-scale, gives the estimate of the 
average times of the smallest eddies present in the flow. Mathematically, it can be expressed as: 





2d τR2d2λ                 [2.7] 
Here, λ  is the Taylor micro-scale, which is a double differential of the autocorrelation function 
)(τR  at zero time lag. A small-scale spectral density parameter (SST) was introduced by 
Melbourne (Hajj, 2000) to characterize turbulence in the wind tunnel. For any surface layer this 
parameter can be estimated as follows: 














⎛=                [2.8] 
Here )(nsu  is the power spectrum, n is the frequency, and uσ  is the standard deviation of the 
longitudinal velocity. L is the characteristic length of the body usually taken as the dimension in 
the direction of the flow. However, Tieleman proposed a modification for the surface mounted 
models, where the height is smaller than the plane dimension. In these models, L is the height of 
the model (Tieleman, 1996). 
2.4 Full-Scale and Model Scale Studies 
This section provides an overview about the various full-scale studies carried out on low-
rise buildings. The first study was carried out on a two-story house built in early 1970’s in 
Aylesbury, England. It had dimensions of 13m X 7 m as the length and the breadth, and the 
eaves height was 5 m. The building roof pitch varied, ranging from 5o to 45o. The detailed site 
characteristics and the structural details of the building are reported by Sill (Uematsu, 1999). A 
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comparative wind tunnel studies on a 1:100 scale model of the building were carried out in 17 
different laboratories worldwide. Based on the results reported from these wind tunnel studies, it 
was found that the lab-to-lab variation in pressure coefficient was attributed to difference in the 
method of data acquisition and in the measuring point of the reference static pressure and 
dynamic pressures (Uematsu, 1999).  Another gabled roof, single story building was constructed 
in Silsoe, England in late 1980s. In the plan form, dimension of the building are represented as 
24.13m x 12.93m as the length and the breadth while the eave height was 4 m and the roof pitch 
angle was 10 degree. The building had the capability of changing the eaves design to different 
configuration i.e. curved or a sharp. The building was instrumented with 32 pressure taps, mostly 
concentrated in the roof region. Wind-tunnel test on 1:100 scale model of the building have been 
done in several different laboratories to evaluate the boundary layer simulation process and to 
validate the pressure coefficients with the full-scale results. A close agreement between model 
and the full-scale pressure coefficient data were obtained. The Reynolds number effects appear 
to be absent for curved eaves model as reported for traverse flow direction (Richardson, 1995). 
A unique full-scale test facility was established in Lubbock, Texas in the late eighties for 
measuring wind pressures and their effects on the test facility structure. This facility, popularly 
known as the Wind Engineering Research Field laboratory (WERFL), is a typical low-rise 
building. The facility is unique in its ability to provide a combination of various measuring 
capabilities not available in the previous full-scale facilities. In its plan form, the building has 
dimensions of B x L x h =9.1 m x 13.7 m x 4.0 m, with a nearly flat roof, unlike the other 
previously tested full-scale facilities. The building can be rotated, permitting a positive control 
over the wind angle of attack. Building position is defined as the angle between the longitudinal 
axis and the true North as shown in Fig 2.3. 
The angle of attack of the wind is the difference between the wind azimuth angle and the 
building position angle with respect to true North. Instruments located at six different levels 
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mounted on a 49 m guyed tower monitor meteorological conditions of the incident wind. This 
tower is located at the field site, 46 m, and west of the center of the test building. The field site 
experiences sustained winds of 9-16 m/s throughout the year. The basic wind parameters such as 
roughness, length, power law coefficient, and turbulence intensity are computed for all the 
records. Each record consists of a test run of 15 minutes, measured at 4 m height at the tower 
location. The wind terrain parameters reported for the site were computed from the stationary 
records with mean wind direction from any azimuth except for 80-160o (Levitan et al., 1992). 
 
Fig. 2.3 Wind azimuth and angle of attack (Reproduced from Levitan, 1992). 
 
The spectral energy content of the longitudinal gust was evaluated from the ensemble–average of 
the selected records. The wind speeds were measured at the building roof heights of 4 m and 10 
m (Levitan et al., 1992). The gust spectra measured at 4 m height along with the empirically 
estimated spectra is shown in Fig 2.4. The building has been installed with pressure taps from the 
inside of the building such that it is flush with the outside building surface. The exploded view of 
the building along with the pressure tap details are shown in Fig 2.5 (Levitan et al., 1991). The 
building has two parallel long walls parallel to the ridge and are denoted as No 2 and 4 
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respectively. The other two short walls (No 1 and No 3) are perpendicular to the ridgeline. Also, 
a door on wall no 1 facilitates access to a concrete room which houses the instrumentation 
required for the measurements. The roof of the building is named No 5 is shown in Fig 2.5. The 
dots shown in the figure correspond to pressure taps installed on the building surface. 
   
 
Fig. 2.4 Power Spectral of the gust wind speeds at one building height (Reproduced from 
Levitan, 1992). 
 
The inside diameter and the length of the taps are 7.9 mm and 5.1 cm respectively. The 
numbering of the tap is based on its coordinates with respect to the origin defined for each wall 
of the building. Each tap is assigned a 5-digit coordinate, sxxyy. In this system, s corresponds to 
the surface number, while xx and yy represent the nominal coordinates (in feet) of the tap on the 
given surface (Levitan, 1992). The regions of the building which experienced extreme pressure 
coefficients were the mid-plane section and the corner roof region for angles of attack 270 
(Levitan et al., 1991) and 225 degree (Mehta et al., 1992). The flow phenomenon associated with 
this extreme pressure coefficient was the due to the formation of a 2D separation bubble and the 
corner vortices when the incident wind was at AOA 270o and 225o. The separation bubble (SB) 
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formed by flow perpendicular to the building faces (long wall (AOA:270o) and short wall 
(AOA:180o) produced statistically similar properties with average height and length being, 1.04 
x 4.42 m and 0.93 x 4.23 m for the case of the long wall and short wall respectively. 
 
Fig. 2.5 Exploded View of the WERFL building. 
 
The interior flow structure for both cases was independent of wind speed and turbulence 
(Wagaman, 2002). The generation of the peak pressure in the corner vortex region was 
dependent on the incident wind speed, and the horizontal and vertical angles of attack (Wu, 
2001). A number of wind tunnel studies were conducted on different scale models of WERFL to 
simulate the pressure coefficients under controlled conditions. Here, review of four different 
wind-tunnel studies was undertaken. The results from these studies were compared in terms of 
boundary layer simulation parameters, pressure measurement and data acquisition parameters, 
and mean, extremes, and rms pressure coefficients. The results obtained from the pressure 
measurement carried out at LSU Boundary Layer Wind Tunnel are compared with the results 
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from previously published studies in Chapter 4. The full-scale results were obtained from the 
study done by Levitan (Cochran, 1992). Cochran carried out the first study on a 1:50 scaled 
model at Colorado State University. The mean pressure coefficients matched with the full-scale 
results while discrepancies were observed when comparing the peak and rms pressure 
coefficients under roof-corner vortices. The peak negative and rms pressures observed at 
locations closest to the edge of the roof of the model were about half in magnitude in comparison 
to full-scale results. A similar study was carried out on a 1:50 scale WERFL model at CSU 
(Cochran, 1992). This study resulted in an excellent agreement for the mean pressure coefficients 
with the full-scale. However, the peak and rms pressure coefficient still departed from the full-
scale results for the roof edges. The remaining studies were carried out on different scale model 
of the WERFL building: 1:65 (Okada, 1992), 1:50 (Tieleman, 1996), and 1:100 (Surry, 1989). 
The mean pressure coefficients had very good agreement with full-scale data, while the 
fluctuating pressure coefficients (peaks, rms) were underestimated with the full-scale results. 
2.5 Pressure-Velocity Correlation Studies 
The theory employed to determine wind loads on low-rise buildings is the quasi-steady 
theory. According to the quasi-steady approach, the pressure fluctuations on the surface of the 
low-rise structures are attributed to the fluctuations in the velocity of the oncoming flow.  
Therefore, in the time domain the cross-correlation coefficient, of velocity of the oncoming wind 
and pressure fluctuations on the surface of the building is unity. But, this approach fails when 
there is significant interference to the flow by the body (low-rise structure), such as in the 
separated flow regions. A study was conducted on a of 50 x 50 mm square prism with an aspect 
ratio of 2, 4 and 8 in a boundary-layer tunnel simulated for suburban type exposure (Kawai, 
1983). This study was conducted to check the applicability of this quasi-steady theory in the light 
of experimental results of pressures on square prisms in a turbulent boundary layer. An important 
finding was that the pressure velocity correlation is greatly affected by flow phenomenon like 
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vortex shedding. For instance, the cross-correlation coefficient between the fluctuating pressure 
on the center point of the face of the prism and the velocity at 5B distance upstream from the 
prism, (B being the length of the prism) matched the theoretical values based on quasi-steady 
theory, for angle of attack from 0 to 70o. Beyond 70o, the pressure taps on the model had 
changed its orientation from windward to sidewall and was affected by the vortex-shedding 
phenomenon, leading to an underestimation of pressure-velocity correlation coefficient. It was 
also found that the probability density functions of the fluctuating pressure were positively 
skewed for the windward face and those of the side and the leeward face were negatively skewed 
(Kawai, 1983). 
Another full-scale study was carried at on 2.4 m cube, well immersed in a turbulent 
boundary developed in an open field approximately 150 m from the sea in the Osaka Bay region, 
Japan (Maruyama, 2004). The boundary layer developed had a power law coefficient of 0.25 to 
0.34. The mean wind speed was 10.1 m/s at the cube height location with a mean wind direction 
of 276o. The upstream incident wind and pressure correlation was reported, where the wind was 
measured at the cube height (h) and 1.22 h upstream of the cube. The streamwise component of 
the incident wind had a strong correlation with the pressure on the upwind wall and the upwind 
portion of the roof. The correlation magnitude was positive for the wall and negative for the roof 
of the cube (Maruyama, 2004).  
Another full-scale study was done on the WERFL building, where the cross correlation 
coefficient was reported between the upstream wind measured at one building height at the tower 
location and the fluctuating pressure measured by the taps on the building for flow almost 
perpendicular to the long wall of the model (Letchford, 1993). The wind parameters for this wind 
directions i.e. run 25 is reported in Table 2.1. In the table, G is the gust factor, which is the ratio 
of the peak gust speed to the mean speed of the run. Iu is the longitudinal turbulence intensity. 
Lux, is the longitudinal length scale, which is much greater than the building dimension. Run 25 
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(Mode 15) refers to the first case, where the incident wind is almost perpendicular (AOA:270o) 
to the long wall forming a 2D separation bubble on the roof.  
Table 2.1: Wind parameters 
Run θ (deg) u (m/s) G α (deg) uI (%) uxL (m) 
Run 25 295 9.7 1.59 278 17% 73 
 
The cross correlation coefficient measured between surface pressure and incident turbulence has 
significantly higher value for the front section of the roof reaching a minimum for the mid point 
and then again increasing for the remaining backward part of the roof. This high value of the 
correlation for the front part of the roof is due to the formation of the separation bubble along the 
leading edge section (front section of the roof), and the low correlation value is due to the 
presence of the reattachment point (Letchford, 1993). 
2.6 Bluff Body Studies 
There is complex interaction between turbulence and the flow past bluff structures, which 
leads to significant changes in the mean and unsteady wind loads. In general, the flows past a 
bluff body in turbulent flow are dependent on uu '  and hLux , where 'u  and u are the 
fluctuating and the mean component of the incident flow and h is the length scale of the body. 
Two basic flow modules i.e. Boundary layer separation and reattachment, and vortex shedding 
are observed over the bluff-body and its wake. The length scales that are associated with these 
two flow modules can be the shear layer thickness and the body size. Therefore, turbulence can 
exert a strong influence on the near-wake flow if its scale is comparable to either of these two 
length scales. Conversely, it will no longer control the near-wake flow efficiently if the scale is 
sufficiently away from either of the length scales (Nakamura, 1993). This was also confirmed 
with experiments conducted by Kiya and Sasaki on a 2D long flat plate showing  that the 
generation of large negative peak pressures in the shear layer is due to process involving the 
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intermittent roll-up of separated shear layers (Kiya, 1983). It was also observed that the skewness 
showed a negative peak in the forward part of the separation bubble and a positive peak in the 
reattachment zone (Satthoff, 1989). The mean, rms and peak pressures show a strong dependence 
on both turbulence intensity and the length scale. The position of the mean reattachment point 
moved upstream with an increase in the turbulence intensity as evident in the trend of mean, rms 
and peak pressure coefficients (Saathoff, 1989). Large fluctuating suction pressures are 
generated in the flow separation regions close to the leading edges on the roof of low-rise 
buildings. The flow mechanisms (leading edge phenomena) that generate these extreme pressure 
are the same as hypothesized by Melbourne and are prevalent in the region where the flow is 
perpendicular (due to the 2D separation bubble) and at oblique angles (due to the formation of 
conical vortices) to the edge discontinuity. The pressure fluctuation departs from the normal 
Gaussian distribution to negatively skewed distribution in these regions (Ginger, 1993). 
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CHAPTER 3 
EXPERIMENTAL FACILITY AND INSTRUMENTATION 
3.1 Introduction 
This chapter discusses the wind tunnel facility where the experiments were carried 
out. The model description, tubing system and the instrumentation required for the pressure 
and the velocity acquisition are discussed followed by the data acquisition system. The data 
acquisition system has been designed for simultaneous pressure and velocity acquisition. The 
last section of the chapter deals with the coordinate system adopted and the frequency 
response characterization of the pressure system. 
3.2 Wind Tunnel 
The boundary layer wind tunnel at the LSU Wind Tunnel Laboratory was used to 
carry out the experimental research. The tunnel is an open circuit, suck down type powered 
by an 8.95 KW electric motor, driving a 12-blade adjustable pitch fan of 1.14 m diameter. 
The motor is capable of producing a free stream velocity up to 12 m/s in a clear tunnel. A 
motor controller controls the speed of the fan. The isometric view of the tunnel is shown in 
the Fig. 3.1. The fan is mounted on an elevated platform connected to the test section through 
an elbow and a rectangular section. A contraction with a 1.75:1 reduction ratio, along with a 
honeycomb was used in the front of the test section for smoothening the flow. The 
honeycomb section was placed at the inlet of the contraction to facilitate flow straightening. 
Two fine mesh screens were mounted at the inlet and the exit of the contraction. The screen 
has rectangular meshes with 17x14 meshes per square inch, for further flow smoothening. 
The contraction section is 1.8 m deep and is mounted on wooden frame supported by wheels 
enabling easier engagement and disengagement. A 2.44 m test section follows the short 
upstream section (4.88 m long), which is used to develop the boundary layer. The height and 
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the width of the boundary layer development section are 99 cm and 132.08 cm as shown in 
Fig. 3.2. The center of the test section has an adjustable roof to maintain the zero pressure 
gradients. The center of the test section is about 6.08 m downstream of the far end of the 
contraction. The boundary layer section and the test section are prismatic i.e. constant cross 
section. 
 
Fig. 3.1 Isometric View of the Boundary Layer Wind Tunnel. 
 
 
Fig. 3.2- Side view of the Boundary Layer Tunnel. 
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One of the sidewalls of the test section has two small doors to enable access inside the tunnel 
while the other sidewall has a plexiglass window. The model was mounted at the center of 
test section on a circular turntable of 129.5 cm diameter. The turntable in turn was mounted 
on a steel frame, which was manually rotated through a 360o revolution to achieve the 
desired angle of attack of the incident flow relative to the model. Fig. 3.3 shows the inside 
view of the boundary layer wind tunnel, with the carpet, spire and trip, along with the model 
at the center of the test section. 
 
Fig. 3.3 Test setup in the wind tunnel. 
 
3.3 Model Description 
A 1:50 geometrical scale model of the TTU test building was employed in this study. 
The model is made of plexiglass. The pressure taps of 0.8 mm inner diameter were drilled 
normal to the plexiglass surfaces and brass tubes with an inside diameter of 0.8 mm were 
then countersunk into each pressure tap to provide an easy and tight fit for the tubing. The 50 
cm long tubing connects the brass tube to the male connector. However, the full-scale 
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building was furnished with hundreds of taps, only those taps, which reported extreme 
pressure coefficient due to flow phenomenon such as 2D bubble separation and conical 
vortex formation, were chosen for this model study. 36 taps were drilled on the model out of 
which 28 taps were on the roof (surface number 5) and rest on the sidewall (surface number 
1-4). The taps were positioned in a way to replicate their locations on the full-scale building. 
The model along with the male connectors is as shown in Fig. 3.4. 
 
Fig. 3.4.  Plexiglass model along with male connectors. 
The unused male connector was sealed using rubber stops to prevent air leakage from the 
taps. The schematic sketch depicting the dimensional details of the model is shown in Fig. 
3.5. The four walls and the roof along with the details of each tap are as shown in Fig 3.6a– 
3.6e. Each of the figures shows the taps on the wall and corresponding origin to define the 
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Fig. 3.5.  Exploded view of the building model showing dimension in inches. 
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3.4 Pressure Acquisition and Tubing System 
The pressure measurement system consists of a pressure transducer connected to the 
various pressure taps on the model through the tubing system. The pressure acquisition system 
used was scanivalve -DSA 3217/16Px (Serial#2100) interfaced directly to computer through 
TCP/IP communication protocol powered by a +28 Vdc supply. The following description of the 
module is quoted from its manual. 
“The Digital Sensor Array is a stand alone temperature compensated electronic pressure scanner 
which can accept up to 16 pneumatic or liquid inputs .Each Digital Sensor Array incorporates 16 
individual, temperature compensated, piezo-resistive pressure sensor with an A/D converter and 
a microprocessor to create and intelligent pressure scanner. Each pressure scanner is 
characterized for pressure and temperature from 0 to 59o C”. 
This module contains sixteen transducer channels. Each transducer channel measures relative to 
a common independent reference pressure port. All the channels including the reference port had  
0.063 inch tubulation as shown in Fig. 3.7. The differential pressure range of each channel is ±10 
inch H2O with a static accuracy of ± 0.2% of the full-scale value. The operating system used is 
VxWorks version 1.1/0. The boot parameters are set at the factory but the modified boot 
parameters used during the entire experimentation process is given in the following Table 3.1. 
A support program, “BTEL.EXE” named after the Binary telnet program, controls the 
communication between the host computer and the DSA module. The program furnished with 
Windows (operating system) can only receive data and save data in ASCII format. The BTEL 
program has two modes of operation i.e. the Local mode to control the BTEL program and the 
Pass-Through mode to interact with the server. The acquired pressure signal initially in the 
binary form was passed to the host computer and then converted to ASCII form in the Local 
mode. APPENDIX A.1 shows the set of commands used to carry out the entire process. The data 
transfer between the module and the host computer was enabled through a 10Base-T Ethernet 
(standard category 5 RJ45) connection using a cross-over cable. The purpose of using a 
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combination of BTEL.EXE along with the TCP/IP Ethernet communication was to achieve a 
faster sampling speed of 500 Hz. However, the recommended sampling speed is 200 
samples/Channel/sec but it has been established that the system works well even at 500 Hz 
without any loss of data.  
Table 3.1 Boot Parameters settings for DSA-3217 
Boot Device cs 
Processor number 0 
Host name host 
File Name c:/dsa_hs/vxWorks.st 
Ethernet IP 191.30.80.100 




The module can be used as a stand-alone pressure-measuring unit or synchronized with 
other data acquisition devices by using the external trigger signal. The external triggering signal 
required was a rising edge TTL 10V dc @ 6.5 mA, which was passed through a common RS 232 
Serial Communication/Trigger connector to the module. This trigger signal was generated using 
a software trigger with the help of virtual instrument (vi) written in lab view (6.1). The software 
trigger was activated by setting the external trigger (XSCANTRIG) to one in the pass mode. 
Now, the frequency of the triggering signal decides the sampling frequency of the pressure signal 
to be measured. The details of lab view vi used for simultaneous acquisition of the pressure 
measuring DSA module and velocity measuring Hot-wire system is discussed in the latter part of 
the chapter.  
Figure 3.8 shows the schematic sketch of the tubing system used for the pressure 
acquisition. The tubing system consists of pvc tubing of inner diameter (ID) 1.53 mm and a two 
restrictor of smaller ID 0.4 mm to dampen out the fundamental frequency response. The tubing 
system consists of 15 cm tubing (including the restrictor) connecting the scanivalve to the female 
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connector with the help of the input tubulation fittings. Each restrictor is 2 cm long. The first 
restrictor was fitted directly on the tubes (scanivalve), followed by 10 cm long pvc tubing and 
then the other restrictor  such that 1 cm of tubing was between the far end of the restrictor and 
the tubes fitting on the female connector. The pressure taps on the building model were 
connected to the male connectors through 50 cm PVC tubing. The above configuration of the 
tubing system was based on dynamic calibration experimentation carried out to correct 



















All Dimensions in cm
 
Fig. 3.8 Schematic sketch of the tubing system. 
 
3.5 Velocity Measuring System 
The flow measurement was done using the thermal anemometry system. Extensive flow 
condition surveys were carried out for boundary layer simulation in the wind tunnel. The thermal 
anemometer used was a constant-temperature anemometer (IFA300) manufactured by TSI 
Incorporated, also known as the Hot-wire system. 
The system is a Wheatstone bridge and amplifier circuit that controls a tiny wire or thin 
sensor at constant temperature. When fluid passes over the heated sensor, the amplifier senses 
the bridge off-balance and the voltages on top of the bridge are accordingly adjusted. This is then 
be related to the velocity of the flow. The system is also designed with built-in signal 
conditioning and thermocouple circuits, which allow proper sampling conditions and 
temperature corrections. The schematic diagram, reproduced from the manual, of the system is 
shown in Fig. 3.9. The probe used was a TSI 1211-20 standard hot-film type. These probes are 
designed to measure single velocity component in the cross flow situation. The sensor (hot-film) 
is mounted parallel to the probe axis to minimize the interference from the probe body and the 
support needles as shown Fig. 3.10. In addition to the hot-wire system for velocity measurement, 
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pitot-tubes (prandtl tubes) were used for the reference dynamic pressure measurement to quantify 
the pressure on the surface of the building in the non–dimensional form. 
 
Fig. 3.9 Thermal Anemometer System (Reproduced from TSI  manual). 
 
 
Fig 3.10 Hot-Film Probe (TSI 1211-20, Reproduced from TSI manual).  
 
Two pitot-tubes were used for monitoring the reference velocity, which were placed at 
the same height and distance upstream; away from the center of the test section, such that the 
measurement of the free stream velocity is devoid of any boundary layer effects caused by the 
walls of the tunnel. The pitot-tube positioned near the door side of the tunnel was used as the 
primary while the one placed close to the window side was used as backup to verify the results 
from the former.  The location of both the pitot-tubes is shown in Table 3.2 (Refer to section 3.7 
for coordinate system definition). 
Table 3.2 Coordinates of the pitot-tube 
Pitot-Tube X(cm) Y(cm) Z(cm) 
Primary 101.6 22.86 76.28 
Backup 101.6 -22.86 76.28 
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3.6 Data Acquisition Program 
This section explains the procedure developed for the simultaneous acquisition of the 
velocity and point pressure measurement on the surface of the model. In order to achieve the 
same, the output voltage, Eo, was measured directly from the IFA 300 constant temperature 
anemometer using the signal conditioning box (SC 2345) and analog input module SCC AI10. 
The triggering signal (TTL) was generated simultaneously, which triggers the scanivalve in the 
pass mode to carry out the pressure acquisition as shown in Fig. 3.11.  
The trigger signal is passed through the signal conditioning box using the analog output 
module SCC AO10. The program used to send the TTL signal for pressure acquisition and 
simultaneously grabbing of the velocity and temperature voltages from the IFA 300 was written 
in Labview. The snapshot of the front panel of the two virtual instruments is shown in Figs 3.12 
and 3.13, named as “Data Acquisition and Triggering” and “Function Generator” vi respectively. 
The sampling frequency of the “Data Acquisition.vi” should be a multiple of the former so that 
the acquisition time for both the data recording units is the same. The voltages (temperature and 
velocity) are acquired from the IFA 300 and simultaneously the TTL signal is send through the 
output module to the pressure scanning unit, thus, triggering the unit for acquiring the pressure 
signals. The acquisition time (sampling time) of both the vi’s must be the same. The sampling 
frequency of the “Function Generator.vi” was fixed at 500 Hz, the maximum speed of the 
scanivalve unit. Each TTL signal received by scanivalve results in acquiring of one frame of data 
i.e., pressure from all the 16 channel of the unit in acquired at a period of 125 µs. The 
mathematical relation between the period and the sampling frequency of the pressure measuring 
system is given as, 










Fig. 3.11.  Flow chart for simultaneous velocity and pressure acquisition. 
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Fig. 3.12.  Front Panel of the Data Acquisition.vi. 
 
 




The pressure time recorded is stored in the computer named “scanivalve dedicated computer”. 
The analog voltages of velocity and temperature are converted to digital data using the A/D 
board (PCI 6024 E) installed in the “Hot wire dedicated computer”, and get stored as time record 
in the same. The entire process has been explained with an example. The sampling frequency 
and the sampling size (no of data points) for pressure acquisition are 500 Hz and 9000 data 
points. The sampling frequency of 500 Hz was achieved by setting the period between each 
channel of the pressure unit as 125 µs based on the equation 3.1. Each cycle of TTL signal would 
trigger one frame of data. Hence, a trigger signal of 500 Hz was used for the acquisition. Now, 
the sampling frequency of the velocity acquisition was chosen as 5000 Hz and 90000 data points 
such that the total sample time (18 sec) for both the acquisitions was the same. Hence, running 
the “Data Acquisition.vi” will initiate the “Function Generator.vi”, which in turn sends a TTL 
signal though the output module. The initiation of the TTL signal was synchronized with the 
acquiring of the voltages through the input module coming from the IFA 300 unit (shown in Fig. 
3.9). These voltages were converted to the effective velocity by applying the appropriate 
temperature and pressure corrections and the corresponding calibration coefficients. 
The output voltage, Eo was converted to the Wheatstone bridge voltage using the 
following relation, 
                                        offsetGain
E
E ow +=                                  [3.2] 
Here, gain and offset were measured during the calibration process. Now, the correction for the 
effect of temperature change between the calibration and the data acquisition was applied on the 
Wheatstone bridge output voltages wE , which is given by, 














EE                               [3.3] 
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Here, cwE is the corrected voltage, wT  the sensor operating temperature, and ec TT ,  are the 
temperatures of the surrounding fluid during calibration and experiment respectively. Then, 
effective velocities were obtained from the corrected voltages using the th4 order polynomial 








weff D.EC.EB.EA.EKV ++++=            [3.4] 
The changes in the atmospheric pressure between calibration and experimental runs were also 







.VV =                                                              [3.5] 
Here,
c
effV , effV  are the corrected and uncorrected effective velocities respectively, cP and eP are 
the calibration and experimental atmospheric pressures respectively. 
3.7 Coordinate System and Sign Convention 
The coordinate system used for the experimental procedure is shown in Fig. 3.15. The origin of 
the coordinate system is at the center of the turntable aligned with longitudinal axis of the wind 
tunnel. The direction and sign of X, Y, Z coordinate axes are defined in the Table 3.3. The 
desired angle of attack (α) of the approaching flow is measured relative to the model shown in 
Fig. 3.14. The reference wall is short wall named as “Wall 1”. 
  
Table 3.3 Coordinate System 
Axis Direction and signs Origin 
X Longitudinal, Positive toward upstream center of test section
Y Lateral, Positive toward right when facing upstream center of test section









Fig. 3.15. Coordinate System (Top view of the wind tunnel section) 
 
3.8 Frequency Response Characterization 
This section has been reproduced from the unpublished communications by Herbert, 
Kirby and Liu. The dynamic calibration of the pressure measuring system was carried out by 
Kirby and Liu and the calibration coefficients (Appendix A.3) obtained from this calibration 
were applied to the pressure signal via a FORTRAN program developed by Liu. This program 
All Dimension in meters 
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was modified to suit the specific needs of this study. The point pressure measurement on the 
surface of the model is acquired by remotely located pressure transducers connected to the 
surface of the model with a length of small diameter tubing. The fluctuating pressure signals 
from the taps on the model surface are transmitted to the transducer through the tubing causing 
either signal attenuation or amplification at certain frequencies. A phase lag will also be 
introduced due to traveling distance of the tubing length and the response characteristics of the 
tubing system resulting in a non-linear phase lag. The angular phase lag is dependent on not only 
the frequency and tubing length, but on the response characteristics of the tubing, and might 
cause the phase lag to become non-linear. Thus, the dynamic frequency response (amplitude 
ratio vs. the frequency) of the complete pressure measurement system, including the sensor itself, 
the volume exposed to the diaphragm, and the tubing should be unity and the phase response 
curve should be linear over the largest frequency range possible. According to Holmes (Cochran, 
1992), the following guidelines should be used for designing the tubing system for 1:50 model 
studies. 
“The results presented in this contribution indicate a need for a measurement system having a 
flat response to at least 250 Hz for accurate wind tunnel measurements of peak point and area-
averaged pressures on low-rise building models at mean testing speeds of ~ 10 ms-1  and with 
geometric scaling ratios between 1/50 and 1/100”. 
The possible techniques for dynamic pressure signal correction is either physically tuning 
the pressure transmitting tubing system or correcting the measured signal numerically, based on 
the frequency response characteristics of the tubing. Both techniques were used to get a flat 
frequency response up to 250 Hz. 
Restrictors are smaller internal diameter tubing (less than the principal tubing) of shorter 
length positioned in the pressure transmitting tubing. The restrictors used in the present study are 
2 cm long with an ID of 0.4 cm. They are very effective in removing resonant peak frequencies 
resulting in a linear signal amplification ratio and phase lag as evident in Fig. 3.16 and Fig. 3.17 
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respectively. The graph also shows the amplification ratio of the normal setup, which consists of 
constant diameter (1.5 cm) tubing of 50 cm length used for remote pressure sensing. It is very 
evident from the amplification curve that use of restrictor would remove resonant frequency and 
help in achieving a linear amplification curve.  
Dynamic frequency response correction is applied to pressure signal data transmitted by 
tubing between the measurement (taps on the model)  to the  sensing points (pressure transducer) 
based on the information provided by the amplification and phase lag curve of the system 
(pressure transducer and tubing system  respectively). 
The measured pressure signal was corrected for amplitude and phase lag in the Fourier 
space and then the corrected data is converted back to the time domain using the inverse Fourier 
transform.  The program was used to correct the data up to 250 Hz. The flow chart of the 





























































CALIBRATION AND DATA VALIDATION 
4.1 Introduction 
This chapter discusses about the calibration procedure of the Hot-wire system using the 
new data acquisition system. The sampling requirement for the velocity and the pressure 
measurements are discussed, followed by simulation of the boundary layer in the wind tunnel. 
The last section discusses about the pressure coefficients measured on the model for selected taps 
for a full angle of attack of 360o at an increment of 15o. The results obtained have been verified 
with the full-scale and other published wind tunnel results. 
4.2 Calibration of Hot-wire System 
The purpose of the calibration process is to establish a relationship between the raw 
bridge voltages measured by the hot-wire system and the flow velocity passing through the 
probe. The calibration process is specific to the probe type and the flow conditions. Also, the 
experimentation process required the integration of the existing Hot-wire system with the new 
data acquisition system as discussed in the previous chapter. Hence, re-calibration process was 
undertaken to obtain the calibration coefficients as explained in equation 3.4 in the previous 
chapter. A program named “Calibration.vi” written in lab view in conjunction with Thermal Pro-
software provided by TSI were used for the calibration of single-wire probe using air velocity 
calibrator (Model No 1129). All the intermediate results at various stages of this calibration 
process were compared to results obtained by calibration process performed from the Thermal 
pro-software provided by TSI for automated calibration of single-wire probe. 
The schematic diagram of the modified calibration system is shown in Fig. 4.1. The 
system consists of a calibrator, Hot-wire system and modified Hot-wire system. The Hot-wire 
system consists of  the IFA-300 Anemometer, 4 channel connector board and the computer 
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installed with 16 channel A/D board (WIN30-DS) and the Thermal–pro  program for  initiating 
the calibration process. The modified hot wire system consists of IFA-300 Anemometer and the 
signal conditioning unit with the input module along with computer named “Hotwire computer”.  
The “Hotwire computer” was installed with (PCI 6024 E) 8 channel A/D card and was 
integrated with the signal conditioning box for acquiring the bridge voltages (from the probe) 
during the calibration process controlled by the program “Calibration.vi”. Using compressed air 
supply of 30 psi, the calibrator was allowed to achieve the reference air velocity at the nozzle 
exit. The Hot-wire probe was mounted next to the nozzle. The calibrator worked on feed-back 
loop controlled by the Thermal-pro program. As soon the calibrator reached the desired reference 
velocity, the bride voltages were acquired using “Calibration.vi” program. By acquiring the 
desired number of velocity points in the required velocity range, a fourth order polynomial curve 
was fitted between the acquired bridge voltages and the reference velocity (at the nozzle exit) for 
determining the calibration coefficients.  
The calibration was carried out in the velocity range from 0-50 m/s at 34 different 
velocity points. The first 17 calibration points acquired were in the low velocity range i.e. 0-5 
m/s while the next 17 calibration points were in the range 0-50 m/s. Different set of nozzles were 
used to get the desired velocity. The sampling parameters were 1024 data points and sampling 
frequency 1000 Hz. A Matlab program was written for calculating the calibration coefficients 
from the acquired bridge voltages. The output voltage records collected from all the 34 points 
were checked for trend. The voltage record with the trend was discarded. The output voltage was 
de-scaled to the Wheatstone bridge voltage by applying the offset and the gain as described in 
equation 3.2. The comparison of the average of voltages (time record) acquired by the A/D 
boards of the Hot-wire system and that of the modified Hot-wire system is shown in Fig. 4.2. It 
can be seen that the voltages acquired by the modified Hot-wire system are within ±1% of that of 
the voltages acquired by the Hot-wire system. A fourth order polynomial fit was applied to the 
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data acquired from the systems and hence the calibration coefficients were obtained. This is 
shown in the table 4.1. 
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Fig. 4.2. Comparison of calibration curve from the two acquisition systems. 
 
Table 4.1.  Comparison of calibration coefficients from the two acquisition systems. 
System Calibration Coefficients 
 K A B C D 
Hot-wire System -49.75 122.81 -109.60 39.67 -4.02 
Modified Hot-wire System -48.61 120.59 -108.13 39.27 -3.94 
 
The effective velocities were then obtained from bridge voltages and the calibration coefficients 
using equation 3.4. The performance curve for the calibration velocity range of 0-50 m/s is 
shown in Fig. 4.3. In this curve, the effective velocities have been plotted against the reference 
calibrator velocity. A linear fit with zero offset has been used to curve fit the data. It can be seen 
from the figure that the slope value of the linear fit for the modified Hotwire system is 1.001 in 
contrast to 1.0372 for the Hot-wire system. The maximum velocity achievable in the wind tunnel 
is 15 m/s (For exposure C set-up). Thus, Fig. 4.4 shows the performance curve for the velocity 
range of 0-15 m/s. It can be seen from the figure that the slope value is 1.0061 of the linear fit for 
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modified Hot-wire system as compared to 1.0637 for the Hot-wire system. This falls in the 


























































Fig. 4.4.  Performance curve for the two acquisition systems (0-15 m/s range). 
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4.3 Calibration of the Pressure Measuring System 
The pressure measuring system i.e. scanivalve unit has the capability of quick zero 
calibration. The quick zero calibration automatically corrects the sensors for the zero drift 
problem inherent in the piezo-resistive sensors. The quick zero calibration was performed by 
subjecting the calibration port to a pressure of 90 psi and thus correcting the sensors for zero 
drift. This procedure was repeated before each experimental run. Additionally, the mean of zero 
runs acquired before and after the test was subtracted from the acquired pressure record during 
the test. The pre-test and the post-test zero runs were performed with the model installed in the 
test section and the tunnel fan at zero velocity.  
4.4 Sampling Requirement  
This section discusses about the sampling rate, sample size and the total sample time 
required for measuring the velocity and pressure signal during the experimentation process. The 
sampling parameters for the pressure measurements were based on the following scaling 
equation 4.1. 









                                        [4.1] 
Here, u refers to mean longitudinal velocity, T is the total sampling time, L is the length and the 
subscripts m and p denote the model and prototype respectively. The ratio of model to prototype 
velocity uR  was nearly equal to 1. The model time scales can be determined from equation 4.2. 














RR ====                                    [4.2] 
Using a velocity ratio of 1 and 15 minute full-scale sample time, the model sample time 
was calculated to be 18 seconds for 1:50 scale model. In order to evaluate the peak pressure 
coefficients, the mean of four pressure records was considered. Hence the sum of the sampling 
times obtained over 4 repeated runs, resulted in a total sampling time of 72 sec. A low sampling 
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rate of 500 Hz was used throughout the experimentation due to the limitation imposed by the 
pressure measuring unit. Additionally, sampling frequency of 500 Hz was chosen as it satisfies 
nyquist criterion and the scaling equation. Based on the scaling equation 4.1, the ratio of model 
to prototype frequency, fR can be determined as; 















R ====                                    [4.3] 
Using a velocity ratio of 1 and full-scale frequency of 5 Hz (Letchford, 1992), the model 
scale frequency was calculated to be 250 Hz. Now, applying the nyquist criterion (i.e. the 
sampling frequency should at least be twice the highest frequency in the signal) with significant 
energy resulted in a sampling frequency of 500 Hz for the pressure records. 
 One of the primary objectives of this study was to simulate an atmospheric boundary layer in the 
wind tunnel as evident at the full-scale test site. The atmospheric boundary layer flow is highly 
turbulent and the parameters used to quantify the boundary layer can be broadly classified as; 
1) Time-averaged statistics such as mean, variance, skewness, kurtosis and probability 
distribution. 
2)  Frequency based statistics such as power spectrum which quantifies the energy of the 
flow.  
The  determination of the sample size  for time average statistics was based on normal gaussian 
distribution  with a confidence interval of 95 % and an accuracy of 1% .The relation used to 
determine the sample size is given as; 
                                        u.01
N
σ
Z uα/2 ∗=                                                 [4.4] 
Where, Z has the value of 1.96 based on the confidence level, (α= 95%). N is the sample size, 
whereas u  and uσ  is the mean velocity and the standard deviation of the sample. Based on the 
above parameter the sample size was found to be 1536 data points. However, the sample size 
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was rounded off to the nearest power of 2, i.e. 2048 points for the convenience of data 
processing. The sampling rate for time averaging statistics was based on the fact that each 
sampled data point should be statistically independent from the adjacent sample point so that the 
sampled signal is not biased. This condition can be mathematically explained as; 
                                        
ux
samp T
f 1<                                                   [4.5]  
Here,  fsamp   is the sampling frequency and Tux is the integral time scale. The integral time scale 
was found out to be .02 sec based on the auto-correlation function of the record. The sampling 
rate has been so chosen such that the sampling time between any two samples should be greater 
than the integral time scale. Based on the above discussion, the sampling frequency was chosen 
as 45 Hz for this time based sampling. The sampling duration based on the sampling frequency 
and the sample size was determined as 45.51 sec.   
 The sampling parameters for reporting the frequency based statistical properties are 
different from time based statistical properties. In order to measure the energy of the flow, 
ideally the signal has to be sampled at very fast rate. However, hardware sampling and storage 
capability requirements, limits the use of higher sampling rate. A spectral analysis was first 
conducted based on the data sampled at a reasonably high frequency of 50,000 Hz and then at 
moderate frequency of 5000 Hz. The sample size for both the acquisitions was kept at 65536 
data points. Figs. 4.5 and 4.6 show the spectrum of the velocity record sampled at 5000 Hz and 
50000 Hz respectively. The total sample time for the both acquisition were 1.31 and 13.6 sec 
respectively. It can be seen from the graph that the velocity signal with significant energy content 
is present at lower frequencies and there is a steep decrease in the energy content of the signal at 
higher frequencies. Hence, a relatively slow sampling rate, which captures the above 
phenomenon, is preferable. Based on the above discussion and analysis, 5000 Hz was chosen as 
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Fig.  4.6. Spectra sampled at 50000 Hz. 
The last set of experimentation involved the simultaneous acquisition of the velocity and the 
pressure signal to determine the cross–correlation between the two signals. The sampling rate for 
the velocity and pressure acquisitions was chosen to be 5000 Hz and 500 Hz receptively. The 
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total sample time for the both the records in the full-scale was 15 min which translated to 18 sec 
for 1:50 model scale. The sample size was determined based on the former parameters and was 
determined to be 90000 and 9000 data points respectively for the velocity and the pressure time 
record acquisition.  
4.5 Simulation of Boundary Layer 
This section discusses the flow modeling technique adopted for the simulation of the 
atmospheric surface layer to duplicate the flow characteristics found at the full-scale test site. 
The velocity components of the atmospheric wind in this layer exhibit typical random 
characteristics of turbulence. These characteristics are usually described in terms of mean flow 
parameters and turbulence parameters, which have been discussed in detail in Chapter 2.  
The flow simulation in the wind tunnel was carried out to generate the above-mentioned 
parameters of the full-scale test site determined by Chok (Cochran, 1992) for Zone A (wind 
azimuth 270o-70o), which closely matches the flat, smooth and uniform conditions. The mean 
flow parameters were based on twenty-four sets of stationary data records measured in Zone A.  
The flow simulation was carried out in the LSU Boundary Layer Wind Tunnel which is a little 
short in length to generate the boundary layer by natural means i.e., shorter boundary layer 
development section. The available fetch is too short to grow the boundary layer of desired depth 
by natural means.  The use of artificial components, such as barriers, mixing devices and the 
vortex generators at the upwind end of the boundary layer section facilitates the formation of 
velocity profile of the desired form in the test section. The barrier plays an important role in 
providing the initial momentum deficit representing the effect of longer fetch of roughness 
upstream of the test section. The role of the mixing device is to distribute this momentum deficit 
through the developing section of the boundary layer. However, there appears to be no rational 
method for selecting the appropriate mixing devices, and the researcher must resort to trial and 
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error method (Cook 1982).  Spire, trip and carpet were used as the artificial devices to simulate 
the flow in the tunnel. The methodology adopted was that initially the mean velocity profile 
based on power law with an alpha value of 6.5 was tried to match and latter on other parameters 
were tried to match with the full-scale parameters. The value of alpha was based on the 
surrounding terrain of the full-scale test site, which falls under exposure C category (ASCE-7, 
2002). The entire simulation process was based on trial and error method. Eight different flow 
simulations were measured using different combinations of the artificial devices. During each 
flow simulation, the flow characteristics of the approaching wind was measured with a single 
wire anemometer mounted on a manual traverse system placed below the test section. The final 
flow simulation representing closely the full-scale site flow condition was achieved, when the 
spire was placed at the entrance of the boundary layer development section, the trip was placed 
43.18 cm downstream of the spire while the carpet was laid down on the boundary layer and the 
test section to get the desired surface roughness representing that of full-scale test site. This 
position of the spire and the trip and the carpet was very critical in order to get the desired 
velocity and turbulence profile at the center of the test section. The carpet was stretched over the 
boundary layer development section starting  at X=6.03 m and it went all the way downstream 
covering the test section to X= -63.5 cm.  The spire and trip were mounted on the carpet.  
The schematic diagram of the spire array is shown in Fig. 4.7. It consisted of three spires 
as shown in the figure below. Each spire is a modified form of the triangulated spire such that the 
base of the spire is parabolic instead of straight line (Irwin, 1981). The height of each spire is 
99.06 cm with a base width 44.07 cm and the top width being 1.37 cm. The entire spire array is 
placed in the tunnel such that flow is perpendicular to each spire. Each spire is further supported 
by bracket on the downstream side at the bottom part of the tunnel. The bracket which is 
parabolic in shape gives support to the spire. The bracket is not shown in the figure. The spire 
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has the dual usage of mixing device and barrier (Cook, 1982), so the spire was placed upstream 
of the trip.  
 




Fig. 4.8. Schematic diagram of the castellated trip for flow simulation. 
 
The schematic sketch of the trip is shown in Fig 4.8. The trip used was a castellated trip which 
consisted of 29 saw-teeth each being 2.54 cm in depth and the spacing between tips of two 
adjacent saw-teeth was 4.55 cm. The total depth of the trip was 8.89 cm and the width of the trip 
equaled the width of the test section. The purpose of using the castellated trip as against a plane 
All Dimensions in cm 
All Dimensions in cm 
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wall was due to the fact that the former helps in better distribution of the initial momentum 
deficit as compared to the latter (Cook, 1982).  
The isomeric view of the boundary layer development section and the test section along 
with the spire and the trip as shown in Fig.4.9. The spire and the trip is mounted perpendicular to 
the incoming flow as shown in Fig.4.9. The hatch section represents the carpet while the 
contraction which is placed at the inlet of the boundary layer development section is not shown 
in the figure. 
 
Fig.  4.9. Schematic diagram of the wind tunnel section set for exposure C condition. 
 
The longitudinal mean velocity profile measured as a function of height above the turntable is 
shown in Fig 4.10. The velocity profile was measured at the center of the test section, without 
placing the model in the tunnel. The 1:50 model scale velocity profile was normalized by the 
velocity at 0.2 meter height, which corresponds to 10 meter full-scale height in order to compare 
with the full-scale profile. The simulated boundary layer velocity profile for 1:50 scale model 
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matches well with the full-scale and the theoretical profile up to 6.5 times building height as 
shown in Fig 4.10. The abscissa of the graph is the normalized velocity and the ordinate is the 
height normalized by one building height. The height of the model is 0.08 meter as shown by the 
shaded box in the lower left corner of the figure. The empirical profile was based on the 
empirical power law with an alpha value of 6.5 while the gradient height was taken to be 274.3 
meter based on ASCE-7 specification for exposure C terrain conditions.  
The simulated longitudinal turbulence intensity profile as a function of normalized height 
is shown in Fig 4.11. The result match well with the full-scale profile and for the case of 
empirical profile up to one building height only. The empirical profile is based on the relation as 
shown in equation 4.6 (Holmes, 1990). 
                                      ( )oeu zzzI log
1)( =                               [4.6] 
Here, zo is the surface roughness length and z is the vertical height. The above relation is a good 
approximation, which relates the turbulence intensity profile developed, to the surface roughness 
length of the terrain. The full-scale data had a scatter of ±5% resulting in the range of 17-22%   
turbulence intensity at the full-scale height of 4 meter. The model scale turbulence intensity was 
18% at the one building height (0.08 m), which matched with mean of the full-scale range.  
Hence, the best possible turbulence intensity without affecting the mean velocity profile was 
achieved at the one building height of the model. 
The other important flow parameters like the surface roughness length, longitudinal 
length scale, Jensen number and shear velocity were calculated from the time record. These 
parameters were compared with the full-scale data as shown in table 4.2. The power law 
exponent (α) was found to be 6.3 as compared to 6.5 for the full-scale. The value of alpha for the 
full-scale was so chosen because it matched with the mean of the full-scale range i.e. 5.88-7.14 
and also it matched with exposure C,   ASCE -7 specifications. The surface roughness length, zo, 
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for full-scale varied from 7-38 mm. The mean of the range was 14 mm which was close to the 
modeled surface roughness length (0.27 mm) in the tunnel. The Jensen number, a non-
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Fig. 4.11   Longitudinal Turbulence Intensity   profile comparison between model scale,  
full-scale and empirical profile. 
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The shear velocity, u*, for the full-scale and the model scale were also in close 
agreement. The integral length scale was calculated from the longitudinal component of the 
wind. The longitudinal integral length scale for the modeled flow at one building was compared 
with the full-scale and it was found that the model scale value was five times smaller compared 
to the full-scale case. However in other wind tunnel studies carried out, the length scale was 
short by factor of 3 compared to the full-scale value (Holmes, 2003) 
Table 4.2. Comparison of flow parameters of the model scale with full-scale test site. 
 Model Scale Full-scale (Chok, 1988) 
Power Law  Exponent (α) 6.3 5.88-7.14 αmean = 6.5 
Surface Roughness, Z0   (mm) 0.27 
7-38 
(Z0)mean = 14 
Jensen Number, H/ Z0 285 286 
Shear Velocity, u* (m/s) 0.6 0.58 
Integral Length Scale,  Lux (m) 0.4 
40-190 
( Lux)mean = 100 
Lux/H 5 25 
 
According to Von karman’s theory, the turbulent stresses help in the formation of the 
fluctuating motion. The shear velocity, also known as the friction velocity, measures the intensity 
of turbulent eddying and the transfer of momentum due to these fluctuations expressed 
as ( )ρτ o , where oτ  is the shearing stress and ρ  is the density of the air, hence, making it an 
important scaling parameter. The shear velocity and the surface roughness length were calculated 
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from the log-law equation discussed earlier in Chapter 2. The log–law equation can also be 
written as: 




ln ** −=                   [4.7] 
A linear regression fit was applied to the mean velocity profile as shown in Fig. 4.12. The slope 
of the curve ( *uk
1  ) denotes the shear velocity and its intercept ( ( )o* zlnuk
1
) denotes the surface 
roughness  length. 


















Fig. 4.12. Determination of the shear velocity and surface roughness using log-law. 
 
The integral length scale was determined on the basis on Taylor hypothesis applied to frozen 
turbulence. The integral length scale, integral time scale and Taylor micro-time were determined 
from the auto-correlation plot as shown in Fig 4.13. The plot was obtained by decimating the 
frequency based record into 15 blocks such that each data block had 8192 data points with a 50 
% averaging. The integral time scale was calculated from the area under the auto-correlation 
curve between the lower time lag limit of zero and upper time lag limit. This upper time lag limit 
is the value of the first zero crossing of the auto correlation plot as shown by the shaded region in 
Fig 4.13. The integral time scale was found to be 0.04 seconds and Taylor microscale was found 
to be as 0.004 seconds correspondingly at one building height. The Taylor micro-time scale was 
obtained by differentiating the auto-correlation plot at zero time lag as discussed earlier   in 
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Chapter 2. The product of the integral time scale and mean velocity gave the integral length scale 
of 0 .4 meters for the model scale.  The integral length scale reported was based on the statistical 
mean of two time based records for the calculating the mean velocity while the integral time 
scale was calculated from one frequency based record. 
 
Fig. 4.13. Sample Auto-correlation coefficient plot of the time record measured at one building 
height. 
 
The spectrum of the longitudinal component of the wind velocity at one building height is shown 
in Fig 4.14. The plot was obtained by decimating the frequency based record into 15 blocks such 
that each data block had 8192 data points. The inertial sub range having a slope of -5/3 is 
between 10 Hz and 500 Hz as evident in the plot. Most of the energy in the incident flow is 
concentrated in the lower frequency range between 1 Hz-10 Hz, which is followed by the inertial 
sub range. The small scale spectral density parameter was found to be 5.34 x 10-3 as compared to 
3.56 x 10-4 for the full-scale spectra (chok, 1998). The frequency, n=10u/L at which the S 
parameter was estimated was found to be 1255 Hz, which didn’t fall in the inertial sub range. 
Based on the above magnitude, the ratio Sm/Sp=15 indicates that the wind tunnel has higher 
small-scale turbulence content (at high frequency) compared to the full-scale. 
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Fig. 4.14. Spectrum of the longitudinal component of the wind at one building height. 
4.6 Validation of Pressure Coefficient Results  
This section discusses the validation process carried out in the LSU Boundary Layer 
Wind Tunnel. The boundary layer development was carried out in this short wind tunnel as 
compared to previously published studies conducted in wind tunnels with longer fetch length. It 
was very necessary to carry out the pressure distribution experiments and compare it with the 
full-scale and other wind tunnel studies in order to validate the experimental results from the 
present study. The validation process involved the measurement of the pressure coefficients for 
selected taps as shown in the table 4.3. It is to be noted that tap numbers 11407, 31407, 42206 
are exactly in the middle of wall, 1, 3 and 4 respectively. Tap numbers 22204, 42204 and 42306 
were positioned on walls 2 and 4 respectively, in order to be aligned on the mid–plane section of 
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the building. The rest of the taps shown in the second column of table 4.3 were positioned on the 
roof of the model. Diagrams indicating the specific positions of these taps are shown in Fig 3.6a–
e. The mean, peak positive, peak negative and root-mean-square (rms) pressure coefficients were 
measured for each of the taps as a function of the angle of attack of the incident wind. The 
measurements were made for 360o, in steps of 15o starting from 0o.  









The output pressure time series from each tap location was normalized with reference 
dynamic pressure and was expressed in a non-dimensional pressure coefficient form given as 









−=                                    [4.8] 
Here, refp  is the reference static pressure and refq is the dynamic pressure measured by the pitot -
tube placed at the reference height in the wind tunnel. Table 3.2 gives the coordinates of the 
pitot-tube. These pressure coefficients were re-referenced to the roof height (of the model) 
dynamic pressure by a conversion factor, ( )2Href UU . This conversion factor is a ratio of dynamic 
pressure ( 22/1 refUρ ) measured at the reference height to the mean dynamic pressure ( 22/1 HUρ ) 
measured at the roof height (H) of the model in the wind tunnel. At each tap location, mean and 
root-mean-square pressure coefficients were obtained using equations 4.9 and 4.10, which is 
given as 















C         [4.9]    
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⎛=            [4.10] 
Here, p  and 2'p  are the mean and root-mean-square pressure values respectively. The peak 
positive and negative pressure coefficients were calculated using the method followed by 
Cochran (1992). The peak evaluation method involved decimating the pressure time record of 72 
seconds (equivalent to four fifteen minute full-scale runs) into four segments each of 18 sec 
(equivalent to one fifteen minute full-scale run). The peak positive and the peak negative 
pressure coefficients were reported as the mean of the extreme maximum and extreme minimum 
of each segment respectively.  
The wind induced point pressure coefficients (Cpmean, Cprms, Cppeak as a function of the 
Angle of Attack) for the above mentioned taps present on the exterior surface of the TTU 
envelope are presented in Fig 4.15a through 4.26d. These pressure coefficients were verified by 
comparing the results with the model (1:50) scale experiment carried out at Colorado State 
University (CSU) for RII flow configuration (Cochran, 1992). Additionally, wherever possible 
the pressure coefficient results for the tap were compared with the full-scale, carried out by 
Levitan (1991) as shown in Fig. 4.21a through 4.26d. Also, these figures report results of various 
studies carried out on the WERFL model at different wind tunnel facilities. A detailed table 
indicating the various model scale studies carried out on the TTU building along with the study 
carried out at LSU, designated as Test is shown in APPENDIX B.1. The table explains the model 
scale on which the study was carried out, the name of the corresponding author and the notation 
used for boundary layer simulation. The last column of the table explains the tap numbers which 
were published in the paper. The first study (Surry, 1989), designated as Ref 5, was carried out at 
University of Western Ontario in the Boundary Layer Wind Tunnel Laboratory on 1:100 model 
scale to check the reliability of the wind tunnel data as compared to the full-scale data, 
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designated as Ref 2. The model and the full-scale mean pressure coefficient data for the wind 
normal to ridge (Angle of Attack of 90o) were found to be in good agreement with each other as 
presented in Fig 4.27a. However, the peak pressure coefficients were not in good agreement with 
the full-scale and one of the possible reasons was the limitation of the pressure measuring system 
(Surry, 1989). Therefore, the details of the pressure measuring system along with the data 
acquisition parameters used for each model study were tabulated and are presented in 
APPENDIX B.3. The reference static pressure in the full-scale was measured in the ground pit, 
23 m westward of the building. Model scale test carried out by Surry (1989) and by Okada 
(1992) confirmed that the reference static pressure measurement in the field site had a very little 
effect from the WERFL building.  The other two model studies considered for comparison was 
designated as Ref 3 (Okada, 1992) and Ref 4 (Bienkiewicz, 1999) respectively as shown in 
APPENDIX B.2. The model study carried out by Okada was on three different geometrical 
scales i.e. 1:65, 1:100 and 1:150 of the WERFL model and it was shown that the pressure 
coefficient data had a very little difference among the different scale models with the exception 
of quartering case (angle of attack of 225o±15o). The wind tunnel specification for all the wind 
tunnel studies is tabulated in APPEENDIX B.4. All the model studies considered here had large 
fetch length ranging from 25-29 meter in comparison to small fetch length of 5 meter for the 
present study at LSU. The full-scale pressure data, designated as Ref 2, was sampled for 15 
minutes duration at 10 Hz (Levitan, 1989). Results for taps along the mid plane section of the 
WERFL building for angle of attack of 90o were reported. The pressure coefficients data 
measured for the above taps, for the present study is tabulated in APPENDIX B.5. The full-scale 
wind parameters tabulated in APPENDIX B.2 were reported by Chok (1998). The longitudinal 
length scale at one building height was found to be 107 m while the range varied from 40 m to 
207 m.  
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In another full-scale study (Tieleman et al, 1996) on wind parameters at the full-scale test 
site, longitudinal length scale was found to be 76 m for neutral atmospheric boundary layer 
conditions as compared 107 m from the former study. The mean parameters from the latter study 
were obtained from approximately 700 data records measured between 04-11-1991 and 07-22-
1992 (Tieleman et al, 1996). The average surface roughness was changed to 2.2 cm as compared 
1.35 cm as reported by Chok. The higher value of surface roughness was due to high value in 
excess of 3 cm between wind azimuth of 100o and 260o (angle measured with respect to true 
north) respectively. Similarly, the longitudinal turbulence intensity was greater than 20% 
between the wind azimuth of 95o and 260o. These peak values in turbulence intensity and the 
surface roughness were attributed to the proximity of residential areas, hospital and the TTU 
campus to the WERFL building site as reported by Tieleman. For the remaining wind azimuth 
the average value was 18.6%. However, the turbulence intensity profile reported by Tieleman for 
the wind azimuth of 355o was in line with mean turbulence intensity profile reported by Chok 
(1998). The parameters defining the boundary layer developed in the wind tunnel for carrying 
out the pressure coefficient study is tabulated in APPENDIX B.2.  
The pressure coefficient changes with the change in angle of attack (α).Tap No 11407, 
which is approximately at the center of the horizontal and vertical axes of the wall number 1 of 
the building (Fig 3.6a), experiences a positive mean pressure for angles of attack 0 through 75 
degree and then a negative mean pressure (suction) from 75 to 180 degree respectively, as 
evident in Fig 4.15a. The magnitude of maximum mean positive pressure coefficient ( pC ) is 0.8 
at an angle of attack of 0o which gradually changes to a negative magnitude of -0.75 at angle of 
attack 105o. The high positive magnitude at 0o is because the incident flow directly stagnates on 
the windward wall of the model while for the case of 105o the tap orientation has changed to the 
sidewall. The mean pressure coefficient profile is symmetric about the 180o (mid-plane section 
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through the short wall) as expected. The maximum peak positive pressure coefficient (
∧
pC ) of 
magnitude 2 is observed at angle of attack 0o which gradually decreases to 0.5 for angle of attack 
90o as shown in Fig 4.15c. However, the maximum peak negative pressure coefficient (
∨
pC ) of 
magnitude -1.6 is observed at angle of attack 90o which gradually increases (pressure recovery) 
to -0.7 for an angle of attack of 180o as shown in Fig 4.15d. The high peak negative suction 
pressure observed at 90o and 270o is due to the presence of the tap in the sidewall region and thus 
experiencing largest standard deviation ( pC′ ) of 0.3 at the corresponding angle of attack as shown 
in Fig 4.15b. 
The peak positive and peak negative pressure profiles as a function of the angle of attack 
matches well with the Ref 1 as shown in Figs 4.15b through 4.15d. The rms pressure coefficients 
are underestimated by 5% for the windward case whereas they are overestimated by 1% for the 












































Fig. 4.15b. Rms Pressure Coefficient at Tap no 11407. 
 
 
















































Fig. 4.15d. Peak Negative  Pressure Coefficient at Tap no 11407. 
 
The shape of mean pressure coefficient profile is identical to peak negative pressure coefficient 
profile, while this is not the case for the rms and peak positive pressure profile. However, for all 
the four cases, the profile is symmetrical about the 180o, which iterates the fact that the flow 
phenomenon (due to the presence of the model) is symmetric about the mid-plane (plane through 
short wall number 1 and 3).  
Tap # 31407 is located at middle height of the wall number 3 (Fig 3.6b), diametrically 
opposite to tap 11407 experiences a negative mean pressure coefficient for an angle of attack 
from 0 to 115o and then a positive mean pressure coefficient from 115 to 180o respectively, as 
shown in Fig 4.17a. The magnitude of maximum mean positive pressure coefficient ( pC ) is 0.8 
at an angle of attack 180o which gradually changes to a negative magnitude of -0.70 at an angle 
of attack 75o. The high positive magnitude at 180o is because the incident flow directly stagnates 
on the windward wall of the model while for the case of 75o the tap orientation has changed to 
sidewall. The maximum peak positive pressure coefficient (
∧
pC ) of magnitude 2 is observed at 
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angle of attack 180o which gradually decreases to 0.6 for an angle of attack of  90o  as shown in 
Fig 4.17c. However, the maximum peak negative pressure coefficient (
∨
pC ) of magnitude -1.7 is 
observed at an angle of attack 90o which gradually increases (pressure recovery) to -0.5 for an 
angle of attack 0o as shown in Fig 4.17d. The high peak negative suction pressure observed at 
90o and 270o is due to the tap being in the sidewall region and hence experiencing the largest 
standard deviation ( pC′ ) of 0.3 at the corresponding angle of attack as shown in Fig 4.17b. 
In general the mean, rms, peak, Peak Negative pressure coefficient matched with the Ref 
1 results. The comparison of Tap #31407 pressure coefficients data with Tap # 11407 showed a 
good test of repeatability and accuracy since the former tap provides the same pressure 
coefficient data as the latter tap at  an angle of attack  of θ + 180o. 
Taps #22204 and #42204 are located on the long walls number 2 and 4 along the mid-
plane section (passing through walls 2 and 4) diametrically opposite to each other (Fig 3.6e). The 
pressure coefficient data for the former and latter tap are compared to Ref 1 results as shown in 
Figs 4.16a-d and 4.18a-d respectively. Tap #22204 experiences a positive mean pressure ( pC ) 
of magnitude 0.58 and maximum peak positive pressure coefficient (
∧
pC )  of magnitude 1.5, at an 
angle of attack 90o which gradually changes to negative mean pressure of -0.18 for an angle of 
attack 180o as shown in Fig 4.16a. The maximum peak negative pressure coefficient (
∨
pC ) of 
magnitude -1 and -0.8 was observed at angle of attack 0o and 180o respectively as shown in Fig 
4.16d. The mean pressure coefficients ( pC ) were found to be -0.2 at the corresponding angle of 
attack. This is due to the tap being in the side wall region at the corresponding angle of attack 
which also explains a relatively large standard deviation ( pC ′ ) of 0.2 at the corresponding angle 
of attack as shown in Fig 4.16b. However, at an angle of attack 90o, the flow directly stagnates 
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(on the wall number 2), resulting in positive mean pressure and a relatively larger standard 
deviation ( pC ′ ) of 0.24 at the corresponding angle of attack as shown in Fig 4.16b. The tap at an 
angle of attack 270o, being in the leeward wall region of the model, experiences a suction mean 
pressure of magnitude of -0.2 which gradually increases to -0.05  at an angle of attack 225o and 
315o respectively as shown in Fig 4.16a. 
Tap # 42204 also experiences the same magnitude of pressure coefficient as the Tap 
#22204 at angle of attack of θ + 180o. For example, high mean pressure coefficient of 0.6 at 
angle of attack of 270o as shown in Fig 4.18a. In general the mean pressure coefficient matches 
well with Ref 1 with the exception of rms pressure coefficient as evident from Fig 4.18b. The 
same trend was observed for the Tap #42306 as shown in Figs 4.19a–d. As is evident from the 
figures, the data was also compared to full-scale data (Ref 2). The full-scale data showed a great 
deal of scatter for the case of peak (positive/negative) and rms pressure coefficients. The mean 
pressure coefficients ( pC ) matched with full-scale while standard deviation ( pC ′ ) data was in 
the lower range of the full-scale data. 
The pressure coefficient results for the taps placed in the roof corner region experiences 
extreme suction pressure as shown in Figs 4.22a- 4.26d respectively. The pressure coefficient 
results are compared to the wind simulation studies (namely Ref 1, Ref 4, and Ref 5) and also 
with the full-scale study (namely Ref 2). Also, the Ref 4 (CSU B2) simulation is the modification 
of Ref 2 (CSU RII) to improve the degree of agreement between the laboratory and full-scale 
results for peak (positive/negative) and standard deviation (rms) pressure coefficients in the roof 
corner region. High magnitude of mean pressure coefficients ( pC ) are observed between angles 
of attack 180o to 270o. This is due to the formation of two conical vortices separating from the 
windward edge of the roof. This is evident for Tap #50209 which experiences maximum mean 
 68
suction pressure ( pC ) of magnitude -1.8 at an angle of attack 225o as shown in Fig 4.22a. 
However, the maximum peak negative pressure coefficient (
∧
pC )  of magnitude -4 is observed at  
the corresponding angle of attack  which is underestimated in comparison to CSU B2 (Ref 4) and 
full-scale (Ref 2) result while its overestimated  compared to CSU RII (Ref 1) simulation as 
shown in Fig 4.22d. The same trend is observed for the standard deviation ( pC ′ ) pressure 
coefficients as shown in Fig 4.22b for angle of attack between 180o to 270o. On the other hand, 
there is close agreement between mean pressure coefficient profile of the present study (Test) 
and other wind tunnel studies and also with the full-scale results as shown in Fig 4.22a. 
However, the magnitudes of the fluctuating pressure coefficients (peak (positive/negative), rms) 
obtained from the present study invariably exhibited a great deal of scatter and underestimated 
the field results. The same results were observed for rest of the taps in the roof region as is 
evident from the graphs shown in Figs 4.22a through 4.26d.  This was expected as the boundary 
layer developed in the present study is deficient in the integral length scale which accounts for 
the deviation in the fluctuating pressure coefficient simulated in the wind tunnel. 
The mean, peak (positive/negative) and the rms pressure coefficient distribution along the 
mid-plane section across the central axis of long walls (number 2 and 4) covering the windward 
wall, roof and leeward wall for an angle of attack 90o are shown in Fig 4.27a through 4.27c 
respectively. This particular section was chosen as this region of the roof experiences extreme 
suction pressure due to the separation bubble formation.  
The present study (Test) was compared to the full-scale (Ref 2) and other wind tunnel 
studies (Ref 3-5). The abscissa of the plot is divided into three regions namely AB, BC and CD 
representing the windward wall, roof, leeward wall of the model as shown in the inset. The 
comparison of the mean pressure coefficients shows a good agreement with full-scale (Ref 2) 
results as shown in Fig 4.27a. They are also in good agreement with the wind tunnel study 
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carried out by Okada (Ref 3) for all the 3 regions of the model. Also, the mean suction pressure 
in the roof region (BC) for CSU-B2 simulation is in fairly good agreement. However, the results 
from Surry’s  simulation are overestimated in comparison to other results. The standard deviation 
(rms) and peak pressure coefficient show considerable amount of deviation from the full-scale 
results. As shown in Fig 4.27b, the rms pressure coefficients in the roof region (BC) and leeward 
wall region (CD) are in the upper portion of the scatter in the field data. The peak negative 
pressure coefficients are underestimated in comparison to the full-scale result as shown in Fig 
4.27c. Thus, lower fluctuating pressure coefficients ( pC′ , ∨pC , ∧pC )  were achieved during the 
present study.  
On close inspection of all three plots, it was observed that the high mean suction pressure 
( pC ) of magnitude -1.2 and high peak suction pressure (
∨
pC ) of magnitude -5 were  observed 
near the  leading edge section of the roof (.07 times the building height) which subsequently 
drops to -0.5 and further stagnates to -0.25 showing a significant pressure recovery. The same 
trend is observed for the rms and peak negative pressure coefficients as shown in region BC of 
Figs 4.27b and 4.27c respectively. High magnitude of standard deviation pressure coefficients 
are observed in the leading edge region as shown in Fig 4.27b. There is evidence of  step 
recovery of the pressure along the mid-plane roof region indicates the formation of separation 
bubble at the leading edge of the roof, and reattachment further downstream approximately at 
one building height from the leading edge. 
Hence, the pressure coefficients on the surface of the model was analyzed and compared 
with the full-scale and other published wind tunnel results. In general, the mean pressure 
coefficient on the windward, leeward, sideward and the roof region were in close agreement with 
































































                                        Fig. 4.16c. Peak  Positive Pressure Coefficient at Tap no 22204.    
 






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Fig. 4.26c. Peak Positive Pressure Coefficient at Tap no 50905.       Fig. 4.26d. Peak Negative  Pressure Coefficient at Tap no 50905. 
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       Fig 4.27a.  Comparison of mean pressure coefficient along the mid-plane section between the present study and full-scale study 



























            Fig 4.27b. Comparison of standard deviation pressure coefficient along the mid-plane section between the present study and 

























Fig 4.27c.  Comparison of peak (positive/negative) pressure coefficient along the mid-plane section between the present study and 
full-scale study and other wind tunnel study.  
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 CHAPTER 5 
RESULTS  
5.1 Introduction 
According to the Quasi steady theory approach, which forms the basis of code of practice 
to determine the wind loads on low-rise structure, pressure fluctuations on the surface of the 
building is a direct implication of the velocity fluctuation in the incident wind flow.  However, 
full-scale study on the Texas Tech building has shown that this theory is invalid in separated 
flow regions (Letchford, 1993). Thus, an attempt has been made to study the pressure-velocity 
correlation under controlled flow conditions and is compared to the full-scale results. In this 
direction, the simulation of the boundary layer at the center of the test section has been carried 
out as discussed in the previous Chapter. A flow characterization study (Run A) has been 
undertaken for different stations upstream of the model. Also, the region around the model has 
been studied for any significant observations (Run B) as this flow domain encompasses the entire 
model. The flow characterization was carried out to study the various statistical properties used 
to define the turbulent nature of the flow as discussed in the next section. This chapter also 
describes the pressure-velocity test, and the results are presented and analyzed. 
5.2 Description of the Experimental Runs for Flow Characterization 
The flow characterization process of the test section is carried out in two phases namely 
Run A and Run B. The schematic diagram for Runs A and B are shown in Figs. 5.1 and 5.2 
respectively. Run A consists of five stations namely X0 through X4 as shown in Fig. 5.1. The 
station X0 represents the dead center where the model is mounted. The station TL represents the 
tower location at the full-scale site, which is approximately 11.76H upstream of the building  
center and 10H upstream of the dashed square as shown in the Fig 5.1. Similarly, for the case of 
Run B, four stations namely C1 through C4 represent the four corners of the square 
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encompassing the entire model. The length of the square is 10.8” (13.9 cm) which corresponds to 
the 1:50 scale length of the long wall of the building.  Run A was comprised of tests carried out 
at each of the stations X0-X4. At each station location the velocity record was measured along 
the vertical plane at eleven different points as shown in Table 5.1. The velocity record at the 
tower location, TL, at one building height (H) was simultaneously measured along with the 
measurement at each point along the vertical plane of each station location. Similarly, four set of 
tests were measured at each station C1 through C4 for Run B. The coordinate details 
corresponding to Runs A and B are provided in Tables 5.2 and 5.3 respectively.  
 
 
Fig 5.1. Test locations for Run A  
 
 
Table 5.1 Non-dimensional coordinate detail along vertical plane 
 
Pt. no 1 2 3 4 5 6 7 8 9 10 11 12 13 
Z/H 0.68 1 1.16 1.32 1.96 2.28 2.92 3.88 4.84 5.8 6.76 7.72 8.04
All dimensions in inches 
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Fig 5.2. Test locations for Run B. 
 
  Table 5.2 Non-dimensional coordinate details of stations of Run A 
Stations X/H Y/H
X1 2.76 0 
X2 3.76 0 
X3 4.76 0 
X4 5.76 0 
TL 11.76 0 
   







All dimensions in inches 
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5.3 Flow Characterization Results 
The boundary layer profile developed at center of the test section in the wind tunnel has 
been discussed in the previous section. This center of the test section corresponds to station X0 
of Run A. This section describes the various statistical properties used to define the turbulent 
flow in the wind tunnel at stations upstream of the model  (Run A) and the stations 
encompassing the model (Run B), defined in the previous section. Here, in the characterization 
of turbulence flow, parameters such as the mean velocity, turbulence intensity and power 
spectrum have been included. In order to check, whether the incident flow follows the normal 
(Gaussian) distribution, higher order of moment such as the normalized third order of moment 
(skewness) and the fourth order of moment (kurtosis) have been reported. The skewness and 
kurtosis, which characterize the shape of the probability distribution function are given 
respectively as 




µ=                                                                           [5.1] 




µ=                                                                            [5.2] 
Here, ( ) nXiX /22X ∑ −=σ  is the variance, ( ) nXiX /33 ∑ −=µ  and 
( ) nXiX /44 ∑ −=µ are the third and fourth moments about mean of the record, respectively. 
The values for skewness and kurtosis coefficients are equal to 0 and 3 for a normal distribution. 
The sign of the skewness indicates the direction in which the function is skewed ( kS <0 
corresponds to the skewness to the left, kS >0 means skewness to the right, and for kS =0, the 
distribution is symmetric). Kurtosis measures the degree of peakedness or flatness of a 
distribution compared with normal distribution.  Positive kurtosis indicates a comparatively 
peaked distribution.  Negative kurtosis indicates a comparitively flat distribution. 
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 Figures 5.3-5.9 shows the plots of the normalized velocity, turbulence intensity, 
normalized Integral length scale, normalized Integral time scale and normalized Taylor 
microscale followed by the skewness and the kurtosis profiles along the vertical plane at each 
station from X0-X4 respectively. The vertical axis (Z/H) in each of these plots is the height (Z) 
along the vertical plane normalized by one building height (H). 
All the above results measured at each station location are tabulated in Appendices C.1 
and C.2 for Runs A and B respectively. The profile shown in Fig. 5.3 is the mean velocity 
normalized by the mean velocity measured at one building height at tower location. All of the 
velocity profiles follow the power law as expected.  The profile shown in Fig. 5.4 is of 
turbulence intensity of the incident flow. As evident from the plot, the turbulence intensity at one 
building height (Z/H=1) lies in the range of 22%-18% from station X4-X0. It is to be noted that 
this value decreases rapidly as the height increases for each of the stations. The turbulence 
intensity varies between 16%-20% up to (Z/H=1.3) and then rapidly decreases as height 
increases. The normalized velocity profile at station X0 is of higher magnitude compared to the 
magnitude of the velocity for station X1 through X4. 
Figure 5.5 shows normalized integral length scale profile along the vertical plane for 
stations X0-X4. The length scale were normalized by the length scale (0.03 m) measured at the 
tower location at one building height simultaneously. Fig. 5.6 shows normalized integral time 
scale profile along the vertical plane for stations X0-X4, which have been normalized with 
integral time scale (0.003 sec) measured simultaneously at one building height at the tower 
location. Since the integral length scale is the product of integral tine scale and the mean 
velocity, integral time scale (Fig. 5.6) follows a profile similar to that of the length scale (Fig. 
5.5). Fig. 5.7 shows Taylor microscale profile along the vertical plane for stations X0-X4. The 
Taylor micro scale is around 0.004 seconds at one building height for stations X1-X4. From the 
time scale of the smallest possible eddy is almost constant from Z/H =1.0 to 8.0 for all the 
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stations X0-X4. This is not the case with the integral length scale profiles. However, the 
variation of the integral length scale profile might be attributed to the shape of the spires used for 
boundary layer simulation. 
Figure 5.8 shows the skewness profile along the vertical plane for stations X0-X4. As 
evident from the figure that for all the stations i.e., X0 through X4 the skewness is nearly zero up 
to four building height (Z/H=4) implying the normal distribution of the incident velocity. Fig. 5.9 
shows the kurtosis profile along the vertical plane for stations X0-X4. As evident from the figure 
that the magnitude of kurtosis for all station up to four building height is 3 which further justifies 
the normal distribution of the probability density function of the  incident velocity. 
Figures 5.10-5.16 show the plot of the above discussed statistical parameters along the 
station C1-C4 (Run B) to check the variation of the incident flow field in the span wise direction. 
Figs 5.10-5.11 show the variation of the normalized velocity and the turbulence intensity with 
vertical height for stations of Run B. Similar to Run A, the velocity profile (Fig 5.10) is 
normalized with the velocity measured simultaneously at the tower location at one building 
height. As evident from the Fig 5.10, the velocity profile follows the power law. However, there 
is a variation of 10 % in magnitude of normalized velocity between stations (C1-C2) and stations 
(C4-C3) up to 3 building heights. The same trend is observed in the turbulence intensity profile 
as shown in Fig 5.11. Hence, there is variation of 10% in the normalized mean velocity and 
turbulence intensity along the span wise direction between Y=+1.76H and Y=-1.76H.   
Figures 5.12-5.14 show the integral length scale, integral time scale, and the Taylor 
microscale normalized with the respective parameters measured simultaneously at the tower 
location at one building height. It’s evident from the figure that length scale and the time scale of 
eddies formed doesn’t show exponential variation as function of vertical height. However, 
Taylor microscale (time scale of the smallest eddy) is constant along the span wise direction. The 
average time scale of the smallest eddy is about 0.004 sec. Hence, it can be concluded that the 
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Taylor timescale of smallest eddies generated in the span wise direction are almost constant 
along the span wise direction as function of vertical height.  
Figures 5.15-5.16 show the skewness and kurtosis profile as function of vertical height 
for stations C1-C4 (Run B). As evident from Fig 5.15 that the normal probability distribution of 
the incident velocity is negatively skewed along the span wise direction at Y=-1.76H (station C3-
C4) up to 3.5 building heights while at Y=+1.76 H (station C1-C2) the skewness coefficient is 
zero, indicating a non-skewed normal distribution of the incident flow. The kurtosis coefficient 
shows a magnitude of 3 up to 4 building heights along the span wise direction (Y± 1.76H). 
The spectrum of the incident velocity was also measured at each point (vertical height) of 
each stations of Run A and Run B to check for any significant variation in the energy. The 
normalized spectra are presented in Appendices C.4 and C.5 for Run A and Run B respectively. 
The normalized spectrum was plotted between normalized frequency and the normalized energy. 
The incident flow had higher energy content (high amplitude) in the lower normalized frequency 
range (0.02 -1) and lower energy (lower amplitude) in higher normalized frequency range (1-10). 
The normalized frequency was obtained by normalizing the incident mean velocity with the 
product of the frequency in the integral longitudinal length scale. The energy was normalized 
with total energy at all frequencies with the product of the frequency and the corresponding 
energy and normalized frequency was obtained as the product of the frequency and the length 
integral length scale normalized with mean velocity. However, on close visual examination of all 
the spectrum plots, non appreciable change in energy content was observed at vertical points 
(Z/H=0.68 – 7.72) of Run A and Run B stations respectively. Hence, it can be concluded in spite 
of variation in time based characteristics of incident turbulent boundary layer flow (mean 
longitudinal velocity, Turbulence intensity and Integral length scale), there was no significant 
variation in magnitude and shape of the spectrum as a function of normalized frequency. 
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Fig 5.3. Non-dimensional 
Velocity profile at stations of Run 
Fig 5.4. Longitudinal Turbulence 
Intensity (%) profile at stations of 
Run A  
Fig 5.5. Non-dimensional 
length scale profile at stations 
of Run A  
Fig 5.6. Non-dimensional 
Integral timescale profile at 
stations of Run A  
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Fig 5.7. Non-dimensional Taylor 
microscale profile at stations of 
Run A  
Fig 5.8. Skewness profile at 
stations of Run A  
 
Fig 5.9. Kurtosis profile at 
stations of Run A  
Fig 5.10. Non-dimensional 
velocity  profile at stations of 
Run B
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Fig 5.11. Turbulence Intensity 
profile at stations of Run B  
Fig 5.12. Non-dimensional 
length scale profile at stations 
of Run B
Fig 5.13. Non-dimensional Integral 
time scale profile at stations of Run 
B.  
Fig 5.14. Non-dimensional Taylor 
microscale profile at stations of Run 
B. 
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5.4 Two-point Auto-correlation 
This section shows the result of two-point autocorrelation function estimate to validate 
the Taylor hypothesis of frozen turbulence. The space-time correlation coefficient used is given 
as  
( )(0)R*(0)R ( ττRρ(τ) yyxx xy=                                                   [5.3] 
 Where Rxy is given as 
∫ ++= Txy trxYtxXTR
0
),(*),(1)( ττ                                                    [5.4] 
The two-point space time correlation was determined between the fixed tower location (TL) and 
the rest of the stations of Run A i.e. (X1- X4) at one building height. Fig 5.17 show the two-point 
auto correlation plot for different stations (X1-X4) where the normalized cross-correlation 
Fig 5.15. Skewness profile at 
stations of Run B  
Fig 5.16. Kurtosis profile at 
stations of Run B  
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coefficient is plotted as a function of lag time. As evident from the Fig. 5.17, with the increasing 
distance (r) the lag time corresponding to peak (maximum magnitude) of correlation coefficient 
also increases. The mean convective velocity measured at the tower location and the 
corresponding lag for each station is shown in Table 5.4. A deviation of 10% was observed 
between the theoretical and experimental distance. Additionally, the auto-correlation coefficient 
was determined between the fixed tower location (TL) and different locations of each station of 
RUN A (Appendix C.3).  Hence, the turbulent flow field in the test section is such that the 
advection of the eddy (causing velocity fluctuations) is taking place in a frozen pattern. 
 
Fig 5.17. Two point auto-correlation plot. 
 
Table 5.4 Comparison of theoretical and experimental values. 
Position 









τ * u  
Theoretical 
Distance(m), δ 
TL X4 5.825 0.05 9.96 0.46 0.51 
TL X3 6.825 0.063 9.53 0.54 0.60 
TL X2 7.825 0.067 9.53 0.62 0.64 




5.5 Pressure-Velocity Correlation Results 
This section presents the pressure-velocity correlation results by reporting the space time 
cross-correlation coefficient between the non-dimensional pressure coefficient and the 
longitudinal component of the incident wind velocity (turbulence) upstream of the model. The 
cross-correlation coefficient is same as given by equation 5.3. In this equation, the variables x 
and y are replaced by the non-dimensional pressure coefficient signal (Cp (t)) and the velocity 
signal u(t) respectively. The cross-correlation coefficient is normalized by the product of auto-
correlation of the pressure signal (Rpp(0)) and the velocity signal (Ruu(0)) at zero time lag 
respectively. The results are grouped in three sub sections. In the first subsection, the results 
obtained on the model along the mid-plane section (short wall) are compared with full-scale 
result for AOA:295o. In the  second sub section , the pressure coefficient ( pC , ∨pC  , pC′ )  contour 
maps  of the roof  surface are reported for two different orientations of the model  i.e., flow 
perpendicular to long wall and the flow perpendicular to the short wall respectively. This is 
followed by the last section which reports the pressure-velocity correlation contour plots on the 
roof surface for the former and latter orientation of model. 
5.5.1 Comparison of Pressure-Velocity Correlation with Full-Scale Result 
This sub section compares the maximum cross-correlation coefficient between the 
fluctuating pressure measured along the taps along the mid-plane section (along the short wall) 
and the incident longitudinal component of turbulence measured at one building height at the 
tower location (TL) with full-scale result for AOA:295o. At the given AOA, the flow is almost 
perpendicular to the long-wall, resulting in the formation of 2D separation bubble. The 
separation bubble formation along the stream wise direction leads to low fluctuating pressure 
underneath the bubble on the building roof surface (Saathoff, 1989). The characteristic of 
separation bubble formed is dependent on the turbulence of the incident velocity (Kiya, 1983).  
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The incident wind turbulence parameters at the tower location (X/H=11.76, Z/H=1) in 
model scale is compared to the full-scale parameters in Table 5.5. The longitudinal mean 
velocity ( u  ), gust factor (G) and the turbulence intensity ( uI ) are in close agreement. As 
evident from the table, longitudinal integral length scale, expressed as non-dimensional 
parameter ( uxL /H) by normalizing with building height H, is small compared to the full-scale. In 
the full-scale the integral length scale is much larger than the building dimension while for the 
model scale that is not case.                                                                                                                                        
Table 5.5 Incident wind parameters 
Case AOA (deg) u (m/s) G T.I (%) uxL /H Re. No   
Full-scale 295 9.7 1.59 17% 18.25 2.74 x 106 
Model-scale 295 9.67 1.58 18.5% 5.03 5.46 x 104 
 










                   
The cross-correlation plot normalized with the maximum cross-correlation value (Rmax ) is 
shown in  Fig 5.18. The maximum cross-correlation value (Rmax )  was observed for Tap no 
50223 as shown in Table 5.6 and 5.7  for full-scale and model scale respectively. In the above 
plot, the region between A-B & C-D refers to windward wall (number 4) and leeward wall 
(number 2) respectively while the region B-C refers to the roof of the model. The maximum 
cross-correlation coefficient (0.16) was observed for Tap no 42212 for the windward wall. For 
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the case of leeward wall, maximum correlation (-0.17) was observed for Tap no 22312. As 
expected positive cross-correlation coefficient were observed for all the taps on the windward 
wall while negative pressure coefficient were reported for the roof and the leeward wall of the 
model.  




ρ Lag time (sec) τ 
42204 0.11 0.126 
42206 0.11 0.13 
42212 0.16 0.124 
50223 -0.23 0.154 
 50523 -0.17 0.06 
 50823 -0.14 0.068 
50923 -0.11 0.066 
51123 -0.07 0.064 
51423 -0.02 0.054 
52323 -0.08 0.096 
52923 -0.1 0.082 
22312 -0.17 0.04 
22306 -0.11 0.074 
22304 -0.1 0.076 
 
The negative cross-correlation values are attributed to low pressure (high suction) compared to 
free stream static pressure. The region B-C, which represents the roof of the model , shows 
stronger correlation at the leading edge (Tap no 50223) and weak correlation around 
reattachment point (Tap no 51423) respectively. The trend of the model scale correlation plot 
matches with the full-scale plot.  The above distribution of the cross-correlation is expected as 
at the reattachment point the velocity is nearly zero, resulting in weak correlation, while the 
pressure taps engulfed between the region of the leading edge and reattachment point will have 
better correlation to turbulence in the approach flow. However, on comparison of the 
turbulence parameters of model scale to full-scale, it is evident that the integral length scale of 
the eddy formed in the simulated boundary layer is approximately five times smaller than the 
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full-scale which might be the contributing factor for the lower magnitude of cross-correlation 



























Fig 5.18. Comparison of cross-correlation coefficient normalized with maximum cross-
correlation coefficient. 
 
5.5.2 Distribution of Pressure Coefficient on Roof Surface  
This sub section shows the contour plots of mean, peak negative and standard deviation 
pressure coefficients on the roof surface. Figs 5.19-5.21 show the pressure coefficient 
distribution on the roof for the flow perpendicular to short wall. Here, the reference coordinate 
system (for the numbering of the pressure taps) is the bottom right corner and the direction of the 
incident flow is from the opposite end perpendicular to the short wall. It is to be noted that due to 
the lesser number of pressure taps on the roof, 28 in number, the following methodology was 
adopted to get the contour results.       
The contour plots shown in Figs 5.19-5.21  is the combination of pressure results 
obtained for an angle of attack 0o and 180o respectively, which were further mirrored about the 
mid-plane ( along the long wall). But, this data is also insufficient in preventing the triangulation 
evidenced in the contour plots. However, the trend of the pressure distribution is consistent with  
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pC  (Peak negative pressure coefficient) contour on model roof for flow perpendicular 
































                            Fig 5.21. pC ′  ( Rms pressure coefficient ) contour on model roof for flow perpendicular to short wall.
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the earlier work (Ginger, 1993). The contour plots obtained were smooth due to close 
distribution of 91 pressure taps in the one corner region on the roof of the model.  Thus, it can be 
reasonably concluded that a higher number of data points is instrumental in producing smoother 
contours as is evident in the study by Ginger. It can be observed from Fig 5.18 that large 
magnitude of mean pressure coefficients between -1.13 and -0.85 are experienced close to the 
leading edge region of the roof (between Y/H=3.4and Y/H =2.8). This high suction pressure 
region is spread across the span wise direction (between X/H=0.3 and X/H=2.2) and the pressure 
distribution is progressively decreasing in magnitude downstream of the leading edge of the roof.  
As evident from the Fig. 5.19, the mean pressure coefficient ( pC ) at the trailing edge has 
drastically dropped to -0.13 as compared to -1.13 in the leading edge region.  This trend is 
further observed for the cases of peak negative pressure coefficient and the rms pressure 
coefficient as of mean pressure coefficients shown in Figs. 5.19 and 5.20 respectively.  
   As evident from the Fig 5.20, the peak negative pressure coefficient (
∨
pC ) have higher 
magnitude (-3.35) near the leading edge as compared to -0.92 observed in the trailing edge 
region of the roof. Fig 5.21 shows the same trend, large fluctuating pressure coefficients 
( pC ′ =0.39) in the leading edge followed by small fluctuations ( pC ′ =0.18) in the trailing edge 
region of the roof.  
Figures 5.22-5.24 show the pressure coefficient distribution for the flow perpendicular to 
the long wall. For these plots, the reference coordinate system is top right corner and the wind 
flow is from the opposite end perpendicular to the long wall. Similar to previous plots, the 
contour plots shown in Figs 5.22-5.24  is the combination of pressure results obtained for an 
angle of attack 90o and 270o respectively, which were further mirrored about the mid-plane ( 
along the short wall).It can be observed from Figs 5.22 that large magnitude of mean pressure 
coefficients between -1.25 and -0.92 are experienced close to the leading edge region of the roof 
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(stream wise direction X/H=2.2-1.8 and span wise direction Y/H=0.5-2.6). In the same zone for 
the span wise region (between X/H=0.8-1.5 and X/H=2.6-3.3) relatively lower magnitude of 
mean pressure coefficients is observed. This is due to lack of pressure taps in this region as 
explained earlier for the case of flow perpendicular to the short wall. This trend is further 
observed for the cases of peak negative pressure coefficient and the rms pressure coefficient as 
of mean pressure coefficients shown in Figs. 5.23 and 5.24 respectively. 
 
                                                                   .                    
 
 
                                                    
 

























     
Fig 5.23. 
∨















Fig 5.24. pC ′  contour on model roof for flow perpendicular to long  wall. 
Fig 5.24. pC ′ contour on model 
roof for flow perpendicular to 
long  wall. 
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5.5.3 Distribution of Pressure-Velocity Correlation Coefficient on Roof Surface  
This sub section shows the contour plots of peak value of cross-correlation coefficient of 
the upcoming velocity fluctuations and the surface pressure fluctuations on the roof surface. The 
methodology explained earlier in sub section 5.5.2 was adopted to draw the contour plots for 
flow perpendicular to long wall and short wall respectively. 
 Figures 5.25-5.28 show the pressure-velocity correlation coefficient distribution on the 
roof for the flow perpendicular to long wall for different upstream (of model) position, station 
X1 through X4 at one building height. In these plots, the reference coordinate system (for the 
numbering of the pressure taps) is the top right corner and the direction of the incident flow is 
from the opposite end perpendicular to the short wall. The statistical properties of the 
longitudinal component of the incident velocity at station X1 through X4 for this case (i.e. flow 
perpendicular to the long wall) are shown in Table 5.8. The parameter (δ/H) is the longitudinal 
distance between the velocity location and the center of the model (dead center). The turbulent 
boundary layer is developing upstream of the building model is evident from the fact that with 
the decrease in the longitudinal distance (δ/H), the mean velocity (u ) is decreasing (Table 5.8). 
As is expected the dissipation of the turbulent eddies causes the formation of the smaller eddies. 
This is evident from the decreasing integral length scale as the flow progresses downstream 
towards the model (Table 5.8). The Taylor microscale was found to be .0004 seconds for all the 
station X1 through X4 indicating the dissipation of large scale eddy of varying length scale into 
smaller eddies of consistent time scale.    
The aspect ratio (height/width of the model) for the case of flow perpendicular to long 
wall was found to be 0.43. Figs 5.25-5.28 shows the qualitative trend of the pressure-velocity 
correlation coefficient on the roof of the model. It can be seen that significant higher cross-
correlation coefficient magnitude are observed in the leading edge region of the roof followed by 
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lower magnitude in the trailing edge region of the roof. This is consistent with pressure 
coefficient (mean, peak, and rms) trends as shown in Figs 5.22- 5.24 respectively. 
Table 5.8 Upstream wind parameters for the case of flow perpendicular to long wall. 









X1 2.76 7.91 25.98 0.24 
X2 3.76 8.99 22.84 0.31 
X3 4.76 9.64 20.72 0.32 
X4 5.76 9.81 20.08 0.32 
 
In Fig. 5.25, it can be noticed that this value ranges between -0.3 and -0.24 for X/H 
ranging 2.2-1.75 and Y/H ranging 1-2.4. Correspondingly it takes a value between -0.31 and -
0.25 (Fig. 5.26), -0.26 and -0.17 (Fig. 5.27) and -0.14 and -0.10 (Fig. 5.28) respectively. It is to 
be noticed that the magnitude has dropped significantly for the last case, as the longitudinal 
distance (δ/H), has increased to 5.76. The trailing edge regions in the Figs. 5.25-5.28 depict a 
weak correlation, magnitudes varying between -0.03 and -0.05 for entire span in Figs. 5.25-5.26. 
However, in Fig. 5.27, it has been observed that the weakly correlated region spans over an 
extended domain for X/H 1.5-0.0. Fig. 5.28 is an exception to the above observed trends and 
does not report a weak correlation as compared to the leading edge region for the same. Hence, it 
can be concluded that negative cross-correlations are observed on the roof of the structure due to 
high suction pressures formed over the roof. Similarly, Figs 5.29-5.32 show the maximum 
pressure-velocity correlation coefficient distribution on the roof for the flow perpendicular to 
short wall. And, the statistical properties of the longitudinal component of the incident velocity at 
stations X1 through X4 for this case are shown in Table 5.9. All the other nomenclature and data 
classification details (as applicable to the case of the flow being perpendicular to the long wall)  
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Fig 5.25. Maximum Cross-correlation 
coefficient (RCp’u’ ) between velocity 
at station X1 (Y/H=1) and pressure 
fluctuation on roof. 
Fig 5.26. Maximum Cross-correlation 
coefficient (RCp’u’ ) between velocity 
at station X2 (Y/H=1) and pressure 
fluctuation on roof. 
Fig 5.27. Maximum Cross-correlation 
coefficient (RCp’u’ ) between velocity 
at station X3 (Y/H=1) and pressure 
fluctuation on roof. 
Fig 5.28. Maximum Cross-correlation 
coefficient (RCp’u’ ) between velocity 
at station X4 (Y/H=1) and pressure 
fluctuation on roof. 
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are applicable in this case in the same way. It is to be noted that the values of the mean velocity, 
integral length scale and Taylor microscale follow the previous case both qualitatively and 
quantitatively 
In Fig. 5.29, it can be noticed that correlation coefficient value ranges between -0.38 and 
-0.28 for Y/H ranging 3.4-3.0 with uniform spread across the entire spanwise direction. 
Correspondingly, it takes a value between -0.41 and -0.28 for Y/H ranging 3.4 -2.8 (Fig. 5.30), -
0.40 and -0.17 for Y/H ranging 3.4 -3.3 (Fig. 5.31) and -0.37 and -0.25 for Y/H ranging 3.4 -3.0 
(Fig. 5.32) respectively.  
However, in Fig. 5.29, the remaining section of the roof (Y/H ranging 2.8-0.0) have small 
correlation values ranging between -0.11 and -0.03. Correspondingly it takes a value between -
0.12 and -0.05 for Y/H ranging 2.85-0 (Fig. 5.30), and -0.11 and -0.03 for Y/H ranging 2.2 -
0.0(Fig. 5.32) respectively. Fig. 5.32 shows an unexpected trend and the reasons for this profile 
need to be further investigated. A significant observation is the relatively higher magnitudes of 
the cross-correlation coefficients as compared to the (flow being perpendicular to the long wall 
case). It is important to note that the height to width ratio, aspect ratio, is the only differing 
parameter between the two cases studied, with all other incident wind parameters remaining the 
same. 
Table 5.9 Upstream wind parameters for the case of flow perpendicular to short wall. 











X1 1 7.96 27.76 0.23 
X2 2 9.03 22.28 0.27 
X3 3 9.42 20.86 0.31 












Fig 5.29. Maximum Cross-correlation coefficient (RCp’u’ ) between velocity at station X1  













Fig 5.30. Maximum Cross-correlation coefficient (RCp’u’ ) between velocity at station X2  














Fig 5.31. Maximum Cross-correlation coefficient (RCp’u’ ) between velocity at station X3  













Fig 5.32. Maximum Cross-correlation coefficient (RCp’u’ ) between velocity at station X4  






 This difference in the aspect ratio seems to be the governing factor for the observed variation in 
the cross-correlation coefficients for the two cases studied and reported. Also, it is suggested that 
the number of taps used for capturing the flow phenomena was more closed spaced  in 
comparison to the later case, thus, accounting for the smoother contours as compared to the 
former case (i.e. flow perpendicular to the long wall). Thus, an attempt has been made to explain 
the flow phenomena as evidenced in the results, presented above. In addition to this an alternate 
reason could be the difference in the nature of the flow phenomena (such as the formation of the 
separation bubble and shear layer, the level of unsteadiness in the bubble and the vortex shedding 
from the separation bubble) occurring in the two cases. These intrinsic differences could also be 
responsible for the observed variation. Further, study is required to get a comprehensive picture 
of the complex flow phenomena occurring over the roof of the building.                                                               
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CHAPTER 6 
CONCLUSIONS AND FUTURE WORK 
6.1 Summary  
In the present work, an attempt has been made to model the Atmospheric Surface Layer 
(ASL) in the LSU Boundary layer Tunnel (with a short fetch length). The specific aim is to 
duplicate the flow characteristics found at the full-scale test site (WERFL) by simulating the 
boundary layer on 1:50 scale using flow modification device. A validation process was carried 
out. Here, the point pressure measurements were carried out and the mean, peak and rms 
pressure coefficient results were compared to previous studies to validate the simulation of the 
boundary layer in this tunnel with a short fetch length. Having simulated the turbulent flow 
characteristics at the full-scale site; the relationship between the incident wind velocity 
fluctuations and the surface pressure fluctuations was studied by measuring the pressure–velocity 
correlation coefficients at the model scale and comparing it with published full-scale results. 
Specifically, this study involved the determination of pressure–velocity correlation coefficients 
at the model scale for the case of the flow being perpendicular to the long and the short wall 
cases respectively and  their contours (on the roof) for each of the cases studied has been 
reported. 
6.2 Conclusions 
The ASL boundary layer characteristics have been replicated for the 1:50 model scale by 
the usage of passive flow devices such as spires, trips and carpet. The modeling parameters such 
as the mean velocity, turbulence intensity, spectrum and the integral length scale were reported 
and compared to the full-scale results. Here, the longitudinal mean velocity profiles matched the 
full-scale results up to six and a half building heights and it followed a power law profile with an 
α value of 6.3 as compared to 6.5 in the full scale. The surface roughness length, zo, determined 
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by using the logarithmic law was found to be 13.5 mm as compared to 14mm in the full scale. 
The Jensen number also matched the full scale. The longitudinal integral length scale for the 
modeled flow at one building height was compared with the full-scale and it was found that the 
model scale value was five times smaller compared to the full-scale case. The turbulence 
intensity matched up to one and half building heights and the spectrum showed a high energy 
content compared to full-scale at higher frequency. The small scale spectral density parameter 
indicated that the wind tunnel has slightly larger high frequency energy content than the full 
scale. The spectrum of the longitudinal velocity fluctuations shows the -5/3 inertial sub range, 
extending from 10-500 Hz. 
The pressure coefficient data obtained from the boundary layer approach flow have also 
been replicated (with respect to the full scale studies) for the purpose of validation. There is close 
agreement between mean pressure coefficient profile of the present study (Test) and other wind 
tunnel studies and also with the full-scale results. However, the magnitudes of the fluctuating 
pressure coefficients (peak positive, peak negative, rms) obtained from the present study 
invariably exhibited a great deal of scatter and underestimated the field results. This was 
consistently observed for rest of the taps in the roof region. This was expected as the boundary 
layer developed in the present study is deficient in the integral length scale which accounts for 
the deviation in the fluctuating pressure coefficient simulated in the wind tunnel.  
A flow characterization study was conducted in the test section region and the results 
showed a variation of 5% in the mean velocity profile in comparison to the boundary layer 
profile in the span wise direction (on either side of the test section’s center). However, there was 
a close agreement in the mean velocity profile (upstream of the test section center) and the 
simulated boundary layer profile at the center of the test section. The integral length scale at the 
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center of the test section did not follow any particular trend. However, the Taylor microscale was 
found to be of the order 0.004 seconds throughout the test section. 
The pressure–velocity correlation coefficients reported from this study were smaller than 
the full-scale results for a particular AOA:295o. These deviations have been attributed to the 
deficiency in the modeling of the ASL in terms of its integral length scale. The integral length of 
the eddy in the full scale engulfs the entire building dimensions which is not the case with the 
model scale. The correlation coefficients exhibit a positive magnitude for the windward taps side 
and a negative magnitude for the leeward side taps.  
The qualitative analysis of the contour plots of cross-correlation coefficient suggests that 
higher correlation is exhibited between the incoming flow and the leading edge region of the roof 
as compared the rest of the region of the roof. This is true for both orientations of the model, i.e., 
incident flow perpendicular to the long wall and incident flow perpendicular to the short wall. 
Also, the same trend is observed for the mean, peak negative and rms pressure coefficients. 
6.3 Recommendations for Further Research 
In this study, flow-modeling devices such as the spire, trip (fence) and carpet were used 
to simulate the desired boundary layer profile in the wind tunnel. However the developed profile 
was deficient in integral length scale and turbulence intensity (above 1.5 building heights). 
Further research is required to simulate integral length scales of higher magnitude and turbulence 
intensity to match the full scale results. In addition to that the lateral turbulence intensity and 
turbulence shear stress (uv correlation) profile would give more insight about the lateral 
component of the simulated boundary layer. The unusual trend in the longitudinal integral length 
scale profile has to be further investigated. Further, the measurements during the pressure-
velocity correlation study were restricted to a single component of the velocity i.e. the 
longitudinal component. But, as the turbulent eddy is a three dimensional structure, the lateral 
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length and vertical length scale would provide a better idea of the eddy structure and its effects 
on pressure fluctuations on the model. The effect of lateral component of turbulence on the 
pressure fluctuation could provide a better insight into the turbulence flow characteristics as 
evidenced on the pressure fluctuations in low rise buildings. Thus, this work can be further 
expanded by studying the individual and combined effect of the lateral and the vertical 
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APPENDIX A.1: BTEL PARAMETERS  SETTING 
 
                                       
LOCAL-MODE PARAMETER 
 
SET DSA 16 
SET NUMFRAMES 1000 
SET BRCV 100 
SET ECHO 1 
SET I.P  191.30.80.100 
SET BFILE DATA.BIN 
SET AFILE DATA.LOG 




SET PERIOD 125 
SET AVG 1 
SET FPS 1000 
SET XSCANTRIG 0 
SET FORMAT 0 
SET TIME  0 
SET EU 1 
SET ZC 1 
SET BIN 1 
SET SIM 0 
SET QPKTS 0 
SET UNITSCAN INH20 
SET CVT UNIT 27.68 











APPENDIX A.2: FLOW CHART OF DIGITAL CORRECTION 





Read zero, calculate mean of each channel
Do I=1, N file
Read original data file
Zero correction
Assign data of each channel to the input array of FFT, do FFT
Initialize FFT
Convert Fourier coefficients, apply 





APPENDIX A.3: CORRECTION COEFFICIENTS 
 
Frequency Magnitude         Phase 
0.00 1.00 0.00 
5.00 1.00 7.00 
7.00 0.99 10.00 
10.00 0.98 14.02 
15.00 0.97 19.74 
20.00 0.95 26.07 
25.00 0.94 31.71 
30.00 0.91 38.36 
35.00 0.90 43.15 
40.00 0.88 48.63 
45.00 0.86 53.97 
50.00 0.84 59.58 
55.00 0.83 64.64 
60.00 0.81 69.71 
65.00 0.79 74.95 
70.00 0.77 80.19 
80.00 0.74 90.51 
90.00 0.71 99.91 
100.00 0.68 109.77 
120.00 0.64 129.45 
140.00 0.60 150.47 
160.00 0.55 171.49 
180.00 0.49 190.17 
200.00 0.42 207.55 
225.00 0.33 226.29 
250.00 0.25 248.00 
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APPENDIX B.1: TTU MODEL STUDIES DETAILS  
 
 
Name Scale Author Notation Tap Number 
Test Modal(1:50) M.L.Levitan LSU-C 11407 22204 31407 42204 42206 42306 50205   
        50209 50505 50509 50823 50905 50909     
Ref 1 Modal(1:50) L.S.Cochran RII 50101 50501 50901 50205 50505 50905 50209   
        50509 50909 42206 22306 22304 22312 52923 52323 
        51423 50823 50123 42212 42204       
                   
Ref 2 Full Scale M.L.Levitan M04 50101 50501 50901 50205 50505 50905 50209   
        50509 50909 42206 22306         
                        
Ref 2 Full Scale M.L.Levitan M01 22304 22312 52923 52323 51423 50823 50123   
        42212 42204             
                        
Ref 3  Model(1:65) H. Okada   Taps Along the Mid plane 
                        
Ref  4 Model(1:50) B .Bien. CSU-B2 52923 52323 51423 50823 50123 50209 50509 50909 
        50205 50505 50905 50101 50501 50901     
                        















Wind Parameters  :Full-Scale 
   Ridge Height 
  Turbulence Intensity Length Scale(m) 
  A0A 
Mean Wind 







Velcity,U*    
(m/s) 
Ref 2 M04 NR 8.9 0.2 0.19 107 NR 0.16 1.8 0.6 
 Range  6.5-12.7 .15-.24 .15-.24 40-201 NR .11-.19 .09-4.4 0.3-1.1 
Ref 2 M01 90(+/-10) 8.6 20 NR NR NR 0.18 2.4 NR 
 Range  (6.6-10.0) 16-22 NR NR NR .16-.22 2.0-3.5 NR 
  60(+/-10) 7.2 0.22 NR NR NR 0.18 1.7 NR 
 Range  5.8-8.2 .19-.27 NR NR NR .19-.27 .8-3.1 NR 





12.0) 76 26 NR 2.2 NR 
Wind Parameters :Model Scale 
Ridge Height(4m) 














Velcity,U*    
(m/s) 
Test 1:50 9.5 0.16 NR 20 NR NR 0.15 2 NR 
Ref 1 1:50 10 0.25 0.2 67 45 52 0.15 1 NR 
Ref 3 1:65 5.64 0.15 NR 27 NR NR 0.18 NR NR 
Ref 4 1:50 NR 0.18 0.16 54 14 8 0.14 1 0.74 
Ref  5 1:100 NR NR NR NR NR NR .13 1.6 NR 
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APPENDIX B.3: PRESSURE MEASUREMENT PARAMETERS 
 
      Pressure Measurement Data Acquisition 
    Reference Pressure 
Frequency 
response,Hz 
    Gain Phase























  40 9.5 9.5 1020(4.76) 20 45 900 10 10 
ARef2 




Bldg             
18 division of 
each record 
Test   1:50 50  15.3  0.8  X 2(40)   250  250 72  500   - 
4 Division of 
each record 
Ref 1   1:50 100 1.6 0.8 Y 6(0.3) 263 263 18 1800 250 
4 Records at 
each point 
Ref 3   1:65 400-R-100 1 1 X 5(0.3) 50 50 30 100 50 Not Reported 
Ref 4   1:50 NR NR 0.8 X NR 
220    
(+/-
3%) 220 18 1000      
10 Records at 
each point 
Ref 5   1:00 NR NR NR NR NR NR NR NR NR NR NR 
              
Where, Y: Eave Height of the Model         
 X: Roof Height of the Model         









APPENDIX B.4: WIND-TUNNEL SPECIFICATIONS 
 
  







Test LSU 1.3 x 1 x 5 3-14 NR 1.5 open 
Ref 1 CSU 2 x 1.8 x 29 0.6-38 NR NR Recirculation 
Ref 3 B.R.I, Japan 3 x 2.5 x 25 0.5-24 8:1 NR NR 
Ref 4 CSU 2 x 1.8 x 29 0.6-38 NR NR Recirculation 






































NO     
TAP 
NO    
AOA  11407     22204    
   Mean Peak valley rms  Mean Peak valley rms 
0  0.749 2.012 -0.058 0.293  -0.159 0.605 -0.987 0.189
15  0.694 1.921 -0.093 0.272  -0.001 0.536 -0.858 0.151
30  0.585 1.858 -0.120 0.262  0.192 0.862 -0.375 0.173
45  0.379 1.439 -0.296 0.238  0.372 1.265 -0.233 0.200
60  0.147 1.058 -0.651 0.200  0.483 1.493 -0.157 0.220
75  -0.047 0.634 -1.107 0.205  0.506 1.559 -0.236 0.227
90  -0.514 0.581 -1.604 0.295  0.508 1.530 -0.351 0.240
105  -0.749 0.005 -1.573 0.204  0.516 1.436 -0.173 0.227
120  -0.591 -0.044 -1.321 0.170  0.470 1.337 -0.129 0.205
135  -0.397 0.115 -0.925 0.153  0.361 1.094 -0.183 0.192
150  -0.376 0.114 -0.886 0.147  0.174 0.874 -0.360 0.168
165  -0.312 0.184 -0.803 0.144  0.008 0.507 -0.640 0.156
180  -0.201 0.263 -0.693 0.143  -0.139 0.554 -0.818 0.182
195  -0.310 0.167 -0.838 0.146  -0.391 0.285 -1.067 0.183
210  -0.380 0.087 -0.902 0.147  -0.482 0.181 -1.136 0.178
225  -0.418 0.159 -0.974 0.157  -0.493 0.160 -1.169 0.176
240  -0.599 -0.010 -1.318 0.183  -0.411 0.111 -1.006 0.162
255  -0.732 0.209 -1.590 0.208  -0.276 0.251 -0.760 0.146
270  -0.387 0.655 -1.609 0.287  -0.237 0.263 -0.720 0.143
285  -0.065 0.646 -1.120 0.197  -0.279 0.194 -0.682 0.135
300  0.098 0.967 -0.653 0.187  -0.392 0.172 -0.929 0.154
315  0.366 1.334 -0.328 0.231  -0.515 0.090 -1.189 0.173
330  0.569 1.788 -0.193 0.263  -0.530 0.068 -1.147 0.174




NO     
TAP 
NO    
AOA  31407     42204    
   Mean Peak valley rms  Mean Peak valley rms 
0  -0.193 0.303 -0.656 0.140  -0.172 0.303 -1.083 0.193
15  -0.296 0.179 -0.739 0.141  -0.409 0.179 -1.216 0.183
30  -0.385 0.121 -0.896 0.146  -0.501 0.121 -1.201 0.176
45  -0.404 0.118 -0.957 0.151  -0.506 0.118 -1.149 0.173
60  -0.530 0.046 -1.285 0.180  -0.408 0.046 -1.126 0.164
75  -0.719 -0.035 -1.643 0.203  -0.233 -0.035 -0.707 0.144
90  -0.390 0.596 -1.678 0.284  -0.183 0.596 -0.730 0.147
105  -0.052 0.596 -1.072 0.194  -0.249 0.596 -0.727 0.140
120  0.140 0.921 -0.575 0.188  -0.366 0.921 -0.829 0.150
135  0.346 1.338 -0.299 0.229  -0.498 1.338 -1.092 0.168
150  0.594 1.834 -0.168 0.271  -0.498 1.834 -1.128 0.175
165  0.701 1.975 -0.124 0.291  -0.421 1.975 -1.094 0.183
180  0.728 2.057 -0.122 0.297  -0.130 2.057 -1.004 0.179
195  0.714 1.878 -0.097 0.276  0.012 1.878 -0.602 0.154
210  0.572 1.817 -0.224 0.264  0.189 1.817 -0.367 0.171
225  0.362 1.500 -0.383 0.236  0.387 1.500 -0.230 0.207
240  0.170 0.976 -0.655 0.202  0.496 0.976 -0.140 0.218
255  -0.044 0.636 -1.175 0.210  0.505 0.636 -0.366 0.223
270  -0.564 0.707 -1.952 0.295  0.563 0.707 -0.167 0.239
285  -0.801 0.029 -1.641 0.206  0.577 0.029 -0.082 0.221
300  -0.615 0.007 -1.263 0.178  0.492 0.007 -0.177 0.219
315  -0.404 0.111 -0.957 0.159  0.348 0.111 -0.252 0.202
330  -0.373 0.172 -0.826 0.146  0.179 0.172 -0.357 0.167




























  TAP NO     TAP NO    
AOA  42206     42306    
   Mean Peak valley rms  Mean Peak valley rms 
0  -0.169 0.535 -1.346 0.201  -0.1718 0.593 -1.262 0.210
15  -0.439 0.286 -1.223 0.206  -0.4523 0.314 -1.228 0.203
30  -0.633 -0.029 -1.428 0.189  -0.6143 0.007 -1.411 0.189
45  -0.651 -0.070 -1.257 0.176  -0.63 -0.054 -1.249 0.176
60  -0.436 0.111 -1.140 0.165  -0.4233 0.129 -1.116 0.166
75  -0.251 0.233 -0.740 0.143  -0.2306 0.248 -0.706 0.144
90  -0.206 0.282 -0.760 0.146  -0.19 0.297 -0.738 0.147
105  -0.255 0.166 -0.740 0.139  -0.2443 0.202 -0.720 0.140
120  -0.395 0.087 -0.892 0.149  -0.3767 0.117 -0.878 0.150
135  -0.650 -0.121 -1.228 0.171  -0.6134 -0.022 -1.221 0.171
150  -0.675 -0.024 -1.397 0.184  -0.6197 0.071 -1.331 0.186
165  -0.528 0.293 -1.325 0.209  -0.4721 0.289 -1.293 0.208
180  -0.149 0.549 -1.174 0.197  -0.1268 0.610 -1.087 0.194
195  0.010 0.627 -0.664 0.158  0.0218 0.630 -0.705 0.159
210  0.196 1.039 -0.405 0.184  0.2029 1.066 -0.440 0.185
225  0.416 1.339 -0.263 0.234  0.43752 1.363 -0.241 0.236
240  0.569 1.674 -0.191 0.256  0.5849 1.703 -0.206 0.257
255  0.594 1.855 -0.398 0.267  0.59934 1.871 -0.334 0.269
270  0.657 1.926 -0.213 0.290  0.67675 2.026 -0.253 0.295
285  0.665 1.840 -0.095 0.263  0.68607 1.867 -0.047 0.266
300  0.532 1.797 -0.243 0.256  0.55311 1.849 -0.206 0.258
315  0.347 1.343 -0.306 0.224  0.37968 1.400 -0.280 0.227
330  0.161 0.935 -0.421 0.177  0.19736 1.053 -0.387 0.179
345  0.004 0.588 -0.681 0.161  0.03653 0.662 -0.637 0.166




























           
  
TAP 
NO     
TAP 
NO    
AOA  50209     50505    
   Mean Peak valley rms  Mean Peak valley rms 
0  -0.124 0.535 -1.267 0.174  -0.122 0.450 -0.965 0.161
15  -0.170 0.515 -1.032 0.169  -0.157 0.466 -0.908 0.154
30  -0.242 0.264 -0.770 0.147  -0.229 0.253 -0.714 0.140
45  -0.275 0.252 -0.805 0.152  -0.250 0.315 -0.896 0.157
60  -0.276 0.399 -1.108 0.180  -0.346 0.451 -1.256 0.207
75  -0.293 0.418 -1.164 0.197  -0.358 0.481 -1.583 0.221
90  -0.202 0.508 -1.196 0.186  -0.212 0.573 -1.274 0.193
105  -0.194 0.274 -0.752 0.140  -0.207 0.260 -1.048 0.153
120  -0.326 0.199 -1.201 0.163  -0.474 0.261 -1.888 0.272
135  -0.610 0.165 -1.853 0.275  -0.953 0.151 -2.545 0.330
150  -0.821 0.138 -2.058 0.260  -0.947 -0.008 -2.483 0.283
165  -0.744 0.372 -2.441 0.295  -0.906 0.204 -2.656 0.316
180  -0.584 0.622 -2.517 0.316  -1.010 0.367 -2.909 0.355
195  -0.403 0.429 -1.992 0.313  -0.678 0.436 -2.648 0.425
210  -1.064 0.274 -3.141 0.563  -0.342 0.391 -1.650 0.181
225  -1.757 0.054 -3.954 0.469  -0.360 0.255 -1.064 0.165
240  -1.892 -0.340 -4.300 0.507  -0.383 0.495 -3.225 0.290
255  -1.559 -0.328 -3.574 0.387  -0.938 0.426 -3.126 0.550
270  -1.272 -0.035 -3.708 0.362  -1.270 0.128 -3.245 0.394
285  -1.114 -0.111 -3.647 0.332  -1.083 0.121 -2.871 0.340
300  -0.895 0.078 -3.213 0.316  -0.793 0.283 -2.662 0.311
315  -0.712 0.174 -2.598 0.293  -0.575 0.341 -2.189 0.266
330  -0.590 0.161 -1.922 0.232  -0.487 0.271 -1.742 0.225



























NO     
TAP 
NO    
AOA  50509     50823    
   Mean Peak valley rms  Mean Peak valley rms 
0  0.749 2.012 -0.058 0.293  -0.179 0.691 -1.282 0.219
15  0.694 1.921 -0.093 0.272  -0.238 0.645 -1.543 0.213
30  0.585 1.858 -0.120 0.262  -0.204 0.431 -0.774 0.152
45  0.379 1.439 -0.296 0.238  -0.272 0.194 -0.776 0.140
60  0.147 1.058 -0.651 0.200  -0.251 0.420 -1.051 0.159
75  -0.047 0.634 -1.107 0.205  -0.252 0.627 -1.488 0.207
90  -0.514 0.581 -1.604 0.295  -0.291 0.628 -1.321 0.241
105  -0.749 0.005 -1.573 0.204  -0.290 0.516 -1.440 0.220
120  -0.591 -0.044 -1.321 0.170  -0.256 0.326 -0.961 0.150
135  -0.397 0.115 -0.925 0.153  -0.283 0.185 -0.751 0.140
150  -0.376 0.114 -0.886 0.147  -0.219 0.342 -0.741 0.146
165  -0.312 0.184 -0.803 0.144  -0.192 0.579 -1.242 0.199
180  -0.201 0.263 -0.693 0.143  -0.126 0.645 -1.000 0.200
195  -0.310 0.167 -0.838 0.146  -0.130 0.395 -0.687 0.147
210  -0.380 0.087 -0.902 0.147  -0.222 0.458 -1.639 0.220
225  -0.418 0.159 -0.974 0.157  -0.617 0.576 -2.268 0.421
240  -0.599 -0.010 -1.318 0.183  -1.015 0.271 -2.603 0.365
255  -0.732 0.209 -1.590 0.208  -1.049 0.318 -3.006 0.356
270  -0.387 0.655 -1.609 0.287  -1.088 0.336 -3.021 0.388
285  -0.065 0.646 -1.120 0.197  -1.143 0.136 -2.987 0.343
300  0.098 0.967 -0.653 0.187  -0.958 0.237 -2.712 0.365
315  0.366 1.334 -0.328 0.231  -0.525 0.432 -2.351 0.380
330  0.569 1.788 -0.193 0.263  -0.222 0.486 -1.740 0.210






























NO     
TAP 
NO    
AOA  50905     50909    
   Mean Peak valley rms  Mean Peak valley rms 
0  -0.114 0.570 -0.798 0.159  -0.106 0.622 -0.918 0.169
15  -0.156 0.402 -0.835 0.146  -0.133 0.459 -0.845 0.153
30  -0.232 0.239 -0.748 0.139  -0.204 0.258 -0.705 0.138
45  -0.251 0.411 -1.094 0.171  -0.224 0.411 -1.033 0.161
60  -0.410 0.357 -1.463 0.216  -0.376 0.456 -1.367 0.221
75  -0.422 0.432 -1.448 0.231  -0.414 0.462 -1.543 0.240
90  -0.241 0.562 -1.307 0.204  -0.275 0.684 -1.490 0.230
105  -0.213 0.297 -1.107 0.152  -0.211 0.336 -0.858 0.147
120  -0.445 0.266 -1.826 0.297  -0.259 0.238 -0.825 0.140
135  -0.996 0.146 -2.645 0.424  -0.304 0.372 -1.930 0.226
150  -1.128 -0.021 -2.739 0.311  -0.720 0.395 -2.269 0.382
165  -0.973 0.121 -2.779 0.315  -0.806 0.404 -2.389 0.314
180  -1.014 0.214 -2.958 0.356  -0.724 0.553 -2.304 0.339
195  -1.236 0.196 -2.757 0.397  -0.417 0.491 -1.978 0.324
210  -0.464 0.544 -2.887 0.451  -0.243 0.513 -1.010 0.163
225  -0.283 0.430 -1.836 0.184  -0.285 0.241 -0.797 0.151
240  -0.298 0.208 -0.962 0.156  -0.258 0.527 -1.732 0.196
255  -0.307 0.527 -1.913 0.216  -0.492 0.568 -2.434 0.372
270  -0.835 0.433 -2.528 0.340  -0.941 0.428 -2.637 0.372
285  -0.894 0.129 -2.277 0.292  -0.948 0.341 -2.908 0.317
300  -0.688 0.278 -2.047 0.256  -0.746 0.389 -2.171 0.276
315  -0.515 0.321 -1.648 0.231  -0.561 0.329 -1.936 0.262
330  -0.352 0.297 -1.357 0.216  -0.325 0.399 -1.466 0.235



















APPENDIX C.1: RUN A LOCATIONS STATISTICAL PROPERTIES 
Mean 
Velocity T.I Integral Integral Taylor Max Max     






Scale Lag time 
Cross-correlation 
coefficient Skewness Kurtosis 
Station "X0" (m/s) (%) (m) (Sec) (Sec) sec Ruu     
X/H Y/H Z/H                   
0.00 0 0.68 8.05 20.28 3.37E-01 4.19E-02 4.86E-03 1.01E-01 3.91E-01 0.01 2.44 
0.00 0 1.00 8.96 17.47 3.47E-01 3.87E-02 4.94E-03 9.90E-02 3.89E-01 -0.04 2.55 
0.00 0 1.16 9.29 16.81 2.25E-01 2.42E-02 4.71E-03 9.18E-02 3.86E-01 -0.03 2.64 
0.00 0 1.32 9.67 15.50 2.27E-01 2.35E-02 4.69E-03 8.66E-02 3.87E-01 -0.15 2.63 
0.00 0 1.96 10.13 13.10 2.49E-01 2.46E-02 4.92E-03 8.08E-02 3.95E-01 -0.09 2.64 
0.00 0 2.28 10.26 12.40 2.33E-01 2.27E-02 4.79E-03 8.40E-02 3.97E-01 -0.02 2.57 
0.00 0 2.92 10.59 11.25 2.18E-01 2.06E-02 4.89E-03 7.52E-02 2.53E-01 -0.04 2.62 
0.00 0 3.88 10.95 10.69 2.46E-01 2.25E-02 5.10E-03 8.94E-02 1.67E-01 -0.22 2.50 
0.00 0 4.84 11.42 9.58 2.22E-01 1.94E-02 5.30E-03 8.52E-02 6.90E-02 -0.55 2.91 
0.00 0 5.80 11.93 8.08 2.57E-01 2.16E-02 5.12E-03 2.76E-02 7.60E-02 -1.01 4.18 
0.00 0 6.76 12.46 5.59 1.89E-01 1.51E-02 4.40E-03 4.08E-02 3.50E-02 -1.34 6.45 
0.00 0 7.72 12.81 3.65 1.96E-01 1.53E-02 4.51E-03 2.66E-02 1.12E-01 -1.34 7.53 
0.00 0 8.04 12.93 2.89 1.82E-01 1.41E-02 4.32E-03 1.14E-01 7.20E-02 -1.35 9.18 
Station "TL"                   
11.58 0 1.00 9.69 16.51 2.95E-01 3.04E-02 4.65E-03 - - 0.02 2.53 
11.58 0 1.00 9.77 16.85 2.66E-01 2.72E-02 4.63E-03 - - -0.05 2.61 
11.58 0 1.00 9.77 15.87 2.97E-01 3.04E-02 4.42E-03 - - -0.06 2.51 
11.58 0 1.00 9.80 16.31 2.81E-01 2.86E-02 4.50E-03 - - 0.08 2.68 
11.58 0 1.00 9.76 17.01 3.29E-01 3.37E-02 4.65E-03 - - -0.01 2.54 
11.58 0 1.00 9.80 17.01 2.64E-01 2.70E-02 4.70E-03 - - 0.03 2.54 
11.58 0 1.00 9.78 16.66 2.77E-01 2.84E-02 4.28E-03 - - 0.02 2.79 
11.58 0 1.00 9.66 16.84 4.13E-01 4.28E-02 4.59E-03 - - -0.06 2.63 
11.58 0 1.00 9.76 16.30 2.74E-01 2.81E-02 4.54E-03 - - -0.08 2.50 
11.58 0 1.00 9.72 16.87 3.53E-01 3.64E-02 4.47E-03 - - 0.17 2.74 
11.58 0 1.00 9.76 16.66 2.88E-01 2.95E-02 4.62E-03 - - 0.01 2.54 
11.58 0 1.00 9.70 16.65 3.35E-01 3.46E-02 4.62E-03 - - 0.09 2.66 




Velocity T.I Integral Integral Taylor Max Max     






Scale Lag time 
Cross-correlation 
coefficient Skewness Kurtosis 
      (m/s) (%) (m) (Sec) (Sec) sec Ruu     
X/H Y/H Z/H                   
2.76 0 0.68 7.94 23.24 0.129 0.016 3.15E-03 7.76E-02 2.63E-01 0.37 2.33 
2.76 0 1.00 9.04 19.77 0.159 0.018 3.17E-03 8.66E-02 3.26E-01 -0.17 2.74 
2.76 0 1.16 9.50 18.64 0.197 0.021 3.28E-03 7.34E-02 4.14E-01 -0.08 2.61 
2.76 0 1.32 9.90 17.67 0.218 0.022 3.43E-03 7.00E-02 4.35E-01 -0.15 2.65 
2.76 0 1.96 10.74 14.46 0.239 0.022 3.34E-03 6.84E-01 4.25E-01 -0.30 2.89 
2.76 0 2.28 11.09 13.35 0.274 0.025 3.41E-03 6.82E-02 4.52E-01 -0.25 2.96 
2.76 0 2.92 11.51 11.39 0.289 0.025 3.32E-03 6.06E-02 2.70E-01 -0.04 2.70 
2.76 0 3.88 12.08 11.20 0.298 0.025 3.61E-03 4.90E-02 9.80E-02 -0.09 2.52 
2.76 0 4.84 12.77 10.34 0.306 0.024 3.67E-03 3.02E-02 6.59E-02 -0.49 2.83 
2.76 0 5.80 13.38 8.33 0.322 0.024 3.74E-03 3.42E-02 5.00E-03 -0.98 4.03 
2.76 0 6.76 13.96 5.60 0.331 0.024 2.86E-03 1.54E-02 3.70E-02 -0.94 5.93 
2.76 0 7.72 14.37 3.77 0.333 0.023 2.70E-03 2.08E-02 6.94E-02 -1.56 10.49 
2.76 0 8.04 14.52 3.04 0.330 0.023 2.84E-03 3.08E-02 2.81E-02 -1.20 9.04 
Station "TL"                   
11.58 0 1.00 9.49 17.61 2.96E-01 3.11E-02 3.25E-03 - - 0.02 2.69 
11.58 0 1.00 9.39 17.75 3.65E-01 3.89E-02 3.39E-03 - - 0.00 2.64 
11.58 0 1.00 9.50 17.47 2.52E-01 2.65E-02 3.28E-03 - - 0.02 2.60 
11.58 0 1.00 9.58 17.63 3.10E-01 3.23E-02 3.27E-03 - - -0.01 2.65 
11.58 0 1.00 9.47 17.28 2.58E-01 2.72E-02 3.22E-03 - - -0.04 2.67 
11.58 0 1.00 9.36 17.69 4.03E-01 4.31E-02 3.38E-03 - - 0.04 2.61 
11.58 0 1.00 9.52 17.58 3.12E-01 3.27E-02 3.17E-03 - - 0.05 2.65 
11.58 0 1.00 9.49 17.76 2.38E-01 2.51E-02 3.18E-03 - - 0.06 2.68 
11.58 0 1.00 9.48 17.75 1.82E-01 1.92E-02 3.31E-03 - - -0.03 2.55 
11.58 0 1.00 9.47 17.58 2.58E-01 2.73E-02 3.20E-03 - - -0.04 2.61 
11.58 0 1.00 9.44 17.79 2.40E-01 2.54E-02 3.21E-03 - - -0.02 2.68 
11.58 0 1.00 9.47 17.56 2.58E-01 2.72E-02 3.30E-03 - - -0.05 2.68 
11.58 0 1.00 9.51 17.45 3.11E-01 3.27E-02 3.21E-03 - - 0.00 2.71 
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Mean Velocity T.I Integral Integral Taylor Max Max     






Scale Lag time 
Cross-
correlation coeff Skewness Kurtosis 
      (m/s) (%) (m) (Sec) (Sec) sec Ruu     
X/H Y/H Z/H                   
3.76 0 0.68 7.03 27.01 0.145 0.024 3.05E-03 7.96E-02 3.45E-01 0.29 2.72 
3.76 0 1.00 8.43 21.92 0.191 0.026 3.16E-03 6.80E-02 3.69E-01 0.07 2.55 
3.76 0 1.16 8.91 20.77 0.213 0.030 3.37E-03 7.19E-02 4.26E-01 0.12 2.64 
3.76 0 1.32 9.42 18.84 0.250 0.042 3.55E-03 6.86E-02 5.12E-01 -0.13 2.52 
3.76 0 1.96 10.58 14.02 0.279 0.025 3.30E-03 6.22E-02 4.17E-01 -0.19 2.84 
3.76 0 2.28 10.78 13.24 0.321 0.055 3.40E-03 5.92E-02 3.58E-01 -0.13 2.84 
3.76 0 2.92 11.08 12.25 0.327 0.025 3.36E-03 5.64E-02 1.87E-01 0.04 2.79 
3.76 0 3.88 11.72 11.92 0.340 0.022 3.54E-03 5.14E-02 7.60E-02 -0.08 2.50 
3.76 0 4.84 12.47 10.88 0.355 0.020 3.81E-03 5.36E-02 5.60E-02 -0.47 2.63 
3.76 0 5.80 13.23 8.76 0.368 0.017 3.52E-03 1.55E-01 7.40E-02 -1.05 4.39 
3.76 0 6.76 13.85 5.79 0.377 0.015 2.97E-03 1.10E-02 7.60E-02 -0.94 5.78 
3.76 0 7.72 14.35 3.90 0.384 0.014 2.83E-03 5.22E-02 4.30E-02 -1.39 10.15 
3.76 0 8.04 14.51 3.19 0.377 0.014 2.96E-03 2.70E-02 8.96E-02 -0.80 6.60 
Station "TL"                   
11.58 0 1.00 9.66 17.13 5.00E-01 5.17E-02 3.31E-03 - - -0.04 2.57 
11.58 0 1.00 9.53 17.21 2.96E-01 3.10E-02 3.23E-03 - - -0.08 2.67 
11.58 0 1.00 9.48 18.51 3.21E-01 3.38E-02 3.24E-03 - - -0.07 2.64 
11.58 0 1.00 9.57 17.35 3.38E-01 3.53E-02 3.33E-03 - - -0.04 2.49 
11.58 0 1.00 9.54 17.53 2.83E-01 2.96E-02 3.32E-03 - - -0.01 2.62 
11.58 0 1.00 9.50 17.69 4.35E-01 4.58E-02 3.30E-03 - - 0.00 2.66 
11.58 0 1.00 9.53 17.87 3.04E-01 3.19E-02 3.29E-03 - - 0.01 2.54 
11.58 0 1.00 9.57 17.34 2.55E-01 2.67E-02 3.20E-03 - - 0.04 2.66 
11.58 0 1.00 9.47 18.12 2.64E-01 2.79E-02 3.33E-03 - - -0.07 2.57 
11.58 0 1.00 9.58 17.78 2.13E-01 2.22E-02 3.29E-03 - - 0.04 2.52 
11.58 0 1.00 9.56 17.61 2.32E-01 2.43E-02 3.18E-03 - - 0.06 2.73 
11.58 0 1.00 9.46 18.35 2.94E-01 3.10E-02 3.30E-03 - - -0.10 2.60 
11.58 0 1.00 9.55 18.01 3.42E-01 3.58E-02 3.26E-03 - - 0.01 2.76 
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Mean Velocity T.I Integral Integral Taylor Max Max     
 






Scale Lag time 
Cross-
correlation coeff Skewness Kurtosis 
      (m/s) (%) (m) (Sec) (Sec) sec Ruu     
X/H Y/H Z/H                   
4.76 0 0.68 7.04 28.09 0.155 0.022 3.03E-03 7.20E-02 3.40E-01 0.12 2.51 
4.76 0 1.00 8.49 22.30 0.196 0.023 3.26E-03 8.38E-02 3.97E-01 0.14 2.48 
4.76 0 1.16 8.97 21.06 0.210 0.023 3.49E-03 6.18E-02 4.68E-01 -0.12 2.33 
4.76 0 1.32 9.37 19.56 0.235 0.025 3.32E-03 6.74E-02 4.61E-01 0.00 2.49 
4.76 0 1.96 10.45 14.41 0.277 0.026 3.34E-03 5.08E-02 3.92E-01 -0.06 2.85 
4.76 0 2.28 10.68 13.02 0.276 0.026 3.19E-03 5.66E-02 3.14E-01 -0.11 2.86 
4.76 0 2.92 11.09 12.12 0.283 0.026 3.22E-03 5.34E-02 9.30E-02 0.09 2.79 
4.76 0 3.88 11.84 11.78 0.303 0.026 3.54E-03 8.98E-02 9.90E-02 -0.02 2.44 
4.76 0 4.84 12.51 11.00 0.322 0.026 3.86E-03 5.00E-02 6.54E-02 -0.36 2.59 
4.76 0 5.80 13.29 8.72 0.341 0.026 3.66E-03 4.60E-02 6.50E-02 -0.90 3.79 
4.76 0 6.76 13.89 5.88 0.352 0.025 3.12E-03 2.20E-02 5.00E-02 -1.18 6.48 
4.76 0 7.72 14.36 3.75 0.354 0.025 2.96E-03 3.20E-02 1.50E-01 -1.29 8.04 
4.76 0 8.04 14.53 3.06 0.351 0.024 2.84E-03 1.62E-02 8.00E-02 -0.78 9.63 
Station "TL"                   
11.58 0 1.00 9.62 17.40 3.17E-01 3.30E-02 3.31E-03 - - -0.01 2.65 
11.58 0 1.00 9.53 17.78 2.65E-01 2.79E-02 3.19E-03 - - -0.01 2.66 
11.58 0 1.00 9.45 17.87 2.48E-01 2.63E-02 3.21E-03 - - -0.09 2.63 
11.58 0 1.00 9.53 17.37 2.82E-01 2.96E-02 3.25E-03 - - 0.10 2.74 
11.58 0 1.00 9.58 18.16 3.26E-01 3.41E-02 3.27E-03 - - 0.00 2.76 
11.58 0 1.00 9.45 17.70 2.50E-01 2.65E-02 3.22E-03 - - 0.00 2.67 
11.58 0 1.00 9.56 18.35 2.67E-01 2.79E-02 3.13E-03 - - -0.01 2.78 
11.58 0 1.00 9.54 17.86 2.47E-01 2.59E-02 3.35E-03 - - 0.01 2.68 
11.58 0 1.00 9.57 17.33 4.57E-01 4.77E-02 3.26E-03 - - -0.01 2.59 
11.58 0 1.00 9.57 17.81 3.42E-01 3.57E-02 3.25E-03 - - 0.07 2.64 
11.58 0 1.00 9.51 18.12 2.23E-01 2.35E-02 3.13E-03 - - -0.01 2.82 
11.58 0 1.00 9.54 17.74 2.23E-01 2.33E-02 3.20E-03 - - 0.14 2.58 
11.58 0 1.00 9.54 17.99 2.62E-01 2.75E-02 3.32E-03 - - 0.10 2.68 
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Mean Velocity T.I Integral Integral Taylor Max Max     






Scale Lag time 
Cross-
correlation coeff Skewness Kurtosis 
      (m/s) (%) (m) (Sec) (Sec) sec Ruu     
X/H Y/H Z/H          
5.76 0 0.68 7.31 26.69 0.150 0.020 3.04E-03 6.22E-02 3.60E-01 0.35 2.79 
5.76 0 1.00 8.69 22.52 0.214 0.025 3.24E-03 5.12E-02 4.77E-01 0.06 2.43 
5.76 0 1.16 9.21 20.50 0.256 0.028 3.44E-03 5.40E-02 4.66E-01 -0.09 2.44 
5.76 0 1.32 9.60 20.32 0.285 0.030 3.64E-03 5.20E-02 5.42E-01 -0.21 2.43 
5.76 0 1.96 10.60 14.33 0.307 0.029 3.46E-03 4.60E-02 4.42E-01 0.00 2.72 
5.76 0 2.28 10.87 12.79 0.314 0.029 3.27E-03 3.64E-02 3.53E-01 -0.18 2.84 
5.76 0 2.92 11.14 12.02 0.314 0.028 3.42E-03 3.56E-02 1.70E-01 -0.02 2.72 
5.76 0 3.88 11.89 12.22 0.322 0.027 3.42E-03 6.86E-02 4.66E-02 -0.10 2.54 
5.76 0 4.84 12.69 11.00 0.337 0.027 3.87E-03 1.10E-01 -5.00E-02 -0.46 2.72 
5.76 0 5.80 13.42 8.30 0.351 0.026 3.71E-03 1.11E-01 4.00E-02 -1.03 4.29 
5.76 0 6.76 13.97 5.73 0.357 0.026 3.29E-03 1.16E-02 5.00E-02 -1.58 7.87 
5.76 0 7.72 14.43 3.94 0.363 0.025 2.95E-03 9.80E-02 1.10E-01 -1.53 10.61 
5.76 0 8.04 14.63 2.95 0.357 0.024 2.80E-03 2.14E-02 8.99E-02 -1.04 8.66 
Station "TL"          
11.58 0 1.00 9.733 17.44 2.98E-01 3.07E-02 3.32E-03 - - 0.04 2.61 
11.58 0 1.00 9.594 17.8 3.68E-01 3.84E-02 3.42E-03 - - -0.03 2.52 
11.58 0 1.00 9.68 16.91 3.29E-01 3.40E-02 3.17E-03 - - -0.06 2.65 
11.58 0 1.00 9.594 18.03 3.46E-01 3.60E-02 3.29E-03 - - 0.00 2.55 
11.58 0 1.00 9.596 17.54 3.27E-01 3.40E-02 3.34E-03 - - -0.02 2.63 
11.58 0 1.00 9.63 17.46 3.71E-01 3.86E-02 3.22E-03 - - 0.02 2.62 
11.58 0 1.00 9.668 17.21 3.63E-01 3.76E-02 3.33E-03 - - 0.03 2.67 
11.58 0 1.00 9.623 17.26 2.90E-01 3.01E-02 3.11E-03 - - 0.06 2.73 
11.58 0 1.00 9.589 17.7 2.75E-01 2.86E-02 3.42E-03 - - 0.06 2.51 
11.58 0 1.00 9.698 17.94 2.66E-01 2.74E-02 3.25E-03 - - -0.16 2.87 
11.58 0 1.00 9.557 18 3.08E-01 3.23E-02 3.21E-03 - - 0.05 2.62 
11.58 0 1.00 9.582 18.06 2.83E-01 2.95E-02 3.42E-03 - - 0.00 2.73 
11.58 0 1.00 9.535 17.78 2.64E-01 2.77E-02 3.19E-03 - - -0.02 2.53 
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APPENDIX C.2: RUN B LOCATIONS STATISTICAL PROPERTIES 
 
Mean Velocity T.I Integral Integral Taylor   
Station "C1" (Longitudinal) (Longitudinal) Length Scale Time Scale Micro-Scale Skewness Kurtosis 
   (m/s) (%) (m) (Sec) (Sec)   
X/H Y/H Z/H        
1.76 1.76 0.68 9.00 21.77 2.91E-01 3.24E-02 2.81E-03 -0.29 2.73 
1.76 1.76 1 10.18 14.96 2.63E-01 2.59E-02 3.39E-03 -0.50 3.10 
1.76 1.76 1.16 11.59 13.83 2.81E-01 2.43E-02 3.20E-03 -0.38 2.87 
1.76 1.76 1.32 11.35 13.42 3.53E-01 3.11E-02 3.38E-03 -0.45 2.93 
1.76 1.76 1.96 12.59 11.01 3.15E-01 2.50E-02 3.36E-03 -0.40 2.90 
1.76 1.76 2.28 12.75 10.36 3.42E-01 2.68E-02 3.61E-03 -0.39 2.80 
1.76 1.76 2.92 12.94 9.77 3.31E-01 2.56E-02 3.58E-03 -0.48 2.84 
1.76 1.76 3.88 13.22 9.37 2.75E-01 2.08E-02 3.43E-03 -0.66 3.04 
1.76 1.76 4.84 13.58 7.96 3.12E-01 2.30E-02 3.52E-03 -0.86 3.76 
1.76 1.76 5.8 13.89 6.29 2.05E-01 1.48E-02 3.09E-03 -1.02 5.13 
1.76 1.76 6.76 14.21 4.39 1.96E-01 1.38E-02 2.91E-03 -1.19 6.93 
1.76 1.76 7.72 14.52 3.41 1.73E-01 1.19E-02 2.71E-03 -1.19 8.14 
1.76 1.76 8.04 14.68 2.55 1.82E-01 1.24E-02 2.77E-03 -0.99 7.46 
Station TL        
11.58 0 1 9.896 16.582 3.06E-01 3.09E-02 3.18E-03 -0.13 2.66 
11.58 0 1 8.915 16.701 2.77E-01 3.10E-02 3.21E-03 0.06 2.57 
11.58 0 1 9.708 16.659 2.94E-01 3.03E-02 3.24E-03 0.08 2.68 
11.58 0 1 9.37 17.275 3.27E-01 3.49E-02 3.19E-03 0.11 2.86 
11.58 0 1 9.645 17.185 2.67E-01 2.77E-02 3.25E-03 -0.06 2.68 
11.58 0 1 9.635 16.895 2.90E-01 3.00E-02 3.23E-03 0.03 2.50 
11.58 0 1 9.646 17.173 2.66E-01 2.76E-02 3.25E-03 0.01 2.74 
11.58 0 1 9.755 16.862 1.98E-01 2.03E-02 3.06E-03 -0.05 2.72 
11.58 0 1 9.691 16.945 3.44E-01 3.55E-02 3.18E-03 -0.04 2.64 
11.58 0 1 9.718 16.813 3.30E-01 3.39E-02 3.19E-03 -0.08 2.63 
11.58 0 1 9.75 16.634 2.84E-01 2.91E-02 3.19E-03 0.03 2.62 
11.58 0 1 9.73 17.136 2.97E-01 3.06E-02 3.18E-03 0.08 2.68 
11.58 0 1 9.587 17.229 3.07E-01 3.20E-02 3.28E-03 -0.04 2.49 
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Mean Velocity T.I Integral Integral Taylor   
Station "C2" (Longitudinal) (Longitudinal) Length Scale Time Scale Micro-Scale Skewness Kurtosis 
   (m/s) (%) (m) (Sec) (Sec)   
X/H Y/H Z/H        
-1.76 1.76 0.68 8.043 22.604 1.33E-01 1.66E-02 1.94E-03 -0.16 2.82 
-1.76 1.76 1 10.169 15.3 3.42E-01 3.36E-02 3.20E-03 -0.57 3.33 
-1.76 1.76 1.16 10.817 13.132 2.90E-01 2.69E-02 3.34E-03 -0.53 3.39 
-1.76 1.76 1.32 11.194 12.701 2.89E-01 2.58E-02 3.17E-03 -0.50 3.14 
-1.76 1.76 1.96 11.839 10.792 2.48E-01 2.09E-02 3.24E-03 -0.45 2.90 
-1.76 1.76 2.28 11.904 10.365 2.60E-01 2.18E-02 3.31E-03 -0.50 3.29 
-1.76 1.76 2.92 12.122 9.983 2.74E-01 2.26E-02 3.38E-03 -0.56 3.26 
-1.76 1.76 3.88 13.011 9.015 2.30E-01 1.77E-02 3.35E-03 -0.45 2.86 
-1.76 1.76 4.84 13.454 7.981 3.92E-01 2.91E-02 3.43E-03 -0.84 3.61 
-1.76 1.76 5.8 13.745 6.466 2.51E-01 1.83E-02 3.31E-03 -1.10 5.19 
-1.76 1.76 6.76 14.157 4.867 2.57E-01 1.81E-02 3.05E-03 -1.56 7.89 
-1.76 1.76 7.72 14.488 3.511 1.85E-01 1.27E-02 2.69E-03 -0.73 6.10 
-1.76 1.76 8.04 14.697 2.586 1.79E-01 1.21E-02 2.83E-03 -1.24 9.15 
Station TL        
11.58 0 1 9.415 16.849 2.53E-01 2.69E-02 3.21E-03 0.05 2.61 
11.58 0 1 9.368 17.138 2.07E-01 2.21E-02 3.13E-03 -0.04 2.80 
11.58 0 1 9.462 16.654 2.80E-01 2.96E-02 3.35E-03 -0.05 2.61 
11.58 0 1 9.389 16.89 1.90E-01 2.02E-02 3.22E-03 0.03 2.55 
11.58 0 1 9.405 16.96 3.31E-01 3.52E-02 3.27E-03 0.01 2.51 
11.58 0 1 9.437 16.935 2.53E-01 2.68E-02 3.22E-03 0.13 2.70 
11.58 0 1 9.395 16.911 3.13E-01 3.34E-02 3.28E-03 0.04 2.56 
11.58 0 1 9.858 16.959 3.33E-01 3.38E-02 3.21E-03 0.16 2.64 
11.58 0 1 9.845 16.71 3.21E-01 3.26E-02 3.24E-03 0.06 2.62 
11.58 0 1 9.863 16.956 3.09E-01 3.13E-02 3.30E-03 0.02 2.58 
11.58 0 1 9.913 16.845 2.19E-01 2.21E-02 3.05E-03 -0.01 2.69 
11.58 0 1 9.764 16.814 2.70E-01 2.76E-02 3.12E-03 -0.08 2.73 




Mean Velocity T.I Integral Integral Taylor     
Station "C3" (Longitudinal) (Longitudinal) Length Scale Time Scale 
Micro-
Scale Skewness Kurtosis 
   (m/s) (%) (m) (Sec) (Sec)   
X/H Y/H Z/H        
-1.76 -1.8 0.68 8.046 22.294 2.24E-01 2.78E-02 3.00E-03 0.17 2.68 
-1.76 -1.8 1 9.22 18.515 1.91E-01 2.08E-02 3.14E-03 0.04 2.74 
-1.76 -1.8 1.16 9.671 17.547 2.41E-01 2.49E-02 3.26E-03 0.03 2.59 
-1.76 -1.8 1.32 9.91 16.898 2.30E-01 2.32E-02 3.23E-03 0.04 2.70 
-1.76 -1.8 1.96 10.846 14.209 2.47E-01 2.28E-02 3.47E-03 -0.09 2.60 
-1.76 -1.8 2.28 11.016 13.026 2.79E-01 2.53E-02 3.36E-03 -0.02 2.82 
-1.76 -1.8 2.92 11.514 12.338 2.66E-01 2.31E-02 3.56E-03 -0.01 2.71 
-1.76 -1.8 3.88 12.204 11.447 2.26E-01 1.85E-02 3.79E-03 -0.20 2.44 
-1.76 -1.8 4.84 13.023 10.37 2.70E-01 2.07E-02 3.79E-03 -0.45 2.58 
-1.76 -1.8 5.8 13.599 8.827 2.52E-01 1.86E-02 3.68E-03 -0.82 3.43 
-1.76 -1.8 6.76 14.167 6.242 2.78E-01 1.96E-02 3.45E-03 -1.33 5.98 
-1.76 -1.8 7.72 14.659 4.141 2.45E-01 1.67E-02 3.29E-03 -1.50 8.61 
-1.76 -1.8 8.04 14.836 3.191 2.01E-01 1.35E-02 2.98E-03 -0.50 5.03 
Station TL        
11.58 0 1 9.855 17.239 2.81E-01 2.85E-02 3.14E-03 -0.03 2.69 
11.58 0 1 9.792 16.573 4.05E-01 4.14E-02 3.37E-03 0.08 2.59 
11.58 0 1 9.768 17.462 2.33E-01 2.38E-02 3.21E-03 -0.07 2.82 
11.58 0 1 9.703 17.487 2.75E-01 2.83E-02 3.34E-03 0.11 2.57 
11.58 0 1 9.724 17.491 3.35E-01 3.45E-02 3.25E-03 0.04 2.76 
11.58 0 1 9.782 16.751 4.49E-01 4.59E-02 3.22E-03 0.12 2.61 
11.58 0 1 9.734 17.214 3.06E-01 3.15E-02 3.28E-03 0.05 2.61 
11.58 0 1 9.707 17.396 2.07E-01 2.13E-02 3.05E-03 0.02 2.67 
11.58 0 1 9.833 16.825 2.87E-01 2.91E-02 3.28E-03 0.09 2.66 
11.58 0 1 9.776 16.933 3.71E-01 3.80E-02 3.19E-03 -0.01 2.63 
11.58 0 1 9.648 17.112 3.04E-01 3.15E-02 3.06E-03 0.02 2.62 
11.58 0 1 9.754 17.669 2.58E-01 2.65E-02 3.16E-03 0.00 2.64 
11.58 0 1 9.784 16.675 2.62E-01 2.68E-02 3.25E-03 0.05 2.57 
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Mean Velocity T.I Integral Integral Taylor   
Station "C4" (Longitudinal) (Longitudinal) 
Length 
Scale Time Scale Micro-Scale Skewness Kurtosis 
   (m/s) (%) (m) (Sec) (Sec)   
X/H Y/H Z/H        
1.76 -1.8 0.68 8.301 21.906 2.24E-01 2.70E-02 2.48E-03 0.21 2.63 
1.76 -1.8 1 9.176 18.477 2.83E-01 3.09E-02 3.41E-03 0.01 2.80 
1.76 -1.8 1.16 9.542 17.952 3.02E-01 3.17E-02 3.42E-03 -0.09 2.55 
1.76 -1.8 1.32 9.745 17.507 2.47E-01 2.53E-02 3.46E-03 0.05 2.78 
1.76 -1.8 1.96 10.708 13.988 3.20E-01 2.99E-02 3.51E-03 -0.02 2.66 
1.76 -1.8 2.28 10.924 13.495 3.24E-01 2.97E-02 3.36E-03 0.06 2.86 
1.76 -1.8 2.92 11.418 12.412 2.29E-01 2.00E-02 3.65E-03 0.03 2.52 
1.76 -1.8 3.88 12.146 11.854 3.74E-01 3.08E-02 3.90E-03 -0.19 2.44 
1.76 -1.8 4.84 12.851 10.826 2.30E-01 1.79E-02 3.96E-03 -0.56 2.66 
1.76 -1.8 5.8 13.536 8.494 2.25E-01 1.66E-02 3.92E-03 -0.90 3.32 
1.76 -1.8 6.76 14.07 5.942 2.65E-01 1.88E-02 3.26E-03 -1.41 6.91 
1.76 -1.8 7.72 14.558 3.91 1.94E-01 1.33E-02 2.88E-03 -1.27 8.90 
1.76 -1.8 8.04 14.707 2.737 2.13E-01 1.45E-02 3.26E-03 -1.50 11.60 
Station TL        
11.58 0 1 9.815 17.6 2.72E-01 2.77E-02 3.30E-03 0.07 2.56 
11.58 0 1 9.829 16.987 3.12E-01 3.17E-02 3.26E-03 0.08 2.73 
11.58 0 1 9.699 17.488 2.70E-01 2.78E-02 3.18E-03 0.00 2.61 
11.58 0 1 9.725 16.742 2.02E-01 2.07E-02 3.08E-03 -0.01 2.79 
11.58 0 1 9.806 17.467 2.78E-01 2.84E-02 3.28E-03 0.05 2.77 
11.58 0 1 9.794 17.589 3.12E-01 3.19E-02 3.16E-03 0.01 2.58 
11.58 0 1 9.638 17.586 3.20E-01 3.32E-02 3.31E-03 0.07 2.59 
11.58 0 1 9.763 17.311 2.38E-01 2.44E-02 3.30E-03 0.06 2.56 
11.58 0 1 9.705 16.961 4.88E-01 5.03E-02 3.44E-03 0.17 2.61 
11.58 0 1 9.74 17.485 2.68E-01 2.75E-02 3.10E-03 -0.11 2.81 
11.58 0 1 9.681 17.257 2.89E-01 2.98E-02 3.28E-03 -0.04 2.69 
11.58 0 1 9.702 17.142 4.26E-01 4.39E-02 3.43E-03 0.05 2.54 
11.58 0 1 9.695 17.565 2.88E-01 2.97E-02 3.25E-03 0.02 2.64 
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APPENDIX C.3: CROSS-CORRELATION PLOTS FOR RUN A STATIONS 
 
 
                Fig. C.3.1. Two point Auto correlation plot between Tower location (Z/H=1) and point along station X0 (Z/H =0.68-2.28). 
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              Fig. C.3.3. Two point Auto correlation plot between Tower location (Z/H=1) and point along station X1 (Z/H =0.68-2.28). 
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Fig. C.3.4. Two point Auto correlation plot between Tower location (Z/H=1) and point along station X1 (Z/H =2.92-7.72). 
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Fig. C.3.8. Two point Auto correlation plot between Tower location (Z/H=1) and point along station X3 (Z/H =2.92-7.72). 
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Fig. C.3.10. Two point Auto correlation plot between Tower location (Z/H=1) and point along station X4 (Z/H =2.92-7.72). 
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APPENDIX C.4: SPECTRUM PLOTS FOR RUN A STATIONS 
 
 










C.4.3. Normalized spectrum of the incident velocity at points (Z/H =0.68-2.28) along station X1. 
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C.4.10. Normalized spectrum of the incident velocity at points (Z/H =2.92-7.72) along station X4. 
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APPENDIX C.5: SPECTRUM PLOTS FOR RUN B STATIONS 
 
 
















C.5.4. Normalized spectrum of the incident velocity at points (Z/H =2.92-7.72) along station C2. 
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C.5.8. Normalized spectrum of the incident velocity at points (Z/H =2.92-7.72) along station C4. 
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