ABSTRACT
We consider the general ease of N independent vector observations quence. We first derive a general form of this bound and give the I 
test points, and, in order to obtain the best (e.g., the tightest) bound, a nonlinear maximization over these test points has to be performed.
Note that, since we are focused on the change-point estimation,
To the best of our knowledge, a particular case of the BB (the we assume that the parameters j are known. The resulting bound so-called Hammersley-Chapman-Robbins bound, [4, 5] ) has already will still be useful if these parameters are unknown, but more optibeen studied only in the context of a single change-point estimamistic. tion in the foundational communication of Ferrari and Tourneret [6] . Here we extend the results in [6] given as follow (see [7] and [8, 9] 
Let k = I in Equation (10) . To simplify the analysis we consider the cases ak > 0 and ak < 0, obtaining the following expression:
where L(X, 61o, hj) iS defined as follows:
L(X,o, hj) -p(X; 0+) (7) [P+t (5) and (6) in [6] at worst, the inverse of several 2 x 2 matrices with the same structure, we propose to build the matrix [BBt] using an "iterative" algorithm xi = f(vj) + ni, Ak-
where (ii) For tk + 61k > tk+1 + 61k+1, Bk iS given as follows:
On the other hand, when we have no overlapping, the scalar 
