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ABSTRACT 
Inspired by the use of PageRank algorithms in document 
ranking, we develop and evaluate a cluster-based PageRank 
algorithm to re-rank information retrieval (IR) output with the 
objective of improving ad hoc search effectiveness. Unlike 
existing work, our methods exploit recommender techniques to 
extract the correlation between documents and apply detected 
correlations in a cluster-based PageRank algorithm to compute 
the importance of each document in a dataset. In this study two 
popular recommender techniques are examined in four proposed 
PageRank models to investigate the effectiveness of our 
approach. Comparison of our methods with strong baselines 
demonstrates the solid performance of our approach. 
Experimental results are reported on an extended version of the 
FIRE 2011 personal information retrieval (PIR) data collection 
which includes topically related queries with click-through data 
and relevance assessment data collected from the query creators. 
The search logs of the query creators are categorized based on 
their different topical interests. The experimental results show 
the significant improvement of our approach compared to results 
using standard IR and cluster-based PageRank methods. 
Categories 
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and Indexing; H.3.3 [Information Search and Retrieval]: 
Retrieval Models 
General Terms 
Algorithms, Experimentation 
Keywords 
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1. INTRODUCTION 
Information Retrieval (IR) systems aim to identify relevant 
information   to   satisfy   the   current   user’s   information   need.  
Different techniques can be exploited to attempt to improve 
retrieval effectiveness, including personalized information 
retrieval (PIR), combination of recommender systems (RSs) 
with IR [3][19], or using inter-document link structures via 
algorithms such as PageRank [9]. However, these techniques 
have limitations. For example, PIR systems collect both explicit 
and implicit feedback to build a user profile with the objective 
of giving retrieval results which better meet individual user 
information needs. However, in many situations there may be no 
opportunity to collect suitable feedback information to assist 
with the current query which is a significant challenge for PIR 
systems. To address this challenge, in our previous work [19], 
we examined integrating RS output with a standard IR in a late 
stage fusion method. We observe that, fusing IR and RS directly 
can improve the final IR result. However, since IR and RS have 
different goals, we believe that there may be better approaches 
to exploiting recommender techniques to aid IR results than 
simple fusion of existing methods. The PageRank algorithm is a 
popular and widely used method to compute the page 
importance in commercial Web search (e.g. Google). PageRank 
type methods have also used successfully in other research, such 
as multi-document summarization [15] and ad hoc search [9].  
Based on these observations and analysis, we note that using 
either RSs or a PageRank algorithm can improve IR results 
[9][19]. We propose a novel approach to improve standard IR in 
this study by using RSs, PageRank and IR in a combined 
strategy. We utilize recommender techniques to extract the 
correlation between documents in the dataset, and apply this 
detected correlation to the PageRank algorithm to compute the 
importance of each document. Finally this document importance 
list is used to re-rank the IR output with the objective of 
enhancing retrieval effectiveness. The proposed methods are 
evaluated using the FIRE 2011 dataset. In this dataset, different 
topical focused category models are built, each of these includes 
a number of queries and search logs relating to similar search 
interests. We investigate two different recommender algorithms 
(RAs) in this work to compute the affinity weight between 
documents, and use these affinity weight values to compute the 
importance of each document in every topic category. We also 
propose two models that take into account the relation between 
documents and cluster-level information, which is the strength 
of the relation between each document and the current query. 
These factor values are applied to the cluster-based PageRank 
algorithm, and the results used to re-rank the IR output. Very 
encouraging experimental results for out methods are obtained 
in this study.  
The remainder of the paper is organized as follows: Section 2 
introduces related work, Section 3 describes our proposed 
integrated IR model and methods, the experiments and results 
are then described in Section 4, finally in Section 5, we draw 
conclusions and discuss our future plans to extend this work. 
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2. RELATED WORK 
This section reviews relevant existing work on the relationship 
between IR and RSs, and the application of PageRank and other 
link analysis methods.  
2.1 IR combined with RS 
Most existing work which attempts to exploit the link between 
IR and RSs focuses on methods which seek to reformulate the 
RS problem as an IR one [3][4][6]. The basic concept of doing 
this is to move from the RS domain to the IR domain. Each user 
is considered to be a document and each document rating 
provided by this user as a term: in this way, as in an IR model, a 
document is a set of terms. In the RS domain a user is 
characterized by a set of documents to which this user has given 
ratings. Moreover, the current user becomes the query to the IR 
system, which means that in the IR system we want documents 
which are more similar to the query, but for the RS problem we 
want users who are more similar to the current user. Beyond this 
point, any standard IR algorithm can be used to obtain a ranked 
list representing the set of users more similar to the current user, 
ordered by decreasing similarity. Finally, the output ranked list 
is used to give predictions to the current user, which again goes 
back to the RS domain. 
2.2 PageRank for Ad Hoc Search 
PageRank is one of most popular algorithms for link analysis 
between web pages and has been successfully used to improve 
web retrieval. More advanced web link analysis methods have 
been proposed to leverage the multi-layer relationships between 
web pages. The Conditional Markov Random Walk Model has 
been successfully applied in web page retrieval tasks based on a 
two-layer web graph [12]. The hierarchical structure of the web 
graph is also exploited for link analysis in [16]. In recent years, 
more researchers have focused on using link analysis methods to 
re-rank search results in order to improve retrieval performance 
[9][10][17]. The links between documents are induced by 
computing the similarity between documents using a cosine 
measure [2] or language model measures [9]. In addition, link 
analysis methods have also been applied in social network 
analysis [18], multi-document summarization [15] and other 
tasks. Two existing link analysis models are introduced in the 
following sub-sections. Based on these existing models, in 
Section 3 we propose a novel three-layer model to improve ad 
hoc search effectiveness. 
2.2.1 Basic One-Layer Model 
The Markov Random Walk (MRW) modelis essentially a way 
of deciding the importance of a vertex within a graph based on 
global information recursively drawn from the entire graph. The 
basic   idea   is   that   of   “vote”   or   “recommendation” between 
vertices [15]. A link between two vertices is considered as a vote 
cast from one vertex to the other. The score associated with a 
vertex is determined by the votes that are cast for it, and the 
score of the vertices casting these votes. 
 
 
Formally, given a document set S, let G = (V, E) indicate a 
graph which reflects the  relationships between documents in the 
document set, as shown in Figure 1. V is the set of vertices, each 
vertex vi in V is a document in the document set. E is the set of 
edges, which is a subset of V×V. Each edge eij in E is associated 
with an affinity weight f (i -> j) between documents vi and vj (i  ≠  
j). Each document vi is represented as a set of terms vi(t1,t2,…,tn). 
The affinity weight is computed using the standard cosine 
measure [2] between two documents, Equation (1).. 
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where 𝑉పሬሬ⃗  and V఩ሬሬሬ⃗  are the term vectors of vi and vj. Two vertices are 
connected if their affinity weight is larger than 0. Let 𝑓(𝑖 → 𝑖) =
0  to avoid self-transition. The transition probability from vi to vj 
is then defined by normalizing the corresponding affinity 
weight, Equation (2) 
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Formally, p(i->j) is not equal to p(j->i). in [15],  ൫𝑀௜,௝൯|௏|×|௏| is 
used to describe G with each entry corresponding to the 
transition probability 𝑀௜,௝ = 𝑝(𝑖 → 𝑗). In order to make M into a 
stochastic matrix, the rows with all zero elements are replaced 
by a smoothing vector with all elements set to 1 |𝑉|⁄ . However, 
in this study, for our search task, described in Section 3.1, the 
direction of the relation between two documents is not 
considered, which means that 𝑝(𝑖 → 𝑗)  is equal to 𝑝(𝑗 → 𝑖). The 
same technique is used to make M into a stochastic matrix. The 
saliency score for document vi can be deduced from matrix M 
and formulated in a recursive form as in the PageRank 
algorithm, shown in Equation (3).  
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where λ is a damping factor usually set to 0.85, as in the 
PageRank algorithm [14]. For implementation, the initial scores 
of all documents are set to 1 and the iteration algorithm in 
Equation (3) is adopted to compute the new scores of the 
documents. The convergence of the iteration algorithm is 
achieved when the difference between the scores computed at 
two successive iterations for any documents falls below a given 
threshold, the threshold is set to 0.001 in this study. 
2.2.2 Two-Layer Model 
A cluster-based conditional MRW model was proposed in [15], 
this conditional MRW model is based on a two-layer link graph 
including both documents and clusters. This work posited that a 
document set usually contains a few topic themes, and that each 
theme can be represented by a cluster of topic-related sentences, 
but that the theme clusters are not equally important. In [15], 
three popular clustering algorithms were explored to detect 
theme clusters within the document set: K-means clustering, 
agglomerative clustering and divisive clustering.  
 
Figure 1. One-layer link graph 
Figure 2. Two-layer link graph 
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The link representation is shown in Figure 2. The lower layer 
represents the traditional link graph between documents with the 
upper layer representing the theme clusters. The dashed lines 
between these two layers indicate the conditional influence 
between the documents and the clusters. 
Formally, this new representation of the two-layer graph is 
denoted as 𝐺∗ = (𝑉, 𝑉௖, 𝐸ௗௗ, 𝐸ௗ௖),  where V is the set of 
documents, Vc is the set of hidden nodes representing the 
detected theme clusters, Edd={eij| vi, vjV} corresponds to all 
links between documents, and Edc={eij| viV, cjVc and 
cj=C(vi)} corresponds to the correlation between a document and 
its cluster. C(vi) indicates the theme cluster containing document 
vi. [15] incorporates two factors, source cluster 𝐶(𝑣௜)   and 
destination cluster 𝐶(𝑣௝) , into the transition probability from vi 
to vj; the new transition probability is defined as follows: 
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where the 𝑓 ቀ𝑖 → 𝑗|𝐶(𝑣௜), 𝐶൫𝑣௝൯ቁ  is the affinity weight between 
two documents vi and vj, conditioned on the two clusters 
containing the two documents. 𝑓 ቀ𝑖 → 𝑗|𝐶(𝑣௜), 𝐶൫𝑣௝൯ቁ  is computed 
as shown in Equation (5). 
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where [0,1] is the combination weight controlling the relative 
contributions from the source cluster and the destination cluster. 
Further, let 𝜋൫𝐶(𝑣௜)൯ ∈ [0,1]denote the importance of cluster 
𝐶(𝑣௜)   in the whole document set S,. This aims to evaluate the 
importance of the cluster 𝐶(𝑣௜)  in document set S, and is 
computed by the cosine similarity value between the cluster and 
whole document set:  
)),(())(( cos SvCsimvC iinei       (6) 
𝜔൫𝑣௜, 𝐶(𝑣௜)൯ ∈ [0,1]   denotes the strength of the correlation 
between document vi and its cluster  𝐶(𝑣௜). This aims to evaluate 
the correlation between the document vi and its cluster 𝐶(𝑣௜) , 
and is set to the cosine similarity value between the document 
and the cluster: 
))(,())(,( cos iiineii vCvsimvCv       (7) 
The new row-normalized matrix 𝑀∗ is defined as: 
))(),(|(*, jiji vCvCjipM       (8) 
the saliency score for each document is computed based on the 
matrix 𝑀∗ by using the iterative form in Equation (3).  
3. PROPOSED MODELS 
In our previous work [19], we proposed an enhanced IR model 
which incorporates IR with RSs. This  method  records  all  users’  
search behaviour and categorizes these user logs into different 
categories based on their different topic focus, we refer to each 
category as a topic category. For a new input query, we obtain a 
ranking from an IR system, but also select the best matching 
topic category for this query. The method of selecting the topic 
category is introduced in the Section 4.2, and outputs a set of 
predicted ranked results using an RA based on the selected topic 
category. Finally, we combine the predicted ranking result with 
the IR component output. 
 
 
Figure 3 shows the basic framework of the integrated IR model 
proposed in this study. The difference between this study and 
our previous work [19], is that instead of using a recommender 
technique for the recommender component, we use a PageRank 
algorithm to calculate the document importance ranking, and 
combine this with the ranked IR output. 
The  “Previous  User  Logs”  data  set, shown in Figure 3, contains 
a set of topic categories. As mentioned, each topic category 
includes user search logs of similar interests.  Every  user’s  search  
log includes a list of viewed documents and the rating they gave 
to each document. In practice, users may be unwilling to provide 
ratings for viewed documents, However, [13] demonstrates that 
the length of time which a user stays on a document is a good 
indicator of the quality and its importance to them. Thus we 
calculate a document rating by extracting the dwell time that this 
user spent on each document. This results in each cluster 
containing a number of weighted documents. We assume that if 
any two documents are rated by the same user and their affinity 
weight is larger than 0, that there is a connection between these 
two documents. Formally, as introduced in Section 2.2.1, 
PageRank detects the affinity weight between documents by 
computing a similarity between them, and exploits this affinity 
weight to  predict   each  document’s   importance.   In  our  method,  
as mentioned, we extract the dwell time to be used as the rating 
value for each document. Based on the observations in [13], 
instead of using cosine similarity, shown in Equation (1), we 
exploit recommender techniques which use the rating value of 
each document to compute the similarity between documents, to 
extract affinity between documents, and use this extracted 
correlation to compute the importance of each document.  
Two recommender techniques are investigated in this study: 
adjusted cosine similarity [5] and weighted slope one [11]. We 
need to select the best matching topic category for each query, 
we observe that this category selection process introduces 
another affinity between the current query and every topic 
category. Based on this observation, besides using the two 
recommender techniques in the two-layer PageRank model, 
another two methods are proposed by incorporating this query-
cluster level affinity into them. Thus, four methods are proposed 
in total, the details of these methods are introduced in the 
following sub-sections. 
3.1 Adjusted Cosine Similarity 
Based on the cluster-based conditioned two-layer model 
introduced in Section 2.2.2, instead of using cosine similarity to 
Figure 3. Basic framework of proposed retrieval model. 
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compute the affinity weight between documents, in this section, 
we propose a method by exploiting adjusted cosine similarity [5] 
to compute the affinity weight. The adjusted cosine similarity is 
used to compute the similarity between two documents based on 
the ratings they received from different users for every 
document. As introduced above, each topic category contains a 
number of weighted documents, the affinity weight between 
documents can simply be computed by exploiting the weight of 
documents in all topic categories. It is computed as the mean 
adjusted cosine similarity value of topic categories which 
contain both document vi and vj. For the current query q, one 
best match topic category Cq is then selected (the detail of the 
method of categorizing the current query is introduced in 
Section 4.2). The affinity weight between any two documents vi 
and vj in topic category Cq is compute using Equation (9). 
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where vui is the rating user u gives to document vi, 𝑣௨തതത indicates 
the average rating of user u who rates both documents vi and vj 
in the selected topic category, U is the set of users in the 
corresponding topic category. C(vi,vj) is the category containing 
both document vi and vj. card(C(vi,vj)) denotes the number of 
topic categories which contain both document vi and vj. For the 
current query q, in the selected topic category Cq, the transition 
probability from vi to vj is then computed using Equation (10). 
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where 𝑓(𝑖 → 𝑗|𝐶௤(𝑣௜, 𝑣௝)) is caclcuated using Equation (11). 
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where [0,1] is the combination weight. Let 𝜔൫𝑣௜, 𝐶௤൯ ∈ [0,1] 
indicate the strength of the correlation between document vi and 
the topic category 𝐶௤ , which is computed by 𝜔൫𝑣௜, 𝐶௤൯ =
𝑠𝑖𝑚௖௢௦௜௡௘(𝑣௜, 𝐶௤) . The new row-normalized matrix 𝑀∗  is 
defined as shown in Equation (12). 
)),(|(*, jiqji vvCjipM       (12) 
the saliency score for each document is computed based on the 
matrix  𝑀∗  by using the iterative form shown in Equation (3).  
3.2 Conditional Adjusted Cosine Similarity 
This section introduces our method to incorporate the query-
level information and query–to-cluster relationship into the 
adjusted cosine similarity method described in Section 3.1. We 
observe that the query–to-cluster relationship is an indicator of 
the relevance between documents and the current query, based 
on this observation, our novel approach is shown in Figure 4.  
The lower layer shown in Figure 4 is the traditional link graph 
between documents in the basic MRW model, The link between 
documents contains two kinds of correlations: Edd={eij| vi, vjV} 
corresponds to the links between documents,  and Ndd={eij| 
card(ui,j)} is the number of users who rate both documents vi and 
vj. The middle layer in the figure represents the topic categories, 
the dashed lines between lower and middle layers indicate the 
conditional influence between the documents and the topic 
categories. The upper layer is the query layer, the dashed lines 
between the query layer and the topic category layers indicate 
the strength of the correlations between queries and topic 
categories. 
 
V is the set of vertices and each vertex vi in V is a document  
We suggest a hypothesis that there is a strong correlation 
between any two documents rated by the same user. Based on 
this hypothesis, we adopt the factor Ndd to indicate the strength 
of the correlation between two documents.  E(qC) denotes the 
correlation between a query qi and each topic category C. Then 
for the current query q, withint its selected best match topic 
category Cq, the affinity weight between any two documents vi 
and vj is computed as shown in Equation (13). 
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(13) 
where 𝑁(𝑣௜, 𝑣௝)  denotes the number of users who rate both 
documents vi and vj in all topic categories. So for the current 
query q, in the selected topic category Cq, the transition 
probability from document vi to document vj is computed using 
Equation (14). 
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where 𝑓(𝑖 → 𝑗|𝑞, 𝐶௤(𝑣௜, 𝑣௝)) is calculated using Equation (15). 
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(15) 
where [0,1] is the combination weight. 𝜋൫𝑞, 𝐶௤൯ ∈ [0,1] 
denotes the strength of correlation between the current query q 
and the selected cluster Cq, and is computed by: 𝜋൫𝑞, 𝐶௤൯ =
𝑠𝑖𝑚௖௢௦௜௡௘(𝑞, 𝐶௤) , also set 𝜔൫𝑣௜, 𝐶௤൯ ∈ [0,1]  . The new row-
normalized matrix 𝑀∗ is defined as shown in Equartion (16). 
)),(,|(*, jiqji vvCqjipM       (16) 
The saliency score for each document is computed based on the 
matrix  𝑀∗ by using the iterative form in Equation (3).  
Figure 4. Three-layer link graph 
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Table 1. Examples of user behaviour data 
User ID Topic query docID Time 
Test1 Indian armed forces weaponry en.15.204.215.2007.8.22 2011-08-23 10:33:06 
Test1 Indian armed forces weaponry 1040715_foreign_story_3498066.utf8 2011-08-23 10:34:20 
Test1 Indian armed forces weaponry 1040715_foreign_story_3498066.utf8 2011-08-23 10:36:02 
…  … …  … …  … …  … …  … 
 
3.3 Document Deviation 
Similar to the of adjusted cosine similarity to compute the 
correlation between documents in Section 3.1, in this section, we 
exploit another recommender technique. This is a rating-based 
RA which we use to extract the correlations between documents 
based on the ratings assigned to them. We use the simple, 
popular and effective rating-based weighted Slope One Scheme 
[11] algorithm to extract the correlation between documents. 
Affinity weight 𝑓(𝑖 → 𝑗)  is defined as the deviation between 
documents vi and vj instead of the similarity between two 
documents. This deviation is a measurement of the difference 
between the documents. This difference is based on the mean 
average of the users’   ratings  of the documents. Both document 
deviation and the number of users’ search logs which contain a 
rating for both documents vi and vj are used to represent the 
correlation between documents vi and vj , and are explored in this 
method to improve effectiveness of the MRW model. The 
previous user logs dataset is used as a training set , with any 
two documents vi and vj with ratings ui and uj respectively in 
some user’s evaluation u (annotated as uSi,j()), to compute the 
average deviation of document vi with respect to vj using 
Equation (17). 
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where 𝑐𝑎𝑟𝑑(𝑆௜,௝())  indicates the number of users who rate 
both document vi and vj in all topic categories. The new 
transition probability 𝑝(𝑖 → 𝑗|𝐶௤(𝑣௜, 𝑣௝)) is computed using 
Equation (10).  𝑓(𝑖 → 𝑗|𝐶௤(𝑣௜, 𝑣௝))  is computed using Equation 
(11). The new row-normalized matrix 𝑀∗ and the saliency score 
for each document are defined and computed in the same way as 
in Section 3.1. 
3.4 Conditional Document Deviation 
This section introduces a method which combines Section 3.2 
with Section 3.3 by exploiting the document deviation to 
compute the affinity weight between documents in the three-
layer model introduced in Section 3.2. The affinity weight 
𝑓(𝑖 → 𝑗)  between document vi and vj is computed using 
Equation (17). The new transition probability 𝑝(𝑖 →
𝑗|𝑞, 𝐶௤(𝑣௜, 𝑣௝)) is computed using Equation (14). The new row-
normalized matrix  𝑀∗ and the saliency score for each document 
are defined and computed the same way as described in Section 
3.2. 
4. EXPERIMENTS AND RESULTS 
4.1 Data Set 
The user behaviour data collected for the FIRE 2011 PIR task 
[8] is used to evaluate the techniques introduced in Section 3.. 
This dataset is based on the FIRE 2011 English ad hoc 
document collection composed of news articles from the Indian  
 
newspaper The Telegraph from 2001 to 2010 and news from 
Bangladesh, comprising almost 400k documents in total.  
This dataset contains the user search log information collected 
from a number of volunteer users. It is an ideal dataset to 
explore our proposed method to utilize previous users search 
information to compute the relevance of each document to 
improve the IR results. The following sub-sections overview the 
steps of creating the PIR test collection. 
User Behaviour Data 
The following steps were carried out to collect users search 
behaviour information: 
 Participants volunteered to search the document collection 
in one of 27 provided news topic areas. Each participant 
selected one of the 27 topics themself to ensure that this 
was an area in which they were knowledgeable and 
interested. They then created a topic statement (query) 
related to the chosen topic. 
 The participant then submitted their query to an IR system 
which returned a ranked list of potentially relevant news 
documents. The participant then began viewing document 
snippets from the list and could click a document to reveal 
its full contents. They continued this until they found the 
information they needed or gave up the search. The 
participant’s   activities   were   tracked   and   logged.   The   log  
recorded   information   including  participant’s  username,   the  
topic category selected, the contributed query, the returned 
documents viewed, and the dwell time spent on each 
document. Table 1 shows examples of topic categories and 
the structure of the user behaviour data in each topic 
category. Although the dwell time of each document can 
depend on the document length, since the documents in this 
collection are relatively short, we regard the dwell time as a 
reasonable measure of expected document relevance.  
 In addition, each participant was also required to provide 
relevance assessments for the queries they provided. They 
were asked to read the top 30 documents in the ranked list 
returned for each of the query they entered, and to mark 
relevant documents which addressed their queries. These 
selected relevant documents were used as the relevance 
assessment data for experiments. Note that this relevance 
assessment collection session was separate from the search 
log collection procedure. 
In total, 26 participants contributed 150 queries for the 27 topics. 
It should be noted that since the participants were given free 
choice of topic, that the queries are distributed unevenly over the 
available topics. One query was randomly selected from each 
topic category to be used as test query for this topic. This 
resulted in 123 queries to be used as a training set for the RS and 
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27 queries to be used as the test topic set. All parameters in this 
study were trained empirically using this training set.  
From the participants search information shown in Table 1, 
“user   ID”   is   user’s   ID   information,   “Topic”   indicates   the   topic  
area,   “query”   is   the   query   user   insert,   “docID”   denotes   the  
documents   this   user   viewed   and   “Time”   is   the   dwell   time  
information for every document from this user. The user log 
information was processed to extract staying time information 
and build a link graph between documents. 
Staying time extraction 
In this work, we segmented the viewing session based on the 
query. If the query changed, a new session was started. For 
every viewing session, we used the difference between the time 
of the second document and that of the first document as the 
observed staying viewing time on the first document. For 
example   in  Table  2,   the  part  of   searcher   test1’s   search   log,  we  
set the time 10:34:20 as 1034.20, the view time for document 
‘en.15.204.215.2007.8.22’  was calculated as 1034.20 - 1033.06 
= 1.14. For the last document in a session, we used the 
following heuristics to decide its observed staying time, we 
computed the average viewing time from the distribution of 
observed viewing time of documents in all the records of this 
user and took this as the observed viewing time for the 
document. 
After extracting the staying time information, we built a user 
search log for the query, and clustered the user logs into 
different topic categories  based  on   the  “Topic”   they  chose.  For  
each topic category, we collected the different user’s search 
logs. Figure 5 shows the previous user logs data and the 
structure of user logs in N different topic categories.  
 
 
 
 
 
Link graph construction 
The processed user log information was used to build a link 
graph for each topic category. Our assumption is that in every 
topic category, if any two documents have been rated by the 
same user and the affinity weight between them is greater than 
0, that there is a correlation between them, and a link is built 
between them. This correlation does not have direction. Each 
topic group can be seen as a topical focused category. Every 
topic category can generate a user browsing graph like that 
shown in Figure 6. The different types of lines in Figure 6 
represent the link graph for different users. 
 
4.2 Experiment Setup 
4.2.1 IR Component 
The Terrier BM25 retrieval model [20], shown in Equation (18), 
was used to generate ranked lists for the IR component. A 
stopword list containing of 500 words was used with a Porter 
 
 
 
 
stemmer to preprocess the input text. A standard TREC 
formatted ranked list of 1000 documents was returned for each 
query. 
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(18) 
where query Q contains a set of keywords {q1,q2,…,qn}, 
score(D,Q) is the relevance score between query Q and 
document D, IDF(qi) is the inverse document frequency weight 
of query term qi. f(qi,D) denotes the frequency of query term qi 
in document D, and avgdl is the average length of documents in 
the collection . k1 and b are free parameters, usually k[1.2, 2.0] 
and b=0.75. 
4.2.2 Centroid Document Generation 
When computing the similarity between the query and topic 
category, problems arise since the length of both the query and 
topic description are usually too short to compute the similarity 
reliably. To address this problem, we generate a centroid 
documents to represent the query and each topic category. 
In order to generate the centroid document for the current query, 
we used the retrieval results obtained from Terrier for the 
current query. Similar to blind relevance feedback (BRF), we 
assume that the top N documents in the retrieved ranked list to 
be relevant and use them to generate the centroid representation 
for the query. First, we take top N documents on the retrieval list 
into a set S, then for each document d in S, stopwords are first 
removed with subsequent application of Porter stemming, The 
resulting document vector is then weighted using TF-IDF to 
produce a weighted vector dtf-idf = (tf-idf1, tf-idf2,…),  where  tf-idfi 
is the term frequency inverse document frequency of the ith term 
in document d. For the document set S, we define its centroid 
document C  in Equation (19).  
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where |S|=N=5 in this study, which was set empirically based 
on the training set. and Centroidq refers to the centroid 
document for the query q. A similar method is used to generate 
the centroid document for each topic category: The document 
frequency for each document in every topic category was 
computer, and all documents were ranked in descending order of 
their frequency in the topic category. The top 5 documents 
which occur most times in each topic category, were used to 
generate the centroid document [7] for the corresponding topic 
category using Equation (19). The generated centroid document 
is assumed to the represent the corresponding topic category. 
Here the number of top 5 was again chosen empirically; top 3 
and top 10 were also examined, with the top 5 performing best.  
Figure 6. Sample of user browsing graph in one topic 
category 
 
. 
 
 
Figure 5. Previous user search logs data include 
different topic categories and the structure of user logs 
in every topic category 
 
. 
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4.2.3 Categorizing 
The purpose of this step is to attempt to identify the correct topic 
category for each test query. From the dataset, we observe that 
the queries which were created by real world users are usually 
very short. The very short length of these queries means that 
topic category selection can be unreliable. Our earlier 
experiments showed that the accuracy of topic category 
selection can be improved by expanding the query and topic 
category descriptions, and we adopt this approach in this 
investigation. So the categorizing process is: 
• Generate the centroid documents for both current query and 
each topic category to expand both short length query and 
short length topic for each topic category. 
• Match the query representation (query centroid document) to 
each topic category by using cosine function (Equation (20)) 
to compute the distance between them. The closest topic 
category was selected for the current query q. 
𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝐶௤, 𝐶௧௢௣௜௖) =
𝐶௤ ∙ 𝐶௧௢௣௜௖
ฮ𝐶௤ฮฮ𝐶௧௢௣௜௖ฮ
 (20) 
As introduced in Section 4.2.2, when generating the centroid 
document for each topic category, the top 5 most occurred 
documents in that topic category are chosen. The reason that the 
correct topic category is not selected on some occasions is that 
we simply use the 5 highest frequency documents to generate 
the centroid document. Sometimes, too many noisy documents 
are present in each topic category, such as non-relevant 
document at high rank, most users view it but with low dwell 
time. In this case, only using the highest frequency documents to 
build the centroid may lead to topic drift. We will examine 
methods which seek to improve this method in our future work. 
4.2.4 Re-ranking 
The output of our PageRank model was used to re-rank the 
retrieval results for each test query. We use the combSUM 
operator to combine results for re-ranking. Let SIR refer to the 
retrieval list and SPR to our novel PageRank output list. For the 
combSUM   method,   every   document’s   new   weight   was  
calculated as follows using Equation (21). 


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where dIR refers the relevance score of document d in SIR, dPR 
indicates the importance score of document d in the SPR  ranking.  
4.3 Results 
In this experiment, Mean Average Precision (MAP) was used to 
evaluate overall retrieval effectiveness and precision at cut-off n 
to evaluate how early the relevant documents were retrieved. 
Four different baselines were used to compare with our 
approaches: 
• Initial standard retrieval results (IR). 
• Query expansion using the Terrier default Bo1 pseudo-
relevance feedback (PRF) for query expansion, which is a 
term weighting model based on Bose-Einstein statistics and 
is similar to Rocchio. In Bo1, the informativeness 𝜔(𝑡) of a 
term 𝑡  is given by Equation (22). The query expansion 
process takes the top 5 documents in the initial retrieval list 
to extract expansion terms by computing the term weight 
𝜔(𝑡), 5 terms to the test query. Use of the top 5 documents 
and addition of 5 terms was selected empirically (IR+QE). 
Table 2. Comparison of retrieval results for all methods 
 MAP P@5 P@10 P@20 
IR 0.1225 0.1173 0.0947 0.0653 
IR+QE 0.1470 (+20.0%) 
0.1360 
(+15.9%) 
0.0880   
(-7.07%) 
0.0673 
(+3.06%) 
IR+WS1 0.1811 (+47.8%) 
0.1569 
(+33.8%) 
0.1296 
(+36.9%) 
0.0857 
(+31.2%) 
IR+PR 0.2207* (+80.2%) 
0.1947* 
(+65.9%) 
0.1173* 
(+23.9%) 
0.0913* 
(+39.8%) 
Acos_PR 0.2310*†  (+87.8%) 
0.2000* 
(+70.5%) 
0.1373*† 
(+44.9%) 
0.0900* 
(+37.8%) 
CAcos_PR 0.2454*†  (+100%) 
0.2027*† 
(+72.8%) 
0.1387*† 
(+46.0%) 
0.0851* 
(+30.5%) 
Dev_PR 0.2498*†  (+103%) 
0.2005* 
(+70.9%) 
0.1360*† 
(+41.5%) 
0.1040*† 
(+40.9%) 
CDev_PR 0.2593*† (+112%) 
0.2035*† 
(+73.5%) 
0.1384*† 
(+45.7%) 
0.1040*† 
(+40.9%) 
 
𝜔(𝑡) = 𝑡𝑓௧ ∙ 𝑙𝑜𝑔ଶ
1 + 𝑃௡
𝑃௡
+ 𝑙𝑜𝑔ଶ(1 + 𝑃௡) (22) 
where 𝑡𝑓௧  is the frequency of the term 𝑡  in the pseudo-
relevant set (top 𝑁 document set) and 𝑃௡ is given by 𝐹 |𝑆|⁄ . 
𝐹  is the term frequency of the query term in the whole 
collection and |𝑆| is the number of the documents in the 
collection. 
• Adopt rating-based Weighted Slope One Recommender 
algorithm to compute prediction list, combine this 
prediction results with IR results by combSUM (IR+WS1). 
• PageRank algorithm (IR+PR) results: in this method each 
document is represented as a bag of terms, using cosine 
similarity (Equation (1)) to compute the affinity weight 
between documents in the selected topic category. Then the 
PageRank algorithm (Equation (3)) is used to output the 
document importance ranking. Finally, the IR output is re-
ranked using the PageRank results with the combSUM 
operator. 
Our four methods were introduced in Section 3. In summary 
they are: 
• Using adjusted cosine similarity in  a two-layer cluster-
based PageRank algorithm (Acos_PR) to re-rank IR results 
• Using adjusted cosine similarity in the conditioned three-
layer cluster-based PageRank algorithm (CAcos_PR) to re-
rank IR results 
• Using a rating-based recommender technique to compute 
the deviation between documents, and applying this 
deviation correlation in two-layer cluster-based PageRank 
model (Dev_PR) to re-rank IR results 
• Finally, the deviation correlation in the conditioned three-
layer cluster-based PageRank method (CDev_PR) is used 
to re-rank IR results. 
From Table 3, we can observe that the CDev_PR performs best 
among these methods. IR+PR, Acos_PR, CAcos_PR, Dev_PR 
and CDev_PR methods achieved statistically significant 
improvements over standard IR results (marked with *). 
Acos_PR, CAcos_PR, Dev_PR and CDev_PR offer statistically 
significant improvements over IR+PR marked with †. We 
observe from Table 3 that the CDev_PR method outperforms 
other methods, achieving significant improvements in MAP, 
P@5, P@10 and P@20 over both the results of IR and IR+PR. 
From these results, we can see that the correlation between the 
current query and clusters, the clusters and documents are useful 
factors in improving the results of PageRank methods. Further, 
combining the obtained improved PageRank output with 
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standard IR results can augment the retrieval results. Also, 
utilizing recommender techniques to compute the affinity weight 
between documents in the cluster-based PageRank algorithm to 
re-rank IR output can improve the results of standard IR 
algorithms  
5. CONCLUSION AND FUTURE WORK 
In this paper, we proposed to adopt recommender techniques to 
detect correlations between documents in a cluster-based 
PageRank model. We also introduced a three-layer cluster-based 
PageRank model. We  track  and  record  users’  search  behaviour,  
and categorize the   users’   search   information into different 
topical category. A link graph is built for each topic category, 
and recommender techniques are exploited to compute the 
affinity weight between documents, these correlations are 
applied to PageRank algorithm, and finally an output list of the 
importance of documents in the selected topic category is 
generated. The document importance scores are utilized to re-
rank the standard IR output. The proposed methods have been 
compared with standard blind relevance feedback query 
expansion, a standard PageRank algorithm and recommender 
techniques applied directly to the IR system. Results show that 
our methods perform more effectively than these runs. We 
conclude that exploiting recommender features in the PageRank 
algorithm can improve over standard IR system results.  
We examined two recommender techniques in this study, both 
of them based on user ratings. In the future, we plan to examine 
the performance of other recommender methods, such as 
content-based recommender algorithms or item-based 
approaches. In our earlier work [19], we combined 
recommenders algorithm with a standard IR system, this work 
shows that applying recommender techniques into the existing 
mature PageRank methods obtains better results. In this work, 
we only examine our method on a relatively small collection, in 
future we hope to evaluate our methods on much larger data 
collections to further examine their effectiveness. In this work, 
the topic categories are predefined and finely described, in 
future work, we plan to investigate the effectiveness of the 
integrated model when the predefined topic categories have poor 
coverage of users’  queries  or  the  definition of the topics is more 
coarse, in order to examine the generality of our conclusions. 
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