Abstract. We give a new characterization of Nikolskii-Besov classes of functions of fractional smoothness by means of a nonlinear integration by parts formula in the form of a nonlinear inequality. A similar characterization is obtained for Nikolskii-Besov classes with respect to Gaussian measures on finite-and infinite-dimensional spaces.
Introduction
Nikolskii-Besov spaces play a very important role in the most diverse aspects of analysis and applications (see [1] , [5] , [23] , [27] , [31] , and [33] ). Our recent papers [13] , [14] , and [20] on distributions of polynomials in Gaussian random variables show that Nikolskii-Besov spaces arise naturally also in the study of probability distributions: it turns out that the distribution densities of nonconstant polynomials in Gaussian random variables belong to Nikolskii-Besov classes. Moreover, an extension of this result to polynomials on spaces with general logarithmically concave measures is obtained in [20] . This crucial smoothness property leads to many important consequences including a sharper version of the known Nourdin-Poly estimate from [28] . See the survey [11] for a detailed discussion.
In this paper, motivated by our cited papers, we suggest a new approach to Nikolskii-Besov classes based on certain "nonlinear integration by parts formulae" in the form of nonlinear inequalities. In particular, we establish a new characterization of Nikolskii-Besov spaces by means of integration by parts such that the classical description of the class BV of functions of bounded variation (see [1] , [2] , and [35] ) becomes a partial case.
We recall (see [5] , [27] , and [31] ) that the Nikolskii-Besov space B α p (R n ) with p ∈ [1, +∞) and α ∈ (0, 1] consists of all functions f ∈ L p (R n ) for which there is a constant C such that for every h ∈ R n one has
using the notation f h (x) := f (x − h). The class B α p (R n ) is a special case of a general Besov class B Note that for α = 1 we define B 1 p (R n ) in the same way, which differs from the classical BesovNikolskii space defined through the symmetrized difference f (x + h) + f (x − h) − 2f (x). In This research was supported by the Russian Science Foundation Grant 17-11-01058 at Lomonosov Moscow State University.
The second author is a Young Russian Mathematics award winner and would like to thank its sponsors and jury.
particular, for p = 1 this definition leads to the class BV of functions of bounded variation, but not to the broader classical Nikolskii-Besov space.
Our first main result (presented in Section 2) asserts that a function f ∈ L p (R) belongs to the class B α p (R) with 0 < α ≤ 1 precisely when there is a number C such that
, where 1/p + 1/q = 1.
In Section 3 we extend the stated result to the multidimensional case in two different ways. Firstly, a function f ∈ L p (R n ) belongs to the class B α p (R n ) with 0 < α ≤ 1 if and only if there is a number C such that for every unit vector e one has
Secondly, another equivalent description is this: there is a constant C such that
for any vector field Φ of class C ∞ 0 (R n , R n ), where q = p/(p − 1). This result opens a way to introducing Nikolskii-Besov classes on Riemannian manifolds by means of similar nonlinear integration by parts formulae with vector fields. We note that the quantity
where the supremum is taken over all vector fields Φ of class C ∞ 0 (R n , R n ) with non-identically zero divergence, is a fractional analog of the variation of a function of bounded variation.
In addition, as an application, in Section 3 we give a characterization of Nikolskii-Besov classes in terms of the behavior of the heat semigroup near zero, which generalizes a classical result on functions of bounded variation due to De Giorgi [18] and is close to the known characterizations from [32] and [33] .
In Section 4 we discuss the directional Nikolskii-Besov smoothness of functions on R n . Here we construct an example of a function f on R 2 such that it is Nikolskii-Besov smooth in the first variable, but, for almost every fixed second variable y, the function x → f (x, y) does not belong to the same Nikolskii-Besov class on the real line. This surprising fact exhibits some difference between Nikolskii-Besov classes and Sobolev (or BV ) classes, for which almost all restrictions retain membership in the respective class.
Our approach, developed in Sections 2 and 3, enables one to define and study NikolskiiBesov classes on Gaussian spaces similarly to the approach of [19] , [3] , and [4] for the class of functions of bounded variation, where in place of the classical divergence operator on R n the Gaussian divergence operator is used. This is done in Section 5 and Section 6. We deal with Nikolskii-Besov classes with respect to Gaussian measures in two steps. Firstly, in Section 5, we consider the finite-dimensional case, in which all major technical and computational problems already occur. Next, in Section 6, we proceed to the infinite-dimensional case by means of conditional expectations. Our first main result concerning Gaussian Nikolskii-Besov classes, stated in Theorem 6.8, gives a characterization via the Ornstein-Uhlenbeck semigroup, which is a natural Gaussian analog of the heat semigroup defined on R n with Lebesgue measure. We also obtain (in Theorem 6.5) a bound for the rate of approximation by the Ornstein-Uhlenbeck semigroup for functions from Nikolskii-Besov spaces. From this estimate we derive a Poincaré-type inequality, where the fractional variation is used in place of the norm of the gradient of a function. In addition, we obtain a Gaussian analog of the fractional Hardy-Landau-Littlewood inequality (obtained in [14] ) which generalizes some results from [17] , where such an inequality was obtained for the class of functions of bounded variation.
Finally, in Section 7 we introduce a natural analog of the Nikolskii-Besov smoothness for measures on infinite-dimensional spaces. The idea is simple. The Skorohod differentiability of a measure µ along a vector h means that the mapping t → µ th is Lipschitz with respect to the total variation distance, where µ th = µ(· − th) is the shifted measure. If we now impose the α-Hölder continuity in place of the Lipschitz condition, we arrive at the definition of the Nikolskii-Besov α-smoothness of a measure. We prove that the space of all vectors of the Nikolskii-Besov α-smoothness of a nonzero Radon measure on a locally convex space is a complete metric vector space with respect to the distance generated by the fractional directional variation and the embedding of this space into the original space is compact.
A generalization of our new characterization to the case of general Besov spaces, both classical and with respect to Gaussian measures, will be considered in the forthcoming paper of the second author, along with applications to embedding theorems.
We thank O.V. Besov and B.S. Kashin for useful discussions. Let us introduce some notation. Throughout the paper C ∞ 0 (R n ) denotes the space of all infinitely differentiable functions with compact support on R n and C ∞ b (R) denotes the space of all bounded infinitely differentiable functions with bounded derivatives of every order. For a function f on R n its L p -norm is defined in the usual way and in Sections 2, 3, and 4 we will use the notation
However, in Section 5 and Section 6 this notation will be used by Gaussian measures in place of Lebesgue measure.
Nikolskii-Besov classes on the real line
We start with the case of the real line to illustrate our approach to Nikolskii-Besov classes based on "non-linear integration by parts".
Throughout this section we assume that 1/p + 1/q = 1, p ∈ [1, ∞) and α is a fixed number in the interval (0, 1]. Infima over empty sets are by definition +∞.
We observe that if the above estimate holds for all functions ϕ ∈ C ∞ 0 (R), then by approximation it will be also valid for all functions ϕ ∈ C ∞ (R) such that ϕ ∈ L q (R) and ϕ ′ ∈ L q (R). The following theorem shows that the inclusion of a function f to the class B α p (R) is equivalent to the condition that the quantity V p,α (f ) is finite. One implication from this theorem has been used in [14] and [20] to prove that, for any nonconstant polynomial f of degree d on R n and independent standard Gaussian random variables ξ 1 , . . . , ξ n , the distribution of the random variable f (ξ 1 , . . . , ξ n ) has a density of class B 1/d 1 and the order 1/d is sharp.
It is easy to see that
Let us consider the following function of class C ∞ 0 (R):
Note that ψ q ≤ |h| ϕ q and that
which yields the estimate ψ ′ q ≤ 2 ϕ q . By the assumptions of the theorem we have
Therefore,
which completes the proof of one implication. We now assume that f ∈ B α p (R). For any function ϕ ∈ C ∞ 0 (R) we have
Now we take t = ϕ q ϕ ′ −1
q and obtain the estimate
which completes the proof.
Remark 2.3. In case α = 1 and p > 1, the condition V p,1 (f ) < ∞ is equivalent to the inclusion of f to the Sobolev class W p,1 (R) (which consists of all functions in L p (R) possessing locally absolutely continuous versions with derivatives in L p (R)). In case α = 1 and p = 1, the condition V 1,1 (f ) < ∞ is equivalent to the inclusion of f to the class BV of integrable functions of bounded variation (which consists of all integrable functions whose generalized derivatives are bounded measures).
Nikolskii-Besov classes on R n
We proceed to Nikolskii-Besov classes on R n with Lebesgue measure. Similarly to the onedimensional case, we obtain an equivalent description of Nikolskii-Besov spaces by means of "nonlinear integration by parts". In addition, we obtain a characterization in terms of the heat semigroup.
We again assume that 1/p + 1/q = 1, p ∈ [1, ∞) and α is a fixed number in the interval (0, 1]. Let ·, · be the standard inner product on R n and let | · | denote the corresponding norm. Let {P t } t≥0 denote the heat semigroup on R n defined by
We observe that Definition 2.1 admits two reasonable generalizations to the multidimensional case. This is due to the fact that in the multidimensional case the function ϕ ′ can be understood in two different ways: as a partial derivative ∂ e ϕ and as the divergence of a vector field divΦ. This circumstance leads to the following two definitions.
Clearly, the above estimate for vector fields of class
for every function ϕ ∈ C ∞ 0 (R n ) and every unit vector e ∈ R n .
Obviously, this estimate extends to functions
The equivalence of the condition V p,α 0 (f ) < ∞ and the inclusion f ∈ B α p (R n ) can be verified similarly to the proof of Theorem 2.2 (we provide details below). The equivalence of these conditions to the condition V p,α (f ) < ∞ is less obvious. Here we need the following simple bound.
Proof. We have
as announced.
We now give an equivalent description of the Nikolskii-Besov spaces in terms of nonlinear integration by parts inequalities.
The following conditions are equivalent:
where
Proof. As we have already noted, the equivalence (i) ⇔ (iii) can be proved similarly to the one-dimensional case. We provide details for completeness.
(ii) ⇒ (iii). For every function ϕ ∈ C ∞ 0 (R n ) and for every unit vector e ∈ R n we take the vector field Φ = eϕ and conclude that
As above, we consider the following function of class C ∞ 0 (R n ):
which provides the bound ∂ e ψ q ≤ 2 ϕ q . By Definition 3.2 we have
which implies the estimate
For the first term on the right by Lemma 3.3 we have
For the second term we have
In the fourth equality above we have used the fact that the double integral of
in z and x vanishes, since the integral in z vanishes for every fixed x. Thus, we have
2 dz.
q we find that
with C(n, α) given by the announced expression. Let us proceed to a characterization of the Nikolskii-Besov classes in terms of the heat semigroup. The proof employs the previous theorem.
where {P t } t≥0 is the heat semigroup.
We need the following analog of Lemma 3.3.
The gradient ∇P s/2 ϕ admits the representation
Thus, we have
Now taking the supremum over functions ϕ with ϕ q ≤ 1 we obtain the announced estimate.
We now prove the following result, which is a characterization of the Nikolskii-Besov classes in terms of the behavior of the heat semigroup near zero. This result is close to the known characterization from [32] and [33] that employs certain norms of ∂ t T t f rather than the gradient of T t f .
The right-hand side is dominated by
Let us estimate the norm of the divergence. We have
Thus, by Minkowski's inequality for integrals (see, e.g., [7 
Summing up these estimates we obtain the bound
Taking the supremum over vector fields Φ we obtain the desired estimate. Now we assume that
Using Lemma 3.7 we estimate the first term on the right as follows:
q we obtain the announced bound. Below we consider yet another classical semigroup: the Ornstein-Uhlenbeck semigroup in the Gaussian case.
Directional Nikolskii-Besov smoothness
In this section we discuss the directional Nikolskii-Besov smoothness of functions, in particular, the fractional smoothness with respect to a given variable (but in the last section we shall see that this property is naturally defined for measures that need not be absolutely continuous). Example 4.4 below shows that the directional Nikolskii-Besov smoothness of a function on the plane with respect to the first variable does not imply inclusion to the respective NikolskiiBesov class of the restrictions of this function to the straight lines parallel to the first coordinate line. This is in contrast to the behavior of Sobolev or BV functions: we recall that if a function f belongs to the Sobolev class W p,1 (R n ) or to the class BV (R n ), then, for almost all fixed values x 1 , . . . , x n−1 , the function x n → f (x 1 , . . . , x n ) belongs to W p,1 (R) or BV (R), respectively (see [8] ).
It is quite natural to define the directional Nikolskii-Besov smoothness of a function on R n in the following way.
We say that the function f is Nikolskii-Besov α-smooth along e if the quantity f p,α;e is finite.
It is straightforward to introduce a directional analog of Definition 3.2.
For the directional Nikolskii-Besov smoothness we have the following analog of Theorem 2.2 proved by the same reasoning.
The following example shows that there is a function f on R 2 that is Nikolskii-Besov α-smooth along the vector e 1 = (1, 0), but the functions x → f (x, y) are not Nikolskii-Besov α-smooth for almost every y. While Theorem 3.4 shows some similarity between NikolskiiBesov classes and the class BV , this example exhibits a difference between them with respect to restrictions. However, in the last section we shall see that the fractional smoothness is inherited by restrictions with an arbitrarily small loss of the order of smoothness.
and each point in [0, 1] is covered by infinitely many of such intervals (this can be done since
The function f is well-defined as an element of L 2 (R 2 ), since the series converges in L 2 (R 2 ). For every k, for almost every y ∈ [0, 1] by Fubini's theorem we have
It follows that for almost every y ∈ [0, 1], the function x → f (x, y) does not belong to B α 1 (R). Indeed, if this function belongs to this space, then by Theorem 2.2 we have the estimate
but in our case for infinitely many k one has f k (y) = k −α √ ln k, which leads to a contradiction.
We
Thus, the function f is Nikolskii-Besov α-smooth along e 1 by Theorem 4.3.
Nikolskii-Besov classes with respect to Gaussian measures on R n
In this section we introduce Gaussian Nikolskii-Besov classes on finite-dimensional spaces. The principal difference with the previously defined classes is that now we deal with Gaussian measures in place of Lebesgue measure. The effect of this is some dimension-free estimates which enable us to extend the basic constructions to the infinite-dimensional case (which is done is the next section). For these classes we obtain an equivalent description in terms of the Ornstein-Uhlenbeck semigroup in case p > 1, which generalizes Theorem 3.8. We also find the rate of approximation of functions in Gaussian Nikolskii-Besov classes by the OrnsteinUhlenbeck semigroup. This estimate yields a new Poincaré-type inequality.
Let us recall some known facts and notation. Let γ be the standard Gaussian measure on R n , i.e., the measure with density (2π) −n/2 exp(−|x| 2 /2) with respect to the standard Lebesgue measure on R n . Let now {T t } t≥0 be the OrnsteinUhlenbeck semigroup defined by
Note that for any function ϕ ∈ C ∞ 0 (R n ) one has
which is readily verified by the change of variables. We also note that
Let L be the Ornstein-Uhlenbeck operator defined by
By the same expression L is defined on functions that have local second order Sobolev derivatives. It is known that
We note that c t ≤ (2t) 1/2 and lim
Let Lip 1 (R n ) be the class of all 1-Lipschitz functions on R n . The Kantorovich norm associated with the measure γ is defined by
on the subspace of functions f ∈ L 1 (γ) with zero integral for which this quantity is finite. In particular, this norm is finite on functions in W 1,1 (γ) with zero integral (see, e.g., [10, Lemma 4.5]).
In this section we also use the following notation (which in the previous sections was employed for Lebesgue measure):
For a mapping Φ = (
The following definition is inspired by Definition 3.1. 
. We also introduce an analog of the quantity from Definition 3.6.
where {T t } t≥0 is the Ornstein-Uhlenbeck semigroup.
Let us recall (see, e.g., [6, Proposition 5.4.8] ) that for a function f ∈ L p (γ) with p > 1 we have ∇T t f ∈ L p (γ) for any t > 0, hence T t f ∈ W p,1 (γ), where W p,1 (γ) is the Sobolev class with respect to γ, defined similarly to the usual Sobolev classes by replacing Lebesgue measure with γ (see [6] , [8] , [10] , and [30] ). Certainly, in case p = 1, we set U
and for any
Proof. For any vector field Φ ∈ C ∞ 0 (R n , R n ) we have (omitting the indication of R n in the limits of integration below)
Φ(e −t x + √ 1 − e −2t y), e −t y − √ 1 − e −2t x γ(dy).
Thus, whenever p ∈ [1, ∞), we obtain
Hence the second part of the lemma is proved. For proving the first part of the lemma we observe that, letting p = q/(q − 1), one has
Applying the already obtained estimate for the divergence div γ T t Φ in case q ∈ (1, ∞] we obtain the announced estimate
We now proceed to the first main result of this section. Proof. Let q = p/(p − 1) and let ϕ ∈ C ∞ 0 (R n ) be such that ϕ q ≤ 1. We have
Note that
Thus, by the definition of the space B α p (γ) we have (again omitting the indication of R n in the limits of integration)
We now estimate each term on the right-hand side separately. Let us begin with the second term:
Let us now consider the first term. By Lemma 5.3 one has
Hence, applying again Minkowski's inequality for integrals, we have
Thus, we arrive at the estimate
Taking the supremum over functions ϕ ∈ C ∞ 0 (R n ) with ϕ q ≤ 1 we obtain the announced bound.
By passing to the limit t → ∞ in the previous theorem we obtain the following Poincaré-type inequality. Let Ef denote the integral of f against γ.
We now obtain an analog of the fractional Hardy-Landau-Littlewood inequality with respect to a Gaussian measure, which generalizes a similar estimate for α = 1 from [17] . Recall that the classical Hardy-Landau-Littlewood inequality on the real line with Lebesgue measure states that ϕ 
Proof. Let us fix a number t ∈ (0, ∞). By the triangle inequality and Theorem 5.4 we have
We need to estimate T t f 1 . For every function ϕ ∈ C ∞ 0 (R n ) with ϕ ∞ ≤ 1 we have by the definition of the Kantorovich norm
Since ϕ ∞ ≤ 1, by Lemma 5.3 the last expression is not greater than
Thus,
, which completes the proof.
The next lemma is an analog of Theorem 5.4 with the quantity V
, where
where the last equality is due to the known identity LT t u = T t Lu for functions u ∈ C ∞ b (R n ). The gradient ∇T τ /2 ϕ is estimated by Lemma 5.3 as follows:
Taking the supremum over ϕ ∈ C ∞ 0 (R n ) and noting that 2 −α/2 < 1 we obtain the announced estimate.
Let us proceed to a characterization of the Gaussian Nikolskii-Besov classes in terms of the behavior of the Ornstein-Uhlenbeck semigroup near zero.
, where 1/p + 1/q = 1 and
The previous expression is estimated from above by
It is known (and easily verified) that
Since q ∈ [1, ∞), by Lemma 5.3 we have
Summing up these estimates we obtain
Taking the supremum over Φ we obtain the desired bound. Let us now assume that U
For the first term on the right Lemma 5.7 gives
It is worth noting that the implication U
γ (f ) < ∞ is also true for p = 1 (with the same proof).
Nikolskii-Besov classes with respect to Gaussian measures on infinite-dimensional spaces
We now proceed to the infinite-dimensional case. Let X be a real Hausdorff locally convex space with the topological dual space X * . Let F C ∞ (X) be the set of all functions ϕ on X of the form ϕ(x) = ψ(l 1 (x), . . . , l n (x)), where ψ ∈ C ∞ b (R n ), l i ∈ X * , and let F C ∞ 0 (X) be its subclass consisting of functions for which ψ can be chosen in C ∞ 0 (R n ). We observe that F C ∞ 0 (X) is not a linear space (unlike F C ∞ (X)), since a nonzero function of class C ∞ 0 (R n ) does not have compact support as a function on R n+1 . However, in some cases the class F C ∞ 0 (X) is more convenient. Let γ be a Radon centered Gaussian measure on X, i.e., it is a probability measure on the Borel σ-algebra of X such that for every Borel set B ⊂ X the value γ(B) equals the supremum of γ(K) over compact sets K ⊂ B, and, in addition, every continuous linear functional l on X is a centered Gaussian random variable on (X, γ). The latter means that the induced measure γ • l −1 is either Dirac's measure at zero or has a density of the form c 1 exp(−c 2 t 2 ). For any function f ∈ L p (γ) we set
Let H ⊂ X be the Cameron-Martin space of the measure γ, i.e., the space of all vectors h such that γ h ∼ γ, where γ h (B) = γ(B −h). If γ is the countable power of the standard Gaussian measure on the real line and is regarded on the space R ∞ of all real sequences, then H is the standard Hilbert space l 2 (for the standard Gaussian measure on R n the Cameron-Martin space is R n itself). For a general Radon centered Gaussian measure, the Cameron-Martin space is also a separable Hilbert space (see [6, Theorem 3.2.7 and Proposition 2.4.6]) with the inner product ·, · H and norm | · | H defined by
According to the Cameron-Martin formula, for every h ∈ H the shifted measure γ(· − h) has density exp( h − |h| 2 H /2) with respect to γ. It follows that the measure γ is Fomin differentiable along h and its logarithmic derivative is − h, i.e., the following integration by parts formula holds:
, as in the finite-dimensional case.
We shall use below that for any orthonormal family l 1 , . . . , l n ∈ X * γ the distribution of the vector (l 1 , . . . , l n ), i.e., the image of γ, is the standard Gaussian measure γ n on R n . Let F C ∞ (X, H) be the set of all vector fields Φ of the form
where H) be the subset of this class consisting of mappings for which Ψ i can be chosen with compact support. In this representation we
Given {l i } and {e i } as above, for ϕ ∈ F C ∞ (X) of the form ϕ(x) = ψ(l 1 (x), . . . , l n (x)) set
Let div γ be the "adjoint operator" to the gradient operator ∇ with respect to γ, i.e., for any vector field Φ ∈ F C ∞ (X, H) and any function φ ∈ F C ∞ (X) one has
It is readily verified that for a vector field Φ ∈ F C ∞ (X, H) of the form
with biorthogonal {l i } and {e i } as above one has
be the closure of F C ∞ (X) with respect to the natural Sobolev norm f p,1 = f p + ∇f p . This class coincides with the space of all functions f from L p (γ) such that there is a mapping F ∈ L p (γ, H), denoted by the symbol ∇f , with the property
The gradient in W p,1 (γ) is an extension of the H-gradient for functions in F C ∞ (X). On Sobolev classes over Gaussian measures, see [6] , [8] , [9] , and [10] .
The action of the Ornstein-Uhlenbeck semigroup on a function f ∈ L 1 (γ) is defined by the same equality as in the finite-dimensional case:
The Kantorovich norm associated with γ is defined by
on functions f ∈ L 1 (γ) with vanishing integral for which this norm is finite. Actually, this is the restriction of the Kantorovich norm generated by the subspace H on the space of signed measures with zero value on X integrating H-Lipschitz functions (on such norms, see, e.g., [12] ).
The Kantorovich norm extends naturally to the space of all γ-integrable functions f such that f − Ef K,γ < ∞, where Ef is the integral of f , by setting
It is known (see [6] , [8] ) that for every function ϕ with |∇ϕ| H ≤ 1 the function exp(c|ϕ| 2 ) is γ-integrable, hence f K,γ < ∞ provided that f | ln |f || ∈ L 1 (γ). Therefore, this norm is finite on the Sobolev space W 1,1 (γ) and, more generally, on the class BV (γ) (see, e.g., [19] or [21] 
where γ n is the standard Gaussian measure on R n . In other words, E n f (l 1 , . . . , l n ) is the conditional expectation of f with respect to the σ-algebra generated by l 1 , . . . , l n .
Similarly, for a vector field F ∈ L 1 (γ, H) set
, F i := F, e i H . By the known property of conditional expectations, for any function f ∈ L p (γ), as n → ∞, we have
and for any mapping F ∈ L p (γ, H) we have
We now give natural analogs of Definition 5.1 and Definition 5.2 in the infinite-dimensional case.
, where 1/p + 1/q = 1. Let V p,α γ (f ) be the infimum of such numbers C. It is readily verified that the same value of V p,α γ (f ) will be obtained if we employ the linear space F C ∞ (X, H) in place of the class F C ∞ 0 (X, H) (which is not a linear space, as noted above, but has the advantage that div γ Φ is bounded). This is done by approximation. The case p = 1 is special, since q = ∞, we consider approximations of a mapping Φ ∈ F C ∞ (X, H) with the bounded divergence div γ Φ by mappings Φ k ∈ F C ∞ 0 (X, H) such that the divergences div γ Φ k are uniformly bounded and converge pointwise to div γ Φ, Φ k ∞ ≤ Φ ∞ and div γ Φ k ∞ → div γ Φ ∞ . This is possible, since everything reduces to the case of R n , where we can find functions ζ k of the form
We observe that the quantities V p,α γ (f ) and U p,α γ (f ) do not change if add constants to f , hence they can be evaluated for functions with zero integral.
In the infinite-dimensional case we also have T t f ∈ W p,1 (γ) for any function f ∈ L p (γ) with p > 1 and any t > 0, so that ∇T t f ∈ L p (γ, H), see [6, Proposition 5.4.8] . Certainly, in case p = 1 in the above definition we set U p,α γ (f ) = ∞ if T t f ∈ W 1,1 (γ) for some t > 0. The following auxiliary lemmas enable us to reduce the main results of this section to the finite-dimensional case.
Let {l n } ⊂ X * be an orthonormal basis in X * γ as above.
if and only if, for every n, the function E n f belongs to the class B α p (γ n ) and sup n V p,α
Proof. Suppose that f ∈ B α p (γ). Considering the fields of the form Φ(l 1 , . . . , l n ) we conclude
. Hence there is a finite limit lim
Moreover, we have the equality in this estimate since a field of the form Ψ(g 1 , . . . , g n ) can be approximated by fields depending on finitely many functionals l i . Let us now assume that
* . We can approximate each g i by a sequence of functionals of the form
Then we obtain approximations (in L p with divergences) of Φ by vector fields depending on l j , but for such fields we obviously have
The following commutativity properties of T t are well-known and easily verified. E n (T t f ) = T n t E n f, where {T n t } t≥0 is the Ornstein-Uhlenbeck semigroup on R n with the standard Gaussian measure γ n . In case p > 1 we also have
We now present infinite-dimensional versions of the results of the previous section. 
Letting n → ∞, we obtain the stated inequality.
Theorem 6.7. For any function f ∈ B α 1 (γ) with zero integral we have
γ (f ) (by Lemma 6.3) and the estimate is valid in the finite-dimensional case (Theorem 5.6), we obtain the announced estimate.
Since E n ∇T t f = ∇T n t E n f by Lemma 6.4, we obtain
Then, for any vector field Φ of the form
, we obtain the claim. We now compare the Gaussian classes B α p (γ) with other known scales of Gaussian fractional Sobolev classes (there are also connections with the scales in [29] , [24] , [25] , which will be considered elsewhere).
For f ∈ L p (γ) and α > 0 let
. Then for any Φ ∈ F C ∞ and R > 0 we have
for some number C. The infimum of such numbers C is denoted by V α (µ; h).
For α = 1 the previous definition coincides with the definition of the Skorohod differentiability of µ along h (see [8, Section 3.1] ). It is known that the latter is equivalent to the existence of the Skorohod derivative d h µ of µ defined as the limit of the measures t −1 (µ th − µ) in the weak topology as t → 0. It is also equivalent to the estimate
be the set of all vectors h ∈ X such that µ is α-Hölder along h.
In case α = 1 we obtain the so-called subspace D C (µ) of Skorohod differentiability. For a nonzero measure µ the subspace of Skorohod differentiability can be equipped with a norm with respect to which it becomes a Banach space whose closed unit ball is compact in X (see [8, Theorem 5.1.1] ). An analog of this is proved below for D α (µ). The following proposition is a corollary of the Nikodym theorem (see [7, Corollary 4.6.4] ). This is also equivalent to the property that the function t → µ(A + th) is Hölder of order α.
The following theorem describes the structure of the space D α (µ) in the spirit of the aforementioned theorem for the space of Skorohod differentiability. It is worth noting that according to another known result (see [8, Chapter 5] ), the space C(µ) of all vectors of continuity of a nonzero Radon measure µ (vectors h such that lim t→0 µ th − µ = 0) is a linear subspace in X that is complete with respect to the metric d 0 (a, b) = sup |t|≤1 µ ta − µ tb and closed balls of a sufficiently small radius are compact in X. is a complete metric vector space compactly embedded into the space X.
Proof. It is easily verified that D α (µ) is a linear subspace and V α (µ; h) is indeed a metric. Clearly, D α (µ) ⊂ C(µ) and the identity embedding of (D α (µ), d D α (µ) ) into (C(µ), d 0 ) is continuous. Hence the embedding into X is compact.
Let now {h n } be a Cauchy sequence in (D α (µ), d D α (µ) ). This sequence is bounded in D α (µ). By the compactness of embedding into X there is a subsequence {h n k } which converges in X to some vector h. For every function ϕ ∈ C b (X) with sup |ϕ| ≤ 1 we have X (ϕ(x + th n ) − ϕ(x + th n k )) µ(dx) ≤ µ thn − µ thn k TV . By Lebesgue's dominated convergence theorem the left-hand side tends to X (ϕ(x + th n ) − ϕ(x + th)) µ(dx), which yields that µ thn − µ th TV ≤ lim inf k→∞ µ thn − µ thn k TV .
Since the sequence {h n } is Cauchy in D α (µ), for every fixed ε > 0, for all n large enough we have µ thn − µ th TV ≤ ε|t| α .
Therefore, h n −h ∈ D α (µ) and h n → h in D α (µ). Thus, D α (µ) is complete. A similar reasoning shows that closed balls in D α (µ) are closed in X, hence they are compact in X.
We recall that for every Radon measure µ on X and every nonzero vector h, we can write X as a direct topological sum X = Rh ⊕ Y of the one-dimensional space generated by h and a closed hyperplane Y such that there exist measures µ y , y ∈ Y , on the straight lines Rh + y representing µ in the form It is sometimes convenient to define the conditional measures µ y on the same line Rh in place of different parallel straight lines. This can be easily done by passing to the measures ν y (A) := µ y (A + y) for A ⊂ Rh; in that case Rh can be identified with R. Due to Example 4.4 we know that even on the plane conditional measures for an α-Hölder measure need not be α-Hölder of the same order α. Nevertheless, the following proposition shows that they are β-Hölder with an arbitrary order β < α. Let us observe that
Therefore, for any number s ∈ R we have
which is the required property for the measure µ y .
