where r denotes the mean of the sample values, has the useful property of being independent of the location parameter as easily seen by introducing the standardized variate z -(X-IWO or (2)
xz+p
Thus mvv)'/n.
v. fv (a)/n (3)
is uniquely determined by a and P.
Considering that the variances of the mean i and of the smallest sample value x, from a Weibull population are Var( ) P 2 /n and Var(xl-)P 2 /n 2 a
it can be concluded that for a >0.5 the statistic x, is much more precise than 7 for large sample sizes no Thus it seems plausible that the efficiency of the moment estimators can be increased by substituting x 1 for Y in equ. (l) .
In this way a new type of moments is obtained, which will be called "moments about smallest sample value", be denoted by r v and defined by r. W E(xi -xI)V/n (5)
The properties of these moments and their usofulness for estimating purposes will now be examined.
Properties of the new moments
Introducing (2) into (5) we have rv " iE(si -)v/n v f ()/n (6) from which it can be concluded, since z is uniquely determined by a, that the moments r , just like the moments are independent of the location pirameter F.
It should be noted that, by definition, the first central moment From (8) it follows that the expected value of r 1 E r I -E! -E X,
and considering that
Hi p+10g
and Rx a "+ gl/n (10)
where, using a notation proposed by Dubey, gana ad g -(va)
the expected value of r 1 becomes
Er 1 " g (1 -n -a)
Parther, from equ. (8) Var(r). Var(i) + Vz(x)+ 2Cov (X,x l )
The first two terms are given by equ.(4), while the third term includes terms of the type B(x,'jS , which can be computed by means of formulae derived by Lieblein [1].
In the same way, the expected value of Er 2 of the second moment
22
(4 r 2 .E(xi-x 1 ) 2 n-a 2 -2x 1 .e 1 + x 1 (14)
can be evaluated.
The expected values and the Variances of the moments r V take very simple forms for large sample sizes, since rv" E(-i-1 )/n E(zi -ZI)'/n ---o P E., /n (15)
as na .
From formulae given in Scientific Report No.6 (SR 6) it then follows that Each such expression can be used as an estimator of a.
Since mi -0, the only corresponding estimator, composed of central mo ento, is The efficiency of these estimators will now be examined. Due to the fact that the momenta r for large cample sizes tend to the moments about origin of the standardised variate, closed expressions can in this case be deduced. For small ard moderate sample sizes the Monte-Carlo Method has to be used.
Asymptotio properties of various estimators
If n --c, the estimators R tend to a 1 . 
where f(a)-the digamma function, which is tabulated, and
The asymptotic efficiency thus becomes +222 n.Asy~ff(a 1 2 )' g 2 /g+ g 4 /4g 2 -g 3 /9 1 9 2 -l/4/[ f(2a) _f,(0)2 (32) for a A 0.5. Table 3 , from which is seen that all the estimators R are more efficient than M and that R is the most efficient of them all. It shgld be noted that this conclusion is valid for a >O.5 only. For a < 0.5 the estimator M23 is more efficient then the estimator R. 
Means and variances of the estimators

Means, medians and modes of the estimators
The Monte-Carlo determined means R and M . , computed from the 10,000 values, are presented in Table 10 and 2 11, including also the values for aon 5.0 and 10.0.
It was found that the statistics R 1 2 , R and R12 and corresponding statistics with regard to M23 could Pth excelIent approximation be expressed as polynomials of the second degree in a Fitted values and corresponding equations are presented in Table   2 12 and 13.
The medians R 1 2 and the modes W 12 have been graphically evaluated from the distribution curves in Fig.l and the corresponding curves for n--5 and n-10. These values are also included in Table 12 .
Variances of the estimators R, 2 and M23-
The Monte-Carlo deterzined variances n. Var( H,) and n.Var(2), obtained by squaring the standard deviations and mItiplying the squares by n, are presented in Tables 14 and 15. if 5.4 Variances of the estimates a 1 2 and a 2 3 -On the condition that the estimate a is obtained by equating observed values of R, to the expcted value of R 1 2 , as indicated by equ. (27), the iariance of a is computed from the variance of R12 by use of equ.(29). Thi procedure is strictly correct for n-co, but an error will be introduced for finite sample sizes. Nevertheless, this method will be applied, and the result will be used as a measure of the variance.
From the equations in Tables 12 and 13 it follows that for n=a5 dF 1 2 /da-0.2835 + 0.42 8 0a
n. =5 d 2 3 /da. 1.o5o -.48o a n-10 dM 2 3 /da-2.094 -1.152a (39) n=20 dM 2 3 /da -2.830 -1.552a
+ By useof these formulae and equ.(29) the variances of a and a have been computed. The results are presented ii able 1V. It is of interest to note that for +a > 0.5 the variance of a 2 3 is always larger than that of a 1 2 "
It is obvious that this method of estimation will provGe +V estimates with negative bias of a 1 2 and positive bias of a2 but these biases will tend to zero with n. However, if a 2 large set of samples are used for computing RI2 and the mean of the values R is introduced into eq . (27),an unbiased estima-e will result.
The above-mentioned method of estimation is not the only one possible. It would be quite reasonable to equate the actual value of R12 to the median K12" The advantage of doing so would
8.
be that a correct median estimate will be obtained, that isthere would be 50% probability of having a value larger than and 50 % probability of having a value smaller than the true value of a. Most likely, the variance of this estimate will be a little larger, but the bias a little smaller than those of the preceding method.
A third alternative of estimat on would be to equate the actual value of R, to the mode R . Such an estimate could be called the most irobable estimati? To illustrate this statement by an example, suppose that from a sample of size n = 20 a value R 1 2 1.45 has been computed. Knowing nothing about the true value of a, it may be assumed that there is the same probability for all values of a between 0 and 1. (In many cases these will, for logical reasons, be the limits). Then it will be found from Table 6 that, the total number of R 2 being 7422, the probabilities of a value 1.45 coming from a iopulation with the shape parameter a will be for O a a 0.1, 0.3, 0.5, 0.7, 0.9 P -5.7 16.8 37.1 25.6 7.9 % The confidence limits of this estimate are easily set. Very likely, the variance of this estimate will be somewhat larger than those of the two preceding methods, but possibly the bias will be the least one.
It should be noted that the differences between the three methods will disappear with increasing sample size, since all the distributions are tending to the same normal distribution.
Efficiency of the estimates
In order to obtain the efficiency of the various estimates, the variance Vara has to be divided by the respective variances. The result thus reached is presented in Table 17 . It should be observed that the indicated values of the lower limit n.VarA is strictly valid for large sample sizes only, so another approximation has thereby been introduced. However, it is believed that the values will be sufficiently accurate for a comparison between the estimates, even if they do not give the real efficienoies, which may be better than indicated in the table.
Conclusions
An examination of the asymptotic properties of four estimators, three of them based on moments about the smallest sample value and one on central moments, has proved that for a -5 the first type of estimators is much more efficient than the second type, and that the estimator composed of the first and the second moment about smallest sample value is by far the most efficient one.
Encouraged by this result, an extensive Monte-Carlo study has been performed with the result that the same conclusion applies also to moderate and small sample sizes.
The computational work, when using any one of the moment estimators is considerably less than that required by the Maximum Likelihood Method, which, however, has the advantage of being more efficient. ... 
