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ABSTRACT
The analysis of log data generated by online educational sys-
tems is an important task for improving the systems, and
furthering our knowledge of how students learn. This paper
uses previously unseen log data from Edulab, the largest
provider of digital learning for mathematics in Denmark, to
analyse the sessions of its users, where 1.08 million student
sessions are extracted from a subset of their data. We pro-
pose to model students as a distribution of different underly-
ing student behaviours, where the sequence of actions from
each session belongs to an underlying student behaviour.
We model student behaviour as Markov chains, such that
a student is modelled as a distribution of Markov chains,
which are estimated using a modified k-means clustering
algorithm. The resulting Markov chains are readily inter-
pretable, and in a qualitative analysis around 125,000 stu-
dent sessions are identified as exhibiting unproductive stu-
dent behaviour. Based on our results this student represen-
tation is promising, especially for educational systems offer-
ing many different learning usages, and offers an alternative
to common approaches like modelling student behaviour as
a single Markov chain often done in the literature.
Keywords
Markov Chains, Sequence Modelling, Clustering
1. INTRODUCTIONANDRELATEDWORK
How students interact with educational systems is today an
important topic. Knowledge of how students interact with a
given system can give insight in how students learn, and di-
rections for the further development of the system based on
actual use. The interaction can be studied both by explicit
studies [7] directly observing student interaction in situ, or
by the use of log data collected automatically by the use of
the system as done in this paper.
Analysis of log data is often viewed as an unsupervised
clustering problem at the student level [4, 8]. Our work
takes another direction and focuses on the action sequence
level. For clustering sequences, Markov models are popular
as they provide a convenient way of modelling the transi-
tions and dependencies of the sequences [9]. For action se-
quence mining, both hidden and explicit models have been
used depending on the tested hypothesis, and on whether
the states are explicit or implicit. Beal et al. use hidden
Markov models for student prediction, assuming underly-
ing hidden states of engagement, which can be clustered [2].
Köck and Paramythis use explicit states for analysing prob-
lem solving activity sequences, as the states in this case are
explicit and therefore appear directly in the log [9].
The choice of clustering of the Markov models depends on
the application area. Klingler et al. did student mod-
elling by the use of explicit Markov chains, and the clus-
tering was done by different similarity measures defined on
the Markov chains themselves [8], e.g. euclidean distance
between transitional probabilities, or Jensen-Shannon Di-
vergence between the stationary probabilities of the chains.
When individual sequences are clustered, an underlying as-
sumption of the data coming from a mixture of Markov
chains has been used [10], where the individual chains rep-
resent the cluster centres, and the task is finding both the
chains and the mixing coefficients.
The work presented in this paper is using discrete Markov
chain models for action sequence analysis, on log data1 ac-
quired from the company Edulab. Edulab is the largest
provider of digital learning for mathematics in Denmark,
having 75% of all schools as customers, and receiving more
than 1 million student answers a day. Using a mixture of
Markov chains, we assume that each chain will represent a
prototype student behaviour. So the underlying assumption
in this work is that each student can be modelled as behav-
ing according to some underlying behaviour during each ses-
sion, and a student can then be seen as a distribution over
different behaviours. Edulab’s product offers many different
ways of learning mathematics, ranging from question-heavy
workloads to video and text lessons, and other activities de-
pending on whether the student is in class or at home. This
allows to model a student as "distributed" over different be-
haviours, in contrast to a single student behaviour model of
how the student usually interacts with the system.
We reason that mixture of Markov chains will allow for a
qualitative study of what type of behaviour each chain rep-
1The data is proprietary and not publicly available
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resents, and thus ultimately it can be used to show how a
student uses the educational system.
Mixtures of Markov models can be solved by the EM al-
gorithm, which however is notoriously slow to run for large
amounts of data, and only local optimal solutions are found
[6]. In this paper we need fast processing in order to anal-
yse the large amounts of data produced by Edulab, so we
simplify the assumptions on the underlying Markov chains,
which allows for a modified version of k-means clustering.
Initial cluster centres, representing underlying student be-
haviour, can be chosen by domain experts and then refined
through the clustering. However, since the true number of
underlying clusters is unknown, it is difficult for an expert
to predefine sensible cluster centres for a range of different
numbers of clusters. In this work we first perform simula-
tions to consider the effect of starting at the correct locations
versus adding noise to the correct location until the start-
ing points are completely random. Based on these results
clustering is done on the Edulab dataset, and a qualita-
tive analysis is performed on the resulting Markov chains.
This shows how students are distributed among the Markov
chains, and how unproductive system usage can be detected
using the Markov chains.
In summary the primary research questions this paper ad-
dresses are: 1) to what extent can students be modelled
as a distribution over underlying usage behaviours which is
changing across sessions, and 2) how this modelling leads
to insight in future improvements of the system for the pro-
ducers of educational systems.
2. DATA
The data used in this work is produced by matematikfes-
sor.dk, a Danish mathematics portal made by Edulab that
spans the curriculum for students aged 6 to 16. The web-
site offers both video and text lessons in combination with
exercises covering the whole curriculum, such that it can be
used as a primary tool for learning, and not only supplemen-
tary. Log data generated by the grade levels corresponding
to students of age 12 to 14 for the 2016 school year is used
(from August 2016 to February 2017). An action in this
system can either be watching a lesson, which contains ei-
ther a video or text description, or answering a question.
Lessons and questions both have a topic id, specifying the
general topic of the question or lesson. The data statistics
are summarized in Table 1. The lessons and questions can
be assigned as homework or done freely by the students (this
study does not differentiate between whether it is homework
or not). It should be noted that a lesson takes significantly
longer time doing than answering a question hence the lower
ratio of lessons, compared to other actions, in Table 1.
The logs do not contain information about when a session
is started or finished, so we define a session as a sequence of
actions, where the time between two actions is less than 15
minutes. A student has on average 12.5 sessions (standard
deviation of 13.3), and the histogram of the number of ac-
tions in each action sequence can be seen in Figure 1, where
sequence lengths larger than 200 have been removed from
the plot for the purpose of visualization. When a student
interacts with the system his actions are stored and seen as
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Figure 1: The distribution of action se-
quence lengths with lengths larger than 200
removed.
Number of sequences 1.08M
Number of actions 37.5M
Number of lessons 1.35M
Number of correctly answered questions 27.44M
Number of wrongly answered questions 8.71M
Table 1: Data statistics. The number of
lessons and question answers sum to the num-
ber of actions.
an action sequence, an example of one is:
Qrt11 , Qw
t2
2 , L
t1
3 , Qw
t3
4 , Qr
t1
5 , Qr
t1
6 , Qr
t1
7 (1)
Qr is a correctly answered question, Qw is an incorrectly
answered question, and L is a lesson. The subscript denotes
the action number in a temporal ordering, and the super-
script denotes the topic id, which is associated with each
lesson and question.
3. METHOD
Our method for action sequence clustering will be explained
in this section, and is based on modelling interactions with
the system as Markov chains. Our Markov chain model with
its transitions is shown in Figure 2. Our model consists of
8 states as will now be explained with their abbreviations
in parentheses. These abbreviations are used for visualizing
the resulting Markov chains from the clustering. The first
two are start (S) and end (E). The rest consists of three gen-
eral states: Doing a lesson (L), answering a question right
(Qr), or answering a question wrong (Qw). Each lesson and
question have an associated topic id, which might change
from action to action creating the last three states: doing
a lesson in another topic than the previous action (L_c),
answering a question right in another topic (Qr_c), and an-
swering a question wrong in another topic (Qw_c). If we
consider the sequence described in Equation 1, then that
would correspond to visiting the following states
S → Qr → Qw_c→ L_c→
Qw_c→ Qr_c→ Qr → Qr → E (2)
The pipeline for clustering has the following procedure.
1. For every session we extract a sequence of actionsA1, ..., An,
and each action sequence corresponds to a path in the
used Markov chain model.
2. Since the Markov chains are unknown, priors P1, ..., Pk
(which themselves are Markov chains) are generated at
random such that each edge shown in Figure 2 has a
transition probability taken uniformly at random from
0 and 1. Each random chain is normalized such that
each state’s outgoing transitional probabilities sum to
one. These priors function is the pendant to the usual
initial cluster centers, which most often are random
data points. Generating a Markov chain from a ran-
domly chosen point would however not work in our
case, since many zero valued transition probabilities
would occur.
3. Each action sequence is assigned to the prior which
was most likely to generate it, i.e.
argmax
1≤j≤k
(
m∏
i=1
pjbi−1,bi
)
(3)
where pjbi−1,bi is the transition probability from state
bi−1 to bi in prior Pj , m is the number of transitions
between states, and k is the number of priors.
4. After each action sequence has been associated with
a prior, then each prior is updated by generating the
Markov chain most probable given its associated ac-
tion sequences. This is done by counting the state
transitions in each sequence in a new Markov chain
model, and normalizing afterwards.
5. Points 3 and 4 are ideally reiterated until convergence,
i.e. no action sequence changes its associated prior.
However for computational reasons we stop iterating
after less than 5% of the sequences have changed their
assigned prior.
The clustering technique is very similar to ordinary k-means
clustering, with the major difference that the clustering is
not dependent on a similarity measure directly on the se-
quence, but dependent on the Markov chains generated by
the clustering. Comparing to ordinary k-means clustering,
the produced chains in each iteration are analogous to the
ordinary cluster center found by some mean. The mixture
model could also be estimated by the EM algorithm [1],
which has the benefit that sequences that do not belong to
a single clear cluster, i.e. that have multiple highly prob-
able chains, will weight in on all of them. This has the
downside that clusters take longer to be separated, and the
convergence is therefore slower. Under the assumption of
the chains being distinct, each sequence will mostly weight
on a single chain, and here the k-means clustering method
and EM algorithm will perform very similarly. For the data
from Edulab we assume most of the chains to be distinct,
Figure 2: Markov chain representing the
possible states and transitions. Note the tran-
sitions each way do not have to be equal.
but not necessarily all. In addition a very large number of
sequences will have to be clustered in the future when the
full dataset is used, and not restricted as done for this paper.
We are therefore mostly interested in how well the k-means
clustering approach performs as it is more computationally
feasible when the data size is increased.
The above procedure leaves two challenges: 1) How do we
know the resulting Markov chains are close to the real ones?
and 2) How to estimate the number of priors? We address
these points next.
The first point is dealt with using synthetic data, where k
random Markov chains are made, and each action sequence
is generated from one of those chosen uniformly at random.
In order to ensure a suitable length of the generated action
sequences, the ingoing probabilities to the end state are fixed
to allow for an average sequence length of 20. After gener-
ating the synthetic data, the most probable Markov chain
for each sequence is assigned as its label, and the goal in the
clustering is to be able to capture these clusters. Note, that
since each sequence is randomly generated using the chosen
Markov chain, then its most probable Markov chain might
not be the one generating it. To determine the ability to
capture the original clusters we consider the average purity
of the resulting clusters:
Averagepurity =
1
n
n∑
i=1
max1≤j≤k(|Cj ∩ Si|)
|Si| (4)
Where Si is an estimated cluster, Cj is the true cluster, n is
the number of clusters, and k is the number of true clusters.
An average purity of 1 represents that the method fully cap-
tures the original clusters. The underlying Markov chains
are unknown on real data, so increasingly noisy versions of
the underlying Markov chains are experimented with as pri-
ors, to show how the method is expected to perform under
real circumstances.
In the case of real data, the true underlying Markov chains
are unknown, so in this case the sum of the log likelihoods
is calculated for the sequences to their most probable prior:
sum of log likelihood =
n∑
i=1
log (L(si|P ∗i )) (5)
where si is an action sequence, P ∗i is the prior most likely to
generate action sequence si, and L(si|P ∗i ) is the likelihood
that P ∗i generates si.
The second point mentioned earlier, about estimating the
number of priors, can be solved using either the average pu-
rity in the synthetic case, or from the sum of log likelihoods
in the real case. The sum of log likelihoods as a function of k
will be monotonically increasing, but the slope will decrease
as k exceeds its true underlying value. Since the method
starts with randomly chosen priors, it is repeated a number
of times, and the solution with the largest log likelihood is
chosen for each value of k.
4. SIMULATED EXPERIMENTWITH
NOISY PRIORS
There are two approaches for estimating the Markov chains
for the Edulab data set. 1) The prior Markov chains can
be chosen by domain experts - by specifying common se-
quences we would expect to find in the data, and then refine
them during the clustering. 2) The second approach is as de-
scribed in the method section, starting with random chains,
and running k-means multiple times, and taking the clus-
tering which gives the highest sum of log likelihoods. To
measure how the method behaves as the initial priors are
increasingly noisy versions of the underlying Markov chains,
k-means is run with the priors chosen as:
Pi = (1− α)P ∗i + αPrand (6)
Where all P s are Markov chains represented by matrices of
transitional probabilities, and α is the noise parameter. Pi
is the ith prior, P ∗i is the ith underlying Markov chain used
when generating the synthetic data, and Prand is a random
Markov chain. The higher α, the more noisy the initial prior
is.
In Figure 3, we see how the average purity behaves as a
function of noise parameter α. The experiment is run for
k = 6, and 6 random chains are generated. The transition
probabilities to the end state are fixed at 0.05 for all states
for all chains to allow for sequences of average length 20.
50000 sequences are sampled uniformly from the 6 chains.
The modified k-means is then run with the priors varying
depending on α, and the experiments are run 10 times and
purity is the average over the 10 runs. First we note that
even with using the modified k-means algorithm and not
the EM algorithm the resulting average purities are quite
high. It is seen that even with α = 1 representing com-
pletely random priors, the reduction in purity is not too
large compared to starting with the same priors as the data
is generated from. Even starting with the same priors which
generated the data does not guarantee perfect purity, which
is expected as there are some sequences that are almost as
likely under multiple chains, so small differences in the data
determined Markov chains will move them from one chain
to another. Based on the above result we will not define
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Figure 3: Average purity as a function of
increasingly more noisy priors. A completely
random prior (1.0 on the x axis) is able to
perform well.
the priors by an expert, and instead let them be random.
This has the benefit of being more manageable than hand-
crafting specific priors for each choice of k, which would be
very difficult to do in a meaningful way when k is large.
5. REAL DATA EXPERIMENT
5.1 Choosing the number of clusters
The problem of determining the number of clusters is com-
mon for all unsupervised learning tasks. In this paper we
consider the sum of the log likelihoods for the action se-
quences. A common approach is the use of the "elbow"
heuristic, where the choice of k is chosen based on the slope
of the sum of log likelihoods function over k.
In order to argue that there is structure in the data, and that
the method is able to capture this structure, a randomized
experiment is made. The randomized experiment consists
of randomly permuting each sequence (but keeping the start
and end states), and seeing how the sum of log likelihoods
is affected by it. If there is no structure originally in the
sequences, then one can not expect it to perform better than
the permuted data.
In Figure 4 we see that the sums of log likelihoods are con-
siderably lower in the permuted data set, with only slightly
higher sum of log likelihoods when k = 20 compared to
k = 2 for the real data set. The action sequences therefore
have structure which the Markov chain captures, and it is
therefore not just random chains that the k-means clustering
produces. Since the chains capture some inherent structure
in the data, it is meaningful to analyse the individual chains
with regards to what user behaviour they capture.
There is not an obvious breaking point in the sum of log
likelihoods, but the increase before k = 6 is large, while the
increase for k > 10 is notably smaller, so a value of k between
6-10 is sensible. We will in the qualitative assessment of the
chains use k = 6.
2 4 6 8 10 12 14 16 18 20
k
−4.2
−4.0
−3.8
−3.6
−3.4
Su
m
 o
f l
og
 li
ke
lih
oo
ds
1e7 Sum of log likelihoods with varying k
Original data
Permutated data
Figure 4: Sum of likelihoods for the best
performing clusters for each k. Each experi-
ment is run 5 times for each k. The permuta-
tions of each sequence is done for each value
of k in each of the 5 times.
5.2 Qualitative assessment of Markov chains
This section will make qualitative assessments of what the
different resulting Markov chains represent with regards to
what type of user behaviour they capture. Even with six
chains there is some similarity between some chains, so in
this section we will focus on the three most distinct chains
shown in Figure 5. The thickness of the arrows is propor-
tional to the transitional probability for each state, except
the ending state. The transitional probabilities are sorted
and only drawn until 70% of the probability mass is cov-
ered. For the ending state, 70% of the incoming transitional
probabilities are drawn.
In general not all chains can be described as either being a
positive or negative usage of the system. Chain 2 captures
usage where most of the questions being answered are ei-
ther right or wrong, and there is very little mixing between
taking lessons and answering a question. Usage like this
could indicate an unproductive session for students, since
they are mostly getting all questions right or all questions
wrong, and research shows that students feel more intrin-
sic pleasure when the difficulty level is slightly challenging
[5] leading to more engaged sessions [3]. Similarly, watch-
ing lessons without engaging with the material via questions
leads to students not training the learned material, which is
important for the learning process.
Chain 6 can be described as a positive usage of the sys-
tem, as the most probable transitions lead to a question
being correctly answered, except for the two transitions in
the lessons. Generally students are focused on one topic at
a time.
Chain 4 has high transitional probability when switching be-
tween topics, so this could indicate a session with a primary
focus on repetition as the topic is varying, and students most
often answer questions from another topic than the watched
lessons.
Figure 5: Chains 2, 6, and 4 of the six chains.
The thickness of the arrows is proportional to
the transitional probability for each state, ex-
cept the ending state. The transitional prob-
abilities are sorted and only drawn until 70%
of the probability mass is covered. For the
ending state 70% of the incoming transitional
probabilities are drawn. State abbreviations
are explained in section 3.
Num. sequences Avg. sequence length
chain 1 295,792 34.81
chain 2 126,683 36.88
chain 3 198,736 26.79
chain 4 131,460 28.79
chain 5 194,174 36.12
chain 6 144,121 44.85
Table 2: The number of sequences and aver-
age length of sequences for each Markov chain
The distribution of the sessions over the chains can be seen
in Table 2.
The length of the sequences is varying, but no single chain
in general captures either the very short or very long se-
quences. Instead a combination of shorter and longer se-
quences is captured by each chain. The most common chain
can be seen in Fig 6. This chain is similar to chain 4 (Fig
5), but with more topic changes and more wrongly answered
questions when changing topics, which can be seen in the self
loop for Qw_c. Chain 4 is also shorter on average. As seen
in Table 2, generally all six chains contain a large amount
of sequences on average. This indicates that the system us-
age does indeed vary, and is not limited to all sequences of
the same length defining the same use of the system. If one
considers each user’s distribution of Markov chains, then on
average each user has 3.5 different types of sessions out of
6 with a standard deviation of 1.5. This supports the as-
sumption that a single Markov chain is not optimal for user
profiling for educational systems similar to the one generat-
ing our data, where there is a lot of user freedom in what
Figure 6: Chain 1, the most common chain.
State abbreviations are explained in section 3.
activities they engage in.
6. DISCUSSION AND CONCLUSION
In this work first order Markov chains have been used, but
it is generally known that the action sequences do not ful-
fil the Markov property of transition to a state only being
dependent on the previous state. No order of Markov chain
will completely capture the underlying transition between
states, as the usage is dependent on many external factors
which are unknown, but higher order chains would be able to
capture more complex dynamics in the usage. Even though
the Markov property is violated, Markov chains are still very
widely used in educational data mining [4, 8], and provide
a good tool for comparisons of action sequences across dif-
ferent lengths, focusing on the flow of actions taken. In
future work an interesting extension would be considering
time dependent Markov models, such that the transitional
probabilities are dependent on how long the states have been
unchanging. This would allow for more interpretative mod-
els, e.g. we could see when the probability of a session ending
gets high.
When inspecting the Markov chains produced by the cluster-
ing, chain number 2 indicated suboptimal or unproductive
usage of the system, where the students either experience
questions that are too easy or too hard, or never train what
they learn in the lessons. The chain has 126,683 sessions
in its cluster, and it is therefore a significant amount of
sessions where the learning outcome most likely could be
improved. Based on this it could be recommended to have
a few obligatory questions after a lesson to strongly encour-
age the student to use what they have just learned, and
detect negative spirals where the students are always wrong
by recommending lessons to help the student move forward.
Modelling the student as a distribution over Markov chains,
which can be considered usage patterns, results in a vector
representation of the individual students. This represen-
tation allows to apply standard techniques directly on the
student model, compared to working on more complex stu-
dent models. An example is the issue of drift in student be-
haviour over time, corresponding to some learning, or wider
cognititive development of the student. This problem has
also been considered in a similar context in [8], where dis-
tances between single Markov chains on a student level were
estimated. However, in our setting standard methods could
readily be used to detect this type of drift and potentially
alert the teacher.
The work presented shows a qualitative study of the pro-
posed student representation, and experiments using syn-
thetic data show that our methodology is able to capture
the underlying generative Markov chains very well, when
the number of chains has been estimated. A source for fu-
ture work will be using the student vectors in a predictive
task, such that quantitative measures can be acquired. An
interesting path would be using knowledge tracing methods
over the different session types, to see if there are any un-
expected differences between the knowledge acquired by the
student depending on the type of session - i.e. the kind of
Markov chain the session originates from.
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