This paper is devoted to proving the existence of the extremal solutions of a φ-Laplacian dynamic equation coupled with nonlinear boundary functional conditions that include as a particular case the Dirichlet and multipoint ones. We assume the existence of a pair of well-ordered lower and upper solutions.
Introduction
The method of lower and upper solutions is a very well-known tool used in the theory of ordinary and partial differential equations. It was introduced by Picard [14] and allows us to ensure the existence of at least one solution of the considered problem lying between a lower solution α and an upper solution β, such that α ≤ β. Combining these kinds of techniques with the monotone iterative ones (see [13] and references therein), one can deduce the existence of extremal solutions lying between the lower and the upper ones.
In recent years these techniques have been applied to difference equations [7, 9, 15] . So, existence results of suitable boundary value problems are obtained and the differences and the similarities between the discrete and the continuous problems are pointed out. For instance, in second-order ordinary differential equations, the existence of α ≤ β, a pair of well-ordered lower and upper solutions of the periodic problem, ensures the existence of at least one solution remaining in [α,β] . This result is true for the periodic discrete centered problem has at least one solution lying between a pair of well-ordered lower and upper solutions. This study has been continued in [5] for nth-order periodic boundary value problems, in [11] for antiperiodic dynamic equations, and in [1] for second-order dynamic equations with dependence of the nonlinear term on the first derivative. This paper is devoted to the study of the φ-Laplacian problem, which arises in the theory of radial solutions for the p-Laplacian equation (φ(x) = |x| p−2 x) on an annular domain (see [12] and references therein) and has been studied recently for differential equations (see, e.g., [6, 10] ) and also for difference equations [4, 8] . It can be treated in the framework of second-order equations with discontinuities on the spacial variables [10] .
First we study the existence results for the following boundary value problem:
We assume that the following conditions are fulfilled: It is clear that, by defining B 1 (x,η) = x − c 0 and B 2 (ξ, y) = y − c 1 , these functional conditions include as a particular case the Dirichlet conditions
The multipoint boundary value conditions are given by
with n,m ∈ N, a i ,b j ≥ 0 for all i = 1,...,n and j = 1,...,m, a < t 1 < ··· < t n ≤ σ 2 (b), and a ≤ s 1 < ··· < s m < σ 2 (b). Now, choosing two Δ-measurable sets J 0 ,J 1 ⊂ T and l,r ∈ N odd, it is possible to consider nonlinear boundary conditions as
In Section 2 we prove the existence of at least one solution of problem (1.3)-(1.5) lying between a lower solution α and an upper solution β, such that α ≤ β. Section 3 is devoted to warrant the existence of extremal solutions of problem (1.3)-(1.4) coupled in this case with the nonfunctional boundary condition
The exposed results improve the ones given in [2] when φ is the identity and the Dirichlet conditions are considered. In this case the regularity of the lower and the upper solutions is weakened, here corners in the graphs are allowed. Moreover they cover the existence results given in [4] for difference equations.
Before defining the concept of lower and upper solutions, we introduce the following notations:
ift is right-scattered,
(1.11) Definition 1.2. Let n ≥ 0 be given and let a = t 0 < t 1 < t 2 < ··· < t n < t n+1 = σ(b) be fixed. α ∈ C(T) is said to be a lower solution of problem (1.3)-(1.4) if the following properties hold.
(
) ∈ R satisfying the following inequality:
We look for solutions u of problem (1.3)-(1.5) belonging to the set
4 φ-Laplacian problems on time scales
Existence of solutions
In this section, provided that hypotheses (H 1 )-(H 3 ) are satisfied, we prove the existence of at least one solution in the sector [α,β] of the problem (1.3)-(1.5). First we construct a truncated problem as follows. Define p(t,x) = max{α(t),min{x,β(t)}} for all t ∈ T and x ∈ R. Thus, we consider the following modified problem:
Now, we prove the following three results for problem (2.1)-(2.3).
Proof. We will only see that α(t) ≤ u(t) for every t ∈ T. The case u(t) ≤ β(t) for all t ∈ T follows in a similar way. 
As a consequence,
which tells us that there exists i 0 ∈ {0, ...,n} such that s 0 ∈ (t i0 ,t i0+1 ).
In the case when s 0 is a right-dense point of T, we have that 
So, passing to the limit in s, from the regularity of α and u on (t i0 ,t i0+1 ), we conclude that If moreover s 0 is left-dense, the continuity of (α − u) Δ on (t i0 ,t i0+1 ) implies that there exists an interval V 0 ⊂ (t i0 ,s 0 ) such that
which contradicts the definition of s 0 . Finally, when s 0 is isolated, we know that
Thus, we get at the following contradiction:
Thus, using the monotone properties of B 2 and Lemma 2.1, we conclude
reaching a contradiction. An analogous argument proves that u(σ 2 (b)) + B 2 (u,u(σ 2 (b))) ≤ β(σ 2 (b)). In consequence, it is clear that condition (1.5) holds. In the same way we prove that (1.4) is verified. Now we prove the existence of at least one solution of the modified problem. 
Lemma 2.3. Let α and β be a lower solution and an upper solution, respectively, for problem (1.3)-(1.5) such that α ≤ β in T. If hypotheses (H 1 )-(H 3 ) are satisfied, then problem (2.1)-(2.3) has at least one solution.

Proof. Let T : C(T) → C(T) be defined for all t ∈ T as
Tu(t) = B * 2 (u) − σ(b) t φ −1 τ u − r a f s, p σ(s),u σ (s) Δs Δr,(2.
(u). (2.16) 6 φ-Laplacian problems on time scales It is not difficult to verify that u is a fixed point of T if and only if u is a solution of (2.1)-(2.3).
First, we see that operator T is well defined. Let u ∈ C(T) be fixed; we define the function g u : R → R as follows:
Since u is fixed, g u is a continuous and strictly increasing function on R.
Note that the continuity of f and the definition of p imply that there exists M > 0 independent of u ∈ C(T) such that
Since φ −1 is increasing, we have, for each x ∈ R, that
The functions g ± are continuous, strictly increasing and, since φ(R) = R, g ± (R) = R. So, we have that g u (R) = R for all u ∈ C(T), and then for each u ∈ C(T) there exists a unique τ u satisfying g u (τ u ) = B * 2 (u) − B * 
(u) which is equivalent to the fact that (2.16) is uniquely solvable for each u ∈ C(T).
Now call c(u)
± = (g ± ) −1 (B * 2 (u) − B * 1 (u)). From (2.19) we deduce that c(u) + ≤ τ u ≤ c(u) − ∀u ∈ C(T).
(u) is bounded in C(T) and (g
(2.21) Therefore (2.18) and (2.21) show that operator T is bounded in C(T). Now, we prove that it is continuous. Suppose u n → u in C(T). Let τ n be related to u n by (2.16) and τ u associated to u. Now we prove that lim n→∞ τ n = τ u .
By construction of τ n and τ u , we have From the fact that {τ n } is a bounded sequence in R, we conclude that there exists a subsequence {τ nk } converging to a real number γ = limsup{τ n }. Thus, from the continuity of φ −1 , p, and f , we have
and then
(2.25)
Since φ −1 is a strictly increasing function, we conclude that τ u = γ. Analogously, we verify that τ u = liminf {τ n }. Now, since is uniform on T. Now, by using the uniform continuity of φ −1 on compact intervals, we conclude that
Now we are going to prove that T(C(T)) is a relatively compact set in C(T).
Using (2.18), (2.21), and (H 2 ), we have that there exists Q > 0 such that
As a consequence, the set T(C(T)) is uniformly equicontinuous:
for all s,t ∈ T. Now, since T(C(T)) is bounded, the Ascoli-Arzelá theorem [3, Theorem IV.24] ensures that operator T is compact. Using the Tychonoff-Schauder fixed point theorem, see [2, Theorem 6 .49], we know that there is at least one fixed point of T; hence a solution of (2.1)-(2.3). 
Existence of extremal solutions
In this section we prove that the problem (1. As in the proof of Lemma 2.3, we can verify that the set
is bounded in the C(T κ )-norm. So S is closed, bounded, and uniformly equicontinuous. As a consequence, see [3, Theorem IV .24], we have that it is compact in C(T).
Therefore, defining, for t ∈ [a,b],
we have that, for each t 0 ∈ T, there is a function v * ∈ S such that
and v min is continuous in T. Now we prove that v min is a solution of (1.3), (1.4), (1.10) , showing that v min is a limit of some sequence of elements of S, that is, for every ε > 0, there exists v ∈ S such that
Fix ε > 0 arbitrarily. As S is an equicontinuous set and v min is a continuous function, there exists μ > 0 such that for t,s ∈ T with |t − s| < μ we have 
It is clear that
Denote β 0 (t) ≡ v a (t), where v a is a function of S that satisfies v a (a) = v min (a), and for i ∈ {1, ...,m} define
and define 10) and the function
Since function β m is a C 1 function except, at most, at the set 
