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Several authors have developed characterization theorems for the directed 
divergence or information gain. In this paper we develop a characterization 
theorem for the divergence, a measure associated with information gain and one 
which has found significant application n diverse areas of "pattern recognition." 
We present a new application to the analysis of information obtained from 
questionnaires. 
l. INTRODUCTION AND SUMMARY 
Consider two probability measures P and Q. A measure of directed ivergence 
(Kullback, 1959) or information gain (Renyi, 1961) is defined as 
The quantityI(2: l) is defined by interchanging P and Q. Here we assume P ~ Q 
and also Q ~ P. 
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The divergence J(P, Q) is defined as 
J(P, Q) = I(1 : 2) +1(2 : 1) 
d 
(1.2) 
where A is some conveniently selected ominating measure (i.e. P ~ h and 
Q ~ h). In the discrete case, h may be chosen as counting measure and (1.2) 
becomes 
__n 
P__i J(P, Q) -- ~ (Pi -- qO In 
i=1 q~ 
while (1.1) becomes 
I(1 : 2) = &Z Pi In P/ .  (1.3) 
i=1 qi 
One interpretation f/(1: 2) and ](P, Q) is as follows. Consider two competing 
hypotheses H 1 : P and H 2 : Q which specify the distribution of some random 
variable. Then/(1 :2) is the expected information in a single observation for 
discriminating in favor of hypothesis H1 against //2 (Kullback 1959). Corre- 
spondingly, 1(2: 1) is the expected information for discriminating in favor of 
of H 2 against H 1 . The divergence J(P, Q) is thus the expected information for 
discriminating between H 1 and H 2 . We present another interpretation of diver- 
gence in the application to questionnaire analysis in Section 3. 
There are several characterizations of (1.3) [Campbell (1970), Kannappan 
and Rathie (1971), and Kannappan (1972)]. There is even a book devoted to 
the subject [Aczel and Daroczy (1975)]. There has been a characterization 
of (1.2) under somewhat different criteria than what we use in this paper. 
[Kannappan and Ng (1978)]. However, the characterization f (1.2) has not 
previously received attention, despite its usefulness in a variety of applications 
[Tou and Gonzales (1974), Levine (1974)]. Such characterizations are useful 
since they allow the user to understand the exact nature of the assumptions 
being made when using a particular model. 
The object of this paper is to prove a characterization theorem for both the 
directed divergence (1.1) and the divergence (1.2) and show their connection. 
The assumptions are shown to be reasonable for determining question weights 
in questionnaire analysis and an application ismade to this problem of weighting 
questions. 
CHARACTERIZATION OF DIVERGENCE 3 
2. A CHARACTERIZATION THEOREM 
Suppose P and Q are two probability measures on f2 and we wish to measure 
their "distance". It will be convenient to work with the densities pa(x) and qz(x) 
relative to some dominating measure A, (i.e. P ~ A and Q ~ A). We shall assume 
throughout hat P ~ Q and Q ~ P, and the desired measure of "distance" 
shall be denoted Ja(P, Q)- 
Assumption 1. f(P, Q) takes the form J(P, Q) = f F(pa(x), q~(x)) Pa(x) A(dx) 
where F is a fixed, measurable function. Here A is a measure such that both 
P and Q are absolutely continuous relative to A while pa(x) and qz(x) are the 
corresponding densities. We also require that the integral Ja(P, Q) exists and 
is finite, and that its value is independent of this particular choice of A. 
We drop the subscript )t and refer simply to J(P, Q). The following additivity 
assumption is natural in many statistical situations. 
Assumption 2. Suppose P1, Q1 are probability measures on $21 and P2, Q2 
are probability measures on f2z. Let P1 × P2 and Q1 × Q~ denote the corre- 
sponding product measures on 01 × 12 3 . Then 
J(P, × P2 , Q1 × Q2) = J(P1, Q1) @ J(-P2, Q2). (2.1) 
The following theorem will yield a characterization of both the directed 
divergence, and the symmetric divergence in both the discrete and continuous 
cases. 
THEOREM 1. A measure J(P, Q) satisfies assumptions 1 and 2 if and only if 
it is of the form 
J(P, Q) = a I f ln ~ (x)P(dx) + a2 fin ~ (x)Q(dx) 
for some constants al and a2 • 
Proof. The suffieiency part of the theorem is clear. To prove the necessity 
we first note that assumption 1 implies that J is of the form 
(2.2) 
for some function g of a single variable. Indeed, taking/, = Q as a dominating 
measure, p. (x )  = p,(x)/q~(.) and q.(.) = 1 so  
qa(x) ' 
= f F(p~(x), q~(.)) p~(x) ~(&). 
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Thus  the function g(z)  -~ F(z ,  1) will suffice for (2.2). To  complete the proof of 
the theorem we must show that (2.2) together with assumption 2 implies 
g(z)  = ao(1 - -  z -1) 4- (a 1 4- a2z -1) In Z. 
Consider ~1 = £22 = {1, 2} and let 0 < u < 1 < v. Let/)1 = P~ have mass 
u(v - -  1)/(v - -  u) at 1 and mass v(1 - -  u)/(v - -  u) at 2. Further, let Q1 = Q2 
have mass (v - -  1)/(v - -  u) at 1 and (1 - -  u)/(v - -  u) at 2. We note that dPi /dQi  
equals u at 1 and equals v at 2 for i = 1 and 2. Calculating J (P i ,  Qi) yields 
. f (P i ,  Q~) -~ {u(v - -  1)/(v - -  u)}g(u) 4- {v(1 - -  u)/(v - -  u)}g(v) ( i=  1,2) (2.3) 
and similarly 
J (P~ × P2,  ~o~ × Q2) = ( u(vv ~-ul),)2g(u2) + 2uv(l(v-_u)(Vu) 2 - 1) g(uv) 
(v(1--u).) 2 
v - -  u g(v2)" (2.4) 
I f  we now make the change of variables h(z) = zg(z)  and combine (2.3) and 
(2.4) in (2.1) we obtain the new equation 
(v - -  1) 2 h(u ~) 4- 2(1 - -  u)(v - -  1) h(uv) 4- (1 - -  u) ~ h(v 2) 
= 2(v - -  u)i(v - -  1) h(u) 4- (1 - -  u) h(v)]. (2.5) 
To  transform (2.5) into a known functional equation, we let 
u = e -°:, v = eU, and ¢(z) = h(e ~) (2.6) 
which when substituted into (2.5) yields the equation 
(e~ - -  1)2¢(--2x) + 2(1 - -  e-X)(e v - -  1)¢(y  - -  x) + (1 - -  e-~)2 4(2y )
= 2(eU - -  e-~)[(e ~--  1)¢(- -x)  + (1 - -  e -s) ¢(y)].  (2.7) 
Here ¢ is defined for all real z and (2.7) holds for x > 0 and y > 0. We now note 
that (2.7) is of the form 
6 
¢(y  - -  x) = ~ ai(x ) bi(y) whenever x ,y  > 0. (2.8) 
i=l 
Now (2.8) is a known functional equation, and since ¢ is measurable it follows 
from Kemperman (t971 p. 283) or Aczel (1966 p. 199) that ¢ is necessarily an 
~-~6 ~ xJ ieCi x exponential polynomial with at most 6 terms. That  is ¢(x) = ~=1 ~i 
for some choice of a i , j i ,  i = l, 2,..., 6, with j i  nonnegative integers such that 
( J l  4- 1) ~. 6 and ci complex constants. 
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Thus 
6 
h(z) = ¢(ln z) = ~ aiz*'(ln z) J~. (2.9) 
i=1 
Moreover h is such that (2.5) must hold identically for all u > 0 and v > 0 
(by analytic continuation) since ¢ is analytic. 
Now substituting (2.9) into (2.5) we observe that zero and one are the only 
possible values for ji since otherwise the left hand side of (2.5) would contain 
terms involving (In u)r(ln v)* which are not on the right hand side of (2.5). 
We shall now show that the only values possible for ci are 0 or + 1. 
If we now substitute h(z )= hl(z ) + ha(z ) into (2.5) where ha(z ) = 
ao + alz + ~i>~ai zci and ha(z ) =b o lnz  + b lz lnz  + ~i>~bi za~lnz and 
equate the coefficients of v 2 ln u we obtain 2~i>2 biu 2a~ --2~]i>a bi ua* + 
2bau 3 -- 2b~u ~~ 0 for all u > 0. This is impossible unless bi = 0, i />  2 and 
hence d i = 0 or 1 are the only possibilities. Thus h2(z ) = (b o 4-blz ) In z. 
Similarly by equating coefficients of v a we obtain hl(z ) = ao(1 --  z). Now g can 
be written as g(z) = a0(1 -- z -1) + (a 1 + a2z -1) In z as desired. Substituting 
this g into (2.2) yields the result since the term a0(1 --  z -1) integrates to zero. 
COROLLARY 1. Suppose J(P, Q) satisfies assumptions 1 and 2 and additionally 
J(P, ~) = J(O, P). Then J(P, ~) is (up to a multiplicitive constant) the symmetric 
divergence, J(P, ~) = a, ~ ( pa(x) - qa(x)) In(pa(x)/qa(x)) h(dx). 
We may also characterize directed divergence by making a non-symmetry 
condition. 
COROLLARY 2. Suppose J(P, Q) satisfies assumptions 1 and 2 and additionally 
satisfies the "recursivity condition" f(P, ~) = J(P', ~') - / (p l  + p2) J(P", ~") 
for P and ~ discrete, where P = (P l ,  P2 .... , P~), ~ = (ql, q2,..., q~), 
P' = ( Pl + P2, Pa .... , P~), Q' = (ql + qa, qa ,..., q~), e" = ( P~/( P~ + Pa), 
P2/( Pl + Pa)) and Q" -- (q~/(q~ + qa), q~/(ql + qz)). Then f(P, Q) is the directed 
divergence ](e, Q) = al f p(x) ln( p(x)/q(x)) a(dx). 
It should be remarked that Kannappan and Rathie (1973) use this recursivity 
condition together with other assumptions to characterize divergence. We 
may also note other characterizations of directed divergence are possible by 
adding different non-symmetry assumptions sufficient o imply a a = 0. 
3. JUSTIFICATION OF THE ASSUMPTIONS AND AN APPLICATION 
TO QUEST IONNAIRE  2~kNALYSIS 
It was a statistical problem which first led us to investigate measures satisfying 
assumptions 1 and 2, and hence we shall justify them in terms of this statistical 
problem. 
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A screening questionnaire is one designed to classify a respondent into one 
of two pre-determined groups; e.g., a "mental stress" questionnaire might be 
given to a respondent to decide whether he were "psychotic" or "normal". 
A basic issue associated with such questionnaires i the determination of 
which questions are important in distinguishing between two such groups and 
which questions can be eliminated without significantly increasing the pro- 
bability of misclassification. A standard method is to test the questionnaire on 
known populations and to eliminate those questions which do not appear to 
distuiguish between them. Unfortunately it is not always clear whether or not 
a question is distinguishing the groups. For example, suppose a question has 
four possible responses. Let Pi ,  qi, i ~ 1, 2, 3, 4, represent the proportions of 
group 1 and group 2 respondents respectively giving response i. Suppose 
Pi ~0.25 ,  each i, while ql =0.1 ,  q2 =0.25 ,  q~ ~0.05 ,  q~ =0.6 .  Is this 
question distinguishing the groups or not ? To settle this matter we need to 
develop a rational framework which will yield a question weight consistent with 
the ability of the question to distinguish the two groups. I f  the weight is too 
low, the question does not distinguish the groups and we eliminate it from the 
questionnaire. 
Levine (1974) applied (without the theoretical justification presented below) 
the divergence as a measure of question weight. He noted for his particular 
application that eliminating questions with "low" weight did not significantly 
increase the probability of misclassifying a respondent. In what follows we 
apply Theorem 1 to develop a justification for using the divergence as a question 
"weight". 
To justify assumption 1, we shall let P = (p l  ,...,P~) denote the response 
probabilities of group 1 respondents to a question with n responses, and 
Q ~ (ql ..... q~) the corresponding roup 2 probabilities. We want our measure 
J to satisfy 
(I) The ordering of the answers to a particular question does not affect 
the measure jr, i.e., if ~ is any permutation of {1, 2,..., n}, then J((pl , . . . ,  P~), 
(ql ,..-, q~)) = J((p~(l) ,..., p~(~)), (q~(l~ ,..., q~(~))). 
(II) Adding a new answer which neither group uses should not change 
the measure, i.e., 
j ( (p~ , . . . ,p , ) ,  (q~ .... , q,)) = j ( (p~ .... ,p,~, o), q~ ,..., q , ,  o)). 
(I I I)  I f  we collapse two answers together into a single answer (for statistical 
or computational purposes this is often necessary), then the change in the 
measure depends only upon the response probabilities of the particular answers 
involved, i.e., there is some function 3 so that 
J((p~, p2 ..... P,), (q~, q2 ,..., q,d) 
- j ( (p~ + p~ ,p ,  ..... p . ) ,  (q~ + q~ .... , q.)) = 8(p~ ,p~,  q~, ~).  
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At this point it is instructive to recall the following theorem of Ng (1974). 
THEOREM 2. 
such that 
I f  f satisfies (I), OIL and (III), then there exists a Junction h 
J ( (p l  ,..., p , ) ,  (ql ..... q , ) )  = ).. h (p ,  , q,) 
i=1 
for every pair P = (Pa ..... p,) and Q-  (q~ .... , q,) of discrete probability 
measures .  
We notice that if we let F( Pi, qi) = h( Pi, qi)/Pi then F satisfies assumption I 
in the discrete case. Thus assumptions (I), (II), ( I I I)  lead naturally to assumption 
1 in the discrete situation. In the continuous case we must specify a dominating 
measure, and clearly it is preferable to have the measure J not depend upon the 
particular choice of dominating measure. 
Assumption 2 is the crucial assumption, and it is quite natural for question 
weighting. Suppose we combine two questions together which are independent. 
Since the joint probability measure obtained from two independent measures 
is a product measure, assumption 2 merely states the new question weight 
J(P~ × Pz , Q~ × Qz) should be the sum J(P1, QI) 4- J(P2 , Q2) of the old 
component question weights. For example suppose you combined the question 
"Do you watch movies on television ?" (a) yes D, (b) no [] with the question 
"Do you watch the news on television ?" (a) yes [~, (b) no []. You would obtain 
the new question "Do you watch on television (a) news and movies, (b) news 
but not movies, (c) movies but not news, (d) neither movies nor news. This 
new question contains all the information in the previous two and hence should 
be weighted as the sum of the weights of the previous questions. 
We, of course, would like the weight not to depend upon which group is 
labeled as 1 and which group is labeled as 2, so we assume J(P, Q) =- J(Q, P). 
By the corollary to the characterization theorem this forces us to take the 
divergence J(P, Q)= ~i~=1 (p i -  qi)lnpi/qi as the only measure satisfying 
these properties, and the weight f(P, Q) may be interpreted as the "discrimi- 
natory power" of the question, or the expected amount of information in a 
question for distinguishing between group one and group two individuals. 
I f  the exact values ofpi and qi for a question are unknown, one may administer 
the questionnaire to known samples from groups 1 and 2 and estimate p~ and ql 
by their maximum likelihood estimates. The statistical properties of this estimate 
and its usefulness in questionnaire analysis shall be discussed in a subsequent 
paper. Here we wish only to remark that the divergence J(P, Q) yields a 
very convenient and natural quantitative measure of question discriminatory 
power. 
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