Estimating the size of stigmatized, hidden, or hard-to-reach populations is a major problem in epidemiology, demography, and public health research. Capture-recapture and multiplier methods have become standard tools for inference of hidden population sizes, but they require independent random sampling of target population members, which is rarely possible. Respondent-driven sampling (RDS) is a survey method for hidden populations that relies on social link tracing. The RDS recruitment process is designed to spread through the social network connecting members of the target population. In this paper, we show how to use network data revealed by RDS to estimate hidden population size. The key insight is that the recruitment chain, timing of recruitments, and network degrees of recruited subjects provide information about the number of individuals belonging to the target population who are not yet in the sample. We use a computationally efficient Bayesian method to integrate over the missing edges in the subgraph of recruited individuals. We validate the method using simulated data and apply the technique to estimate the number of people who inject drugs in St. Petersburg, Russia.
1 Introduction (Killworth et al. 1998 , Bernard et al. 2010 ). The proportion of respondents' contacts who are members of the target population is assumed to be equal to the population proportion.
Multiplying this proportion by the known general population size produces an estimate of the target population size. The network scale-up method has been successfully used to estimate the size of groups at risk of HIV infection, including men who have sex with men, injection drug users, and sex workers (Kadushin et al. 2006 , Salganik et al. 2011 , Ezoe et al. 2012 , Shokoohi et al. 2012 , Guo et al. 2013 ). The method is appealing because researchers do not need access to the hidden population, but its validity relies on subjects' knowledge of their contacts' membership in the target population (Killworth et al. 1998) .
Sometimes membership in the target population is obscured from non-members (Shelley et al. 1995 (Shelley et al. , 2006 , or groups within the general population may have different probabilities of ties to the target population (Snidero et al. 2004 , Zheng et al. 2006 , McCormick et al. 2010 , Feehan & Salganik 2014 ).
Respondent-driven sampling (RDS) is a widely used procedure for recruiting members of hard-to-reach populations for surveys and interventions that relies on participants to recruit other subjects (Heckathorn 1997 , Broadhead et al. 1998 . Beginning with an initial group of participants called "seeds", subjects are interviewed and given a reward for participation.
Subjects then receive a small number of "coupons" that they can use to recruit other eligible subjects. Each coupon is marked with a unique ID traceable back to the recruiter.
Subjects recruit others into the study by giving them a coupon that they "redeem" by enrolling in the study. When a new subject enrolls and is interviewed, their recruiter receives a reward. In this way, the RDS recruitment process is designed to spread through the social network of the hidden population. One common feature of all RDS surveys is that researchers assess each subject's network degree, the number of other members of the target population the subject knows. Because of privacy restrictions, subjects typically do not provide identifying information about members of their social network. Most statistical work on RDS has focused on estimators for population means (Salganik & Heckathorn 2004 , Volz & Heckathorn 2008 , Gile 2011 . Does RDS reveal information about the size of the target population? Just as in snowball sampling and the network scale-up method, subjects report how many members of the target population they know. Unlike network scale-up surveys, only members of the target population are recruited to participate in an RDS study. In contrast to snowball sampling, not all social contacts of the subject are surveyed: in RDS the subjects decide which of their contacts to recruit. Despite these limitations, Paz-Bailey et al. (2011) use RDS to perform the recapture step of a capture-recapture experiment, even though recruited individuals are not sampled uniformly at random from the target population Berchenko & Frost (see, e.g. 2011, for commentary) . Recently Handcock, Gile & Mar (2014) , Handcock et al. (2015) proposed a population size estimator for RDS based on ideas from without-replacement sampling proportional to size (Bickel et al. 1992 , Gile 2011 . Their successive sampling size (SS-size) estimator depends only on the time-ordered sequence of observed network degrees in the RDS sample. By assuming that RDS is a sampling mechanism that recruits individuals without replacement and with probability proportional to their network degree, Handcock, Gile & Mar (2014) and Handcock et al. (2015) reason that the average degrees of recruited individuals should decrease monotonically with the number of recruited subjects.
The rate of this decrease is believed to reveal information about the size of the population via early depletion of high-degree individuals. The RDS Analyst software implements the SS-size method (Handcock, Fellows & Gile 2014) .
In this paper, we take a network-based approach to population size estimation from RDS, based on the intuition behind the snowball sampling estimator and the network scale-up method. The key insight is that the RDS recruitment chain, timing of recruitments, and the degrees of recruited subjects provide information about the number of links between sampled and unsampled population members, and hence the total population size. We first describe the graphical structure of data obtained from RDS, including the recruitment graph and recruitment-induced subgraph. The unobserved portions of the recruitment-induced subgraph are treated as missing data. We describe a Bayesian framework for marginalizing over the missing edges in the recruitment-induced subgraph to estimate population size. The method relies only on data traditionally obtained by RDS and does not require a change to current RDS recruitment protocol, nor a separate survey of subjects who are not members of the target population. The computational burden of the inference procedure scales with the sample size, not the total hidden population size. Figure 1 : Illustration of the observed data in RDS surveys. At right, the recruitment graph G R is shown overlaid on the population graph G. Vertex 1 is a seed, and an arrow from i to j indicates that i recruited j. Several vertices in G remain unsampled. Researchers conducting an RDS study observe neither G nor the induced subgraph of the sampled vertices. Next the observed data are shown: the adjacency matrix of the recruitment graph G R , the vector of degrees d, the vector of recruitment times t, and the coupon matrix C. The numbered rows and columns correspond to the sampled vertices, numbered in the order of their recruitment. This figure is adapted from Crawford (2014) .
We validate the proposed technique using simulated data and apply the method to estimate the number of injection drug users in St. Petersburg, Russia.
The graphical structure of RDS data
In this section, we outline the observed data in typical RDS surveys of hidden populations, drawn from the definitions given by Crawford (2014) . Suppose that the hidden population social network is G = (V, E), where |V | = N is the size of the target population and G contains no self-loops or parallel edges. A vertex in G is recruited if it is known to the study. A recruited vertex cannot be recruited again.
where V R ⊂ V is the set of n sampled vertices and a directed edge {i, j} ∈ E R indicates that i recruited j.
Since subjects cannot be recruited more than once, G R is acyclic.
Definition 2 (Degree). A vertex's degree is the number of edges incident to it that connect to vertices in the hidden population graph G.
Definition 3 (Recruitment-induced subgraph). The recruitment-induced subgraph is an undirected graph G S = (V S , E S ), where V S = V R consists of n sampled vertices, and {i, j} ∈ E S if and only if i ∈ V S , j ∈ V S , and {i, j} ∈ E.
Let d be the time-ordered n × 1 vector of subjects' degrees in the order they were recruited into the study and let t = (t 1 , . . . , t n ) be the n × 1 vector of recruitment times, where
Definition 4 (Coupon matrix). Let C be the n × n coupon matrix whose element C ij is 1 if subject i has at least one coupon just before the jth recruitment event, and zero otherwise.
The rows and columns of C are ordered by subjects' recruitment time.
The observed data from the RDS recruitment process is Y = (G R , d, t, C). Figure 1 illustrates the observed data and their relationship to the unobserved population graph G.
Since the recruitment graph G R does not contain any edges along which a recruitment event did not take place, the recruitment-induced subgraph G S is not fully observed. However, the observed degrees d and the edges in the recruitment graph G R place restrictions on the number of non-recruitment edges that can connect vertices in V S , and it is intuitively clear that an estimate G S of G S must adhere to certain compatibility conditions. Definition 5 (Compatibility). An estimated subgraph G S = ( V S , E S ) is compatible with the observed data (G R , d) if the following conditions are met: 1. the vertices in the estimated subgraph are identical to the set of recruited vertices: v ∈ V S if and only if v ∈ V R ; 2. all directed recruitment edges are represented as undirected edges: for all (i, j) ∈ E R , {i, j} ∈ E S ; 3. the number of edges in G S belonging to each sampled vertex does not exceed the vertex's degree:
These compatibility conditions provide topological constraints on the structure of G S .
Inference for the population size
In this section, we construct a probability model by which the observed data Y = (G R , d, t, C) in an RDS survey are linked to the number of vertices N in the target population. Figure 2: Illustration of population size estimation task using the graphical structure of data obtained by RDS. We seek the number of vertices N in the graph G = (V, E). The observed recruitment graph G R is shown at left. Each vertex is augmented with the number of pendant edges implied by its degree. RDS data do not directly reveal which of these pendant edges connect to observed vertices, and which connect to unobserved vertices. At right, the recruitment-induced subgraph G S has been reconstructed, revealing the number of edges that connect to unsampled vertices at each step of the recruitment process. Section 3.1 provides a derivation of the likelihood of N given G S .
illustrates the problem of estimating the number of vertices N in G from the recruitmentinduced subgraph G S . First we show that if the recruitment-induced subgraph G S is known, a simple statistic -the number of pendant edges connecting each sampled vertex to unsampled vertices at the moment of recruitment -can be used to derive the likelihood of N conditional on G S . Next, we appeal to results by Crawford (2014) giving the likelihood of the recruitment-induced subgraph G S and a per-edge recruitment rate parameter λ. Our strategy is to marginalize over G S and λ to arrive at the posterior distribution of N .
Likelihood of N given G S under the Erdős-Rényi model
We first state some assumptions about the social network connecting members of the hidden population and the RDS recruitment process on this network.
Assumption 1 (Existence of a network). The target population social network is a finite graph G = (V, E) with no parallel edges or self-loops.
Network-based methods for population inference must make homogeneity assumptions to ensure that a sub-sample of the network can be used to make inference about the total network. In the Erdős-Rényi random graph model, each edge between vertices is formed independently with probability p (Erdős & Rényi 1959 . Let G ∼ G(N, p) denote an Erdős-Rényi random graph. The degree d i of a vertex i has distribution
where N = |V |. The likelihood of a particular graph G depends only on the number of edges |E|,
The Erdős-Rényi random graph model formalizes the notion of independent and identically distributed (with probability p) formation of reciprocal social ties between individuals in a finite population. While the Erdős-Rényi model is believed to be a poor generative model for non-hidden social networks (Watts & Strogatz 1998 , Robins et al. 2001 , very little is known about the structure of contacts between members of highly stigmatized or criminalized populations. The Erdős-Rényi model has proven to be empirically very useful for estimating hidden population sizes: both the snowball sampling estimator (Frank & Snijders 1994) and the network scale-up estimator Killworth et al. (1998) rely on equivalent network homogeneity assumptions. The real-world usefulness of the Erdős-Rényi model for hidden population size estimation suggests that an approximate relationship between individual degrees and the population size N like (1) may hold in some real-world populations.
We now specify the distribution of the hidden population graph.
Assumption 2 (Network model). The target population graph has Erdős-Rényi distribu-
The likelihood of G S conditional on G R and d under the Erdős-Rényi model depends on assumptions about the dynamics of the RDS recruitment process. But there is significant disagreement about how to model the recruitment process (Salganik & Heckathorn 2004 , Gile & Handcock 2010 , Gile 2011 , Berchenko et al. 2013 , Crawford 2014 , Malmros et al. 2014 . We therefore make a simple assumption that permits calculation of the distribution of a statistic of G S under Assumption 2. Call a vertex a recruiter if it has at least one coupon and shares an edge with an unrecruited vertex. Call a vertex susceptible to recruitment if it has not yet been recruited and shares an edge with a recruiter.
Assumption 3 (RDS sampling probabilities). The next recruited vertex is chosen from among all susceptible vertices with probability that depends only on the edges it shares with recruiters. The edges connecting the newly recruited vertex to other unrecruited vertices do not affect its probability of being recruited.
Assumption 3 provides a connection between the recruitment probability for each vertex and the structure of the network.
Under Assumptions 2 and 3, the recruitment-induced subgraph G S is not an Erdős-Rényi graph because new vertices may not be chosen uniformly at random from the set of unrecruited vertices. However, since recruitment probability does not depend on edges not connected to active recruiters, it does not depend on edges connecting unrecruited vertices to other unrecruited vertices in particular. This intuition yields a suitable probability model linking the subgraph G S to the population size N . Suppose G S is known and let d u i be the number of edges belonging to vertex i that connect to unknown vertices at the moment i is recruited (recall that the indices i are ordered by the time of entry into the study),
Then by independence of edges in the Erdős-Rényi model, 
where d u i is calculated from G S and d via (3).
Likelihood of G S
The likelihood (5) permits estimation of N , conditional on observation of the recruitmentinduced subgraph G S . However, G S is not directly revealed by the observed data Y.
is sufficient for N and p, but the graphical structure of G S induces complex combinatorial dependencies in the elements of d u , and the marginal probability distribution of d u cannot be represented in a simple way. We therefore seek a probability model for G S given Y, and marginalize over the unobserved portion of this graph with respect to this model. The compatibility conditions given in Definition 5 place strong restrictions on the structure and density of G S . Let C(G R , d) denote the set of all recruitment-induced subgraphs that are compatible with the observed data G R and d.
The least restrictive option is to marginalize over G S with respect to the uniform distri-
) and zero otherwise. However, the uniform distribution over C(G R , d) does not give rise to the uniform distribution over |E S |, and most subgraphs in C(G R , d) have far more edges than the true subgraph G S .
The result is that the uniform distribution over subgraphs G S results in a highly informative distribution over d u that does not place most of its mass near the true value of d u .
Alternatively, we could place a prior distribution over the number of edges
) and zero otherwise. Choosing γ > 0 penalizes dense subgraphs, and all subgraphs with a given number of edges have the same probability under this model.
A more sophisticated marginalizing distribution can be derived from the time series of recruitment events. By making assumptions about the time dynamics of the recruitment process on G S , we can calculate the likelihood of the observed recruitment times t conditional on G S to develop a probability model for G S . The recruitment model depends on the following assumptions, drawn directly from Crawford (2014) .
Assumption 4. Vertices become recruiters immediately upon entering the study and receiving one or more coupons. They remain recruiters until their coupons or susceptible neighbors are depleted, whichever happens first.
Call an edge in G susceptible if it links a recruiter and a susceptible vertex.
Assumption 5. When a susceptible neighbor j of a recruiter i is recruited by any recruiter, the edge connecting i and j is immediately no longer susceptible.
Assumption 6 (Exponential waiting times). The time to recruitment along an edge connecting a recruiter to a susceptible neighbor has exponential distribution with rate λ, independent of the identity of the recruiter, neighbor, and all other waiting times.
Assumptions 4-6 are consistent with Assumption 3 (for proof, see Propositions 1 and 2 of Crawford 2014).
The likelihood of the recruitment time series on a fixed graph can be computed under this model. Let w = (0, t 1 −0, t 2 −t 1 , . . . , t n −t n−1 ) be the vector of inter-recruitment waiting times. Let A be the adjacency matrix of G S , where the rows and columns of A correspond to vertices in the order of their recruitment into the study. Let u be the n × 1 vector whose ith element is the number of pendant edges emanating from i to unsampled vertices,
Then the joint likelihood of G S and the waiting time parameter λ is given by
where
and M is the set of seeds (Crawford 2014) . Information from the subgraph G S enters the likelihood through the vector s, the number of susceptible vertices just before each recruitment event.
Posterior distribution of N
We now combine the likelihood expressions (5) and (6) with prior information to formulate λ|Y) . Assume N , p, G S , and λ are a priori independent with prior distributions
, and π(λ) respectively. The posterior distribution of N is obtained by marginalizing over compatible subgraphs, p, and λ,
where the sum is over compatible subgraphs
Then integrating analytically over p and λ in (8), the posterior distribution of N becomes
where B(·, ·) is the Beta function and
and s are computed using G S . A derivation of (9) is given the Supplementary Materials. 
When c > 2 the prior mean exists, and when c > 3 the prior variance exists. However, researchers may prefer not to specify a strongly informative prior for N , and c = 1 is a popular choice (Draper & Guttman 1971 , Raftery 1988 .
Unfortunately the posterior distribution Pr(N |Y) may not behave well for some values of c: Kahn (1987) warns that estimates based on the beta-binomial distribution can have undesirable properties under some priors π(N ). In the Supplementary Materials, we show that the posterior mass function (8) is a proper probability distribution when α + c > 1; when α + c > 2 the posterior mean is finite, and when α + c > 3 the posterior variance is finite. When posterior moments of interest do not exist, it may be tempting to posit N max , the largest permissible estimate of N , and letting
But since the posterior moments for unbounded N are undefined, their estimates under the truncated prior depend acutely on the choice of N max and are less influenced by the observed data (Kahn 1987) . We therefore consider below specifications of π(N ) such that the prior has infinite support, the posterior is proper, and at least the first two moments exist. While this inevitably results in a more informative set of priors, it seems a small price to pay for finite posterior mean and variance.
Monte Carlo sampling
The posterior distribution (8) is obtained by marginalizing over compatible subgraphs G S . Under the compatibility conditions in Definition 5, this sum cannot be performed analytically and the distribution of N conditional on G S does not have a standard form.
We therefore resort to Gibbs sampling: first we sample G S conditional on N , then sample N conditional on G S . Sampling G S is remarkably efficient because update expressions are available for the statistic s in the likelihood (6), making the matrix multiplications in (7) unnecessary. Integration over compatible subgraphs G S is accomplished by proposing changes to the connectivity of G S , then using a Metropolis-Hastings step to accept or reject the proposal. Sampling N given G S relies on a close approximation to the conditional distribution. The Supplementary Materials provide a comprehensive description of the Gibbs sampling routine.
Validation using simulated data
We performed simulations to validate the proposed method for population size estimation from RDS data under the model outlined in Section 3. First, we simulate an Erdős-Rényi population network G = (V, E) with |V | = N = 1000, 5000, and 10000, p = 5/N , 10/N , and 15/N . Conditional on the simulated population graph, we simulate the RDS recruitment process under typical real-world study conditions with n = 500 recruitments starting from |M | = 10 seeds, and three coupons per recruit using the model described by Crawford (2014) . From the simulated recruitment data, we extract Y = (G R , d, t, C) and estimate the posterior distribution of N given Y outlined above.
We employ weakly informative priors for the unknown parameters. We assign to N the vague improper prior distribution π(N ) ∝ N −1 . For the edge density p we assign p ∼ Beta(α, β), with α > 2 and β = α(1 − p true )/p true , where p true is the true value of p.
This specification ensures that the posterior distribution of N has finite second moment and the prior expectation of p is equal to p true . To evaluate the sensitivity of posterior estimates to variation in the prior parameters, we set α = 3, 10, and 20; we set the prior variance for λ to v λ = 1, since simulation results appear to be insensitive to the prior variance for For each parameter combination, we simulated 100 independent networks and RDS datasets, and for each dataset, we estimate N via its posterior mean. Table 1 While it seems from Table 1 that some bias is present when α = 3, it is encouraging that relatively weak prior assumptions can still give rise to reasonable estimates.
5 Application: how many people inject drugs in St. Petersburg?
The Russian Federation has experienced simultaneous epidemics of drug abuse and HIV infection since the mid-1990s, and HIV prevalence is highest among people who inject drugs (PWID) (Abdala et al. 2003 , Rhodes et al. 2004 , World Health Organization 2005 , Pokrovsky et al. 2010 , UNAIDS 2010a . Drug possession in Russia can result in serious legal penalties, including incarceration, loss of employment, and revocation of driving privileges.
HIV-positive people in Russia are often subject to strong social stigma and may lack access to treatment and education resources (Balabanova et al. 2006 , Sarang et al. 2012 , Burke et al. 2015 . In St. Petersburg, Russia, HIV incidence and prevalence are high among PWID , and researchers have found that many PWID do not have ready access to HIV testing and are not aware of their HIV status (Niccolai et al. 2010) . PWID in Russia often obtain drugs through local social networks connecting drug dealers and buyers , Cepeda et al. 2011 . The social nature of the drug scene in St. Petersburg creates problems for public health and epidemiological research on PWID (also called injection drug users -IDUs): "Such a structure makes it difficult to recruit through outreach and easier to recruit by allowing IDUs to penetrate their own network of contacts" (Shaboltas et al. 2006, page 662) . PWID in St. Petersburg therefore constitute an epidemiologically important hidden population, connected by a social network, for which random sampling is impossible.
Knowledge of the size of the PWID population in St. Petersburg would substantially illuminate the number of people at risk for HIV infection, and could help determine the scale and scope of education, treatment, and intervention programs in that community.
To estimate the number N of PWID in St. Petersburg, Heimer & White (2010) Table 1 : Simulation results with RDS sample size n = 500, |M | = 10 seeds, λ = 1, and three coupons per subject. The true value N , the expected degree N p, and prior parameter α are shown for each set of 100 simulations. We report the average posterior mean, average posterior SD, and relative bias. Posterior means of N exhibit low (but mostly positive) bias, with higher SD, as the true population size increases. Estimates are most accurate when prior information about p is strong, and α is large.
frequency, and other sources of information to obtainN = 83118 ± 5799. Given that nearly all epidemiological research on PWID in St. Petersburg uses RDS to recruit participants, a method for estimating population size directly from RDS data would be particularly useful.
We analyze data from an RDS study of PWID in St. Petersburg performed during 2012-2013. Researchers recruited n = 813 PWID using 17 seeds and conducted interviews to gauge perceived barriers to use of HIV prevention and treatment services. While the study was not intended to be used for population size estimation, its size and adherence to the traditional RDS recruitment protocol outlined by Heckathorn (1997) make it an appealing opportunity for population size estimation. Crawford (2014) shows the observed data Y = (G R , d, t, C) from this study and describes the recruitment procedure in detail.
We investigate estimation of N under the vague prior π(N ) ∝ N −1 , λ ∼ Gamma(η = 1, ξ = 1), and several specifications for π(p), indexed by the parameters α and β. To find a suitable prior for p that takes into account both the previous population size estimate of Heimer & White (2010) and the requirement that the first two moments of the posterior distribution exist, we adopt an empirical Bayes approach. In the Supplementary Materials, we describe a method for prior elicitation using a lower bound for p, given a prior estimatê N of N . For the St. Petersburg data, we find that this bound isp lo = 1.26 × 10 −5 . We fix different values of α > 3 and choose β > 0 such that Pr(p > p lo |α, β) = 0.99 under the Beta distribution for p. We consider α = 3.1, 4, 5, 6, 7, and 8. As before, we set We also analyze the St. Petersburg data using the SS-size method described by Handcock, Gile & Mar (2014) and Handcock et al. (2015) . Results are shown in Table 1 Gile (2011), Handcock, Gile & Mar (2014) , Handcock et al. (2015) , and Gile et al. (2015) argue that degrees of subjects recruited by RDS should decrease as the sample accrues.
One possible reason for the poor performance of the SS-size method in this dataset is that the time-ordered degrees do not adhere to this assumption. The mean reported degree in the St. Petersburg dataset is 10.26 with SD 8.5; the maximum reported degree is 200. Table 2 of the Supplementary Materials. The estimated slope coefficient is always small and positive. There does not appear to be a significant negative trend in the reported degrees, and we conclude that average reported degrees do not decrease in this dataset.
6 Discussion: models and assumptions
We have presented a method for estimating the size of a hidden population from data collected during RDS surveys. The proposed estimation method recovers the true value of N accurately in simulations, and gives reasonable results in the application to estimate the number of PWID in St. Petersburg. The modeling approach relies on several assumptions about the social network connecting members of the target population and the RDS recruitment process. In this section, we examine the basic assumptions underlying the method, and compare them to those made by Mar (2014) and Handcock et al. (2015) in deriving and justifying the SS-size estimator.
The network
In this paper, we have assumed that there exists an undirected social network G = (V, E)
connecting members of the hidden population, and Assumption 2 states that this network follows the Erdős-Rényi distribution. Human social networks are not usually well characterized by the Erdős-Rényi model (Watts & Strogatz 1998 , Robins et al. 2001 . However, the Erdős-Rényi model has appealing properties in the context of hidden population size estimation: first, the likelihood (2) is simple and does not require calculation of a normalizing constant. Second, the Erdős-Rényi model reflects our general ignorance about the social structure of hidden populations; setting p = 0.5 gives the "uniform" distribution on graphs. Third, because even small subgraphs can provide information about N in the Erdős-Rényi model, (2) does not require that the network be connected, nor that the sample take place in the giant component. Finally, and most importantly, the Erdős-Rényi model has proven to be empirically useful in a wide variety of population size estimation applications via the snowball sampling estimator (Frank & Snijders 1994 , Dávid & Snijders 2002 ) and the network scale-up method (e.g Bernard et al. 2001) . The success of these methods in real-world applications suggests that there may be some merit to the notion that certain kinds of acquaintanceships form somewhat independently and with common probability. Moreover, the proposed method uses data from RDS surveys of hidden population members, whose within-group edge probabilities may be more homogeneous than between-group probabilities in the general population.
In contrast, the SS-size model of Handcock, Gile & Mar (2014) , Handcock et al. (2015) does not assume the existence of a network, and assigns degrees of unsampled vertices independently from a pre-specified parametric distribution. This approach is unburdened by graph-theoretic constraints on the population network, since the set of population degrees drawn in this way need not correspond to the degree sequence of any graph (see e.g. Erdős & Gallai 1960). More importantly, inference under the SS-size model is not constrained by topological conditions imposed by the observed recruitment graph G R and the degrees in the subgraph of respondents, as in Definition 5. In the SS-size method, network topology local to recruited vertices does not play a role in recruitment of the sample. This lack of graphical constraints in the SS-size model suggests a view of RDS recruitment that is not network-based: subjects' reported degrees might be regarded as surrogate measures of "visibility" in the population, and Handcock, Gile & Mar (2014) and Handcock et al. (2015) takes sampling probability proportional to visibility.
The recruitment process
Assumption 3 states that the probability that a susceptible vertex is recruited depends only on its edges connecting to active recruiters, and does not depend on edges connecting to unsampled vertices. In contrast, the SS-size method largely avoids modeling the recruitment process by assuming that sampling of subjects in RDS occurs with probability proportional to their total degree, without replacement. This assumption has two important implications that highlight the difference between the SS-size model and the method developed in this paper. First, the SS-size model of recruitment is not compatible with Assumption 3, which states that the probability that a given vertex is recruited depends on the edges it shares with recruiters, and does not depend on edges that connect this vertex to other unrecruited vertices. Indeed, under the SS-size model, network topology implied by the recruitment graph G R is irrelevant to the recruitment process and vertex degrees are treated as "sizes" in a "probability proportional to size without replacement" sampling scheme (e.g. Bickel et al. 1992) . Second, the degrees of recruited subjects should decrease over time as the sample accrues under the SS-size model. We did not observe such a decrease in mean degree in the St. Petersburg data (see the Supplementary Materials). Nor did Gile et al. (2015, Supplementary Materials) , who find that in robust regression analyses of twelve separate RDS datasets, "[s]urprisingly, we find little evidence of decreasing degree over time".
However, there is reason to believe that network topology matters in determining who can be recruited, that RDS sampling probability is not proportional to degree, and that degrees need not decrease during an RDS study. Crawford (2014) argues that if RDS recruitments happen over edges of a population network, sampling probability has little to do with total degree. Instead, the number of edges each potential subject (susceptible vertex) shares with recruiters determines their probability of being sampled in the next recruitment. Indeed, a potential subject who shares no edges with recruiters cannot be recruited, regardless of their degree. Worse, sample sizes for RDS studies are usually set in advance, so a potential subject whose location in G is more than n edges from a seed can never be recruited, regardless of their degree. When average degree does not decrease over the time-ordered sample, the assumptions underlying the SS-size method may not be met, and the likelihood of the ordered degrees under the SS-size process may not be informative for N .
We also assume that per-susceptible-edge waiting time to recruitment is memoryless (Assumption 6), which provides a convenient marginalizing distribution over subgraphs
To justify this assumption, we draw an analogy between the RDS recruitment process and the spread of an infectious disease on a population network. The contact process between "susceptible" vertices and "infective" recruiters closely parallels models that have gained wide use in epidemiology. The main difference is that recruiters can deplete their coupons in RDS, which renders them unable to recruit others. The incentive for recruiting other participants in RDS may also provide some justification for exponential waiting times: the need for money may be essentially memoryless.
7 Conclusion: RDS for population size estimation?
RDS was not designed for population size estimation, and it should not be used if other options like census enumeration or capture-recapture are available and the assumptions necessary for their use are justified. But RDS remains a popular survey method for good reason: it is a remarkably effective procedure for recruiting subjects who might otherwise be reluctant to participate in a research survey. The lack of better methods for learning about hidden populations suggests to us that RDS will find continued use by epidemiologists and public health researchers in the future. We have shown in this paper that by making some assumptions about the network and the nature of the RDS recruitment process, the observed data from an RDS study can provide useful information about the target population size. The assumptions underlying this method may be justified when researchers believe that the population network exists, and subjects are recruited across its edges.
Supplementary Materials 8 Posterior distribution of N
Let π(p) ∝ p α−1 (1−p) β−1 and π(λ) ∝ λ η−1 e −ξλ be prior distributions. We find the posterior distribution of N by marginalizing over subgraphs G S ∈ C(G R , d), N , and p,
The integral over λ is 
9 Conditions for existence of moments of Pr(N |Y)
The posterior mass function of N is given by (13). We seek sufficient conditions for the posterior mass function to be proper and to have finite first and second moments when
) is finite, so we ignore the sum over G S and consider the function
where we have used the definition of the Beta function as a ratio of Gamma functions. We first provide a bound for the product term, then the ratio of Gamma functions. Each term in the product obeys the bound 
Combining (16) and (17), we have
The first term converges to one, the second to a constant that does not depend on N , while the last two terms dominate in the right-hand tail, and for large N we have
It follows that a sufficient condition for the posterior distribution to be proper is α + c > 1.
The condition α + c > 2 ensures that the posterior mean exists, and α + c > 3 ensures that the second moment exists, and hence the posterior variance. 
where s, d
u i , and D u are computed using G S ∈ C(G R , d).
is the current estimate of the recruitment-induced subgraph.
We propose a new subgraph by adding or removing an edge from this graph. To draw a new sample from C(G R , d), we select vertices i and j, with i = j at random. Then if {i, j} / ∈ E S , u i > 0, and u j > 0, we propose to add the edge {i, j} to E S . If {i, j} ∈ E S and {i, j} / ∈ E R , we propose to remove the edge {i, j} from E S . Otherwise, we select a different {i, j} and try again. The vector of the number of susceptible vertices just before each recruitment is s = lowerTri(AC) 1 + C u using the current subgraph estimate G S and let s + and s − be the corresponding vectors obtained by adding or removing an edge between i and j. It is not necessary to compute s via matrix multiplication. Instead, Crawford (2014) provides the update expressions
for k = 1, . . . , n. Now let t * i be the time at which vertex i used all its coupons or the end of the study, whichever came first. Then the change in total edge-time is given by
Using these expressions, the ratio of posterior probabilities for N reduces to a simple form.
To illustrate, suppose we wish to add the edge i, j to G S = (V S , E S ), where {i, j} / ∈ E S , u i ≥ 1, and u j ≥ 1. For a proposal G
To illustrate the ratio for removing the edge i, j, suppose
Suppose G * S is the proposal graph and let Pr(G * S |G S ) be the probability of proposing G * S from G S , with N fixed. To decide whether to accept G * S , we form the Metropolis-Hastings acceptance probability,
The form of Pr(G * S |G S ) is given by Crawford (2014) .
Sampling N given G S
The posterior distribution of N conditional on a given compatible subgraph G S is
Although this conditional distribution does not have a standard form, we can derive a close approximation using the negative binomial distribution when Pr(N |G S , Y) has a mode.
u n be the number of pendant edges emanating from each sampled vertex at the moment they are recruited, calculated from G S . Suppose for now that N is continuous-valued. We can calculate analytic derivatives of (N ) = log Pr(N |G S , Y) as follows:
is the digamma function and
is the polygamma function. LetN = argmax N (N ) be the mode of Pr(N |G S , Y) and let
be an approximation to the variance. To draw from Pr(N |G S , Y) we employ a proposal distribution to generate a candidate N * and use a Metropolis-Hastings correction to draw from the relevant conditional posterior. We will useN and v to construct a proposal distribution for N given G S . Consider N * ∼ NegBin(N , r), where we have parameterized the negative binomial distribution by its mean and size r. The variance of the proposal distribution under this parameterization is N + N 2 /r, so to achieve a proposal variance of
where we have normalized by the probability that N * ≥ N min . Then the MetropolisHastings ratio for the proposal N * conditional on G S is
28
The infinite sum in the denominator of (29) cancels in the ratio (30).
11 An approximation for prior elicitation 
Equating observed and expected values of d u i and rearranging, we have an estimator for N givenp,Ñ
or an estimator forp given N ,p
Now let N =N in (33). Since G S is not directly observed in an RDS study, the d u i 's are not available. However, we can place a sharp lower bound on the numerator of (33) by conditioning on the observed degrees. Let r i be the number of subjects recruited by subject i over the course of the study. The number of edges belonging to vertex i connecting to unrecruited vertices at the time of its recruitment cannot be smaller than r i . But at most i − 1 edges of i can connect to already-recruited vertices, so max{r i , d i − (i − 1)} is a lower bound for d Let p lo denote this lower bound. One strategy for prior elicitation is to restrict the prior distribution of p so that Pr(p < p lo ) is small. We therefore fix α and find β so that Pr(p > p lo |α, β) = 0.99.
12 Results of SS-size method on the St. Petersburg dataset Table 3 shows the estimated number of PWID in St. Petersburg using the SS-size method implemented in the "size" package (Handcock, Gile & Mar 2014 , Handcock et al. 2015 . Table 4 shows the results of regression analyses to determine whether the reported degrees in the St. Petersburg data decrease over time as the sample accrues. Figure 3 shows Table 3 : Estimates from the "size" software of the number of people who inject drugs in St. Petersburg, Russia. We obtained posterior estimates under the flat (uniform) prior and Beta prior for the sample proportion n/N . The Conway-Maxwell-Poisson (CMP) distribution is the prior for the population degree distribution f (d|η). We obtain results under two values for the maximum possible N : 200,000 and 500,000. We set the prior mean of N to 83118 and the prior standard deviation to γ × 5799 where γ ≥ 1, based on the estimate by (Heimer & White 2010) . By increasing γ to 5, 10, and 20, we obtain priors for N with greater variance. We set the mean, standard deviation, and maximum of the degree distribution equal to their sample counterparts. Handcock, Gile & Mar (2014) and Handcock et al. (2015) assumes that the average degree of recruited subjects decreases as the sample accrues. We fit linear, Poisson, and M estimates with Huber and bisquare weighting for the full set of degrees, and with one outlier (d = 200) removed. Estimated slope for the regression line is always positive, indicating that degrees appear to increase in this sample.
