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CHAPTER 1 INTRODUCTION
My research focuses on data science using data mining and machine learning including
deep learning methods for addressing the pressing data heterogeneity issues. More specifically, I develop novel algorithms to model various data properties using unsupervised and
supervised learning approaches, i.e., unsupervised clustering algorithms with finite mixture
models and supervised multi-task learning with generalized linear models. The major works
in this thesis are summarized in Figure 1.1.

Unsupervised learning: clustering over-dispersed data
Recent years have seen a sharp increase in the volume of data with imbalanced and
overlapping clusters. This type of data has been intensively studied in supervised learning
[75, 79] and briefly touched upon in semi-supervised learning [152, 116] but barely in unsupervised learning. The latter represents a more challenging task of uncovering the intrinsic
structures in unlabeled data. Intuitively, clusters not only differ in data compactness and
connectivity, but also can differ dramatically in their sizes. Distribution of cluster sizes,
particularly over-dispersed with high variance, may shed light on the hidden structure of
unlabeled data.
Many existing data clustering approaches are effective in uncovering overlapping clusters from noisy unlabeled data, however, they focus more on detecting data compactness or
connectivity whereas overlooking the cluster sizes as independent yet discriminative information on the structure of unlabeled data. In real-world scenario, over-dispersed cluster size
distribution with high variance is ubiquitous. For instance, in medical science, the prevalence
of breast cancer subtypes can be quite diverse and identification of these subtypes, regardless
prevalence, are equally important [108].

Applications

Patients/customers subgroup
discovery
Community
detection

Work 2:
Network data
clustering
[175].

HE between clusters

DNA reads
clustering

Work 3:
Alphabets
data clustering
[176].

Clustered multi-task
learning (CMTL)

Work 2: Multitask survival
analysis [172].

Death prediction of
cancer patients.

Work 1:
Multi-level
risk factor
analysis [178].

Prioritization of
obesity risk factors

Hypertension and
Alzheimer's disease
staging diagnosis

Work 3: Multistage disease
diagnosis [173].

HE between tasks and clusters of tasks

Multi-task learning
(MTL)

Figure 1.1: Summary figure describing the major works and their relations in this thesis.

Solved Problems

Work 1: Mixed data
clustering with both
continuous and
categorical data [174].

Modeling Framework

Imbalanced clusters data
clustering

Data heterogeneity (HE)
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In environmental science, the distribution of species abundances, represented by imbalanced
clusters, describes key elements of biodiversity [81, 176]. In social science, an actively studied
topic is group imbalance, which measures the skewness of the group sizes [32, 177]. In these
applications, over-dispersion (high variance) in cluster size distribution represents a rich
source of previously unattended information, which needs to be appropriately and explicitly
modeled when developing an effective data clustering approach.
There are two main optimizing criterion for data clustering algorithms: data compactness used in K-means and mixture models [49, 4] and data connectivity used in spectral
clustering [142]. Both types of algorithms are effective in uncovering data clusters using
structural information, either density or connectivity. However, cluster size distribution as
yet another intrinsic data structure was often neglected.
The classical finite mixture model is one of the most commonly used probabilistic
clustering methods to capture data compactness (density) [130]. Besides data compactness
(density), the classical finite mixture model implicitly captures normally distributed cluster
size by using multinomial distribution, the latter asymptotically converges to normal distribution [45]. However, cluster size distribution in real-world data is frequently over-dispersed
and heavily deviated from normal distribution. Using classical finite mixture model for capturing over-dispersed cluster size distribution may represent a significant misrepresentation
of the intrinsic structure of the unlabeled data.
To accommodate over-dispersed cluster size distribution frequently seen in real-world
data, we use Poisson distribution as an appropriate probabilistic model. Although several
other probability models may also work with over-dispersed cluster size distribution to different extents, Poisson distribution is a more sensible choice. For example, Laplace distribution
shares the similar core function with normal distribution in their probability density function [8], which limits its capability of accommodating over-dispersion. In addition, being a
symmetrical distribution around the mean, it does not account for skewness in cluster size
distribution.

4

Here, we develop three clustering approaches to maximize the heterogeneity among
data sub-groups for clustering alphabetic [176], network [175] and mixed feature types [174]
over-dispersed data.

Supervised learning: multi-task learning for data with sub-groups
In machine learning, there are three key factors that are task, experience and performance [134], which indicate that the machine learns tasks from experience and evaluates
them using performance metrics. The concept of learning multiple related tasks in parallel was introduced in [26]. Over the past two decades multi-task learning (MTL) has been
extensively studied to deal with classification, standard regression, and clustering problems.
Learning multiple related tasks simultaneously could effectively increase the information for training each task and hence improve the prediction performance. Thus, MTL is
especially beneficial when the training sample size is limited for each task. Such problems
are especially prevalent in several domains such as healthcare and bioinformatics, where
MTL has achieved significant success, e.g., predicting disease progression [200], HIV therapy
screening [19], and genomic data analysis [115], etc.
We address three real-world healthcare problems using our proposed MTL frameworks, i.e., multi-level risk factor analysis for obesity [178], multi-task survival analysis for
predicting the time-to-death of patients in different cancer types [172] and multi-stage disease
diagnosis [173].
Risk factor analysis examines the complicated relation between output and input
variables in statistics, where they are the outcome and features, respectively. Traditional
risk factor analysis methods are employed mainly through two approaches: 1) Explore the
relationship between output and input variables using regression approaches, such as logistic regression [133] and linear regression [169, 50]. 2) Distinguish differential factors using
statistical hypothesis tests, e.g., chi-square test [110, 117, 6] and t-test [129, 124].
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We define single-task learning (STL) risk factor analysis methods as the ones build
either a global model at the population-level only or a local model for each subpopulation.
These STL approaches have been shown effective initial efforts in the field of risk factor
analysis. However, they have the following disadvantages: 1) A global model fails to capture the data heterogeneity in the population. 2) A local model fails to utilize the shared
information among subpopulations. In addition, an over-parameterized model is susceptible
to overfitting especially when the sample size of a subpopulation is small.
As the multi-faced causes of obesity contain not only population-level ORFs but also
subpopulation-level ORFs, e.g., in [51, 42], authors consider that obesity may influence some
subpopulations more than some others. Since people in various regions, ages and races are
vastly different from each other, the subpopulations can be immensely distinguished in terms
of ORFs. As a result, prioritization of multi-level ORFs, e.g., subpopulation and populationlevels, is necessary in order to maximize the efforts of prevention and intervention for obesity
using MTL.
The second real-world healthcare problem we address is survival analysis for predicting the time-to-death of cancer patients. Accurately predicting the time to the event
of interest is a critical and practical problem in many real-world applications. The event
of interests can be various of things in different problem settings, e.g., patient death in
healthcare [119], device failure in reliability engineering [135] and user clicking in customer
behavior analysis [11], etc. One major challenge in this context is labeling sufficient number
of training instances, which often incurs prohibitive cost of time, i.e., one has to wait for
the occurrence of the event of interest and the latter may not always be observed for every
instance. Survival analysis is an important branch of statistics which aims at solving the
aforementioned time prediction problem.
In many real-world applications we often need to build multiple survival prediction
models that are related. For example, predicting the time of occurrence of patients death
in multiple cancer types, predicting the time of occurrence of defaults in multiple types of
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loans, and predicting the battery life of multiple types of electronic devices. These scenarios
provide a chance to increase the sample size of time-to-event prediction from both internal,
through handling censored instances, and external, learning multiple related survival tasks
simultaneously. However, in the field of survival analysis, most of the prior works [36, 181,
111, 164, 162, 118] only focus on dealing with a single survival prediction task; they mainly
concentrate on encoding the censored instances into the learning formulations but barely
consider the task relatedness among multiple related survival prediction problems.
We target multi-stage disease diagnosis as the third real-world healthcare problem.
In medical diagnosis, many major diseases are multi-stage progressive diseases, for example,
Alzheimer’s Disease (AD) progresses into three stages that are irreversible with orders, i.e.,
cognitively normal, mild cognitive impairment and AD [23]. The medical datasets of these
multi-stage progressive diseases are labeled with natural orders, i.e., ordinal labels. Ordinal
regression is a method to predict ordinal labels that finds a wide range of applications in datarich science domains, such as medical, social and economic sciences. Most existing approaches
work well for a single ordinal regression task. However, they ignore the task relatedness
when there are multiple related tasks. Even though MTL methods have been extensively
studied, there is barely existing work investigating MTL for data with ordinal labels. We
tackle multiple ordinal regression problems via sparse and deep multi-task approaches, i.e.,
two regularized multi-task ordinal regression (RMTOR) models for small datasets and two
deep neural networks based multi-task ordinal regression (DMTOR) models for large-scale
datasets.
In summary, these real-world healthcare problems, i.e., multi-level risk factor analysis
for obesity, multi-task survival analysis for predicting the time-to-death of patients in different cancer types and multi-stage disease diagnosis, are solved by different MTL approaches
for various data.
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CHAPTER 2 BACKGROUND AND RELATED WORKS
Clustering
Clustering is unsupervised partitions of instances into classes where instances within
the same cluster are more similar to each other than those from different clusters. Clustering
has played a central role in many data-rich science domains, such as biological, social, physical
and medical sciences [87]. Existing clustering approaches have been largely focusing on
discovering the cluster membership of each instance and class conditional density. When no
well-defined clusters exist a priori, inferring the correct number of clusters is also critical for
the purpose of knowledge discovery [49].
Many clustering methods are based on an evaluation of pairwise dissimilarities between the instances. Earlier methods that optimize data compactness, including hierarchical
clustering, condensation-based clustering [188], K-means type of clustering [88] and self organizing map [106], effectively partition the instances into different clusters according to the
differences in their means. They run fast, and the results are easy to be visualized. However,
a number of key limitations exist in the traditional data compactness-based approaches:
(1) they only detect mutually exclusive clusters that an instance can only be partitioned
into one cluster at a time [183]; (2) they only consider mean of the instances but not variance/covariance of the instances within a cluster by assuming equal variance/covariance
across the clusters; (3) they neglect cluster size distribution, especially over-dispersed, as an
intrinsic structure of real-world unlabeled data.
One type of probabilistic clustering methods are frequentist (likelihood-based) approaches [143], which use the cluster indicator matrix as a latent variable, and infer the
expected values of this matrix by maximizing a likelihood function. In the latter one, the
mean and variance of each cluster as well as their class weight are clearly defined and given.
The Expectation Maximization (EM) type algorithm [185, 2] is often used to iteratively
maximize the likelihood function to estimate the class conditional parameters. It is rational
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when the number of clusters is known a priori and cluster size distribution is truly normal.
Another type of probabilistic clustering methods are based on Bayesian Infinite Mixture
Model [139, 159], also known as Dirichlet process mixture model. Instead of getting a ‘right
answer’ of the density parameters in class conditional density, their distributions are learned
by sampling from the posterior distributions. This type of approaches work better if the
number of clusters is unknown and a representation of the modeling uncertainty is desired.,
In addition to compactness (density)-based clustering methods, there are other effective clustering approaches, such as connectivity-based spectral clustering [142, 152, 160, 16],
grid-based clustering [5], affinity propagation [55] and subspace clustering[95], and so on.
Likewise, these approaches are not designed for uncovering the over-dispersed cluster size
distribution, which is frequently seen and may shed light on the intrinsic structure of unlabelled real-world data.
To our knowledge, there is few data clustering approaches considers over-dispersed
cluster size distribution as an intrinsic structure of the data. In [52], cluster sizes were
estimated in conjunction with cluster shapes subject to the stringent and unrealistic orthogonality assumption in eigen-decomposition of the covariance matrix. Moreover, such
decomposition algorithm is limited to continuous data with simple cluster shapes and needs
multiple starts. In [80, 201], cluster sizes were assumed to be known and incorporated into
the clustering models as an extrinsic constraint as opposed to an intrinsic structure. Thus,
new probabilistic clustering methods for uncovering both class conditional density and overdispersed cluster size distribution are urgently needed to effectively overcome all the three
aforementioned limitations.
The classical finite mixture models
The density for the classical mixture model with K components is defined as:

f (X) =

K
X
k=1

πk fk (X),

(2.1)
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where X is a set of input data, and πk is the prior probability of a mixing proportion subject
K
X
to
πk = 1 and fk (y) is the density of a mixture component.
k=1

In classical finite mixture model, class conditional density fk (X) is often assumed to
be multivariate normal [130]. A probability model is developed by introducing an indicator
variable Zik for clustering n instances, where Zik = 1 represents the ith instance belonging
to the k th cluster and 0 otherwise. Given a set of input data X1 , X2 , ..., Xn , the likelihood
function of the indicator variable Zik is written as:

L(Θ) =

n
Y

f (Xi ; Θ)Zik , k = 1, ..., K,

(2.2)

i=1

where Θ is a set of the mixture model related parameters.
The EM algorithm, for estimating the parameter values that maximizes the above
likelihood function, iterates the following computations until convergence:
E-step:
(l)

τik =

πk fk (Xi ))
,
f (Xi ))

(2.3)

where τik is the expectation value of Zik and l is the iteration index.
M-step:
n

(l+1)
πk

1X
=
τik .
n i=1

(2.4)

The new finite mixture model with an independent component of
modeling cluster size
Zik does not assume to follow any distribution so that the above model is DensityOnly
for modeling cluster compactness (density). However, we here show the classical approach
implicitly models the cluster size by assuming Zik follows a multinomial distribution. The
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likelihood function is written as:

L(Θ) =

n
Y

"

i=1

πk n!

K
Y
π nk
k

k=1

nk !

#Zik
f (Xi ; Θ)

,

(2.5)

where nk is the number of instances in each cluster.
E-step:
(l)

τik = E[Zik = 1 | πk , Θ] = p(Zik = 1 | πk , Θ) = PK

p(Zik = 1)πk f (X; Θ)

k0 =1

p(Zik0 = 1)πk0 f (X; Θ)

.

(2.6)

M-step:
n

(l+1)
πk

(l+1)

The newly derived πk

1X
nk
=
τik = .
n i=1
n

(2.7)

modeling Zik in Eq.(2.7) is the same as the one without

modeling Zik in Eq.(2.4), due to multinomial distribution asymptotically converges to normal distribution [45]. Therefore, these two classical finite mixture models with or without
modeling Zik are equivalent which perform well for normal cluster size distribution. However,
the above two models do not perform well for data with over-dispersed cluster size distribution, because of strong deviation of over-dispersed cluster size distribution from normal
distribution.

Multi-task learning
Multi-task learning (MTL) provides a framework to encode task relatedness, to bridge
data from all tasks, and to simultaneously learn multiple related tasks to improve the generalization performance. MTL is a machine learning paradigm that leverages relatedness
among the tasks to improve the generalization performance of all machine learning models,
by simultaneously learning all the related tasks and transferring knowledge among the tasks.
The key building block of MTL algorithms is how task relatedness is assumed and encoded
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into the learning formulations. A conventional approach to achieve MTL is to couple the
learning process by using multi-task regularizations [48]. The regularized MTL approach has
a clear advantage over other MTL approaches, because it can leverage large-scale optimization algorithms such as proximal gradient techniques [140, 121, 90, 196], which can efficiently
handle complicated constraints and/or non-smooth terms in the objective function.
In the past decade, there are many regularization terms designed to impose different assumptions about how the tasks are related. For example, multi-task feature learning
[9, 121] assumes that all tasks share a subset of features and some group sparsity penalties
are used to encode this assumption. Multi-task subspace learning [90] assumes the coefficient vectors of tasks come from the same subspace, which leads to a low-rank structure
within coefficient matrix. Multi-task relationship learning assumes the task relatedness can
be represented by some abstract structures such as cluster structure [86, 196], tree structure
[104], and graph structure [48, 115]. In [197], the authors provide a comprehensive study and
implementation of the commonly used multi-task regularizations. In addition to these commonly used assumptions, there are more regularized MTL formulations, which take domain
specific knowledge into account [200, 199] and make regularized MTL more attractive.

The framework of regularized multi-task learning
To accommodate the relatedness across the tasks and boost the performance, MTL
is introduced as one of the inductive transfer learning frameworks to encourage knowledge
transfer by simultaneously learning multiple relevant tasks. How task relatedness is formulated into the objective function is the central component of MTL. An earliest MTL approach uses an across-all-tasks regularization/penalty to connect the multiple related tasks
[48]. This framework is capable of combining with massive algorithms to optimize the models, e.g., proximal gradient [194]. With these effective optimizing algorithms, the regularized
MTL can efficiently handle complicated constraints and/or non-smooth terms in the objective function.
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Many independent tasks are rare comparing with multiple related ones in most realistic applications, so that MTL is implemented to capture the information of multiple related
tasks. We assume all the tasks are related with sharing the same feature space. To encode
the task relatedness into the object function of MTL, a penalty/regularization term across
all the tasks, denoted as Ω(Φ), is used. Therefore, minimization of penalized empirical loss
is expressed as the framework’s objective formulation:

min L(Φ) + Ω(Φ),

(2.8)

Φ

where the empirical loss function is denoted as L(Φ).

Multi-task feature learning
To reveal how the tasks are related, plentiful regularizations/penalties are devised
over the last several years. In [145], multi-task feature learning (MTFL) is introduced with
the underlying assumption that there is a feature space shared by all tasks and modeled by
a group sparse regularization, i.e., l2,1 −norm. The loss function in MTFL is formulated as:
T

1X
Xt ΦTt − Yt
L(Φ) =
2 t=1

2

,

(2.9)

where T is the number of tasks and its corresponding index number is t. J is the number
of continuous input features and the weight matrix of these features can be denoted as
Φ ∈ RT ×J . X is the input matrix and the tth task has the input matrix denoted as Xt ∈ Rnt ×J .
Yt denotes the output variable.
l2,1 −norm is the penalty/regularization term across all the tasks to encode the joint
sparsity:
v

Ω(Φ) = kΦk2,1 , kΦk2,1 =

J u
T
uX
X

t

j=1

t=1

|φtj |2 ,

(2.10)
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where j is the corresponding index number of continuous input features and φtj denotes
weight scalar of the tth task’s j th feature.
As a result, the object function of MTFL can be re-written as:

min
Φ

1
2

T
X

v

Xt ΦTt − Yt

t=1

2

+λ

J u
T
uX
X

t

j=1

|φtj |2 ,

(2.11)

t=1

where λ ≥ 0, called tuning parameter, can be used to adjust the penalty/regularization term
and control the sparsity of feature weights matrix. It produces more sparse feature weights
matrix when the value of λ increases.

Clustered multi-task learning
Multiple tasks in the real-world applications may not only are related but also show a
more complicated grouping structure, which can be seen from that the estimated weights of
tasks from the same group are closer than these from distinct groups [86]. In [90] the authors
introduce multi-task subspace learning under the assumption that the coefficient vectors of
tasks come from the same subspace, which leads to a low-rank structure within coefficient
matrix, which implicitly encode the grouping information, i.e., in the subspace the coefficient
vector of some tasks are much closer than the others.
The K-means algorithm is one of the most simple and effective clustering approaches
which aims at minimizing the sum-of-square error (SSE) function:
K X
X

k Φk − Φ̄k k22 ,

(2.12)

k=1 k∈Ik

where Φ̄k =

1 X
Φk be the mean of the vectors in the k th cluster, and the cluster’s correnk k∈I
k

sponding index number is k and the index set is defined as Ik = {1, 2, · · · , K}. Therefore,

14

the clustered multi-task learning can be intuitively formulated as:

min
Φ

T
X
t=1

L(Φt ) +

K X
X

k Φk − Φ̄k k22 .

(2.13)

k=1 k∈Ik

where T is the number of tasks and K is the number of clusters, and K < T . {Φt |t =
1, 2, · · · , T } are the coefficients vectors for each tasks.
However, due to the non-convexity of SSE, the objective function of CMTL is nonconvex that is infeasible to be optimized using a traditional optimization approach. Thus,
the conversion from non-convex to convex is needed. In [196], a convex relaxation of SSE is
proposed and hence proposed a convex relaxed CMTL (crCMTL).
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CHAPTER 3 CLUSTERING OVER-DISPERSED DATA
Despite many data clustering methods are available, most of them uncover compactness or connectivity as the intrinsic structure of unlabeled data. Very few approaches
explicitly consider the cluster size distribution, especially over-dispersed (high variance),
which may represent yet another important aspect of structural information of unlabeled
data. Here, we propose a novel joint mixture model framework to estimate cluster size distribution together with cluster compactness (density). We propose three novel algorithms
to cluster the over-dispersed data in three various data types, i.e., alphabetic, network and
mixed feature types data.

Alphabetic data clustering
Overview & motivation
A major computational and modeling challenge in analyzing metagenomics sequencing reads is to identify unknown sources of massive and heterogeneous short DNA reads. A
promising approach is to efficiently and sufficiently extract and exploit sequence features,
i.e., k-mers, to bin the reads according to their sources. Shorter k-mers may capture base
composition information while longer k-mers may represent reads abundance information.
Metagenomics sequencing reads are typically sequenced from a large number of heterogeneous sources with diverse abundances. There are two related yet distinct computational
problems. The first is unsupervised binning of the reads to identify unknown sources. Reads
from the same sources are more similar compared to the rest and the sources can later be
labeled as Operational Taxonomic Units (OTU’s). The other is supervised classification of
the reads to assign each read to a labeled known source, such as a taxonomic or a patient
treatment/risk group. Here we will focus on the more challenging reads binning problem.
Reads binning has posed the following unprecedented algorithmic and computational
challenges, ranked by decreasing priority, to bioinformatics research community: (1) How to
sufficiently and robustly extract discriminating features from the reads? This is essentially
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a k-mers (sequencing feature) counting and selection problem; (2) How to account for the
differential abundances across bins? Some sources may generate more reads whereas others
may generate less; (3) How to filter out the inseparable reads? Some reads contain useful
feature information, but others don’t. The latter can come from the common sequences
shared among the sources and was referred to as inseparable reads, and (4) How to efficiently
process ultra-high throughput (hundreds of millions), very short (≈ 100 bp) reads?
A key to overcome the first challenge is to sufficiently and robustly extract sequence
features, i.e., k-mers (substring of length k), from NGS reads since it is the only information
available from DNA sequencing data. Earlier approaches usually align the entire reads to
non-redundant coding sequences (nr) and/or functional groups based on sequence similarity,
usually via a BLASTX search. In metagenomics, familiar examples include CARMA [62],
MEGAN [85] and Phymm [21]. CARMA attempts to assign short reads to known Pfam
domains (structural components conserved across multiple proteins) and protein families
[62]. MEGAN classifies reads to the Lowest Common Ancestor (LCA) based on multiple
BLASTX score hits [85]. These dynamic programming approaches use information in the
long k-mers to construct optimal read sequence alignment result.
Other approaches used information in the shorter k-mers. Phymm used interpolated
Markov models (IMMs) [157] to characterize variable-length short k-mers that are typical of
a phylogenetic grouping. Short k-mers, such as oligonucleotide [131], dinucleotide [99] and
tetranucleotide counts [144, 179], were used as the discriminative features to capture the
information on base composition heterogeneity, perhaps in deference to the long sequencing
contigs generated from the earlier sequencing technology. In particular, our recent work [144]
used short k-mers in a mixture of Markov chains to calculate the probability of each read
assigned to each bin. Presumably, reads binning approaches using both short k-mers and
long k-mers as features are more desirable.
An effective approach to overcome the second challenge is to explicitly capture abundance information. For example, AbundanceBin extracted and used feature information
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from long k-mers of the reads, which directly yield read abundance information [186], to fit
a mixture of Poisson models. Each component models the abundance of an individual bin.
Similarly, an effective approach to overcome the third challenge is to develop non-mutually
exclusive probabilistic clustering methods, where each read can simultaneously fall into different clusters with different posterior probabilities. A read with similar posterior probabilities
across all the bins can be considered as non-informative, thus inseparable reads.
Due to the increasing degree of problem complexity, recent works focused more on
developing analytic workflows, which exploit the information in short and/or long k-mers
and solve the problem in a heuristic manner, e.g., [102, 180]. However, the short and long
k-mer reads features were not used systematically, i.e., the performance can be compromised
by the choices of user-defined cut-off’s and the heuristic k-means type algorithms. Thus,
it is subject to high variance. Moreover, the deterministic reads partitioning significantly
undermines performance, especially for the inseparable reads that are sequenced from the
common and/or low-complexity regions of the meta-genomes.
Therefore, it is desirable to develop a systematic approach to robustly and sufficiently
integrate reads base composition information and reads abundance information into a single
probability model to maximize the binning performance. We present a novel Poisson-Markov
mixture Model (PMM) to systematically integrate the information in both long and short
k-mers and develop a parallel algorithm for improving both reads binning performance and
running time. We compare the performance and running time of our PMM approach with
selected competing approaches using simulated data sets, and we also demonstrate the utility of our PMM approach using a time course metagenomics data set. The probabilistic
modeling framework is sufficiently flexible and general to solve a wide range of supervised
and unsupervised learning problems in metagenomics.
By assuming these two pieces of information are captured by short k-mers and long kmers, respectively, we propose a novel Poisson-Markov Model (PMM) approach to integrate
reads feature information for binning and classifying short reads. Specifically, we extract
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reads feature information in both short k-mers and long k-mers to combat the outstanding
issues of read heterogeneity and abundance variation in short DNA sequencing reads. We use
probability models to accommodate the uncertainties and errors in reads assignment, and
we develop a joint mixture model to systematically integrate sequencing feature information.
Additionally, our joint mixture model overcomes the third challenge by adopting a soft reads
binning, which enables a better performance by filtering out inseparable reads, e.g., those
from orthologs or introns across genomes.
We claim that it is one-of-the-kind probabilistic modeling approaches to integrate
feature information for binning and classifying short DNA sequencing reads. PMM has
been applied in a number of different areas to solve a wide range of problems arising in
biomedical science [125], animal science[114], agriculture science [100] and actuarial science
[43]. By exploiting efficient data structures for counting k-mers and parallelizing likelihood
calculations to multiple threads, we overcome the fourth challenge and make our binning
approach more scalable to ever-increasing data volume. Figure 3.1 presents the main idea of
this work.

Method
Poisson-markov model (PMM)
We assume a set of n DNA sequencing reads are sampled from g bins with N sequencing reads from each bins. A DNA sequence read is defined as S with discrete variables yi
from {A, T, C, G}. We also assume reads abundance in j th bin follows a Poisson distribution
with parameter λj and the reads base composition in the bin is calculated by a Markov
model with parameter τ .

Shuffle:Group
3-mer:
(AAC:1)
(ACA:1)
(CAC:1)
(ACC:1)
…...

Map:Split Data

k-mer’s Counting

...AACACCTTT…
...CAACACAG…
...TTACGTCA…
...GGTCCAGC…
...CCATCCCC...
…...

fPMMBin: Calculate
standard deviation of i•
among g bins and filter
out the reads with small
standard deviation.

ACA:3
CAC:2
AAC:1
…...

Reduce:Output

YES

M

NO

logLc(P| P)

Check
convergence
of the EM.
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contents of reads:
(0)
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P2)
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R d ce

P2)
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to maximize the Q( | (l)).

logLc(Px|

Px)

P1)

logLc(P1|

……

(l)

)

Figure 3.1: A flowchart of the parallel Poisson-markov model (PMM) algorithm implementation, where the dotted boxes
represent a more efficient k-mer counting step to further speed up the algorithm.

Assign Si to the bin j
with the highest
posterior probability
ij among g bins.

P1
……
Px

Split n
reads

Distribute E-step: Calculate Q( | (l)), the
expected values of the log-likelihood function log
Lc( ) by Map-reduce with ij represents the
posterior probability of read Si belongs to the bin j.

……

The end.

Input: Reads from g
unidentified
sources, e.g.
...AACACCTTT…
...CAACACAG…
…...

g: The number of bins, j: The index of bin,
i: The index of read, x: The index of split
S={S1,…,Si,…,Sn}

19

20

Please refer to Table 3.1 for the list of mathematical symbols used in this work. A
joint probability model f (yi ) is shown as:

f (yi ) = P (kj |λj )P (yi | τ ),

(3.1)

where i represents read index and j represents bin index. Assuming there are kj sequences
in j th bin, so the abundance of j th bin can be shown in Poisson as:
k

λj j e−λj
P (kj |λj ) =
.
kj !

(3.2)

In order to develop a probability model for binning and classification of DNA sequencing
reads, we need to introduce another variable Zij , where Zij = 1 means the sequencing read
Si belongs to j th bin, otherwise not. Zij is given (as the label) in supervised classification
problems whereas it is a latent variable in unsupervised binning problem. Therefore, we focus
on the more challenging read binning problem and applications to solve reads classification
problem as follows.
In a Markov model, Transition Probability Matrix (TPM) is represented with parameter φ, and πj is the initial proportion of j th bin. When Zij =1, the probability of a
sequencing read Si belongs to j th bin is:

P (yi | τ ) = P (Zij = 1 | S) = P (Si | φj ),

(3.3)

and

P (Si | φ) =

g
X
j=1

πj P (Si | φj ).

(3.4)
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Table 3.1: A list of mathematical symbols in alphabetic data clustering
Notations
Comments
n
number of DNA sequence reads
N
number of DNA sequence reads in each bin
S
a DNA sequencing read
i
index of the reads ∈ [1, ..., n]
Si
ith sequencing read in given dataset
yi
discrete variables A, T, C, G
g
number of bins
j
index of the bins ∈ [1, ..., g]
τ
latent variable of Poisson-Markov Model
kj
number of reads in j th bin
λj
parameter of Poisson Model in j th bin
Zij
indicator whether read Si belongs to j th bin
φj
4 by 4m Transition Probability Matrix
m
tuple/order of TPM
πj
proportion of j th bin
c
G/C count
Θ
parameter of Poisson-Markov Model
τij
posterior binning probability
l
index of the iterations
th
Px
x partition in parallel computing of E-step
x
number of partitions in parallel computing of E-step
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P (Si | φj ) is the probability of observing read Si which can be calculated using counts
of the k-mers. φj is the TPM of 4 by 4m calculated as:

φj (ct−m · · · ct−1 ct ) =

N (ct−m · · · ct−1 ct )
,
N (ct−m · · · ct−1 )

(3.5)

where m is the tuple of TPM. N (ct−m , . . . ct−1 ct ) is the count of the (m + 1)-tuple, i.e.,
ct−m . . . ct−1 ct , in S and ct−m , . . . ct−1 is the count of the m-tuple N (ct−m . . . ct−1 ) in S. For
example, in a second-order Markov model, φj is the TPM using a 4 by 16 probability matrix,
where m and t equal to 2 and 3 respectively, which can be calculated by counting the
corresponding 3-mers. Please see [144] for further details in calculating P (Si | φj ).
The complete data log-likelihood of Poisson-Markov Model Lc (Θ) can be written as:

log Lc (Θ) = log

i=1

=

!
k
λj j e−λj
πj P (Si | φj )
Zij
k
!
j
j=1

g
n X
Y

g
n X
X

(3.6)

k

Zij {log λj j − λj − log kj ! + log πj + log P (Si | φj )}.

i=1 j=1

The expected value of Zij is τij , where Zij is a latent variable indicating whether the read i
belongs to j th bin:
P (N = kj )πj P (Si | φj )
.
τij = E[Zij = 1 | πj S, φ] = P (Zij = 1 | πj Si , φj ) = Pg
j=1 P (N = kj )πj P (Si | φj )

(3.7)

An expectation-maximization algorithm
Here we develop an Expectation-Maximization (EM) algorithm to maximize the complete data log-likelihood function log Lc (Θ). In the E-step, we calculate the expected values
of the log-likelihood function log Lc (Θ), i.e., Q(Θ | Θ(l) ), under the current estimate of the
parameters Θ(l) in lth iteration, where Θ =(λj , τ ), the set of parameters in Poisson and
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Markov models.

(l)

Q(Θ | Θ ) =

g
n X
X

(l+1)

τij

k

(l)

{log(l) λj j − λj − log(l) kj + log(l) πj + log P (Si | φj )}.

(3.8)

i=1 j=1

In the M-step, we find the parameter values that maximize the Q(Θ | Θ(l) ). Specifically, τij after l + 1 iterations is calculated as:
(l+1)

(l)

(l)

(l)

= E[Zij = 1 | πj S, φ(l) ] = P (Zij = 1 | πj Si , φj )

τij

(l)

(l)

P (N = kj )(l) πj P (Si | φj )
.
= Pg
(l) π (l) P (S | φ(l) )
P
(N
=
k
)
i
j
j
j
j=1

(3.9)

πj is the proportion of j th bin, so that πj is updated by summarizing the expected
counts of reads as:
(l+1)
πj

=

(l+1)
n
X
τij

n

i=1

(l+1)

φj

.

(3.10)

is the second-order TPM which can be updated as in [144]:
(l+1)

(l+1)
φj (ct−m

(l+1)

Nj

. . . ct−1 ct ) =

(ct−m . . . ct−1 ct ) =

Nj

(ct−m . . . ct−1 ct )

(l+1)

Nj
n
X

,

(ct−m . . . ct−1 )

(l+1)

Nj (ct−m . . . ct−1 ct ),

(l+1)

Nj (ct−m . . . ct−1 ).

τij

i=1
(l+1)

Nj

(ct−m . . . ct−1 ) =

n
X

τij

i=1

λj is estimated by calculating the first derivative of Q(Θ | Θ(l) ) as:
dQ(Θ | Θ(l) )
= 0.
dλj

(3.11)
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Thus we have:
(l+1)

λj

(l+1)

= kj

.

(3.12)

The E and M steps alternates until convergence.
Algorithm 1: The Parallelized PMM Algorithm
Input: n DNA sequencing reads S = S1 , ..., Si , ..., Sn , Number of clusters g.
1
2
3
4
5
6
7

8
9
10

11

12
13

for j = 1 to g do
Initialize Θ(0) :
1
n
N (ct−m · · · ct−1 ct )
n
πj = , kj = , φj (ct−m · · · ct−1 ct ) =
and λj = ;
g
g
N (ct−m · · · ct−1 )
g
end
repeat
E-step: Compute the responsibilities at lth iteration
Distribute the log-likelihood table (n × g) into x partitions for parallel
computation;
τ̂ij = E[Zij = 1 | πj , S, φ] = p(Zij = 1 | πj , Si , φj ) by Eq.(3.7);
M-step: Update the corresponding parameters
(l)
(l)
(l)
τ (l+1) = E[Zij = 1 | πj S, φ(l) ] = P (Zij = 1 | πj Si , φj ) by Eq.(3.9);
(l+1)
n
X
τij
(l+1)
(l+1)
=
by Eq.();
πj
by Eq.(3.10), φj
n
i=1
(l+1)

(l+1)

λj
= nkj by Eq.(3.12) ;
(l+1)
until |τ
− τ (l) | < ;

A parallel implementation of the PMM algorithm
The E-step calculates the expected values of complete data log-likelihood which can
be calculated using multiple threads in parallel where each thread calculates a fraction of
Q function values. The M-step then sums up all these values and update the parameters.
We use a n × g table storing the log-likelihood for each read calculated in E-step. The table
has been randomly separated into x partitions, where each partition contains n/x reads.
The latter is computed in x threads in parallel by using “IntStream" technique in Java. We
summarize our workflow as shown in Figure 3.1.
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Results
We developed a PMM model and a Parallel algorithm (hence thereafter referred as
PMMBin, Algorithm 1), to capture both long k-mer and short k-mer information in the
DNA sequencing reads. We compared our methods to the competing methods that use long
k-mers (i.e., AbundanceBin) only and short k-mers (i.e., MarkovBin) only.
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Figure 3.2: Comparison of reads binning performance in terms of recovering the true bin
size distribution. Each panel corresponds to one data set and from left to right, bar plots
represents: the True Distribution of bin size, the one estimated by our proposed PMM and
fPMM approaches, the one estimated by MarkovBin approach and the one estimated by
AbundanceBin approach.

Simulation data analysis
We used MetaSim [155], an open-source DNA sequencing reads simulation system,
to generate six data sets, each with 10 million reads with 100 bases in length, which are
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Table 3.2: The accuracy (Acc.), precision (Pre.), and adjusted rand index (ARI) of PMMBin, fPMMBin, MarkovBin and AbundanceBin. The best performance results (excluding
fPMMBin due to the added filtering procedure) are in bold face.
PMMBin
AbundanceBin
MarkovBin
Data Acc. Pre. ARI Acc. Pre. ARI Acc. Pre. ARI
1
0.77 0.85 0.75 0.56 0.59 0.14 0.59 0.81 0.56
2
0.70 0.76 0.73 0.42 0.65 0.12 0.44 0.74 0.44
3
0.84 0.85 0.82 0.52 0.63 0.15 0.55 0.82 0.53
4
0.75 0.80 0.73 0.50 0.66 0.24 0.68 0.79 0.66
5
0.63 0.91 0.54 0.43 0.57 0.13 0.90 0.74 0.65
6
0.66 0.84 0.51 0.56 0.67 0.22 0.99 0.63 0.58

fPMMBin
Acc. Pre. ARI
0.96 0.86 0.95
0.93 0.78 0.92
0.92 0.86 0.91
0.90 0.82 0.90
0.98 0.88 0.81
0.91 0.87 0.76

“sequenced" from 10 randomly selected source species. We assigned the abundances of those
species in the taxon profiles of MataSim following a normal distribution and used the empirical error model that was recommended for simulating Illumina reads. The ground truth
of the reads abundances are shown in Figure 3.2.
We compared the performance and running time of PMMBin and fPMMBin (derived
(l+1)

from PMMBin by filtering out the inseparable DNA reads where standard deviation of τij

among clusters is less than 0.25) with that of AbundanceBin (long k-mers) [186] (version
1.01, February 2013) and MarkovBin (short k-mers) [144] (version 1.01, July 2013) in terms
of accuracy, precision and adjusted Rand index (ARI) [82]. When calculating accuracy
and precision, we consider a pair of reads to be positive if they are from the same source,
negative otherwise. Let us denote NP as the total number of the positive pairs, NN as the
total number of the negative pairs, NT P (true positive) as the number of positive pairs that
were assigned to the same bin, NT N (true negative) as the number of negative pairs that were
NT P
NT N
assigned to different bins. We define Accuracy as
and Precision as
. To highlight
NP
NN
the unique advantage of PMMBin in recovering the bin abundances with high variance, we
designed a set of case-control experiments. Specifically, we used a bin size distribution with
high variance to generate the data sets 1 to 4, and a true bin size distribution with low
variance to generate the data sets 5 and 6.
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From Table 3.2, PMMBin performs the best in the first 4 simulated data sets when
compared with MarkovBin and AbundanceBin, but not in the last 2 data sets, highlighting
the unique capability of PMMBin in detecting bins of diverse sizes. Compared to PMMBin,
fPMMBin enjoys much higher accuracy and ARI due to the removal of inseparable reads.
Thus, the abundance variation information is duly captured by Poisson mixtures through
extracting long k-mers while the base composition information is sufficiently captured by
the mixture Markov models by extracting short k-mers. Therefore, our simulation studies
strongly support the notion that short k-mers and long k-mers capture uncorrelated yet
complementary feature information in the reads.
Figure 3.2 gives a more visually compelling comparison of the binning performance.
PMMBin and fPMMBin successfully identified each of the 10 reads sources (species), represented by a “peak" for each source with negligible surrounding noises. Both MarkovBin and
AbundanceBin miss a number of sources (peaks) albeit the former identities more sources
than the latter. In data sets 1-4 when the bin sizes are truly diverse, the bin size distributions
recovered by PMMBin and fPMMBin are much closer to the true distribution compared with
MarkovBin and AbundanceBin. In data sets 5 and 6 when the bin sizes are more uniform,
MarkovBin performs best whereas AbundanceBin capturing bin size variation performs the
worst.
We also compared running time of the parallelized PMM algorithm with the nonparallelized version. As shown in Algorithm 1, we split the calculation of expected loglikelihood into different number of partitions so that we calculate all partitions in parallel.
We ran the parallel PMM algorithm on the 6 data sets (one hundred million reads) on a
server (4x Twelve-Core AMD Opteron 2.6GHz, 256GB RAM). We compare the running time
per iteration since different numbers of iterations are needed for different data sets. From
Table 3.3, we observe a markedly faster running time of the parallelized PMM algorithm
compared with the non-parallelized version without sacrificing the accuracy and precision.
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Ideally, the running time of the parallelized algorithm per iteration can be reduced
1
of that of the non-parallelized algorithm, where x is the number of partitions. But it
x
is not the case in reality as shown in Table 3.3. The reason is that we only parallelized the

to

E-step since the E-step calculation dominates the entire computational complexity whereas
M-step calculation is relatively trivial.
Table 3.3: Comparison of running time per iteration (100 million reads).
Data Set No Partition 4 Partitions 10 Partitions 40 Partitions
1
92.9 mins
41.7 mins
35.8 mins
6.2 mins
2
92.7 mins
41.3 mins
35.5 mins
5.8 mins
3
92.9 mins
41.6 mins
35.8 mins
6.1 mins
4
92.5 mins
41.4 mins
35.6 mins
5.9 mins
5
92.3 mins
41.1 mins
35.7 mins
5.8 mins
6
93.1 mins
41.7 mins
35.9 mins
6.2 mins

Real-world data analysis
We analyzed a human microbiome time course data set in which an individual’s
microbiome was sequenced daily over a period of one year [39]. We looked at the individual’s
microbiome data at eight days: day 1, day 2, day 101, day 102, day 201, day 202, day 301,
and day 302, and we partitioned the reads from each metagenomic sample into four bins, i.e.,
Actinobacteria, Bacteroidetes, Firmicuts and Proteobacteria. From Figure 3.3, it is evident
that the individual’s microbiomes are similarly between two consecutive days (per columns)
whereas are radically different among distant days (per rows). It was also noted in [39] that
the drastically changed microbiome at days 101-102 is due to the individual’s trip abroad.
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Figure 3.3: The temporal changes of the individual’s microbiome composition from Day 1
to Day 302.

Network data clustering
Overview & motivation
Over-dispersed network data mining has emerged as a central theme in data science,
evident by a sharp increase in the volume of real-world network data with imbalanced clusters. While most of existing clustering methods are designed for discovering the number of
clusters and class specific connectivity patterns, few methods are available to uncover the
imbalanced clusters, commonly existing in network communities and image segments, from
network data with over-dispersed cluster size distribution. The latter is considered as an intrinsic structural property of the network data. Here, we propose a generalized probabilistic
modeling framework, SizeConnectivity, to estimate over-dispersed cluster size distribution
together with class specific connectivity patterns from network data. A wide range of cluster
size distributions revealed by real-world network data can be accurately captured by our

30

method. We performed extensive synthetic and real-world experiments on clustering social
network data and image data for detecting network communities and image segments. Our
results demonstrate a superior performance of our SizeConnectivity clustering method in
recovering the hidden structure of network data via modeling over-dispersion.
The last few years have witnessed an explosive increase of network data volume,
variety and veracity as it naturally describes the structured connections among objects.
Formally, objects refer to nodes and connections refer to edges between nodes. There is a need
to uncover the hidden structure of the network data in a number of data rich domains, such as
social science, image processing, business analysis, information retrieval and bioinformatics
[71, 20, 3, 2]. To deal with this important and interesting problem, a lot of network data
clustering methods [160, 189, 87] have been designed aiming at grouping the nodes with a
similar connectivity pattern in the same cluster.
Intuitively, clusters in network data not only differ in their connectivity patterns, but
also can differ dramatically in their sizes. Unfortunately, the distribution of network cluster
sizes, particularly over-dispersed with high variance, remains a less attended issue in network
data mining. Over-dispersion arises when the data exhibits larger variance than the variance
permitted by the assumed model, also known as extra variation. It exists in data from many
different research areas including sociology, economics, ecology and biology [137]. Standard
network clustering methods, such as spectral clustering [160] and model-based probabilistic
clustering [141], albeit effective, are not designed to uncover over-dispersed network clusters.
Thus, new modeling framework considering both over-dispersed cluster size distribution and
connectivity pattern is urgently needed.
To further motivate our work, let us briefly discuss two exemplar applications in
clustering network data: social network community detection and image segmentation. In
social network community detection problem, network is partitioned into many modules of
subnetworks (communities) and the cluster sizes are commonly over-dispersed. For example,
college football teams in the USA and their games, considered as network data where nodes
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represent football teams and edges exist between pairs of football teams in competition
games. The division sizes of college football teams corresponding to cluster sizes are often
over-dispersed.
Image segmentation aims at finding objects that are commonly constructed via adjacent pixels with a similar grey level. In network based image segmentation methods, pixels
are treated as nodes and edges exist when the dissimilarity among pixels are less than a
specific threshold. As the size and shape of each object within the image are different from
each other, e.g., a rabbit and a house, the object sizes are over-dispersed that is very common
in the real-world image data. However, the standard network clustering methods intend to
divide the majority group into several subgroups, e.g., hierarchical clustering [65].
Here we propose a novel clustering approach for detecting imbalanced network clusters
by explicitly modeling the over-dispersion. Our proposed method employs a model-based
probabilistic clustering approach since it naturally captures geometric property and overall
structural information of the network data. In addition, unlike some commonly used network
clustering methods such as spectral clustering [160] and hierarchical clustering [94], the
location and shape of data and cluster sizes information can be efficiently encoded in the
model-based probabilistic clustering methods [187].
In our model, we use Poisson distribution to accommodate the imbalanced cluster sizes
revealed in real-world network data. Compared to other discrete probability distributions,
Poisson distribution is an asymmetric distribution with heavy right tail; thus, it is more
suitable for accommodating over-dispersed cluster size than others, e.g., Laplace and negative
binomial. Negative binomial distribution works well for the data with excessive zero counts
(zero-inflated property) [77] but it is not the case for many network data sets.
Our contribution is to model over-dispersed cluster size distribution as an independent component from the class specific connectivity for network data clustering. Using the
class indicator as a latent variable, we derive and maximize a new likelihood function of our
model-based probabilistic clustering model, denoted as SizeConnectivity Generalized (SCG)
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model, to simultaneously estimate imbalanced cluster sizes and class specific connectivity
pattern. We present extensive synthetic and real-world examples from social communities
and image segmentation to show the ubiquity of over-dispersion as well as the versatility of
the method we proposed. The advantages of SizeConnectivity framework over the conventional ConnectivityOnly framework, which only considers class specific connectivity pattern,
are demonstrated in Figure 3.4. It clearly shows that the conventional ConnectivityOnly
framework does not segment the image correctly in the over-dispersed scenario shown as the
first two rows of the 3rd column in Figure 3.4.

Method
In this section, we describe the proposed SizeConnectivity Generalized (SCG) model
in detail. In the Appendix, we will also present a most commonly used connectivity-based
network data clustering method that is denoted as ConnectivityOnly model (COM), a multinomial connectivity-based mixture model (MCM) and two SizeOnly models, which use Poisson mixture model (PMM) and multinomial mixture model (MMM) to model cluster size
distribution without capturing connectivity patterns.
Besides the connectivity information, the over-dispersed cluster size distribution can
also contain valuable information for improving clustering performance. Over-dispersed cluster size distribution, representing an intrinsic structure of network data, is often of practical
interest together with cluster connectivity. Hence, we develop a novel SizeConnectivity Generalized (SCG) model for clustering network data considering both class specific connectivity
and over-dispersion in cluster size distribution. We note that SCG is one-of-a-kind probabilistic modeling approach to integrate both cluster connectivity and over-dispersion for
clustering the network data. Here we choose Poisson distribution to model over-dispersion
in cluster sizes since it is a non-symmetric discrete distribution. Assuming there are K
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Figure 3.4: Illustration of the comparison between conventional ConnectivityOnly approach
and the proposed SizeConnectivity approach. The conventional ConnectivityOnly approach
(3rd column) does not accurately detect clusters with over-dispersed (high variance) cluster
size distribution whereas the proposed SizeConnectivity approach (2nd column) does. 1st
column represents the original input images (ground truth). The four true circles are shown
in different colors and the corresponding segments are calculated from the input images
using SizeConnectivity and ConnectivityOnly approaches, respectively. The conventional
ConnectivityOnly approach, i.e., spectral clustering with normalized cuts, was implemented
in the sklearn module of Python package Scikit-learn [150].
clusters and the k th cluster has nk nodes, then its corresponding probability has the form:

p(nk |λk ) =

λnk k e−λk
,
nk !

where λk is a parameter representing the size of the k th cluster.

(3.13)
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The probability of a link, denoted as θkj , indicates there is an edge from a particular
node in a certain k th cluster to a node j. Therefore, the probability that a node i belongs to
the k th cluster can be calculated as:
n
Y

p(X(i,:) , Zik = 1|θ) =

X

θkjij ,

(3.14)

i,j=1

where X(i,:) is the ith row of adjacency matrix, Xij = 1 when there is an edge from node i to
node j, otherwise Xij = 0. And the latent variable Zik is used as an indicator to represent
whether the node i belongs to the k th cluster (Zik = 1) or not (Zik = 0). Therefore, the
likelihood function of SCG model can be written as:

LSCG (X, |φk , θ, λk ) =

n
λnk k e−λk Y Xij
φk
θkj
nk !
j=1

n Y
K
Y
i=1 k=1

!Zik
,

(3.15)

nk
denotes the probability of a random node belongs to the k th cluster.
n
We employ EM algorithm to estimate the parameters of SCG model. At the lth

where φk =

iteration, the E-step has the form as:
(l−1)

(l−1)

τik

(l−1)

where p(nk

(l−1)

|λk

(l−1)

(l−1)

p(nk |λk )φk p(X(i,:) , Zik = 1|θ(l−1) )
,
=P
(l−1) (l−1) (l−1)
K
0 = 1|θ (l−1) )
p(X
,
Z
)φ
|λ
p(n
0
0
0
0
(i,:)
ik
k =1
k
k
k

(3.16)

) and p(X(i,:) , Zik = 1|θ(l−1) ) are the estimation of probability of the k th

cluster with nk nodes and the probability of node i belongs to the k th cluster at the (l − 1)th
iteration, calculated based on Eq. (3.13) and Eq. (3.14), respectively.
In the M-step, we find the parameter values that maximize the Q(Φ, Φ(l−1) )

Q(Φ, Φ(l−1) ) =

K
n X
X
i=1 k=1

(l−1)

τik

(l−1) n(l−1) −λ(l−1)
k
k

log

(λk

)

e

(l−1)
nk !

(l−1)

+ log φk

+

n
X

!
(l−1)

Xij log θkj

,

j=1

(3.17)
where Φ denotes a complete set of SCG related parameters.
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λk is estimated by setting the partial derivative of Q(Φ, Φ(l−1) ) to 0, which is mathematically represented as:
∂Q(Φ, Φ(l−1) )
= 0.
∂λk

(3.18)

So that we have:
(l)
λk

=

(l)
nk

=

n
X

(l)

Zik ,

(3.19)

i=1

where

(l)
Zik


(l)
= I τik =

max

k0 ={1,...,K}

(l)
τik0


and I(·) is the indicator function.

φk is the cluster weight parameter of the k th cluster, which is updated by summarizing
the expected counts of nodes as:
(l)
φk

=

n
(l−1)
X
τ
ik

i=1

n

.

(3.20)

θkj is the probability that there is an edge between node j and a particular node in the k th
cluster initialized with random number between [0, 1] and updated as follows:
(l)
θkj

where Xi· =

n
X

Pn

= Pi=1
n

(l−1)

Xij τik

(l−1)

,

(3.21)

i=1 Xi· τik

Xij is the degree of node i.

j=1

The complete algorithm for solving SizeConnectivity Generalized (SCG) model is
given in Algorithm 2. At the beginning of the algorithm, each cluster of network data is
n
(0)
(0)
given with equal size, and each cluster is given with equal weight. That is, λk = nk =
K
1
(0)
for cluster size and φk =
for the cluster weight parameter. We also randomly assign a
K
(0)
value between 0 and 1 to θkj .
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Algorithm 2: The SizeConnectivity Generalized (SCG) algorithm.
Input: The adjacency matrix of network data X, Number of clusters K, l=1
1
2
3
4
5

6

7
8

for k = 1 to K do
(0)

Initialize: φk =

1 (0)
n
(0)
(0)
, λk = nk = , and randomly assign θkj in [0, 1] ;
K
K

end
repeat
E-step: Compute the responsibilities
(l−1) (l−1)
(l−1)
p(n
|λ
)φ
p(X(i,:) , Zik = 1|θ(l−1) )
(l−1)
at the lth iteration;
τik = PK k (l−1)k (l−1)k (l−1)
(l−1)
|λk0 )φk0 p(X(i,:) , Zik0 = 1|θ
)
k0 =1 p(nk0
n
X τ (l−1)
(l)
ik
M-step: Update the corresponding parameters φk =
by Eq. (3.20),
n
i=1
Pn
n
(l−1)
X
(l)
(l)
(l)
(l)
i=1 Xij τik
λk = nk =
Zik by Eq. (3.19), θkj = Pn
by Eq. (3.21);
(l−1)
i=1
i=1 Xi· τik
l = l + 1;
until |τ (l+1) − τ (l) | < ;

The E and M steps alternates until convergence. Then we assign each node to a cluster
with the highest probability among all clusters according to the indicator Zik , calculated as
follows:

p(Zik = 1|X, Φ̂) = PK

p(n̂k |λ̂k )φ̂k p(X(i,:) , Zik = 1|θ̂)

k0 =1

p(n̂k0 |λ̂k0 )φ̂k0 p(X(i,:) , Zik0 = 1|θ̂)

,

where Φ̂ = {n̂k , λ̂k , φ̂k , θ̂}, is a set of estimation of parameters for SCG model after convergence of learning process.

Experiments and results
In this section, we validate and evaluate our proposed clustering method by comparing
with several other methods using a total of nine data sets, including four synthetic network
data sets, three synthetic images and two real-world social network data sets.
Experimental setup
We compared the clustering performance of our proposed SizeConnectivity Generalized (SCG) model to ConnectivityOnly model (COM), multinomial connectivity-based mix-
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ture model (MCM), Poisson mixture model (PMM), multinomial mixture model (MMM),
and an ensemble of other seven selected clustering methods, i.e., K-means, MiniBatch Kmeans, Spectral Clustering with K-means approach (SC-K), Spectral Clustering with discretization approach (SC-D)1 , Hierarchical Clustering with Ward linkage (HC-W), Hierarchical Clustering with average linkage (HC-A), and Hierarchical Clustering with complete
linkage (HC-C). We implemented SCG, COM, MCM, PMM and MMM methods by using
Python language based on the following open-source packages such as NumPy [167], SciPy
[147] and matplotlib [84]. The other seven clustering methods were implemented in Python
machine learning package Scikit-learn [150].
Since each clustering algorithm has its own heuristic nature and final clustering results may be different due to different initialization of related parameters, we ran each
algorithm multiple times using different initial parameter values attempting to report their
best performances. We ran the algorithms implemented in Python machine learning package Scikit-learn and our algorithms ten times on four synthetic network data sets, three
synthetic images and two real-world social network data sets due to the parameter adjustments. Specifically, we used a different centroid seed each time when we ran the K-means
type of algorithms.We tried different numbers of connected components in connectivity matrix when running Hierarchical Clustering type of algorithms. We also used different degrees
of polynomial kernels for running Spectral Clustering type of algorithms. We tried different
batch sizes for MiniBatch K-means as well.
Experiments on synthetic network data
We designed a set of experiments using synthetic network data to evaluate the performance of our SizeConnectivity Generalized (SCG) algorithm in uncovering various cluster
size distributions.
1

Both spectral clustering methods have employed normalized Laplacian to find normalized cuts. K-means
and discretization are two ways of assigning labels after the Laplacian embedding [150].
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We generated four synthetic network data sets, named Syn1, Syn2, Syn3 and Syn4,
with different cluster size distributions using R package statnet [72]. In each synthetic data
set, the number of nodes and the number of clusters are set to be 105 and 5, respectively. The
cluster size distribution in Syn1 and Syn2 are more uniform (low variance) while that in Syn3
and Syn4 are over-dispersed (high variance). We used a popular open-source visualization
and exploration software Gephi to visualize the network data in Graph Modeling Language
(GML) format [12].
We used Adjusted Rand Index (ARI) as the evaluation metric, when the ground truth
of the data is available [83]. Let s and d denote as the number of pairs of nodes that are in
the same cluster in both ground truth and clustering result and the number of pairs of nodes
that are in the different clusters in both ground truth and clustering result, respectively.
s+d
, where t is the total number of possible paris in
Thus, we have the Rand Index (RI)=
t
RI − E[RI]
the data set. Then we get the ARI=
, where E[RI] is the expected RI.
max(RI) − E[RI]
According to the ARI values in Table 3.4, our proposed SCG algorithm outperforms
other methods in synthetic network data set Syn3 and Syn4, but not in Syn1 and Syn2.
This result highlights the key advantage of our SCG method in modeling over-dispersion for
improving clustering performance whereas the conventional methods don’t have.
To further demonstrate the key advantage of modeling over-dispersion in network
data, we then generated three synthetic images with four circles representing four clusters as
image network data, using the module sklearn of Python package Scikit-learn [150], shown
in Figure 3.4. Note that the over-dispersion of the four circles’ sizes exist in the first two
images but not the third one as comparison.
As mentioned above, in images, pixels are treated as nodes and edges exist when the
grey level dissimilarity among pixels are less than a specific threshold. In our experiments,
we set the threshold of the three synthetic images as 10%, i.e., assuming pi and pj are the
|pi − pj |
grey values for two pixels i and j, if
≤ 10%, we define there is an edge between two
255
pixels i and j.
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Table 3.4: The Adjusted Rand Index (ARI) of the 12 selected clustering methods: SizeConnectivity Generalized (SCG) model comparing to ConnectivityOnly model (COM), multinomial connectivity-based mixture model (MCM), Poisson mixture model (PMM), multinomial
mixture model (MMM), K-means, MiniBatch K-means (MB-K), Spectral Clustering with
K-means approach (SC-K), Spectral Clustering with discretization approach (SC-D), Hierarchical Clustering with Ward linkage (HC-W), Hierarchical Clustering with average linkage
(HC-A) and Hierarchical Clustering with complete linkage (HC-C) using four synthetic social network data sets and two real-world data sets. The best performance results are bold
faced.
Methods
SCG
COM
MCM
PMM
MMM
K-means
MB-K
SC-K
SC-D
HC-W
HC-A
HC-C

Syn1
0.72
0.48
0.48
0.39
0.51
0.67
0.67
0.68
0.75
0.68
0.58
0.62

Syn2
0.74
0.56
0.56
0.51
0.50
0.67
0.68
0.73
0.76
0.67
0.61
0.64

Syn3
0.83
0.50
0.51
0.51
0.33
0.68
0.70
0.77
0.74
0.71
0.70
0.74

Syn4
0.80
0.50
0.53
0.47
0.32
0.69
0.71
0.76
0.71
0.70
0.72
0.73

Polbooks
0.87
0.56
0.56
0.38
0.38
0.67
0.66
0.77
0.75
0.76
0.74
0.75

Football
0.78
0.57
0.55
0.46
0.37
0.64
0.62
0.74
0.71
0.72
0.69
0.70

We presented the clustering results for this synthetic image data in Figure 3.4 to
demonstrate our motivation for modeling over-dispersion in network data. To support the
key advantage of modeling over-dispersion by visualizing the image segmentation results,
we computed ARI values for our SCG clustering algorithm and the conventional spectral
clustering algorithm SC-K in Table 3.5.
Our SCG algorithm implementing the SizeConnectivity approach outperforms the
SC-K approach among all three synthetic images, especially for the first two images with
over-dispersion. Note ARI values of the SCG and SC-K algorithms are very close in the
third image due to its four circles’ sizes are more uniform. In conclusion, the experimental
results from both synthetic social and image network data sets demonstrate that our SCG
algorithm perform better via modeling over-dispersion in image segmentation.
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Table 3.5: ARI values of image segmentation using SCG algorithm (SizeConnectivity) and
SC-K algorithm (ConnectivityOnly). The best performance results are bold faced.
Image No. SCG Clustering SC-K Clustering
1
0.81
0.51
2
0.85
0.43
3
0.89
0.85

Figure 3.5: Community detection using Polbooks network data set. Our proposed SizeConnectivity Generalized (SCG) model is capable of accurately detecting network communities with over-dispersed community size distribution whereas the ConnectivityOnly model
(COM) and SizeOnly model are not.

Polbooks

Football

Figure 3.6: Community size distributions of two real-world social network data sets: Polbooks and Football.
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Experiments on real-world network data
The two real-world network data sets Polbooks and Football, categorized as social
network data, were downloaded from University of Michigan network data webpage2 . Please
refer to Figure 3.6 to see the true community size distribution for Polbooks and Football.
The data set Polbooks contains the network of books about US politics with 105 nodes
representing books about US politics sold by the online bookseller Amazon.com. Given
values as “l", “n", or “c", they are labeled as “liberal", “neutral", or “conservative" respectively.
And edges represent frequent co-purchasing of books by the same buyers, as indicated by the
“customers who bought this book also bought these other books" feature on Amazon [107].
Football contains the network of American football games between Division IA colleges
during regular fall season. There are 115 nodes representing 115 football teams and 12
clusters which are the 12 conferences, and edges connect any pair of football teams with any
competition [63].
The ARI results of these two real-world network data sets are shown as last two
rows of Table 3.4. Specifically, SCG outperforms in the network data Polbooks due to SCG
performs better within dispersed community size distribution comparing with ConnectivityOnly and SizeOnly approaches. In this data set, the majority communities are “liberal" and
“conservative" represented by red and green dots, while “neutral" represented by blue dots
is much less than the other two communities shown in Figure 3.5. As a result, all the three
approaches can detect most of the major two communities via community connectivity or
size. However, we can see that the “neutral" community can not be detected correctly due
to its community size is much more unlike the other two communities, only our proposed
SizeConnectivity approach can detect the most of books in “neutral" community comparing with the ConnectivityOnly and SizeOnly approaches. To further indicate the difference
of three methods’ performance, Table 3.6 shows the accuracy of clustering result for each
cluster.
2

http://www-personal.umich.edu/~mejn/netdata/
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Table 3.6: Comparison of SCG algorithm (SizeConnectivity), ConnectivityOnly model
(COM) and SizeOnly model via using the Polbooks network dataset. The best performance
results (Accuracy) are bold faced.
Color/Community SCG COM SizeOnly
Liberal
0.98 0.91
0.84
Conservative
0.98 0.85
0.77
N eutral
0.73 0.25
0.14

Mixed feature types data clustering
Overview & motivation
Over-dispersed cluster size distribution with high variance is ubiquitous and these
data are often available with mixed feature types, such as continuous and categorical. In
this work, we propose a novel probabilistic framework, SizeDensity, to simultaneously model
data compactness (density) and cluster size distribution. Specifically, we develop new joint
mixture probability models and efficient algorithms to uncover the imbalanced and overlapping clusters from mixed feature-type data with over-dispersed size distributions. We
focus on mathematical and algorithmic formulation, validation, and evaluation of integrating cluster size information into compactness-based clustering algorithms. The problem is
sufficiently general and important but has barely been studied in the literature.
Our original contribution is to incorporate the cluster size distribution, especially
over-dispersed, into the probabilistic model as an independent component from the class
conditional density. By employing the class indicator as a latent variable, we derive and
maximize a new likelihood function to simultaneously estimate cluster size distribution and
class conditional density. The advantages of SizeDensity framework over the traditional
DensityOnly framework described above are duly demonstrated in (Figure 3.7).
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(a). GMM for low variance data

(b). PGM for low variance data

(c). GMM for high variance data

(d). PGM for high variance data

Figure 3.7: Comparing the Gaussian mixture model (GMM) and the proposed Poisson Gaussian mixture model (PGM) in both low variance data set and high variance data set.Top
row represents the low variance data set, while bottom row represents the high variance data
set. Both approaches perform well in the low variance data set. However, the traditional
DensityOnly (Gaussian mixture model, GMM) approach (left column) does not accurately
detect clusters with over-dispersed (high variance) cluster size distribution in the high variance data set whereas the proposed SizeDensity (Poisson Gaussian mixture model, PGM)
approach (right column) does. The five true data clusters are shown in different colors and
the corresponding ellipses are calculated from the density estimation of each cluster in both
simulated data sets using DensityOnly and SizeDensity approaches, respectively. These two
data sets are simulated using multivariate Gaussian distribution in R package MASS [168]
and their cluster sizes are simulated using multinomial distribution.
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Method
Poisson Gaussian Multinomial Mixture model (PGMM) for mixed feature-type
data
Given a data set with continuous features X and categorical features Y with K
clusters, and there are H different levels for each categorical feature. Using mathematical
symbols listed in Table 3.7, the joint probability-based model for the mixed continuous and
categorical data can be written as:

p(X, Y, Z|π, Θ) =

K
X

πk p(X|ΘX , λk )p(Y |ΘY , λk ).

(3.22)

k=1

As stated above, clusters not only differ in class conditional density but also in their
sizes especially over-dispersed. Cluster size distribution, representing an intrinsic structure
of unlabeled data, is often of practical interest together with cluster compactness or connectivity. Hence, we develop a novel probability model for clustering considering both class
conditional density and cluster size distribution. The likelihood function for the new SizeDensity model with Poisson distribution representing the over-dispersed cluster size distribution
in the mixed feature-type data is given as:
n Y
K  nk −λk
Y
λ e

|

(X −µ )(X −µ )
− i k 2i k
1
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k
LPGMM (X, Y, Z|πk , Θ, λk ) =
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(3.23)

where nkYj Lh is the number of instances in the k th cluster with the hth level in the j th
categorical feature, p

nkY

j Lh

is the probability that given extraction will be in the k th cluster

with the hth level in the j th categorical feature and λk is a parameter representing cluster
size.
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Table 3.7: A list of mathematical symbols in mixed feature types data clustering.
Notations Comments
n
total number of instances in a data set
nk
number of instances in each cluster
K
number of clusters
k
index of the clusters ∈ [1, ..., K]
fk (X)
density of the mixture component
X
continuous features
Xi
ith instance’s continuous feature’ value
i
index of the instances∈ [1, ..., n]
σk
covariance matrix in cluster k
Y
categorical features
Yj
j th categorical feature
j
index of the categorical feature
J
number of categorical features
Lh
hth level in each categorical feature
h
index of the levels in each categorical
H
number of levels in each category
nkYj Lh
number of instances in the k th cluster with the hth
level in the j th categorical feature
nkY L
nk
p j h
p Yj Lh probability that given extraction will be in
the k th cluster with the hth level in j th categorical
feature
D
dummy variable
πk
mixing proportion
λk
component parameter of Poisson Model
Θ
a set of mixture model related parameters
Φ
PGMM related parameters
Zik
indicator that instance belongs to k th cluster
Zi
indicator of ith instance
Fi
Zi ’s categorical distribution
τik
expectation value of Zik
l
iteration index
Since we used Poisson distribution to capture the mean and variance of the overdispersed cluster size distribution, we denote the SizeDensity model as Poisson Gaussian
Multinomial Mixture model (PGMM). Note that the SizeDensity model is sufficiently flexible
and can be extended to employ other discrete distributions for modeling a wide range of
cluster size distributions in real-world data. Figure 3.8 presents the main idea of this work.
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The PGMM algorithm
Here, we develop an Expectation-Maximization (EM) type algorithm to maximize
the complete data log-likelihood function log LPGMM . The expected value of Zik is τik , where
Zik is a latent variable indicating whether the instance i belongs to k th cluster:
(l)

(l)

(l)

(l)

(l)

τik = E[Zik = 1 | πk , λk , Θ(l) ] = p(Zik = 1 | πk , λk , Θ(l) )
(l)

(l)

(l)

(l)

(l)

p(N = nk )πk p(xX Θx , λk )p(yY |Θy , λk )(l)

= PK

(l)

(l)

(l)

(l)

(l)

0
k =1 p(N = nk )πk0 p(xX |Θx , λk0 )p(yY |Θy , λk0 )
0

.

(3.24)

Real-world data may also contain dummy variables, which are the binary variables
with value either 1 or 0 indicating whether the specific instance is present or absent [60]. For
example, gender is typically considered as a dummy variable in a medical dataset.

Figure 3.8: A conceptual overview of the Poisson Gaussian Multinomial mixture model (PGMM) for clustering mixed featuretype data with over-dispersed cluster size distribution.
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In our model, we use the dummy variable to more accurately model the conditional
distributions of other features rather than using them as features. Hence we arrive at the
updated expected value of Zik for the data with dummy variables as:
(l)

(l)

(l)

(l)

(l)

τik = E[Zik = 1, D|πk , λk , Θ(l) ] = p(Zik = 1, D = 1|πk , λk , Θ(l) )
(l)

(l)

(l)

(l)

(l)

p(N = nk )(l) πk p(xX |Θx , λk )p(yY |Θy , λk )p(D = 1)

= PK

k0 =1

(l)

(l)

(l)

(l)

(l)

(l)

p(N = nk0 )πk p(xX |Θx , λk0 )p(yY |Θy , λk0 )p(D = 1)

,

(3.25)

where D represents a dummy variable. It equals to 1 when the specific instance is present
and 0 otherwise. For example, in the dummy variable gender, 1 represents a male instance
whereas 0 represents a female instance.
We calculate Q(Θ|Θ(l) ) of SizeDensity (PGMM) model as:

(l)

Q(Θ|Θ ) =

n X
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nk Y

!
j Lh

where log(l) with parameter means the log value of the lth iteration.
In the M-step, we find the parameter values that maximize the Q(Θ|Θ(l) ). πk is
updated by summarizing the expected counts of instances as:
(l+1)
πk

=

n
(l)
X
τ
ik

i=1

n

.

(3.27)

The Gaussian component parameters are updated as:
(l+1)
µk

(l)
i=1 τik xX i
,
(l)
πk

Pn
=

(3.28)
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Pn
Σk =

i=1

πik (Xi − µk )(Xi − µk )|
=
πk

Pn

i=1

πik Xi Xi |
− µk µk | ,
πk

(3.29)

where µk and Σk are vector of means and covariance matrix for continuous feature.
The multinomial component parameters are updated as:
(l)

(l+1)
pkY L
j h

=

nkY

j Lh

(l)
nk

,

(3.30)

and the Poisson component parameter λk is estimated by calculating the first derivative of Q(Θ|Θ(l) ) as:
(l+1)

λk

(l)

= nk .

(3.31)

For the initialization of the parameters, each cluster is given an equal size, and each
1
n
for cluster size and πk =
class is given an equal weight at the beginning. That is, λk =
K
K
nLh
for the mixing proportion. We also set pkYj Lh =
for cluster density of the categorical
nk
n
X
(Xi − µ2)
2
and
features. For cluster density of the continuous features, we set σk =
n
i=1
randomly assign the values of µk . The complete PGMM method is given in Algorithm 3.
After the PGMM algorithm converges, we assign each instance to a cluster with the
highest probability among all clusters according to the indicator matrix Zik , calculated as
follows:

p(Zik = 1|X, Y, Θ̂) = PK
0

π̂k p(Xi , Yj |λˆk , µ̂k Σ̂k )p̂kYj Lh
π̂ 0 p(Xi , Yj |λˆ 0 , µ̂ 0 Σ̂ 0 )p̂

k =1

k

k

k

k

k

.
0
Yj Lh

Convergence of the PGMM algorithm
In this section, we theoretically study the convergence of the PGMM algorithm. To
this end we claim that the proofs given below can be applied to any algorithms falling into
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Algorithm 3: The PGMM algorithm.
Input: Dataset (X, Y ), Number of clusters K
1

for k = 1 to K do
n

2

2

X (Xi − µ)
nL
n
1
, λk = , and
Initialize: Θ̂ : πk = , pkYj Lh = h , σk2 =
K
nk
n
K
i=1
(0)

randomly assign µk ;
3
4
5

6

end
repeat
E-step: Compute the responsibilities
τ̂ik = E[Zik = 1, D | πk , λk , Θ] = p(Zik = 1, D = 1 | πk , λk , Θ), i = 1, 2, ..., n and
k = 1, 2, ..., K by Eq.(3.24) at lth iteration;
n
(l)
X
τik
(l+1)
by Eq.(3.27),
M-step: Update the corresponding parameters Θ πk
=
n
i=1
(l)

µ(l+1) by Eq.(3.28),
(l+1)

7

(l+1)
Σk

by Eq.(3.29),

(l+1)
pk Y L
j h

=

nkY

(l)

j Lh

(l)
nk

by Eq.(3.30), and

λk
= nk by Eq.(3.31) to determine Φ̂(l+1) ;
until |Φ(l+1) − Φ(l) | < ;

our SizeDensity framework. Formally, we need to show that the log-likelihood of PGMM
denoted as LPGMM (Φ) converges monotonically to an unique log-likelihood value LPGMM (Φ)∗ ,
where Φ represents the set of PGMM related parameters. Our mathematical proof of PGMM
convergence is written as below:
Proposition 1. For a convex function f (x), E[f (X)] ≥ f (E[X]) provided that the expectations exist and are finite. For a strictly convex function, E[f (X)] = f (E[X]) if only if
p(x = E[X]) = 1. For concave function f (x), E[f (X)] ≤ f (E[X]) provided that the expectations exist and are finite (Jensen’s inequality).
Given data with mixed feature types, we write the log-likelihood function of PGMM
as:

LPGMM (Φ) =

XX
i

k

log p(X, Y |Φ) =

XX
i

k

log

X
Zi

p(X, Y, Z|Φ),

(3.32)
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where Zi is the class indicator of ith instance, and k is the class index. Assuming Zi follows
a categorical distribution denoted as Fi , the log-likelihood of PGMM can be shown as:

LPGMM (Φ) =

XX
i

log

X

Fi (Zi )

Zi

k

p(Xi , Yi , Zi |Φ)
,
Fi (Zi )

(3.33)

where Xi and Yi are the continuous and categorical feature values of ith instance, respectively.
Proposition 2. Assume the continuous and categorical data distributions are from canonical
exponential families, in their natural parameterization, LPGMM (Φ) is a concave function [18].
Proposition 3. If random variable X follows categorical distribution denoted as g(X) and
its probability mass function can be donated as fX . Then the expected value of g(X) is
X
g(x)fX (x) [28].
E[g(X)] =
x

Lemma 1. For each data instance, LPGMM (Φ) ≥

XXX
i

k

Fi (Zi ) log

Zi

p(Xi , Yi , Zi |Φ)
.
Fi (Zi )

p(Xi , Yi , Zi |Φ)
Proof. According to Proposition 3, the expectation value of
is
Fi (Zi )
X
p(Xi , Yi , Zi |Φ)
Fi (Zi ) log
. Combining Proposition 1, Proposition 2 and Proposition 3, we
F
i (Zi )
Zi
can get:


 


p(Xi , Yi , Zi |Φ)
p(Xi , Yi , Zi |Φ)
≥ EZi ∼Fi f
,
f EZi ∼Fi
Fi (Zi )
Fi (Zi )

(3.34)

so that Lemma 1 is proved.
Theorem 4. Given LPGMM (Φ) is a concave function for continuous and categorical data
distributions from canonic exponential families, LPGMM (Φ)(l+1) ≥ LPGMM (Φ)(l) .
Proof. In E-Step, for each instance i, compute Fi (Zi ) = p(Zi |Xi , Yi |Φ). Then, the loglikelihood of PGMM is written as:

LPGMM (Φ(l) ) =

XXX
i

k

Zi

(l)

Fi (Zi ) log

p(Xi , Yi , Zi |Φ(l) )
(l)

Fi (Zi )

.

(3.35)
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In M-Step, compute

Φ = arg max
Φ

XXX

Fi (Zi ) log

i=1 k=1 Zi

p(Xi , Yi , Zi |Φ)
.
Fi (Zi )

(3.36)

And the log-likelihood of PGMM is rewritten as:

LPGMM (Φ(l+1) ) ≥

XXX
i

≥

k

Zi

XXX
i

k

(l)

Fi (Zi ) log
(l)

Fi (Zi ) log

Zi

p(Xi , Yi , Zi |Φ(l+1) )
(l)

Fi (Zi )
p(Xi , Yi , Zi |Φ(l) )
(l)

Fi (Zi )

= LPGMM (Φ(l) ),

(3.37)

so that LPGMM (Φ)(l+1) ≥ LPGMM (Φ)(l) is proved.
Thus, LPGMM (Φ) is non-decreasing over iterations. At (l+1) iterations, |LPGMM (Φ)(l+1) −
LPGMM (Φ)(l) | ≤ , where  is an arbitrarily small number greater than 0. So, the convergence
of PGMM is proved.

Experiments and results
To evaluate the performance of our proposed PGMM (SizeDensity) algorithm, we
comprehensively compared our algorithm with other seven popular algorithms using a total
of nine data sets, including four synthetic data sets, four Heart Disease data sets and one
Walmart Recruiting data set.
Experimental setup
In our experiments, all the algorithms were implemented in R language. Due to the
heuristic nature of the clustering algorithms, we ran each algorithm multiple times using different parameter values attempting to report their best performance. We ran all algorithms
ten times on the four synthetic and four heart disease data sets and we ran all the algorithms
three times on Walmart Recruiting data set due to extremely large data volume.
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The seven methods selected for comparison can be summarized into the following
three categories:
• Model based clustering: We selected three model based clustering algorithms, i.e.,
DensityOnly (Gaussian Multinomial Mixture model, GMM), SizeOnly (Poisson Mixture Model, PMM), and Dirichlet Process Mixture Model (DPMM). R package mixtools
[15] was used to implement GMM and PMM. DPMM was implemented in PReMiuM
package [123]. In each run, the concentration parameter of Dirichlet process was set to
be a non-negative random number in the range of 0.001 to 1. In addition, the number
of iterations in the burn-in period of the Markov Chain Monte Carlo (MCMC) sampling as well as the number of sweeps after the burn-in period were set in the range of
10 to 1000.
• Distance based clustering: We select four clustering methods based on different
distance metrics, which are density peak clustering and three hierarchical clustering
methods. Density peak clustering (DPC) algorithm was implemented in R package
[156]. The hierarchical clustering algorithms were implemented using cluster package [127] with Gower’s distance [66]. In our experiments, we explored all the three
commonly used group similarity measurements, i.e., group average, single link, and
complete link, corresponding to Hierarchical Clustering Average (HC-A), Hierarchical
Clustering Single (HC-S), and Hierarchical Clustering Complete (HC-C) algorithms.
• Spectral clustering: In our experiments, due to the mixed feature types, we generated Gower’s similarity matrix using CluMix package [148] and then plugged it into
SNFtool [171] to perform spectral clustering. In each run, we tried different weights to
calculate Gower’s distance between objects in R package CluMix.
Synthetic data
We generated four synthetic data sets using R with various cluster size distributions
to evaluate the performance of our clustering methods and compare with selected other
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Figure 3.9: A set of case-control synthetic data sets experiments to demonstrate performance
of the proposed PGMM method in uncovering the true cluster size distribution. The true
cluster size distribution of synthetic data set 2 (upper panel) is with over-dispersion (high
variance), while the true cluster size distribution of synthetic data set 4 (lower panel) is with
low variance. Histograms in each panel represent, from left to right, the True Distribution
of cluster size, PGMM (SizeDensity) approach, GMM (DensityOnly) approach and PMM
(SizeOnly) approach.
clustering methods. The four synthetic data sets are generated based on the parameters
learned from lung cancer outcomes study from Institute for Digital Research and Education
of UCLA [24].
Each synthetic data set contains a single label (target) representing the five stages of
lung cancer, seven continuous features (age, length of stay in hospital after surgery, white
blood count, red blood count, body mass index, interleukin 6 and C-reactive protein) and
four categorical features (married, family hx, smoking hx and gender). In our PGMM model,
we treated gender as a dummy variable instead of a categorical feature.
In [122], the authors examined means and variances of continuous features, e.g., body
mass index and interleukin 6 for patients in various cancer stages. With these means and
variances, Gaussian distribution is used to simulate continuous features. Binomial and multinomial distributions are used for binary features and multi-categorical features, respectively.
Cluster sizes are simulated using multinomial distribution.
We compared the performance of the eight clustering methods in terms of Adjusted
Rand Index [83]. To highlight the unique advantage of PGMM in recovering the overdispersed (high variance) cluster size distribution, we designed a set of case-control experiments. Specifically, we used a true cluster size distribution with over-dispersion (high
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variance) to generate the data sets 1 and 2, and a true cluster size distribution with low
variance to generate the data sets 3 and 4.
In Table 3.8, we report ARI values to assess the performance of each clustering method
on each data set. PGMM (SizeDensity) performs the best in the data sets 1 and 2 featured
with over-dispersion (high variance) in cluster sizes whereas DPC (DensityOnly) and GMM
(DensityOnly) performs the best in the data sets 3 and 4 featured with low variance in cluster
sizes, respectively. Note some methods (e.g., DPC) do not require the number of clusters as
an input whereas others do, we gave the true number of clusters to all the compared methods
to maximize their performances.
In Figure 3.9, we gain visual impression on how well PGMM uncovers the true cluster
size distribution. Specifically, the upper panel depicts the real-world scenario that cluster
sizes are over-dispersed. It is evident that PGMM effectively recovers the true distribution,
so does the SizeOnly model. In comparison, the DensityOnly model tends to undermine the
cluster size information by normalizing the sizes of all clusters, leading to a more uniform
cluster size distribution. In the lower panel, on the other hand, DensityOnly model that neglects cluster size information works as well as PGMM due to the low variance in cluster size
distribution. The SizeOnly model performs poorly since there is little information (variance)
on the cluster size distribution to capture. Our case-control experiments clearly illustrate
the unique capability of PGMM in uncovering data clusters of diverse sizes in addition to
data compactness.
Real-world data
We used four real-world Heart Disease data sets and one Walmart Recruiting data set
to evaluate the performance of our clustering algorithm. The four Heart Disease data sets are
collected by Cleveland, Hungary, Switzerland, and the VA Long Beach and we downloaded
them from UCI Machine Learning Repository. Each Heart Disease data set contains a single
target, which represents the categories of heart disease labeled by the doctors, six continuous
features (age, blood pressure, serum cholesterol, blood sugar, maximum heart rate and height
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Table 3.8: The Adjusted Rand Index (ARI) values of eight selected clustering methods:
PGMM (SizeDensity), GMM (DensityOnly), PMM (SizeOnly),Dirichlet Process Mixture
Model (DPMM), Density Peak Clustering (DPC), Hierarchical Clustering Average (HCA), Hierarchical Clustering Single (HC-S), Hierarchical Clustering Complete (HC-C) and
Spectral Clustering using four simulated data sets. (The best performance results are in
bold face.)

1
2
3
4

PGMM
0.781
0.767
0.673
0.600

GMM
0.724
0.553
0.772
0.754

PMM
0.413
0.661
0.440
0.500

DPMM
0.637
0.695
0.587
0.744

DPC
0.721
0.758
0.781
0.629

HC-A
0.753
0.749
0.718
0.706

HC-S
0.717
0.682
0.691
0.727

HC-C
0.732
0.721
0.705
0.673

Spectral Clustering
0.713
0.704
0.711
0.696

Table 3.9: The ARI values of the eight selected clustering methods using five real-world data
sets. D1-D4 are the four Heart Disease data sets and WR is the Walmart Recruiting data set.
(N/A entries are due to intractable memory requirement of the corresponding algorithms.
The best performance results are in bold face.)
PGMM
D1
0.760
D2
0.751
D3
0.737
D4
0.729
WR 0.396

GMM
0.514
0.483
0.564
0.664
0.216

PMM
0.241
0.540
0.480
0.552
0.143

DPMM
0.715
0.603
0.629
0.597
N/A

DPC HC-A
0.717 0.749
0.651 0.685
0.697 0.733
0.704 0.723
N/A N/A

HC-S
0.671
0.677
0.716
0.698
N/A

HC-C
0.679
0.741
0.734
0.712
N/A

Spectral Clustering
0.712
0.673
0.669
0.708
N/A

at rest) and eight categorical features (gender, chest pain type, electrocardiographic results,
exercise, slope of peak exercise ST segment, major vessels, thal and angiographic disease
results). In consistence with what we did for synthetic data, we treated gender as a dummy
variable in .
The Walmart Recruiting data set was downloaded from Kaggle competition website
under the name "Walmart Recruiting: Trip Type Classification". It was originally analyzed
using market basket analysis to classify shopping trips in order to improve their segmentation process. In this dataset, there are 647, 054 customers/instances and six features
including two identifying features (VisitNumber and UPSNumber), one continuous feature
(ScanCount), and three categorical features (Weekday, DepartmentDescription and Fineli-
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Figure 3.10: Comparison of clustering approaches for mixed continuous and categorical data
using Heart Disease data sets D1 and D3 as first and second panel, respectively. Histogram
in each panel represents, from left to right, the True Distribution of cluster size, PGMM
(SizeDensity) approach, GMM (DensityOnly) approach and PMM (SizeOnly) approach.
neNumber), along with the target (TripType). There are 38 TripTypes that we use as the
true clusters for evaluating the performance of our clustering algorithm.
In the Walmart Recruiting data set, there are only three clusters out of 38 clusters
contain more than 5% of total instances. In the remaining 35 clusters, 33 clusters contain
less than 4% of total instances, 28 clusters contain less than 3% of total instances, 23 clusters
contain less than 2% of total instances and 19 clusters contain less than 1% of total instances.
As a result, we filtered out the very small clusters with very few instances, i.e., those with
less than 1% of the instances. We used the remaining 19 clusters for further experimental
comparison and evaluation.
In Table 3.9, we report ARI to compare the performance of each of the eight clustering
methods on each of the five real-world data sets. We run these methods using a server with
the configuration ,i.e., 4 X 2.6 GHz CPU’s and 256 GB of memory. DPMM, DPC, HC-A, HCS, HC-C and Spectral Clustering do not scale to this big data set with 647, 054 instances due
to intractable memory requirement of loading a 647, 054 × 647, 054 dissimilarity/similarity
matrix.
We, once again, observed the superior performance of PGMM to the selected clustering methods implemented in R packages. Similarly, to show the advantage of PGMM
in detecting the clusters with highly over-dispersed size distribution, Figure 3.10 compares
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cluster size distributions uncovered by the selected methods using the four Heart Disease
data sets with mixed continuous and categorical features. The upper panel represents a
more common structure of real-world data which cluster size distribution is highly overdispersed where the true cluster sizes are very diverse, PGMM successfully uncovers this
important true structure from the real-world data but not the others. The lower panel, on
the contrary, represents a less common structure of real-world data where the cluster sizes
are more uniform. PGMM again performs the best but others also yield decent results. Our
real-world data analysis further demonstrates the superior performance of PGMM to the
group of widely accepted clustering methods in clustering real-world data.

Chapter conclusion
In this chapter, we propose a novel joint mixture model framework to estimate cluster size distribution together with cluster compactness (density). Within this framework, we
present three works for clustering the over-dispersed data in three various data types, i.e.,
alphabetic, network and mixed feature types data. We use Poisson distribution as an appropriate probabilistic model to accommodate over-dispersed cluster size distribution frequently
seen in real-world data. Through extensive experiments, we show that our proposed models outperform other state-of-the-art clustering methods on both synthetic and real-world
datasets.
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CHAPTER 4 MULTI-TASK LEARNING FOR GROUPED DATA
In many real-world healthcare applications, multiple related tasks are often needed
to be learned simultaneously. To learn multiple related tasks, multiple models are trained
simultaneously and dependently to leverage the shared information among multiple tasks.
However, the traditional approaches train either a single global model or many independent
local models for all tasks, which ignore the task relatedness. Multi-task learning (MTL)
provides a framework to encode task relatedness, to bridge data from all tasks, and to
simultaneously learn multiple related tasks to improve the generalization performance. In
this thesis, two real-world healthcare applications, i.e., multi-level risk factor analysis for
obesity and multi-task survival analysis for prediction the death of cancer patients, are
tackled using the proposed MTL framework.

Multi-level risk factor analysis
Overview & motivation
Nearly 38% of adults in the United States (U.S.) are obese [51], with rates rising stably
and significantly over the past decade. Obesity places adults at risk for developing a plethora
of serious medical comorbidities including cardiovascular disease, cancer [1] and premature
death ([35, 17]). Identifying the salient risks for obesity and variance among subpopulations
is imperative to optimize prevention efforts and treatment. Risk factor analysis is a common
methodology to identify, rank and understand the underlying obesity risk factors (ORFs) [89]
and to inform prevention and treatment of preventable physical and mental health conditions
more broadly, e.g., ([105, 54, 178]).
The conventional risk factor analysis approaches are implemented within the singletask learning (STL) framework, which can be mainly categorized into two categories, i.e.,
regression methods and statistical hypothesis tests. The most common regression methods
used for risk factor analysis are univariate and multivariate modeling approaches based on
generalized linear model, which is effective in working with a variety of targets [64]. For
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example, to minimize the difference between the observed and predicted values in obesity
risk factor analysis, linear model using generalized least squares (LMGLS) is used to obtain
a single ranked list of ORFs based on the feature weights.
Linear mixed effects model (LMEM) is an extension of linear regression that accommodates the data with both fixed and random effects [58], which is suitable for data with
grouped features as the random effects. However, LMEM is not capable of uncovering data
grouping structure, which needs to be predefined by its covariance structure.
Standard statistical hypothesis tests including chi-square test and t-test, which all
assume the null hypothesis that output and input variables are independent. They all use
low p-values to reject the null hypothesis and rank the input variables based on p-value of
each input variable ([120, 41]).
Multi-task learning (MTL) framework is introduced to learn multiple related tasks
simultaneously, which means MTL is capable of training multiple related models for all
subpopulations at the same time with utilizing shared information among these subpopulations [178]. Thus, MTL can learn multiple ranked lists of ORFs simultaneously. To
take into account both data heterogeneity and homogeneity, multi-task feature learning
(MTFL) is implemented to build multiple related models along with an across-all-tasks
penalty/regularization term, i.e., l2,1 −norm, to ensure that the weight of each input feature is either small or large for all subpopulations [145], so that the ranked list of ORFs at
population-level can be learned. We demonstrate the process of learning multiple ranked
lists of ORFs using MTFL in Figure 4.1(b).
In the real-world scenario, grouping structure often exists in the multiple related
tasks. Multiple tasks not only are related but also can be clustered into groups. Clustered
multi-task learning (CMTL) is used to reveal the grouping structure of tasks and learn
multiple related tasks simultaneously ([10, 86, 96]). CMTL implements clustering technique
within the MTL framework to combine diverse analyses including clustering, prediction and
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feature selection. We illustrate how CMTL works for learning multiple ranked lists of ORFs
in Figure 4.1(c).
With both MTFL and CMTL, multi-level risk factor analysis (i.e., each subpopulation, each subgroup of the population and the whole population) is employed, where obesity
is the research target. Note that, in this work, each subpopulation is defined based on where
people live in the U.S., i.e., the participants living in each state/district are one subpopulation. Each subgroup of the population is considered as a group of subpopulations, which is
generated through clustering of all 54 U.S. states/districts using CMTL. The whole population in this work represents all subpopulations. We summarize the main contributions of
this work as following:
• We take into account subpopulation variability and utilize the shared information
among subpopulations using the MTL framework.
• We learn the population-level ORFs without sacrificing the unique characteristics of
each subpopulation and learn a ranked list of ORFs for each subpopulation using
MTFL.
• We perform clustering and ORFs ranking simultaneously using CMTL to uncover the
group structure of subpopulations and learn ranked lists of ORFs for each subpopulation, each subgroup of the population and the whole population in the meantime.

Method
Algorithm of risk factor analysis using MTFL
MTFL model The loss function in MTFL is formulated as:
T

1X
Xt ΦTt − Yt
L(Φ) =
2 t=1

2

,

(4.1)

where T is the number of tasks and its corresponding index number is t. J is the number
of continuous input features and the weight matrix of these features can be denoted as
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(a) STL

(b) MTFL

(c) CMTL

Figure 4.1: Risk factor analysis is implemented for obesity within the MTL framework:
1) MTFL trains multiple models simultaneously and learns a ranked list of ORFs for each
subpopulation. 2) CMTL clusters subpopulations into several groups and obtains multiple
ranked lists of ORFs for all subpopulations. But STL merely trains a global model that is
one-size-fits-all at the population-level only. (Darker box in the weight vector/matrix means
higher value of feature weight.)
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Φ ∈ RT ×J . X is the input matrix and the tth task has the input matrix denoted as Xt ∈ Rnt ×J .
Yt denotes the output variable.
l2,1 −norm is the penalty/regularization term across all the tasks to encode the joint
sparsity:

Ω(Φ) = kΦk2,1 ,
v
u T
J
X uX
t
|φtj |2 ,
kΦk2,1 =
j=1

(4.2)

t=1

where j is the corresponding index number of continuous input features and φtj denotes
weight scalar of the tth task’s j th feature.
As a result, the object function of MTFL can be re-written as:

min
Φ

T
1X

2

v
T
J u
uX
X
2
t
Xt ΦTt − Yt + λ
|φtj |2 ,

t=1

j=1

(4.3)

t=1

where λ ≥ 0, called tuning parameter, can be used to adjust the penalty/regularization term
and control the sparsity of feature weights matrix. It produces more sparse feature weights
matrix when the value of λ is increasing.
Optimization Fast iterative shrinkage thresholding algorithm (FISTA) shown in Algorithm 4 is implemented to optimize the l2,1 -norm regularization problem in Eq.(4.3) with the
general updating steps:

Φ(l+1) = πP (S (l) −

1 0 (l)
L (S )),
γ (l)

(4.4)

1
is the possible largest step-size that is chosen by line
γ (l)
search [14, Lemma 2.1, page 189] and L0 (S (l) ) is the gradient of L(·) at search point S (l) .
where l is the iteration index,

S (l) = Φ(l) +α(l) (Φ(l) −Φ(l−1) ) are the search points for each task, where α(l) is the combination
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scalar. πP (·) is l2,1 −regularized Euclidean projection shown as:
1
πP (H(S (l) )) = min ||Φ − H(S (l) )||2F + λ||Φ||2,1 ,
Φ 2

(4.5)

1 0 (l)
L (S ) is the gradient step of S (l) . A sufficient scheme that solves
γ (l)
Eq.(4.5) has been proposed as Theorem 5 [121].
where H(S (l) ) = S (l) −

Theorem 5. Φ̂’s primal optimal point in Eq.(4.5) can be calculated with λ as:

Φ̂j =

 

λ


H(S (l) )j if λ > 0, k H(S (l) )j k2 > λ
1−

(l) ) k

k
H(S

j 2
0 if λ > 0, k H(S (l) )j k2 ≤ λ







H(S (l) )j

(4.6)

if λ = 0,

where H(S (l) )j is the j th row of H(S (l) ) and Φ̂j is the j th row of Φ̂.
From the 4th line to the 11th line in Algorithm 4, the optimal γ (l) is chosen by the
backtracking rule. And γ (l) ≥ b, where b is the Lipschitz constant of L(·) at search point
1
S (l) , which means γ (l) is satisfied for S (l) and (l) is the possible largest step size.
γ
th
At the 7 line in Algorithm 4, tangential line of L(·) at search point S (l) , denoted as
Qγ (S (l) , Φ(l+1) ), is computed by:
Qγ (S (l) , Φ(l+1) ) = L(S (l) ) +

γ
k Φ(l+1) − S (l) k2
2

+ hΦ(l+1) − S (l) , L0 (S (l) )i.

Algorithm of risk factor analysis using CMTL
CMTL framework We employ a convex relaxed CMTL (crCMTL) to prioritize the multilevel risk factors for obesity when the grouping structure exists in the subpopulations. Kmeans clustering is employed by implementing crCMTL to reveal the grouping structure of
multiple tasks. K-means’s sum-of-square error (SSE) is used as the regularization term in
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Algorithm 4: Fast iterative shrinkage thresholding algorithm (FISTA) for optimizing
the l2,1 -norm regularization problem.
Input: Input variables {X1 , X2 , · · · , XT }, output variable Y across all T tasks,
initialization of feature weights Φ(0) and λ
Output: Φ̂
1
2
3
4
5
6
7
8
9
10
11

12
13
14
15

Initialize: Φ(1) = Φ(0) , d−1 = 0, d0 = 1,γ (0) = 1,l = 1;
repeat
dl−2 − 1 (l)
Set α(l) =
, S = Φ(l) + α(l) (Φ(l) − Φ(l−1) );
dl−1
for j = 1, 2, · · · J do
Set γ = 2j γl−1 ;
1
Compute Φ(l+1) = πP (S (l) − (l) L0 (S (l) ));
γ
(l)
(l+1)
Compute Qγ (S , Φ
);
(l+1)
(l)
if L(Φ
) ≤ Qγ (S , Φ(l+1) ) then
γ (l) = γ, break ;
end
end
q
1 + 1 + 4d2l−1
dl =
;
2
l = l + 1;
until Convergence of Φ(l) ;
Φ̂ = Φ(l) ;
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the object function of crCMTL to encode the grouping structure of multiple tasks in the
formulation.
We assume that T tasks can be clustered into K clusters, where K < T . The cluster’s
corresponding index number is k and the index set is defined as Ik = {1, 2, · · · , K}. Let
1 X
Φk be the mean function of the weight vectors in the k th cluster, so that the
Φ̄k =
nk k∈I
k
SSE is calculated as:
K X
X

k Φk − Φ̄k k22 = tr(ΦΦT ) − tr(ΦOOT ΦT ),

(4.7)

k=1 k∈Ik

where tr(·) is the trace norm of matrix and O ∈ RT ×K is the cluster indicator matrix that is
orthogonal:

Ot,k


1

 √
if t ∈ Ik ,
nk
=


0 if t ∈
/ Ik ,

(4.8)

where nk is the number of input instances/participants in cluster k.
Due to the orthogonal cluster indicator matrix O is non-convex that exhibits the above
mentioned special structure, the SSE in Eq.(4.7) is hard to be minimized. To overcome this
issue, we use a spectral relaxation approach [195], the latter is expressed as OT O = IK .
Furthermore, a convex relaxation that relaxes the feasible domain of OOT into a convex
set is proposed in [86], i.e., C = {C|tr(C) = T, C  I, C ∈ ST+ }, where ST+ is a subset of
positive-semidefinite matrices. As a result, OOT can be approximated through the convex
set C. In conclusion, the previously mentioned two types of relaxation methods generate the
crCMTL expressed as:

min

L(Φ) + ρ1 [tr(ΦΦT ) − tr(ΦCΦT )] + ρ2 tr(ΦΦT ),

s. t.

tr(C) = K, Φ  I, Φ ∈ ST+

Φ,C

(4.9)
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where tr(ΦΦT ) = ||Φ||2F is used to shrink the weights and relieve the multicollinearity, which
is also called the square of Frobenius norm of Φ. A parameter η is introduced, which is defined
ρ2
> 0. Then with some simple allergic calculations, the crCMTL is reformulated as:
as η =
ρ1
T
Nt
X
1 X
(Xit (Cit )T − Yit )2
N
t i=1
t=1

min
Φ,C

+ ρ1 η(1 + η)tr(Φ(ηI + C)−1 ΦT ),
tr(C) = K, C  I, C ∈ ST+

s. t.

(4.10)

where Nt is the number of instances/participants in task t and i is the index of instance/participant
in the tth task.
Optimization In Eq.(4.10), the equation is conjointly convex with respect to (w.r.t.) C
and Φ, which is an convex unconstrained smooth optimization problem w.r.t. C. We iteratively update the gradient step of the aforementioned optimization problem in order to find
the global optimum w.r.t. C:
1
GΦ = S − [5L(SΦ ) + 2ρ1 η(1 + η)(ηI + CS )−1 S T ],
γ

(4.11)

(l)

where SΦ is the search point of Φ that is defined as SΦ = Φ(l) +α(l) (Φ(l) −Φ(l−1) ). The search
(l)

point of C is denoted as CS , which can be similarly updated as CS = C (l) +α(l) (C (l) −C (l−1) )
at the lth iteration. 5L(S) is the gradient of L(S) that is calculated as:

0
0
0
l (ST )
l (S1 ) l (S2 )
,
,··· ,
.
5L(S) =
N1
N2
NT


(4.12)

Similarly in the optimization of MTFL, FISTA is also implemented for optimizing the
crCMTL, except the line 6 is replaced with the corresponding proximal operator that is solved
by the following step. To optimize the convex set C, we need to solve a convex constrained
minimization problem, which is formulated with its corresponding proximal operator and
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calculated using its gradient step, denoted as GC , at the search point CS :
min k C − GC k2F ,

s.t. tr(C) = K, C  I, C ∈ ST+ .

C

(4.13)

We can compute the GC by:

GC = CS +

ρ1 η(1 + η) T
S S(ηI + CS )−2 .
γ

(4.14)

In [196], a solution of Eq.(4.13) is proposed and summarized in the following theorem.
Theorem 6. Let GT = V Σ̂V T be the eigen-decomposition of gradient step GC ∈ ST ×T , where
Σ̂ = diag(σ̂1 , · · · , σ̂T ) ∈ RT ×T and V ∈ RT ×T is orthonormal. The optimization problem is
formulated as:

min

{σm }

s. t.

T
X
t=1
T
X

(σt − σ̂t )2 .
σt = K, 0 ≤ σt ≤ 1, ∀t = 1, · · · , T

(4.15)

t=1

Let Σ∗ = diag(σ1∗ , · · · , σT∗ ) ∈ RT ×T , so that the optimal solution of the above optimization
problem is {σ1∗ , · · · , σT∗ }. As a result, the proximal operator’s optimal solution in Eq.(4.13)
is calculated as T̂ = V Σ∗ V T .

Experiments and results
In this section, we firstly provide the information of experimental setup and the public
dataset we use for experiments. We then compare our methods with two STL based linear
regression methods, in order to evaluate MTFL and CMTL’s performance. At last, the
results of obesity risk factor analysis are discussed.
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Experiments setup
For our proposed methods, MTFL and crCMTL are implemented using Matlab [198].
For the two STL based linear regression methods, both are implemented in R using the
package nlme [151]: 1) Linear model with generalized least squares (LMGLS) is trained using
the gls function that permits correlated errors. 2) Linear mixed-effects model (LMEM) is
trained using lme function that models fixed and random effects.
Dataset
Experiments are completed using 2016 data from the Behavioral Risk Factor Surveillance System (BRFSS)3 . BRFSS dataset is phone-based survey data collected from all the
states/districts in the U.S. and filed by Centers for Disease Control and Prevention (CDC).
This dataset is state-specific and the participants are all adults. Table 4.11 provides the number of observations in each subpopulation. The original BRFSS dataset contains 486, 303
Table 4.10: Number of observations in each subpopulation for Behavioral Risk Factor Surveillance System (BRFSS) dataset. Note that, S/D and # mean the abbreviation of U.S.
state/district and the number of observations in each U.S. state/district.
S/D

#

AL 6,276

S/D

#

S/D

#

S/D

#

S/D

#

S/D

#

FL 33,358 LA 4,760 NE 12,652 OK 6,224 VT 5,920

AK 2,619 GA 4,873 ME 9,026 NV 3,904 OR 4,877 VA 8,109
AZ 9,835

HI 7,294 MD 16,649 NH 5,770

PA 6,194 WA 12,770

AR 4,767

ID 4,695 MA 7,582

NJ 6,897

RI 4,927 WV 6,392

MI 10,810 NM 5,451

SC 10131 WI 4,765

CA 10,313 IL

4,292

CO 13,493 IN 9,979 MN 15,275 NY 30,786 SD 5,202 WY 4,049
CT 9,985

IA 6,527 MS 4,636 NC 5,880 TN 5,517 GU 1,436

DE 3,653

KS 1,0951 MO 6,399 ND 5,132 TX 10,530 PR 5,232

DC 3,462 KY 9,231 MT 5,337 OH 11,127 UT 9,855

VI 1,153

instances and 275 variables. We remove the instances that the input variables with all cryp3

https://www.cdc.gov/brfss/annual_data/2016/pdf/codebook16_llcp.pdf
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tic information to generate a dataset containing 459, 156 instances with 84 input variables
and body mass index (BMI) as the outcome variable.
Experimental results
The tasks are defined in BRFSS based on the geographic information, i.e, 54 states/districts
in U.S., so that there are 54 related tasks, which means there are 54 subpopulations.
In the MTFL, 54 models are trained simultaneously with l2,1 −norm to encode the
joint sparsity. Thus, one ranked list of ORFs is learned for each subpopulation. And then, we
choose top 10 ORFs from each ranked list to summarize the results in Figure 4.2, where first
column represents the names of ORFs and the other columns represent the abbreviations of
54 U.S. states/districts distinguished by different colors. To check the subpopulation-level
ORFs in Figure 4.2, we can firstly find the abbreviation of a state/district from column two
to the last column and then check the same row’s first column. Population-level ORFs can
be found by the counts of states/districts, e.g., the first three ORFs in the first column of
Figure 4.2 are considered as population-level ORFs since the first two are shared by all the
U.S. states/districts and the third one is shared 53 U.S. states/districts except IL.
In the crCMTL, clustering is implemented and 54 models are also trained simultaneously. Since there are four census regions4 in the U.S., we set four clusters for clustering and
the result is shown in Figure 4.3. Note that, only continental U.S. is shown in the Figure
4.3. More specifically, three states/districts are not included in the Figure 4.3, i.e., VI, PR
and GU, and they are in the cluster with blue color.
We present the results of multi-level risk factor analysis for obesity using crCMTL in
different formats: 1) Result of cluster-of-subpopulations-level, also named as subgroup-ofpopulation-level, is shown in Table 4.11. 2) Results of subpopulation and population-levels
are shown in Figure 4.4. In Table 4.11, the first, third and fifth columns represent the
names of ORFs and the other columns are the cluster numbers that can be referred to
4

https://web.archive.org/web/20130921053705/http://www.census.gov/geo/maps-data/maps/
pdfs/reference/us_regdiv.pdf
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Figure 4.2: Obesity risk factor analysis result at subpopulation-level and population-level
using MTFL. Top 10 ORFs are selected from each subpopulation (i.e., the participants
living in each state/district). Geographic information is represented by abbreviations of
states/districts in various colors. Subpopulation-level ORFs can be found in the same row,
where one interested state/district appears. For example, HHADULT, the number of adults
per family, is the state-specific ORF for California and Nebraska shown at the last row in
this figure.
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Figure 4.3: Clustering results: different color represents different cluster.
Figure 4.3. In Figure 4.4, the organization is as the same as it is in Figure 4.2, where
subpopulation and population-levels ORFs can be located through bridging the names of
ORFs and abbreviations of 54 U.S. states/districts. For example in Figure 4.4, the first
three ORFs in the first column of Figure 4.2 are considered as population-level ORFs since
the first two are shared by all the U.S. states/districts and the third one is shared 53 U.S.
states/districts except IL.
Since STL trains model independently, it is not reasonable to train 54 independent
models and then summarize these independent subpopulation-level ORFs results to obtain
a population-level ranked list of ORFs. Thus, we only train a population-level model using
each STL based regression method and compare with our methods in Table 4.12. Top 10
population-level ORFs are selected from each method’s population-level result shown in Table
4.12. The ORFs from MTL methods are ranked based on the number of U.S. states/districts
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Table 4.11: Obesity risk factor analysis result at subgroup-of-population-level using crCMTL,
i.e., ORFs shared by each cluster of subpopulations. Note that, cluster 1, 2, 3, and 4 are
equal to the clusters with colors blue, green, yellow and red in Figure 4.3, respectively.
ORFs

Clusters

ORFs

Clusters

ORFs

Clusters

AGE

1, 2, 3, 4

USENOW3

1, 2, 4

QLMENTL2

1

INCOME2

1, 2, 3, 4 X.SMOKER3 1, 2, 4

SSBFRUT2

2

SLEPTIM1

1, 2, 3, 4

1, 2

SSBSUGR2

2

DROCDY3

1, 2, 3, 4 QLACTLM2

1, 4

ASTHMAGE

3

MENTHLTH 1, 2, 3, 4 X.EDUCAG

1, 4

LSTCOVRG

3

PHYSHLTH 1, 2, 3, 4 X.INCOMG

3, 4

QLSTRES2

3

POORHLTH 1, 2, 3, 4 AVEDRNK2

1

RMVTETH3

3

CHILDREN 1, 2, 3, 4 DRNKANY5

1

ASNOSLEP

4

1

NUMHHOL2

4

EDUCA

ALHLTH2

1, 2, 3, 4 PREDIAB1

X.DRNKWEK 1, 2, 4

PAINACT2

1

that share the same ORF, while the ORFs from STL methods are ranked based on the weight
of each variable. Note that, the first two ORFs in the results from MTFL and crCMTL are
shared by all 54 U.S. states/districts so that the ranking number for them is the same as 1
in Table 4.12.
Discussion of results
Results comparison MTFL and crCMTL outperform STL based regression models, since
they are capable of performing multi-level risk factor analysis. The results of risk factor
analysis for obesity using MTFL and crCMTL also confirm that the multiple tasks are
related since some ORFs are shared by all subpopulations or by some subpopulations.
The result of risk factor analysis for obesity using crCMTL is quite different from
the one using MTFL despite they all train multiple models simultaneously. For example,
the number of selected ORFs in Figure 4.4 is more than the ones in Figure 4.2. More
specifically, crCMTL generates more state-specific ORFs comparing with MTFL. In addition,
crCMTL can perform clustering as well, and hence is more suitable for multi-level risk factor
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Table 4.12: Top 10 selected ORFs and their corresponding category numbers from our proposed MTL methods and two STL methods. Note that, category numbers are shown within
parenthesis under the ORFs and their descriptions can be referred to Table 4.13. R means
the ranking number of each ORF at population-level.
R
MTL
R
STL
MTFL
crCMTL
LMGLS
LMEM
POORHLTH
AGE
1 POORHLTH MENTHLTH
1
(1)
(3)
(1)
(1)
SLEPTIM1 INCOME2 2 X.DENVST2 X.ASTHMS1
1
(1)
(3)
(1)
(1)
CDHOUSE SLEPTIM1 3 MENTHLTH ASATTACK
3
(1)
(1)
(1)
(1)
QLMENTL2 DROCDY3 4 USENOW3 X.AGE80
4
(1)
(2)
(2)
(3)
X.DENVST2 MENTHLTH 5 SLEPTIM1 CDHELP
5
(1)
(1)
(1)
(1)
DIABAGE PHYSHLTH 6 LSTBLDS3 TETANUS
6
(1)
(1)
(1)
(1)
CHILDREN POORHLTH 7 FALL12MN ALHLTH2
7
(3)
(1)
(1)
(1)
USENOW3 CHILDREN 8 PREDIAB1 X.DUALUSE
8
(2)
(3)
(1)
(2)
MAXDRNKS X.DRNKDRY 9 FEETCHK2 CDSOCIAL
9
(2)
(2)
(1)
(1)
SSBFRUT2
EDUCA
10 QLACTLM2 DIABAGE
10
(2)
(3)
(1)
(1)
analysis when the multiple tasks exhibit grouping structure and the number of tasks is large.
Otherwise, MTFL can be used for multi-level risk factor analysis with small number of tasks.
Results interpretation The ORFs can be mainly classified into three categories: 1)
Health conditions (e.g., sleep, asthma, diabetes). 2) Social behaviors (e.g., phone usage,
drinking, smoking). 3) Demographic characteristics (e.g., age, family size, educational levels). Please refer to Table 4.13 for the detailed description of ORFs. In particular, we
interpret the ORFs learned from four methods as follows:
• MTFL: Six out of 10 ORFs are within the 1st category, i.e., health conditions, such as
sleep and diabetes. Three ORFs fall into the 2nd category, i.e., social behaviors, such
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as drinking and smoking behaviors. Only one ORF falls into the 3rd category, i.e.,
demographic characteristics.
• crCMTL: Four out of 10 ORFs fall into the category of demographic characteristics
and two of them are the population-level ones. Four ORFs fall into the category of
health conditions. The other two are within the category of social behavior.
• LMGLS: Nine out of 10 ORFs fall into the category of health conditions. The other
one are within the category of social behaviors.
• LMEM: Eight out of 10 ORFs fall into the category of health conditions. The other
two fall into the categories of social behaviors and demographic characteristics.
From the summary and interpretation above, we can see that the category of health conditions plays the major role in obesity. Demographic characteristics and social behaviors also
have profound impacts as identified by our methods. As obesity is a multi-faced outcome,
the ORFs are also diverse. Our proposed MTFL and crCMTL models results provide more
categories of ORFs comparing with STL methods’, which proves the assumption that obesity
is a multi-faced outcome.
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Figure 4.4: Obesity risk factor analysis result using crCMTL at subpopulation-level and
population-level.
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Table 4.13: A list of ORFs description.
Name of ORF Description
Name of ORF Description
POORHLTH
Days of poor physical/
RMVTETH3
How many permanent
mental health that keep
teeth removed because of
you from activities per
tooth decay or gum dismonth
ease
SLEPTIM1
Hours of sleeping averNUMHHOL2
Number of telephones
agely per day
per family
CDHOUSE
Times of giving up day
TETANUS
Have you had a tetanus
to day activities
shot since 2005
QLMENTL2
Days of sad/blue/ deCDSOCIAL
Times of memory loss
pressed per month
per month
X.DENVST2
Times of visit a dentist
X.EDUCAG
Years of education
DIABAGE
Age of knowing having
CDHELP
Times of getting help
diabetes
with day to day activities
CHILDREN
Number of children less
X.AGE80
Imputed age value colthan 18 per household
lapsed above 80
USENOW3
Times of using chewing
ASATTACK
Times of asthma attack
tobacco per day
per year
MAXDRNKS
Largest number of drinks
SSBFRUT2
Times of drinking sugar
on any occasion per
sweetened fruit drinks
month
per month
X.ASTHMS1
Times of having asthma
AVEDRNK2
How many drinks aversymptoms per month
agely
LSTBLDS3
Time length since last
SSBSUGR2
Times of drinking regublood stool test using a
lar soda with sugar per
home kit
month
MENTHLTH
Days with not good menLSTCOVRG
How long health care
tal health per month
coverage
PHYSHLTH
Days with not food physX.DUALUSE
Dual phone use cateical per month
gories
FALL12MN
Times of falls per year
PREDIAB1
Pre-diabete age
FEETCHK2
Times of checking feet
QLSTRES2
Days of worried/tense/
for sores/irritations
anxious per month
ALHLTH2
Days of feeling health/
PAINACT2
Days of pain influences
full of energy per month
activities per month
NOCOV121
How long you have no
DRNKANY5
Days of at least one drink
health insurance
per month
ALCDAY5
Days of having at least
HHADULT
Number of members per
one drink per week
family
ASTHMAGE
Age of knowing asthma
X.SMOKER3
Smoking times per day
DROCDY3
Drinks per day
X.DRNKWEK Drinks per week
X.DRNKDRV Drink after driving
EDUCA
Highest grade
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Multi-task survival analysis
Overview & motivation
Survival analysis is the field of statistics, which aims at predicting the time to the
event of interests. It superiors to standard regression models because it not only takes the
instances whose event of interests have been observed (uncensored instances) into account,
but also considers the instances whose event of interests have not been observed (censored
instances). Therefore, it leverages more information than standard models, which could
alleviate data insufficiency and improve prediction performance. For the instances whose
event of interest has been observed, the time to the event of interest is known as the survival
time (or event time), while for the remaining (censored ) instances, the last observed time is
known as the censored time. Due to time limitation or some unexpected interruptions, the
event of interests can not always be observed and this phenomenon is known as censoring
[111]. The censored instances only provide the partially informative label information, which
makes survival analysis more challenging compared to the standard regression. To deal with
this problem, statistical approaches have been widely developed in the literature, and these
approaches can be roughly categorized into three types: non-parametric, parametric, and
semi-parametric.
The non-parametric methods, such as Kaplan-Meier (KM) method [98], provide a
rough general description of the survival probability in a given group. This type of methods
do not need any pre-assumption, but they ignore the individual differences within the group.
The parametric methods [111] are more efficient and accurate for estimation when the time
to event of interest follows a particular distribution; however, the model performance heavily
relies on the choice of distribution, which makes the parametric methods impractical in most
real-world scenarios. The semi-parametric methods, or more specifically, the Cox proportional hazards models [36] alleviate the weakness of aforementioned two types of models, to
a considerable extent. This type of methods take individual differences into account and
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hence provide personalized prediction for each individual; moreover, the parameter estimation does not require knowledge of the underlying distribution. Therefore, the Cox model
is the most widely used model in survival analysis. Moreover, several useful variants of the
basic Cox model have been extensively studied in the past two decades. For example, to deal
with high-dimensional data and alleviate model over-fitting, some sparsity-inducing regularization have been integrated with the basic Cox model such as COX-LASSO [164] which
employs the L1 norm penalty, Elastic-Net Cox (COX-EN) [162] which uses the elastic net
penalty term, and the group lasso penalized Cox regression [126]. In this work, the proposed
multi-task survival analysis approaches also belong to regularized Cox model, and in the
experiment we will compare the proposed models with Cox model and corresponding related
regularized Cox models to show the advantage of multi-task survival analysis.
Besides the statistical approaches, some machine learning based methods have been
proposed in survival analysis. Recently, in [192] and [118] survival prediction problem has
been viewed as a sequence of dependent classification tasks, and the tasks relatedness are
encoded via some MTL approaches. Note that in these two papers the MTL approaches
are used to solve a single survival prediction problem; however, in our paper we deal with
multi-task survival analysis that learns multiple related survival analysis problems in parallel.
Survival analysis also plays an important role in healthcare analysis [111, 36, 119].
However, multi-task survival analysis has barely been studied so far, in spite of the clear
practical needs.
The goal of this work is to bridge these two active research fields of survival analysis
and multi-task learning. In this work, we propose a unified framework for multi-task survival
analysis, where we employ the Cox proportional hazards model [36], one of the most popular
survival analysis methods, to encode censored instances. The Cox model is a semi-parametric
model such that the model coefficients can be learned without knowing (or assuming) the
underlying distribution, and this property makes Cox model superior to parametric censored
regressions [111] in most cases. The proposed multi-task survival analysis framework belongs
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to the regularized MTL approach [48], where the assumptions of task relatedness is encoded
via regularization terms, and this approach has been extensively studied in the past decade
[9, 121, 90, 86, 196, 48, 115]. And under this framework we study three concrete models
according to different task relatedness assumptions: feature sharing assumption, low-rank
assumption and group structure assumption.
Based on the feature sharing assumption, i.e., there exist some common important
features among all tasks, we employ the group lasso norm (l2,1 -norm) [90] and propose the
COX-l2,1 model. Based on the low-rank assumption, i.e., the coefficient vectors of tasks come
from the same subspace, we employ the trace norm [90] and propose the Cox-Trace model.
Based on the group structure assumption, i.e., all tasks can be clustered into different groups
and the estimated coefficients of tasks from the same group are closer to each other than
those from a different group [86], we propose Cox-cCMTL model. In this work, to solve
the proposed models, we employ the proximal gradient methods (PGM) [140] to achieve an
effective learning process. In the experiment part of this work, we demonstrate the prediction
performance of the proposed multi-task survival analysis models using the well known The
Cancer Genome Atlas (TCGA) dataset to predict the patient death from multiple cancer
types.
The main contributions of this work can be summarized as follows:
• Based on Cox proportional hazards model, we propose a unified framework for multitask survival analysis, which extends the concept of multi-task learning to survival
analysis.
• We proposed two novel concrete models under our framework to encode the task relatedness of multiple survival prediction problems under different assumptions.
• Our comprehensive empirical studies demonstrate the advantage of multi-task survival
analysis over traditional single-task survival analysis and discover some inherent relationships among different cancer types.
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Method
In this section, firstly, some basic concepts of survival analysis and Cox proportional
hazards model are introduced. Then we will propose a unified framework and two concrete
models to achieve the multi-task survival analysis.
Preliminaries
The primary goal in survival analysis is to model the relationship between the feature
vector (Xi ∈ R1×p ) and its corresponding survival/failure time (Oi ∈ R+ ). The survival time
can be observed from uncensored instances; however, as censoring happens, for a censored
instance we can only obtain its last observed time, which is known as censored time (Ci ∈ R+ ).
In practice, a censoring indicator (δi ∈ {0, 1}) is introduced to incorporate these two types
of instances in a same triplet format, (Xi , Ti , δi ), where Ti is the observed time, which equals
to Oi for uncensored instances (δi = 1) and Ci for censored instances (δi = 0). In addition,
the most common form of censoring that occurs in real-world scenarios is right censoring,
where the potential/unobserved survival time of a censored instance is longer than or equal
to its corresponding censored time. In this work, we deal with the survival prediction under
the scenario of right censoring.
The survival function Si (t) = P r(Oi ≥ t) is an intuitive description of the survival
prediction, which represents the probability that the survival time is not less than t. It can
be easily found out that all of the survival functions have a same pattern, i.e., monotone
decreasing and range from 1 to 0. Therefore, it is very difficult to model the slight difference
among different survival functions. To overcome this drawback, the hazards function
P r(t ≤ Oi < t + ∆t|Oi ≥ t)
∆t→0
∆t

hi (t) = lim

is introduced in survival analysis, which is the event rate at time t conditionally on survival
until the time t or later. It is also a non-negative function, but it has a wider range of values
and can take on a variety of shapes.

82

The hazard function for the Cox proportional hazards model has the form:

h(t, Xi ) = h0 (t) exp(Xi β), for i = 1, 2, ..., N,

(4.16)

where the h0 (t) is the baseline hazard function, which can be an arbitrary non-negative
function of time, and β ∈ Rp×1 is the coefficient vector which needs to be learned in model
training. The Cox proportional hazards model is named after the fact that in the model
the hazard rate of any pair of instances is a time-invariant constant number. Moreover,
it is a semi-parametric model as all the instances share a same baseline hazard function,
and the coefficient estimation is independent from the h0 (t), which can be achieved via
maximizing the partial likelihood [36]. In practice, to accommodate with tied failures, i.e.,
two or more failure events that occur at the same time, some methods such as the Efron’s
method [47] and the Breslow’s method [22] have been proposed. In this work, we employ
the Breslow’s method in our model, for N instances with a increasing list of unique failure
times, O1 < O2 < · · · < Oq , the partial likelihood is defined as follows:
P
q
Y
exp( j∈Di Xj β)
P
,
L(β) =
di
[
j∈Ri exp(Xj β)]
i=1

(4.17)

where Ri is the risk set at Oi , which consists of all instances whose observed times are equal
to or greater than Oi , Di contains all instances whose failure time is Oi and di = |Di | is
the size of Di . Therefore, the coefficient vector can be learned via minimizing the negative
partial log-likelihood:

l(β) = −

q
X
i=1

(

)
X

j∈Di

Xj β − di log[

X

j∈Ri

exp(Xj β)] .

(4.18)
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A united framework for multi-task survival analysis
In data mining and machine learning, a common paradigm for MTL can be formulated
as a regularized empirical loss:

min L(B) + R(B),
B

(4.19)

M
X
1
where L(B) =
l(Bm ); in addition, Bm , Nm , and l(Bm ) denote the parameters to be
Nm
m=1
estimated, the number of training instances, and the empirical loss on the training set with

respect to the m-th task, respectively. R(B) is the regularization term that encodes task relatedness and B = [B1 , B2 , · · · , BM ] ∈ Rp×M . In standard multi-task classification/regression
problems, the logistic regression and least squares are commonly used empirical loss function. In survival analysis, Cox proportional hazards model is one of the most widely used
prediction methods, and we employ its loss function (Eq. (4.22)) for all tasks. Therefore,
the proposed united framework for multi-task survival analysis can be formulated as:
qm 
M
h X
i
X
−1 X X m
m
m
X Bm − di log
exp(Xj Bm ) + R(B),
min
B
Nm i=1 j∈Dm j
m=1
j∈Rm
i

(4.20)

i

where X m is the training dataset of m-th task, and qm is the corresponding number of unique
m
failure times. Dim , dm
i , and Ri denote the index of set of failure instances, number of failure

instances, and the risk set at i-th unique failure time of m-th task, respectively.
Different assumptions on task relatedness lead to different regularization terms. In
the field of MTL, there are many prior works that model relationships among tasks using
novel regularization terms, and most of them are non-smoothing. In this work, we will
provide several prediction models for multi-task survival analysis, based on two commonly
used assumptions of task relatedness.
We employ the proximal gradient methods (PGM) [140] as the workhorse to optimize
the proposed learning problem and estimate the model coefficients. This type of methods
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1
only require O( √ ) iterations to achieve an accuracy of ε, which is the optimal among first
ε
order methods.
Algorithm 5 outlines the general framework of proximal gradient methods. Its key
building block is the calculation of proximal operator which shows in line 6, and it varies with
respect to different problems. In line 1, the current search point is defined as a combination
of previous two search points, and in lines 4-10, the optimal step size γi is chosen by the line
search strategy. In the subsequent sections, for each proposed multi-task survival analysis
model we will provide an analytical solution for the proximal operator with corresponding
regularization term.
Algorithm 5: Proximal gradient algorithm used for model training.
Input: Initial coefficient matrix B (0) , and corresponding regularization scales
Output: B̂
1
2
3
4
5
6

Initialize: B (1) = B (0) , d−1 = 0, d0 = 1,γ0 = 1,i = 1;
repeat
di−2 − 1 (i)
Set αi =
, S = B (i) + αi (B (i) − B (i−1) );
di−1
for j = 1, 2, · · · do
Set γ = 2j γi−1 ;
Calculate proximal operator: B (i+1) = arg min Πγ,S (B);
B∈C

7
8
9
10
11
12
13
14

if f (B (i+1) ) ≤ Πγ,S (i) (B (i+1) ) then
γi = γ, break ;
end
end
p
1 + 1 + 4d2i−1
;
di =
2
i = i + 1;
until Convergence of B (i) ;
B̂ = B (i) ;

l2,1 -norm regularized Cox model: COX-l2,1
In the aforementioned methods and other related works mentioned in this thesis, the
learning tasks are either classification or standard regression. However, in this work, the
learning tasks are the survival prediction problems. The l2,1 -norm regularized Cox propor-
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tional hazards model is proposed to achieve multi-task survival analysis by learning a shared
representation across multiple related tasks, which is shown in Figure 4.5 as illustration.

Figure 4.5: Illustration of the proposed framework for l2,1 -norm regularized Cox proportional
hazards model. The proposed framework can be used to develop more versatile multi-task
survival models by introducing regularization terms to capture the task relatedness.

The feature-based transfer learning method aims at finding “good” features to encourage knowledge transfer among multiple related tasks to minimize the prediction error. Cox
model is the most widely used survival analysis method, and we employ its loss function for
both source and target tasks. However, Eq.(4.21) fails to handle the tied failures, i.e., two
or more failure events that occur at same time. The Breslow approximation [22] is used to
deal with the tied failures. The partial likelihood is reformulated as follows
P
K
Y
exp( j∈Di Xj β)
P
L(β) =
[ j∈Ri exp(Xj β)]di
i=1

(4.21)

where Di contains all instances whose failure time is Oi and di = |Di | is the size of Di .
Therefore, the coefficient vector can be learned via minimizing the negative log-partial like-
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lihood.

l(β) = −

K
X

(

)
X

i=1

j∈Di

Xj β − di log[

X

exp(Xj β)]

(4.22)

j∈Ri

To find “good” features for knowledge transfer, a model is proposed to learn a shared
representation across source and target tasks. The l2,1 -norm is chosen to be one penalty term
for our model because it encourages multiple coefficient vectors to share similar sparsity
patterns. Therefore, the regularized model learns a shared representation across multiple
related tasks. In addition, a sparsity inducing penalty also helps the model deal with highdimensional datasets and alleviate model over-fitting. The proposed multi-task learning
model “Cox-l2,1 ” can be learned via solving the following minimization problem.

min
B

X

−

t∈{S,T }

µ
wt
l(βt ) + k B k2F +λ k B k2,1
Nt
2

(4.23)

where S and T denote the tasks in the source domain and target domain, respectively.
B = (βS , βT ), B ∈ Rp×2 , NS and NT are the number of training instances in the source
domain and target domain, respectively. wS and wT are two empirically determined weight
parameters, and usually wS < wT which induces the model focusing more on the target task.
The l2 regularization on the coefficient matrix B is introduced to further reduce the variance
of B and alleviate model over-fitting.
Optimization
The optimization problem proposed in Eq.(4.23) follows the standard l1,2 -norm regularization problem:

min g(B) + λ k B k2,1

B∈Rp×T

(4.24)
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where λ > 0 is the regularization parameter, and
X

g(B) =

−

t∈{S,T }

wt
µ
l(βt ) + k B k2F
Nt
2

is a smooth convex loss function, and its first order derivative can be calculated as:


wS 0
wT 0
g (B) =
l (βS ) + µβS ,
l (βT ) + µβT
NS
NT
0

0


(4.25)

0

where l (βS ) and l (βT ) are the gradient of the negative log-partial likelihood as shown in
Eq.(4.22), and these two terms share the same formulation

0

l (β) = −

K
X
i=1

(
X
j∈Di

)
P
j∈Ri Xj exp(Xj β)
Xj − di P
j∈Ri exp(Xj β)

(4.26)

coresponding to the source and target datasets, respectively.
The optimization problem in Eq.(4.24) can be solved efficiently via the FISTA based
algorithm (refer to the Appendix for more details) with the general updating step,

B (i+1) = πP (S (i) −
(i)

1 0 (i)
g (S ))
γi

(4.27)

(i)

where S (i) = B (i) + αi (B (i) − B (i−1) ) = [SS , ST ] are two search points of the source task
0

and target task, respectively. αi is the combination scaler, g (S (i) ) is the gradient of g(·) at
1
point S (i) ,
is the possible biggest stepsize which is chosen by line search, and πP (·) is the
γi
l1,2 -regularized Euclidean projection:
πP (G(S (i) )) = min

where G(S (i) ) = S (i) −
proposed in [121].

1
k B − G(S (i) )) k2F +λ k B k2,1
2

(4.28)

1 0 (i)
g (S ). An efficient solution (Theorem 7) of Eq.(4.28) has been
γi
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Theorem 7. Given λ, the primal optimal point B̂ of Eq.(4.28) can be calculated as:

B̂j =


 
λ


1−
G(S (i) )j if λ > 0, k G(S (i) )j k2 > λ

(i) ) k

k
G(S
j 2

0 if λ > 0, k G(S (i) )j k2 ≤ λ







(4.29)

G(S (i) )j if λ = 0

where G(S (i) )j is the j th row of G(S (i) ), and B̂j is the j th row of B̂.
Usually, in the learning process, the model has to be trained based on a series of values
for λ, and the best λ is selected via cross-validation. In this work, we employ the warm-start
approach given in [56] to build the solution path; initialize λ to a sufficiently large number,
which forces B to a zero matrix, and then gradually decreases λ in each learning iteration.
For a new λ, the initial value of B is the estimated B learned from the previous λ, so the
initial value of B is not far from the optimal value, and the algorithm will converge within
a few iterations.
Firstly, λmax , the smallest tuning parameter value which forces B to a zero matrix,
needs to be calculated. From Eq.(4.29) we can see that if k G(S (0) )j k2 < λ for all j, then
B = 0 is the optimal solution. Thus, we set
1 0 (0)
0
g (S )j k2 = max k g (0)j k2
j
γ0

(0)

λmax = max k G(S (0) )j k2 = max k Sj −
j

j

0

0

to be the first λ, where g (·)j is the j th row of g (·). If min(NS , NT ) ≥ p we set λmin =
0.0001λmax , else we set λmin = 0.05λmax . In our experiments, we search m different λ values
in total, and for the k th step λk = λmax (λmin /λmax )k/m .
Trace-norm regularized multi-task survival analysis: Cox-Trace model
Based on the low-rank assumption, i.e., the coefficient vectors of tasks come from the
same subspace, the trace norm [90] is employed and the Cox-Trace model is proposed, which
is illustrated in Figure 4.6.
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Figure 4.6: Illustration of the proposed framework for COX-Trace model. The proposed
framework can be used to develop more versatile multi-task survival models by introducing
regularization terms to capture the task relatedness.
The low rank assumption is a commonly and widely used constraint in MTL, which
assumes the estimated coefficients from different tasks sharing a low-dimensional subspace.
Intuitively, this assumption results in the following rank minimization:

min L(B) + λ rank(B),
B

(4.30)

which is a NP-hard problem, and λ is a positive scale. In practice, the trace norm (or
nuclear norm) is a commonly-used convex relaxation of the rank function, which is defined
X
as the sum of the singular values: k B k∗ =
σi (B). Therefore, the proposed trace-norm
i

regularized multi-task survival analysis model, COX-Trace, can be formulated as:
qm 
M
h X
i
X
−1 X X m
m
m
X Bm − di log
exp(Xj Bm ) + λ k B k∗ .
min
B
Nm i=1 j∈Dm j
m=1
j∈Rm
i

Optimization:

i

(4.31)
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The trace norm regularization has been studied extensively in MTL, and proximal
gradient based optimization method is proposed in [90]. The key subroutine of proximal
gradient methods is to compute the proximal operator:

B̂ = arg min
B

1
k B − G k2F +λ k B k∗ ,
2

(4.32)

1
where G is known as gradient step: G = S − ∆L(S). In addition, γ is the step size, S is
γ
the current search point that is a combination of previous points, i.e., in the i-th iteration it
is defined as:

S (i) = B (i) + αi (B (i) − B (i−1) ),

(4.33)

and αi is the combination scalar. ∆L(S) is the gradient of empirical loss at search point S,
specifically, for all M tasks we have:

0
0
0
l (SM )
l (S1 ) l (S2 )
∆L(S) =
,
,··· ,
.
N1
N2
NM


(4.34)

In the Cox proportional hazards model based multi-task survival analysis, for all tasks the
derivative of negative partial log-likelihood function share the same formulation:
0

l (β) = −

q
X
i=1

(
X
j∈Di

)
P
X
exp(X
β)
j
j
j∈R
Xj − di P i
.
j∈Ri exp(Xj β)

(4.35)

For each task, to calculate the derivative we just need to plug into the corresponding training
samples and search point. In [90], an analytical solution of the corresponding proximal
operator has been proposed and can be summarized in the following theorem.
Theorem 8. Given the gradient step G ∈ Rp×M defined in Eq.(4.32), and let G = U ΣV T be
its singular value decomposition (SVD), where U ∈ Rp×r and V ∈ RM ×r have orthonormal
columns, Σ = diag(σ1 , · · · , σr ) ∈ Rr×r , and r = rank(G). Then the optimal solution of the
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Figure 4.7: Illustration of the proposed framework for COX-cCMTL model. The proposed
framework can be used to develop more versatile multi-task survival models by introducing
regularization terms to capture the task relatedness.
(λ)

proximal operator in Eq.(4.32) is given by B̂ = U Σ(λ) V T , where Σ(λ) = diag(σ1 , · · · , σr(λ) )
(λ)

and σi

= max{0, σi − λ}.

Clustered multi-task survival analysis: COX-cCMTL model
Many MTL algorithms assume that all learning tasks are related. In practical applications, the tasks may exhibit a more sophisticated group structure, where the estimated
coefficients of tasks from the same group are closer to each other than those from a different
group. This type of approaches are known as clustered multi-task learning (CMTL), and
intuitively we can employ the sum-of-square error (SSE) function in K-means clustering as
the regularization term to encode the assumption of clustering structure among multiple
learning tasks, which is illustrated in Figure 4.7.
Suppose all M tasks can be clustered into K < M clusters, and the index set of the
1 X
Bv be the mean of the
k-th cluster is defined as Ik = {v|v ∈ clusterk}. Let B̄k =
nk v∈I
k
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coefficient vectors of the k-th cluster, the SSE [195] can be formulated as:
K X
X

k Bv − B̄k k22 = tr(BB T ) − tr(BF F T B T ),

(4.36)

k=1 v∈Ik

where tr(·) represents the trace of matrix and F ∈ RM ×K is an orthogonal cluster indicator
matrix:

Fm,k


1

 √
if m ∈ Ik
nk
=


0 if m ∈
/ Ik

(4.37)

However, the SSE in Eq.(4.36) is not easy to minimize as it is not-convex due to F has
the aforementioned special structure. To deal with these issues, a spectral relaxation [195]
has been proposed, which ignores the special structure of F but keeps the orthogonality
requirement only, i.e., F T F = IK ; moreover, a convex relaxation [86] has been proposed,
which relaxes the feasible domain of F F T into a convex set W = {W |tr(W ) = M, W 
T
I, W ∈ SM
+ } and approximate F F via W . In summary, these two aforementioned relaxation

results in the following convex relaxed CMTL:

min

L(B) + ρ1 [tr(BB T ) − tr(BW B T )] + ρ2 tr(BB T ),

s. t.

tr(W ) = K, W  I, W ∈ SM
+

B,W

(4.38)

where tr(BB T ) =k B k2F , the square of Frobenius norm of B, which is used to shrink the
ρ2
> 0 and through some simple algebra
coefficients and alleviate multicollinearity. Let η =
ρ1
calculations we can finally formulate the convex relaxed clustered multi-task survival analysis
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model, COX-cCMTL, as:
qm 
M
i
h X
X
−1 X X m
m
m
exp(Xj Bm )
Xj Bm − di log
N
m
m
m
m=1
i=1
j∈R
j∈D

min
B,W

i

i

+ ρ1 η(1 + η)tr(B(ηI + W )−1 B T ).
tr(W ) = K, W  I, W ∈ SM
+

s. t.

(4.39)

Optimization:
The model proposed in Eq.(4.39) is jointly convex with respect to B and W . Moreover, it is an convex unconstrained smooth optimization problem with respect to B, and its
global optimal can be achieved via iteratively updating its gradient step:
1
GB = S − [∆L(S) + 2ρ1 η(1 + η)(ηI + WS )−1 S T ],
γ
where S is the search point of B that is defined in Eq.(4.33), WS is the search point of W
(i)

and in the i-th iteration it can be similarly calculated as WS = W (i) + αi (W (i) − W (i−1) ),
and ∆L(S) is the gradient of loss function as shown in Eq.(4.34).
The optimization of W is a convex constrained minimization problem, and its corresponding proximal operator is formulated as:

min k W − GW k2F ,
W

s.t. tr(W ) = K, W  I, W ∈ SM
+,

(4.40)

where GW is the gradient step of W at the search point WS and can be calculated as:

GW = WS +

ρ1 η(1 + η) T
S S(ηI + WS )−2 .
γ

(4.41)

An analytical solution of Eq.(4.40) has been proposed [196], which can be summarized in
the following theorem.
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Theorem 9. Given the gradient step GW ∈ SM ×M , and let GM = V Σ̂V T be its eigendecomposition, where V ∈ RM ×M is orthonormal, and Σ̂ = diag(σ̂1 , · · · , σ̂M ) ∈ RM ×M . Let
∗
∗
Σ∗ = diag(σ1∗ , · · · , σM
) ∈ RM ×M , where {σ1∗ , · · · , σM
} is the optimal solution to the following

optimization problem:

min

{σm }

s. t.

M
X

(σm − σ̂m )2 .

m=1
M
X

σm = K, 0 ≤ σm ≤ 1, ∀m = 1, · · · , M

(4.42)

m=1

Then the optimal solution of the proximal operator in Eq.(4.40) is given by M̂ = V Σ∗ V T .

Experiments and results
In this section, we will first describe the dataset used in our experiment and demonstrate the prediction performance of the proposed multi-task survival analysis models.
Experimental dataset
To evaluate the models and demonstrate the effectiveness of multi-task survival analysis, we used The Cancer Genome Atlas (TCGA) dataset in our experiment. TCGA is one
of the most well-known cancer genome programs, which is supported by the National Cancer
Institute’s Genomic Data Commons. It includes both molecular profiles and clinical data
for 33 types of tumors profiled with different high-throughput platforms. In our experiment,
we focus on analyzing the relationship between micro-RNAs (miRNA) and the survival time
of cancer patients, where the miRNA functions in RNA silencing and post-transcriptional
regulation of gene expression. We use the R package “TCGA2STAT” [170] to query and
download TCGA data directly into a unified data repository; more specifically, we download
clinical data and the raw counts of miRNA sequencing via the getTCGA function.
In TCGA, the miRNA expression of 29 out of 33 tumor types was profiled using
Illumina HiSeq 2000 miRNA sequencing and each miRNA sequence has a length of 1046.
Among these 29 tumor types, the number of uncensored instances in 8 tumor types are too
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Table 4.14: Summary statistics of the 21 selected cancer types.
Cancer name
Adrenocortical Carcinoma
Bladder Urothelial Carcinoma
Breast Invasive Carcinoma
Cervical
Squamous
Cell Carcinoma and
Endocervical Adenocarcinoma
Cholangiocarcinoma
Esophageal Carcinoma
Head and Neck Squamous Cell Carcinoma
Kidney Renal Clear Cell
Carcinoma
Kidney Renal Papillary
Cell Carcinoma
Brain Lower Grade
Glioma
Liver
Hepatocellular
Carcinoma
Lung Adenocarcinoma
Lung Squamous Cell
Carcinoma
Mesothelioma
Prostate
Adenocarcinoma
Sarcoma
Skin
Cutaneous
Melanoma
Stomach
Adenocarcinoma
Uterine Corpus Endometrial Carcinoma
Uterine Carcinosarcoma
Uveal Melanoma

Primary Site
Adrenal Gland

Acronym
ACC

# Instances
80

# Uncensored
29

Bladder

BLCA

407

178

Breast

BRCA

754

105

Cervix

CESC

307

72

Bile Duct
Esophagus
Head and Neck

CHOL
ESCA
HNSC

36
184
484

18
77
203

Kidney

KIRC

254

76

Kidney

KIRP

290

44

Brain

LGG

510

124

Liver

LIHC

371

128

Lung
Lung

LUAD
LUSC

441
338

157
137

Pleura
Prostate

MESO
PRAD

86
178

73
93

Soft Tissue
Skin

SARC
SKCM

259
97

98
26

Stomach

STAD

382

147

Uterus

UCEC

410

72

Uterus
Eye

UCS
UVM

56
80

34
23
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small (< 18) and hence these 8 tumor types were eliminated for our evaluation. Therefore,
finally we get 21 tumor types which are shown in Table 4.14 with their basic statistics. In the
table, the columns titled “# Uncensored” correspond to the number of uncensored instances
in each selected cancer type, respectively. For these tumor types, the event of interest is
patient death; therefore, an uncensored instance refers to the patient being dead during the
study, while a censored instance refers to the corresponding patient is still alive at the last
observed time (which will be the censored time).
Performance comparison
We compare our proposed multi-task learning survival analysis models with several
related single-task learning (STL) survival analysis models and the state-of-the-art multitask learning survival analysis models. Since our proposed models are Cox-based models, we
choose both Cox proportional hazards model and two other popular regularized Cox models:
COX-LASSO and COX-EN as single-task learning comparison methods. In our experiments,
these three survival analysis methods are applied under two settings: 1) Individual setting,
i.e., a prediction model is trained for each tumor type; 2) Global setting, i.e., a prediction
model is trained for all tumor types. In the individual setting the heterogeneity among tasks
are fully considered but the task relatedness are totally ignored; on the contrary, in the
global setting all heterogeneities have been ignored. In our experiment, the Cox model is
trained by using the coxph function in the survival package [163], and the other two STL
regularized Cox models are trained by using the cocktail function in the fastcox package [190].
We implement all the multi-task learning survival models, including both the proposed two
models (COX-Trace and COX-cCMTL) and the COX-L2,1 model, via Matlab and the source
code can be download at the following address 5 .
The concordance index (C-index), or concordance probability, is a commonly used
evaluation metric in survival analysis [74]. For a pair of bivariate observations (T1 , T̂1 ) and
5

https://github.com/yanlirock/Multi-task_Survival_Analysis
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(T2 , T̂2 ), the concordance probability is defined as:

c = P r(T̂1 > T̂2 |T1 ≥ T2 ),

(4.43)

where Ti is the actual time, and T̂i is the predicted one. In practice it can be calculated
based on the proportion of corrected ordered comparable instance pairs among all comparable
instance pairs. In the standard Cox and regularized Cox models, the hazard ratio is modeled
to describe the time-to-event data. The instances with a low hazard rate should survive
longer, so the C-index is calculated as follows:

c=

1
num

X

X

I[Xi β̂ > Xj β̂],

(4.44)

i∈{1···N |δi =1} Tj >Ti

where num denotes the number of comparable instance pairs and I[·] is the indicator function.
We can observe that the C-index computation requires a certain number of comparable
instance pairs, so the testing data should contain enough samples; therefore, we use 3-folds
cross validation for model evaluation as the sample size of some tumor types are very small.
The number of clusters is an important parameter in the proposed COX-cCMTL
model. In our experiment, to determine a suitable cluster number for our cancer patients
survival analysis, we have conducted an exhaustive search that starts from 2 clusters and
lasts until more than one cluster are observed with only one tumor type. In Figure 4.8, we
present the performance of COX-cCMTL under each setting of the number of clusters by
PM
m=1 Nm cm
taking the weighted average of C-index, i.e., P
where cm is the C-index value of
M
N
m
m=1
the m-th task.
In Tables 4.15 and 4.16, we show the performance results of C-index values of different
algorithms, and for COX-cCMTL we present its results under the best cluster number, which
is 8 as the corresponding weighted average of C-index in Figure 4.8 is the highest one.
The results show that in general the multi-task survival analysis models performs better
than traditional related single-task survival analysis models. Specifically, the COX-cCMTL
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Figure 4.8: The effect of cluster numbers in the COX-cCMTL model.
model and COX-L2,1 model perform very well in most tumor types; the COX-cCMTL model
is suitable for cancer patients death prediction as its assumption agrees with the fact that
not all tumor types are related under a same pattern, and the COX-L2,1 model works well
because L2,1 -norm can induce sparsity and our experimental dataset is high-dimensional
miRNA sequencing data.

Table 4.15: Performance comparison of the multi-task survival analysis models and related single-task survival analysis models
using C-index values (along with their standard deviations) for the first 11 cancer types. Note that, MT stands for multi-task.
Tumor
Individual setting
Global setting
MT survival analysis models
L2,1 COX-Trace COX-cCMTL
Type COX COX-LASSO COX-EN COX COX-LASSO COX-EN COX-L
0.6912
0.6737
0.7186
0.7116
0.7662
0.7679
0.8128
0.8154
0.8008
ACC (0.0301)
(0.0324)
(0.0326) (0.0307)
(0.0565)
(0.0366) (0.0761) (0.0319)
(0.0328)
0.5610
0.5244
0.5385
0.5142
0.5473
0.5429
0.6048
0.6129
0.6206
BLCA (0.4971)
(0.4904)
(0.4982) (0.0396)
(0.0317)
(0.0399) (0.0178)
(0.0067)
(0.0132)
0.5478
0.5881
0.5641
0.5456
0.5383
0.5475
0.6265
0.6024
0.6232
BRCA (0.0351)
(0.0502)
(0.0418) (0.0634)
(0.0599)
(0.0702) (0.0422) (0.0295)
(0.0380)
0.5715
0.5756
0.5539
0.6019
0.6403
0.6274
0.6791
0.5915
0.6299
CESC (0.5784)
(0.5495)
(0.5615) (0.0833)
(0.0141)
(0.0425) (0.0686) (0.0321)
(0.0663)
0.4798
0.5517
0.5428
0.5169
0.5118
0.5008
0.6453
0.5565
0.5615
CHOL (0.0314)
(0.0254)
(0.0127) (0.0651)
(0.1211)
(0.0732) (0.1824) (0.1075)
(0.1037)
0.5600
0.5176
0.5166
0.5382
0.5365
0.5640
0.5935
0.5770
0.5969
ESCA (0.6938)
(0.5908)
(0.6510) (0.0857)
(0.0876)
(0.0694) (0.0674)
(0.0723)
(0.0428)
0.5092
0.5134
0.5155
0.5412
0.5791
0.5732
0.5839
0.5231
0.5542
HNSC (0.0379)
(0.0554)
(0.0148) (0.0347)
(0.0463)
(0.0452) (0.0159) (0.0248)
(0.0257)
0.6006
0.6294
0.6083
0.5308
0.6069
0.5899
0.6704
0.6913
0.7037
KIRC (0.5283)
(0.5625)
(0.5671) (0.0175)
(0.0151)
(0.0013) (0.0608)
(0.0348)
(0.0248)
0.7451
0.7403
0.7494
0.6964
0.7678
0.7410
0.8030
0.7943
0.8042
KIRP (0.0392)
(0.0459)
(0.0380) (0.0620)
(0.0553)
(0.0191) (0.0528)
(0.0410)
(0.0539)
0.6948
0.6803
0.6976
0.6736
0.7186
0.7232
0.7502
0.7441
0.7661
LGG (0.5928)
(0.5966)
(0.5942) (0.0858)
(0.0988)
(0.1160) (0.0783)
(0.0895)
(0.0934)
0.5341
0.5517
0.5454
0.5477
0.5903
0.5800
0.6496
0.6055
0.6514
LIHC (0.0234)
(0.0355)
(0.0257) (0.0472)
(0.0469)
(0.0513) (0.0438)
(0.0181)
(0.0348)
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Table 4.16: Performance comparison of the multi-task survival analysis models and related single-task survival analysis models
using C-index values (along with their standard deviations) for the last 10 cancer types.
Tumor
Individual setting
Global setting
MT survival analysis models
L2,1 COX-Trace COX-cCMTL
Type COX COX-LASSO COX-EN COX COX-LASSO COX-EN COX-L
0.4971
0.4904
0.4982
0.5677
0.6024
0.6081
0.5690
0.5548
0.5967
LUAD (0.5355)
(0.5776)
(0.5273) (0.0316)
(0.0156)
(0.0415) (0.0107)
(0.0443)
(0.0363)
0.5784
0.5495
0.5615
0.5434
0.5340
0.5547
0.5714
0.6006
0.5998
LUSC (0.0423)
(0.1503)
(0.1214) (0.0627)
(0.0380)
(0.0533) (0.0195) (0.0267)
(0.0406)
0.6938
0.5908
0.6510
0.5882
0.6646
0.6534
0.6793
0.7091
0.7169
MESO (0.4625)
(0.4986)
(0.4855) (0.0556)
(0.0529)
(0.0246) (0.0438)
(0.0751)
(0.0529)
0.5283
0.5625
0.5671
0.5436
0.5573
0.5665
0.5796
0.5453
0.5572
PAAD (0.0156)
(0.0237)
(0.0225) (0.0097)
(0.0760)
(0.0561) (0.0638) (0.0342)
(0.0157)
0.5928
0.5966
0.5942
0.5523
0.5759
0.5594
0.6177
0.6457
0.6573
SARC (0.6374)
(0.5422)
(0.5764) (0.0269)
(0.0687)
(0.0455) (0.0175)
(0.0219)
(0.0244)
0.5355
0.5776
0.5273
0.4918
0.5726
0.5621
0.6535
0.6160
0.5960
SKCM (0.0162)
(0.0227)
(0.0266) (0.0960)
(0.0614)
(0.0987) (0.0538) (0.0387)
(0.0380)
0.4625
0.4986
0.4855
0.5431
0.4852
0.5144
0.5544
0.4850
0.5237
STAD (0.4859)
(0.4468)
(0.4492) (0.0375)
(0.0383)
(0.0356) (0.0345) (0.0257)
(0.0337)
0.6374
0.5422
0.5764
0.4737
0.5678
0.5465
0.6259
0.6435
0.6554
UCEC (0.0427)
(0.0739)
(0.0506) (0.0915)
(0.0894)
(0.0880) (0.0412)
(0.0319)
(0.0126)
0.4859
0.4468
0.4492
0.4210
0.3934
0.4007
0.6764
0.4745
0.5440
UCS (0.7242)
(0.6415)
(0.7630) (0.0724)
(0.0578)
(0.0776) (0.0489) (0.0425)
(0.1021)
0.7242
0.6415
0.7630
0.5611
0.5809
0.5480
0.8005
0.8050
0.8176
UVM (0.0776)
(0.0839)
(0.0290) (0.1559)
(0.0528)
(0.1790) (0.0551)
(0.0106)
(0.0109)
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Tumor group discovery
In COX-cCMTL model, we assume that there is a underlying group structure among
different tasks, e.g., in our cancer patients study we assume not all types of tumor are
related under a same pattern and some of them can be clustered into different groups. The
results in Table 4.15 and Table 4.16 show that this group structure assumption is suitable for
survival analysis in cancer patients. The proposed COX-cCMTL model is able to discover
the underlying group structure and leverage the structure information to improve prediction
performance.
In this section, we would like to discuss our observations about the group structure.
From Figure 4.8, we observe that in our experimental dataset the COX-cCMTL model
performs the best when the tumor types are grouped into 8 clusters. Therefore, in Table
4.17, we present the corresponding discovered group structure.
We observe that the clustering result of some groups are supported by domain knowledge and related literature. For example, UCEC and UCS belong to one group that meets
the fact that their primary sites are both uterus, and similarly two kidney cancers, KIRC and
KIRP, belong to the same group. However, some group results against our common sense,
e.g., two types of lung cancers, LUAD and LUSC, belong to different groups. To explain this
phenomenon we have consulted some clinical research papers. The LUAD usually originates
in peripheral lung tissue (gland cell), while LUSC tends to be more centrally located and
commonly originates in epithelial cells [166]; therefore, these two types of cancer have been
grouped into different clusters. In addition, epithelial is one of the four basic types of animal
tissue and lots of tumors can be viewed as epithelial tumors such as LIHC [112], LUSC and
HNSC [93], and this supports our results of group 6 (G6 in Table 4.17).
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Table 4.17: The group structure of tumor types under eight clusters.
G1
G2
G3
G4

Tumor Types
BRCA, CHOL, ESCA
SKCM, UCEC, UCS
LUAD, SARC, STAD
ACC, PAAD

G5
G6
G7
G8

Tumor Types
BLCA, CESC
HNSC, KIRC, KIRP, LIHC, LUSC
LGG, MESO
UVM

Scalability study of the proposed two models
The computational time of the proposed two models are mainly depended on the
computational costs of the function value, gradient value, and proximal projection. Thanks
to the risk set updating method proposed in [162], for the m-th task the computational
0

costs of negative partial log-likelihood, l(β), and its gradient, l (β), are both O(Nm p). For
COX-Trace model, the computational cost of proximal projection is dominated by the SVD
in Theorem 1, which is O(min{p2 M, M 2 p}). In our case, usually M < p; therefore, the
M
X
total computational cost of COX-Trace model is O((
Nm + M 2 )p). For COX-cCMTL
m=1

model, it will take O(p2 M ) to calculate the penalty term and O(M 3 ) to calculate eigendecomposition in Theorem 2. Hence, in summary, the time complexity of COX-cCMTL
M
X
Nm p + p2 M + M 3 ). In addition, in order to present the scalability of the
model is O(
m=1

proposed models in practice, in Figure4.9, we demonstrate the scalability of the proposed two
models with respect to the sample size, feature dimensionality, and task number, respectively.
Note that, we employ warm-start technology, i.e., the initial search point of the coefficient
matrix is the optimal value learned in the previous training phase, which helps the model
start with a searching point that is not far from the optimal solution. Therefore, the practical
scalability of these two models are better than their corresponding theoretical upper bound.
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(a) Scalability of COX-Trace w.r.t. p

(b) Scalability of COX-cCMTL w.r.t. p

(c) Scalability of COX-Trace w.r.t. M

(d) Scalability of COX-cCMTLw.r.t. M

(e) Scalability of COX-Trace w.r.t. sample size

(f) Scalability of COX-cCMTL w.r.t. sample size

Figure 4.9: Empirical scalability study of COX-Trace model and COX-cCMTL model. The
y-axis in each sub-figure represents the total running time for 10 regularization scales, i.e.,
λ for COX-Trace and {ρ1 , η} for COX-cCMTL, averaged over five trials.
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Tackling multiple ordinal regression problems: sparse and deep
multi-task learning approaches
Overview & motivation
Ordinal regression is capable of exploiting ordinal labels to implement multi-ordered
classification problems, which has been widely applied to diverse application domains [44, 76],
e.g., medical diagnosis [23, 40, 29, 37], social science [97, 146, 67, 113], education [30, 191],
computer vision [103] and marketing [132, 136, 109]. Conventional methods either convert
ordinal regression problems into multiple binary classification problems [53, 101, 149] (e.g.,
health and illness) or consider them as multi-class classification problems [73, 69]. However,
these methods fail to capture the key information of ordinal labels (e.g., the progression of
multi-stage diseases). Therefore, ordinal regression is vital as it incorporates the ordinal
labels with multi-class classification [38, 165, 78].
In the real-world scenario, there is an increasing need to build multiple related ordinal
regression tasks. For instance, multi-stage disease diagnosis in multiple sub-groups of patients (e.g., various age groups, genders, races), student satisfaction questionnaire analysis in
multiple subpopulations of students (e.g., various schools, majors), customer survey analysis
in multiple communities (e.g., various incomes, living neighborhoods). However, in the field
of ordinal regression, most of the prior works merely concentrate on learning a single ordinal
regression task, i.e., either build a global ordinal regression model for all sub-groups, which
ignores data heterogeneity among different sub-groups [33, 34, 158, 68]; or build and learn an
ordinal regression model for each sub-group independently, which ignores relatedness among
these sub-groups [38, 165, 78].
To overcome the aforementioned limitations, multi-task learning (MTL) is introduced
to learn multiple related tasks simultaneously [27]. MTL is a framework that has been extensively researched for classification, standard regression and clustering in the fields of data
mining and machine learning. By building multiple models for multiple tasks and learn-
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ing them collectively, the training of each task is augmented via the auxiliary information
from other related sub-groups, which leads to an improved generalization performance of
the prediction. Especially in the selected domain of biomedical informatics, where MTL has
achieved significant successes recently, such as prediction of patients’ survival time for multiple cancer types [172] and HIV therapy screening [19]. However, MTL for data with ordinal
labels, such as multi-stage disease diagnosis, remains a largely unexplored and neglected
domain. Multi-stage progressive diseases are rarely cured completely and the progression is
often irreversible, e.g., AD, hypertension, obesity, dementia and multiple sclerosis [23, 29, 37].
Hence, new approaches incorporating ordinal regression and MTL are urgently needed.
To train multiple correlated ordinal regression models jointly, [193] connects these
models using Gaussian process (GP) prior within the hierarchical Bayesian framework. However, multi-task models within hierarchical Bayesian framework are not sparse or performed
well in high dimensional data. In [59], forecasting the spatial event scale is targeted using
the incomplete labeled datasets, which means not every task has a complete set of labels in
the training dataset. The objective function in [59] is regularized logistic regression derived
from logistic ordinal regression; therefore, their approach also suffer from the limitations
of logistic regression, e.g., more sensitive to outliers comparing with our proposed methods based on maximum-margin classification [154, 57]. To overcome these limitations, we
propose two regularized multi-task ordinal regression (RMTOR) models within the MTL
framework. Moreover, we propose two concrete MTOR models based on deep neural networks (DNN) denoted as DMTOR. The proposed RMTOR under MTL framework belongs
to the regularized MTL approach [48], where the assumption of task relatedness is encoded
via regularization terms that have been widely studied in the past decade [9, 121]. In the
proposed DMTOR, the task relatedness is encoded by shared representation layers. Note
that in [101], the authors formulate a single ordinal regression problem as a multi-task binary
classification problem. However, in our work we solve multiple ordinal regression problems
simultaneously within the MTL framework.
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In this work, to solve the proposed models, we employ the alternating structure
optimization to achieve an efficient learning process. In the experiment part of this paper,
we demonstrate the prediction performance of proposed MTL ordinal regression models using
three real-world datasets corresponding to two multi-stage progressive diseases, i.e., AD and
obesity from multiple age groups. The main contributions of this paper can be summarized
as follows:
• We propose two regularized MTOR models (i.e., RMTOR using two different types
of thresholds) for small datasets to encode the task relatedness of multiple ordinal
regression tasks using structural regularization term;
• We propose two DNN based MTOR models (i.e., DMTOR using two different types
of thresholds) for large-scale datasets to encode the task relatedness through shared
hidden layers;
• We propose an alternating structure optimization framework to train RMTOR models,
and within this framework the fast iterative shrinkage thresholding algorithm (FISTA)
is employed to update the weights of RMTOR;
• Our comprehensive experimental studies demonstrate the advantage of MTOR models
over single-task ordinal regression models.

Preliminary: latent variable model in ordinal regression
Given N training instances shown as (Xi , Yi )i∈{1,...,N } , the latent variable model is
used to predict the ordinal label [184]:

Y ∗ = XW + b,

(4.45)

Ŷi = u if ϑµ−1 < Yi∗ ≤ ϑµ ,
where Y ∗ is the latent variable and Ŷi is the ordered predicted label (i.e., Ŷi = µ ∈ {1, ..., U })
for the ith training instance. ϑ is a set of thresholds, where ϑ0 = −∞ and ϑU = ∞, so that
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we have U − 1 thresholds (i.e., ϑ1 < ϑ2 < ... < ϑU −1 ) partitioning Y ∗ into U segments to
obtain Ŷ , which can be expressed as:



1 if ϑ0 < Y ∗ ≤ ϑ1 ,




.. ..
..


. .
.



Ŷ = µ if ϑµ−1 < Y ∗ ≤ ϑµ ,



.. ..
..


. .
.





U if ϑ
∗
U −1 < Y ≤ ϑU .

(4.46)

As we see in Eq. (4.45) and Eq. (4.46), U ordered predicted labels, i.e., Ŷ , are corresponding
to U ordered segments and each Y ∗ has the value within the range: (ϑµ−1 , ϑµ ), the latter is
immediate thresholds, for µ ∈ {1, ..., U }.

Method
Regularized multi-task ordinal regression (RMTOR) models
In this section, we formulate regularized multi-task ordinal regression (RMTOR) using
two different types of thresholds: 1) Immediate thresholds: the thresholds between adjacent
ordered segments including the first threshold ϑ0 and last threshold ϑU . In the real-world
problems, ϑ0 and ϑU always remain in finite range. Hence, we can use the first and last
thresholds to calculate the errors for training instances in the corresponding segments. 2)
All thresholds: the thresholds between adjacent and nonadjacent ordered segments followed
the traditional definition of the first and last thresholds, i.e., ϑ0 = −∞ and ϑU = ∞. Thus,
the first and last thresholds can not be used for calculating the errors of training instances.
Figure 4.10 illustrates the differences between immediate thresholds and all thresholds.
Regularized multi-task learning framework In the real-world scenario, multiple related tasks are more common comparing with many independent tasks. To achieve MTL,
many studies propose to solve a regularized optimization problem. Assume there are T
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Immediate (only adjacent) thresholds.
Y=1

Y=3

Y=2
IY=2

IY=2
IY=1

IY=1

IY=3

IY=3

0

3

Y*

3

Y*

All (adjacent and nonadjacent) thresholds.
Y=1

Y=3

Y=2
AY=2

AY=2

AY=1

AY=1

AY=3

AY=3

0

Figure 4.10: Illustration figure of two different types of thresholds using three segments.
Immediate thresholds (upper panel) only calculate the errors using the neighbor thresholds
of each segment when first and last thresholds remain in finite range. All thresholds (lower
panel) calculate the error using both neighbor and non-neighbor thresholds between segments
when ϑ0 = −∞ and ϑU = ∞. Note that, in lower panel, thin dash lines represent the errors
calculated using adjacent thresholds, while solid lines represent the errors calculated using
nonadjacent thresholds.
tasks and G input variables/features in each corresponding dataset, then we have the weight
matrix as W ∈ RG×T and regularized MTL object function as:

J = min L(W ) + Ω(W ),
W

(4.47)
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where Ω(W ) is the regularization/penalty term, which encodes the task relatedness.
RM T ORI )
RMTOR using immediate thresholds (RM
RM T ORI model We define a function M (D) := log(1 + exp(D)), then the loss function
of RMTOR with the immediate thresholds is formulated as:

LI =

T X
nt
X



M (ϑ(Ytj −1) − Xtj Wt ) + M (Xtj Wt − ϑYtj ) ,

(4.48)

t=1 j=1

where t is the index of task, nt is the number of instances in the tth task, j is the index
of instance in the tth task, Ytj is the label of the j th instance in the tth task, Xtj ∈ R1×G ,
Wt ∈ RG×1 and ϑ ∈ RT ×U . Note that, ϑYtj is a threshold in the tth task, which is a scalar
and its index is Ytj . Thus, we have the objective function RM T ORI as:
T X
nt
X


RM T ORI = min
M (ϑ(Ytj −1) − Xtj Wt ) + M (Xtj Wt − ϑYtj ) + λ||W ||2,1 ,
W,ϑ

(4.49)

t=1 j=1

v

where λ is the tuning parameter to control the sparsity and kW k2,1 =

G u
T
uX
X

t

g=1

that, g is the index of feature and wgt is the weight for the g

th

|wgt |2 . Note

t=1
th

feature in the t

task.

Optimization Alternating structure optimization [7] is a used to discover the shared predictive structure for all multiple tasks simultaneously, especially when the two sets of parameters W and ϑ in Eq. (4.49) can not be learned at the same time.
Optimization of W With fixed ϑ, the optimal W can be learned by solving:

min LI (W ) + λ||W ||2,1 ,
W

(4.50)
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where LI (W ) is a smooth convex and differentiable loss function, and the first order derivative
can be expressed as:

L0I (Wt )
L0I (W )

=
=

nt
X

Xtj [G(Xtj Wt − ϑYtj ) − G(ϑ(Ytj −1) − Xtj Wt )],

j=1
 0
LI (W1 )

n1

(4.51)


L0I (Wt )
L0I (WT )
,··· ,
,··· ,
,
nt
nT

∂M (D)
1
=
.
∂D
1 + exp(−D)
To solve the optimization problem in Eq. (4.50), fast iterative shrinkage thresholding

where G(D) :=

algorithm (FISTA) shown in Algorithm 6 is implemented with the general updating steps:

W (l+1) = πP (S (l) −

1 0 (l)
L (S )),
γ (l) I

(4.52)

1
is the possible largest step-size that is chosen by line
γ (l)
search [14, Lemma 2.1, page 189] and L0I (S (l) ) is the gradient of LI (·) at search point S (l) .
where l is the iteration index,

S (l) = W (l) + α(l) (W (l) − W (l−1) ) are the search points for each task, where α(l) is the
combination scalar. πP (·) is l2,1 −regularized Euclidean project shown as:
1
πP (H(S (l) )) = min ||W − H(S (l) )||2F + λ||W ||2,1 ,
W 2

(4.53)

1 0 (l)
L (S ) is the gradient step of
γ (l)
S (l) . An efficient solution (Theorem 10) of Eq. (4.53) has been proposed in [121].
where || · ||F is the Frobenius norm and H(S (l) ) = S (l) −

Theorem 10. Given λ, the primal optimal point Ŵ of Eq. (4.53) can be calculated as:

Ŵg =


 
λ


H(S (l) )g if λ > 0, k H(S (l) )g k2 > λ
1−

(l) ) k

k
H(S
g 2







0 if λ > 0, k H(S (l) )g k2 ≤ λ
H(S (l) )g if λ = 0,

(4.54)

111
where H(S (l) )g is the j th row of H(S (l) ), and Ŵg is the g th row of Ŵ .
Algorithm 6: Fast iterative shrinkage thresholding algorithm (FISTA) for training RMTOR.
Input: A set of feature matrices {X1 , X2 , · · · , XT }, target value matrix Y for all T tasks,
initial coefficient matrix W (0) and λ
Output: Ŵ
1
2
3
4
5
6
7
8
9
10
11

12
13
14
15

Initialize: W (1) = W (0) , d−1 = 0, d0 = 1,γ (0) = 1,l = 1;
repeat
dl−2 − 1 (l)
Set α(l) =
, S = W (l) + α(l) (W (l) − W (l−1) );
dl−1
for j = 1, 2, · · · do
Set γ = 2j γ (l−1) ;
1
Calculate W (l+1) = πP (S (l) − (l) L0I (S (l) ));
γ
Calculate Qγ (S (l) , W (l+1) );
if LI (W (l+1) ) ≤ Qγ (S (l) , W (l+1) ) then
γ (l) = γ, break ;
end
end
q
1 + 1 + 4d2l−1
;
dl =
2
l = l + 1;
until Convergence of W (l) ;
Ŵ = W (l) ;

In lines 4-11 of Algorithm 6, the optimal γ (l) is chosen by the backtracking rule based
on [14, Lemma 2.1, page 189], γ (l) is greater than or equal to the Lipschitz constant of LI (·)
1
at search point S (l) , which means γ (l) is satisfied for S (l) and (l) is the possible largest step
γ
size.
In line 7 of Algorithm 6, Qγ (S (l) , W (l+1) ) is the tangent line of LI (·) at S (l) , which
can be calculated as:

Qγ (S (l) , W (l+1) ) = LI (S (l) ) +

γ
k W (l+1) − S (l) k2
2

+ hW (l+1) − S (l) , L0I (S (l) )i.
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Optimization of ϑ With fixed W , the optimal ϑ can be learned by solving min LI (ϑ),
ϑ

0

where LI (ϑ) s first order derivative can be expressed as:

L0I (ϑt ) =

nt
U
X
X

G(ϑtµ − Xtj Wt ) −

nt X
U
X

j=1 Ytj −1=µ



L0I (ϑ)

=

L0I (ϑ1 )
n1

G(Xtj Wt − ϑtµ ),

(4.55)

j=1 Ytj =µ

,··· ,

L0I (ϑt )
nt

,··· ,

L0I (ϑT )



nT

,

where ϑtµ is the µth threshold in task t, so that ϑ can be updated as:
ϑ(l) = ϑ(l−1) − ε(l) L0I (ϑ),

(4.56)

where ε is the step-size of gradient descent.
RM T ORA )
RMTOR using all thresholds (RM
RM T ORA model RMTOR with the all thresholds, loss function is calculated as:

LA =

T X
nt
X



Ytj −1

X


M (ϑtµ − Xtj Wt ) +

µ=1

t=1 j=1

U
−1
X


M (Xtj Wt − ϑtµ ) ,

(4.57)

µ=Ytj

Ytj −1

where

X

M (Xtj Wt − ϑtµ ) is the sum of errors when µ < Ytj , which means the threshold’s

µ=1

index µ is smaller than the j

th

training instance label Ytj , while

U
−1
X

M (ϑtµ − Xtj Wt ) is the

µ=Ytj

sum of errors when µ ≥ Ytj ; thus, its objective function RM T ORA is calculated as:

RM T ORA = min
W,ϑ

T X
nt
X



Ytj −1

X


t=1 j=1

µ=1

M (ϑtµ − Xtj Wt ) +

U
−1
X


M (Xtj Wt − ϑtµ ) + λ||W ||2,1 .

µ=Ytj

(4.58)
Optimization We also implement alternating structure optimization method to obtain the
optimal parameters W and ϑ, which is similar as we perform for RM T ORI optimization.
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Optimization of W With fixed ϑ, the optimal W can be learned by solving:

min LA (W ) + λ||W ||2,1 ,

(4.59)

W

where LA (W ) is a smooth convex and differentiable loss function. First, we calculate its first
order derivative w.r.t. Wt :

L0A (Wt ) =

nt
X



U
−1
X


j=1



Ytj −1

Xtj G(Xtj Wt − ϑtµ ) −

X

Xtj G(ϑtµ − Xtj Wt ) .

(4.60)

µ=1

µ=Ytj

We introduce an indicator variable zµ :


+1, µ ≥ Ytj
zµ =
−1, µ < Y


(4.61)

tj

Then the updated formulation of Eq. (4.60) and the first order derivative w.r.t. W are
calculated as:

L0A (Wt )
L0A (W )

=
=

nt U
−1
X
X

XtjT [zµ · G (zµ · (Xtj Wt − ϑtµ ))] ,

j=1 µ=1
 0
LA (W1 )

n1

(4.62)


L0A (Wt )
L0A (WT )
,··· ,
,··· ,
.
nt
nT

Similar as we did for RM T ORI optimization of W , we then use FISTA to optimize
with the parameters in RM T ORA updating steps:
W (l+1) = πP (S (l) −

which is solved in Algorithm 6.

1 0 (l)
L (S )),
γ (l) A

(4.63)
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Optimization of ϑ With fixed W , the optimal ϑ can be learned by solving min LA (ϑ),
ϑ

where LA (ϑ)’s first order derivative can be expressed as:
L0A (ϑt ) = −1T [zµ · G (zµ · (Xtj Wt − ϑtµ ))] ,
 0

LA (ϑ1 )
L0A (ϑt )
L0A (ϑT )
0
,··· ,
,··· ,
,
LA (ϑ) =
n1
nt
nT

(4.64)

and hence ϑ can be updated as:

ϑ(l) = ϑ(l−1) − ε(l) L0A (ϑ).

(4.65)

Deep multi-task ordinal regression (DMTOR) models
In this section, we introduce two deep multi-task ordinal regression (DMTOR) models
implemented using deep neural networks (DNN). Figure 4.11 illustrates the basic structure
of the DMTOR.
Task-specific
output layer
Task-specific
representation
layer

Multistage disease
diagnosis for young
people

Multistage disease
diagnosis for middleaged people

Multistage disease
diagnosis for old
people

Task 1

Task 2

Task 3

Shared
representation
layers

Input layer
Features:

…
Demography

…

…

…

Medical records

Social behaviors

Figure 1a. Multi-Task Deep Ordinal Regression for multi-stage disease diagnosis,

Figure 4.11:
of hypertension
the basic structure
of the 2.
DMTOR.
All tasks3.share
e.g.,Illustration
four stages of
(i.e., 1. Normal,
Pre-hypertension,
Stage the
1 input
and representation
layers,
while
all tasks keep several task-specific layers. Note that, circles
hypertension,
4. Stage
2 hypertension)
represent the nodes at each layer and squares represent layers.
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DMTOR architecture We denote input layer, shared representation layers and taskspecific representation layers as L1 , L(R·) and L(S·) , respectively. Thus, we have the shared
representation layers as:

LR(1) = ReLU (W1 · L1 ),

(4.66)

LR(2) = ReLU (W2 · LR(1) ),
··· ,
LR(r) = f (Wr , LR(r−1) ),

where {W1 , · · · , Wr } are the coefficient parameters at different hidden layers, ReLU (·) stands
for rectified linear unit that is the nonlinear activation function, r is the number of hidden
layers and f (·) is a linear transformation.
Task-specific representation layers are expressed as:

LtS(1) = ReLU (B1t · LR(r) ),

(4.67)

··· ,
LtS(s) = ReLU (Bst · LS(s−1) ),
where B t is the coefficient parameter corresponding to the tth task and s is the number of
task-specific representation layers.
Network training Forward propagation calculation for the output is expressed as:

outputt = f (Ot , LtS(s) ),
where Ot is the coefficient parameter corresponding to the tth task.

(4.68)
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Then the loss function of DM T ORI model can be calculated as:
T X
nt
X
LI =
[M (ϑ(Ytj −1) − outputt ) + M (outputt − ϑYtj )].

(4.69)

t=1 j=1

Similarly, the loss function of DM T ORA model can be calculated as:
tj −1
T X
nt YX
U
−1
X
X
t
LA =
M (ϑtµ − output ) +
M (outputt − ϑtµ )].
[

t=1 j=1 µ=1

(4.70)

µ=Ytj

We use mini-batch to train our models’ parameters for faster learning with partitioning
the training dataset into small batches, and then calculate the model error and update the
corresponding parameters.
Stochastic Gradient Descent (SGD) is used to iteratively minimize the loss and update
all the model parameters (weights: W, B, O and thresholds: ϑ):

W (l) = W (l−1) − ε(l) OW L,

(4.71)

··· ,
ϑ(l) = ϑ(l−1) − ε(l) Oϑ L.

Experiments and results
To evaluate the performance of our proposed multi-task ordinal regression (MTOR)
models, we extensively compare them with a set of selected single-task learning (STL) models. We first elaborate some details of the experimental setup and then describe three realworld medical datasets used in the experiments. Finally, we discuss the experimental results
using accuracy and mean absolute error (MAE) as the evaluation metrics.
Experimental setup
We demonstrate the performance of proposed RMTOR and DMTOR models on small
and large-scale medical datasets, respectively: 1). We conduct experiment on a small med-
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ical dataset (i.e., Alzheimer’s Disease Neuroimaging Initiative) to compare RM T ORI and
RM T ORA with their corresponding STL ordinal regression models denoted as ST ORI and
ST ORA . We also compare them with two SVM based ordinal regression (SVOR) models,
i.e., support vector for ordinal regression with explicit constraints (SV OREC) [34] and support vector machines using binary ordinal decomposition (SV M BOD) [53]. Both SVOR
models are implemented in Matlab within ORCA framework [70]. 2). Our experiments on
one large-scale medical datasets (i.e., Behavioral Risk Factor Surveillance System) compare
DM T ORI and DM T ORA with their corresponding STL ordinal regression models denoted
as DST ORI and DST ORA . In addition, we compare them with a neural network approach
for ordinal regression, i.e., N N Rank [31], which is downloaded from the M ulticom toolbox6 . In our experiments, the models with DNN (i.e., DM T ORI , DM T ORA , DST ORI
and DST ORA ) are implemented in Python using Pytorch and the other models without
DNN (RM T ORI , RM T ORA , ST ORI and ST ORA ) are implemented in Matlab.
MTL ordinal regression experimental setup In three real-world datasets, tasks are
all defined based on various age groups in terms of the predefined age groups in MTOR
models for the consistency. Also, all tasks share the same feature space, which follows the
assumption of MTL that the multiple tasks are related.
For RM T ORI and RM T ORA , we use 10-fold cross validation to select the best tuning
parameter λ in the training dataset. For DM T ORI and DM T ORA , we use the same setting
of DNN, i.e., three shared representations layers and three task-specific representation layers.
For each dataset, we set the same hyper-parameters, e.g., number of batches and number of
epochs; while these hyper-parameters are not the same in different datasets. We use random
initialization for parameters.
STL ordinal regression experimental setup In our experiments, STL ordinal regression methods are applied under two settings: 1) Individual setting, i.e., a prediction model
is trained for each task; 2) Global setting, i.e., a prediction model is trained for all tasks. In
6

http://sysbio.rnet.missouri.edu/multicom_toolbox/tools.html
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the individual setting the heterogeneity among tasks are fully considered but not the task
relatedness; on the contrary, in the global setting all the heterogeneities have been neglected.
For DST ORI and DST ORA , the setting of DNN uses three hidden representation
layers, where each layer’s activation function is ReLU (·). During the training procedure,
the loss functions use the same function M (·) with either immediate or all thresholds. Same
as we did for DMTOR, we set the same hyper-parameters within each dataset and different
ones among different datasets.
In the training of N N Rank, we use the default setting, .e.g., number of epochs is
500, random seed is 999 and learning rate is 0.01. In testing, we also use the default setting,
e.g., decision threshold is 0.5.
Data description
In this work, we use two public medical benchmark datasets, i.e., Alzheimer’s Disease Neuroimaging Initiative (ADNI) [138] and Behavioral Risk Factor Surveillance System (BRFSS). We divide these two datasets into training and testing using stratified sampling, more specifically, 80% of instances are used for training and the rest of instances are
used for testing. Age is a crucial factor when considering phenotypic changes in disease
[25, 46, 182, 61]. Thus, we define the tasks according to the disjoint age groups in ADNI
and BRFSS datasets.
Alzheimer’s Disease Neuroimaging Initiative (ADNI) The mission of ADNI is to
seek the development of biomarkers for the disease and advance in order to understand the
pathophysiology of AD [138]. This data also aims to improve diagnostic methods for early
detection of AD and augment clinical trial design.
We pick one measurement from the participants of diagnostic file in this project and
delete two participants whose age information are missing, which leaves us 1, 998 instances
and 95 variables including 94 input variables that are corresponding to measurement of
AD, e.g., FDG-PET is used to measure cerebral metabolic rates of glucose; plus one output
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variable that is phase used to represent three stages of AD (cognitively normal, mild cognitive
impairment, and AD).
Since the age groups in ADNI dataset fall in mature adulthood and late adulthood, we
divide mature adulthood into three sub-groups. Hence, the tasks are defined in ADNI based
on different stages of people shown as the first column in Table 4.18, i.e., mature adulthood
1 (50 years to 59 years), mature adulthood 2 (60 years to 69 years), mature adulthood 3 (70
years to 79 years) and late adulthood (equal or older than 80 years).
Behavioral Risk Factor Surveillance System (BRFSS) The BRFSS dataset is a
collaborative project between all the states in the U.S. and the Centers for Disease Control
and Prevention (CDC), and aims to collect uniform, state-specific data on preventable health
practices and risk behaviors that affect the health of the adult population (i.e., adults aged
18 years and older). In the experiment, we use the BRFSS dataset that is collected in 20167 .
The BRFSS dataset is collected via the phone-based surveys with adults residing in
private residence or college housing. The original BRFSS dataset contains 486, 303 instances
and 275 variables, after deleting the entries with missing age information and the variables
with all hidden values, the preprocessed dataset contains 459, 156 with 85 variables including
84 input variables and one output variable, i.e., categories of body mass index (underweight,
normal weight, overweight and obese).
The tasks are defined in BRFSS based on different stages of people shown in the
first column in Table 4.19, i.e., early young (18 years to 24 years), young (25 years to 34
years), middle-aged (35 years to 49 years), mature adulthood (50 years to 70 years) and late
adulthood (equal or older than 80 years).

7

https://www.cdc.gov/brfss/annual_data/annual_2016.html

Task/ No. of
MTOR
Global setting
Individual setting
AG instances RM T ORI RM T ORA SV OREC SV M BOD ST ORI ST ORA SV OREC SV M BOD ST ORI ST ORA
0.791
0.783
0.572
0.522
0.493 0.489
0.554
0.633
0.473 0.459
50-59
72
(0.344) (0.307)
(0.673)
(0.691) (0.683) (0.629) (0.537)
(0.501) (0.792) (0.690)
0.739
0.687
0.583
0.611
0.429 0.493
0.638
0.621
0.633 0.656
60-69
104
(0.311) (0.362)
(1.014)
(0.892) (1.033) (1.098) (0.911)
(0.837) (0.894) (1.063)
0.764
0.659
0.533
0.661
0.572 0.478
0.602
0.645
0.674 0.629
70-79
142
(0.401) (0.561)
(0.943)
(0.798) (0.743) (0.832) (0.601)
(0.592) (0.611) (0.975)
0.747
0.709
0.623
0.671
0.523 0.475
0.693
0.701
0.677 0.616
≥ 80
83
(0.579) (0.619)
(0.912)
(0.593) (0.840) (0.983) (0.812)
(0.727) (0.930) (1.091)

Table 4.18: The accuracy and MAE of our two proposed regularized multi-task ordinal regression models, (i.e., RM T ORI and
RM T ORA ), their corresponding STL ordinal regression models (i.e., ST ORI and ST ORA ) and two SVM based STL ordinal
regression models (i.e., SV OREC and SV M BOD
BOD) using a small medical dataset, i.e., ADNI. Note that, MAEs are shown
within parenthesis under the accuracy. The first and second columns represent the age group (AG) of each task and number of
instances in each task of testing dataset, respectively. (The best performance results are in bold face.)
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Table 4.19: The accuracy and MAE of two proposed DNN based ordinal regression models, (i.e., DM T ORI and DM T ORA ),
their corresponding STL ordinal regression models (i.e., DST ORI and DST ORA ) and a STL neural network approach for
ordinal regression (i.e., N N Rank
Rank) using a large-scale medical dataset , i.e., BRFSS. (The best performance results are in bold
face.)
Task/ No. of
MTOR
Global setting
Individual setting
AG instances DM T ORI DM T ORA N N Rank DST ORI DST ORA N N Rank DST ORI DST ORA
0.532
0.431
0.525
0.405
0.363
0.507
0.359
0.328
18-24
5,325
(0.479)
(0.582)
(0.793)
(0.783)
(1.020)
(0.802)
(0.745)
(1.055)
0.524
0.452
0.521
0.432
0.379
0.513
0.325
0.389
25-34
5,693
(0.521)
(0.633)
(0.573)
(0.795)
(0.839)
(0.581)
(0.935)
(1.037)
0.577
0.513
0.574
0.455
0.381
0.563
0.367
0.328
35-49
17,480
(0.755)
(0.924)
(0.915)
(1.090)
(0.927)
(0.790)
(0.954)
(1.077)
0.608
0.529
0.580
0.421
0.276
0.585
0.293
0.284
50-79
55,388
(0.536)
(0.711)
(0.875)
(1.330)
(1.033)
(0.582)
(1.503)
(1.270)
0.451
0.443
0.447
0.410
0.391
0.425
0.394
0.374
≥ 80
745
(0.630)
(0.681)
(0.833)
(0.961)
(0.902)
(0.710)
(1.027)
(1.009)
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Henry Ford Hospital hypertension (FORD) FORD dataset is collected by our collaborator from Emergency Room (ER) of Henry Ford Hospital. All participants in this dataset
are all from metro Detroit. All variables except for the outcomes are collected from the
emergency department at Henry Ford Hospital. Some diagnostic variables are collected from
any hospital admissions that occurred after the ER visits. The index date in FORD dataset
for each patient started in 2014 and went through the middle of 2015. They then collect
outcomes for each patient for one year after that index date. So, the time duration from the
date that a patient seen in ER to his/her diagnostic variable collection date may be longer
than one year. For example, a patient may have been seen in the ER on July 2, 2015 and
they would have had diagnosis variable collected date up to July 2, 2016.
Originally, this FORD dataset contains 221, 966 instances and 63 variables including
demographic, lab test and diagnosis related information. After deleting the entries with
missing values, the preprocessed dataset contains 186, 572 instances and 23 variables including 22 input variables and one output, i.e., four stages of hypertension based on systolic
and diastolic pressure: normal (systolic pressure: 90-119 and diastolic pressure: 60-79), prehypertension (120-139 and 80-89), stage 1 hypertension (140-159 and 90-99) and stage 2
hypertension (≥ 160 and ≥ 160).
Since the number of instances in the age groups of infant, children and teenager are
much less than other age groups, we combine these three age groups into one age group as
minor. Hence, the tasks are defined in FORD based on different ages of people shown as
the first column in Table ??, i.e., minor (1 year to 17 years), early young (18 years to 24
years), young (25 years to 34 years), middle-aged (35 years to 49 years), mature adulthood
(50 years to 70 years) and late adulthood (equal or older than 80 years).

Task/ No. of
MTOR
Global setting
Individual setting
AG instances DM T ORI DM T ORA N N Rank DST ORI DST ORA N N Rank DST ORI DST ORA
0.732
0.709
0.451
0.532
0.588
0.455
0.577
0.591
0-17
4,176
(0.277)
(0.303)
(0.654)
(0.745)
(0.894)
(0.531)
(0.845)
(0.919)
0.742
0.697
0.551
0.530
0.592
0.479
0.635
0.671
18-24
5,284
(0.298)
(0.401)
(0.537)
(0.639)
(0.792)
(0.938)
(0.862)
(0.583)
0.722
0.720
0.488
0.497
0.593
0.452
0.622
0.530
25-34
6,279
(0.435)
(0.539)
(0.680)
(1.032)
(0.794)
(0.902)
(0.883)
(0.895)
0.781
0.737
0.667
0.649
0.563
0.619
0.620
0.565
35-49
9,516
(0.301)
(0.350)
(0.548)
(0.642)
(1.055)
(0.720)
(0.860)
(0.930)
0.755
0.734
0.615
0.534
0.530
0.598
0.616
0.613
50-79
10,991
(0.379)
(0.351)
(0.537)
(0.665)
(0.995)
(0.850)
(0.990)
(1.034)
0.737
0.733
0.690
0.570
0.539
0.658
0.609
0.579
≥ 80
1,070
(0.383)
(0.412)
(0.731)
(0.790)
(1.077)
(0.609)
(1.073)
(0.977)

Table 4.20: The accuracy and MAE of two proposed DNN based MTOR models, their corresponding STL models and N N Rank
using a large-scale dataset, i.e., FORD. (The best performance results are in bold face.)
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Performance comparison
To access the overall performance of each ordinal regression method, we use both
accuracy and MAE as our evaluation metrics. Accuracy reports the proportion of accurate
predictions, so that larger value of accuracy means better performance. With considering
orders, MAE is capable of measuring the distance between true and predicted labels, so that
smaller value of MAE means better performance.
To formally define accuracy, we use i and j to represent the index of true labels and
the index of predicted labels. A pair of labels for each instance, i.e., (Yi ,Ŷj ), is positive if
they are equal, i.e., Yi = Ŷj , otherwise the pair is negative. We further denote NT as the
NP
. MAE
number of total pairs and NP as the number of positive pairs. Thus, accuracy =
NT
Pns
|Yi − Ŷi |
, where ns is the number of instances in each testing
is calculated as M AE = i=1
ns
dataset. We show the performance results of accuracy and MAE of different models using
the aforementioned three medical datasets ADNI, BRFSS and FORD in Table ??, Table ??
and Table 4.20, respectively. Each task in our experiments is to predict the stage of disease
for people in each age group. In the experiments of MTOR models, each task has its own
prediction result. For each task, we build one STL ordinal regression model under the global
and individual settings as comparison methods.
Overall, the experimental results show that the MTOR models perform better than
other STL models in terms of both accuracy and MAE. MTOR models with immediate
thresholds largely outperform the ones with all thresholds in both evaluation metrics, which
confirms the assumption that first and last thresholds are always remaining in finite range
in the real-world scenario.
Under the proposed MTOR framework, both deep and shallow models have descent
performance for different types of datasets: RMTOR model with immediate thresholds performs better for small dataset whereas DMTOR model with immediate thresholds is more
suitable for large-scale dataset. More specifically, the DM T ORI model outperforms the competing models in the most tasks of BRFSS and FORD datasets. In ADNI dataset, RM T ORI
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outperforms other models in terms of accuracy and MAE. Note that, the accuracy and MAE
do not always perform consistently for all tasks. For example in the experiment using ADNI
dataset, for the first task with ages ranging in (50-59), RM T ORI shows the best (largest)
accuracy whereas RM T ORA exhibits the best (lowest) MAE.

Chapter conclusion
In this chapter, we present three works within the MTL framework, which provides a
framework to encode task relatedness, to bridge data from all tasks, and to simultaneously
learn multiple related tasks to improve the generalization performance. We tackle three
medical applications, i.e., multi-level risk factor analysis, multi-task survival analysis and
multi-stage disease diagnosis. Our experimental results demonstrate that our proposed MTL
models markedly improve the prediction performance comparing with STL models.
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CHAPTER 5 CONCLUSION, DISCUSSION AND FUTURE WORKS
In this thesis, data driven approaches are developed to address the data heterogeneity
issue using unsupervised and supervised learning. In unsupervised learning, to consider both
data heterogeneity and homogeneity, we develop three clustering approaches to maximize the
heterogeneity among data sub-groups and homogeneity within each data sub-group for three
types of data, i.e., alphabetic, network and mixed feature types data.
In supervised learning, to utilize both data heterogeneity and homogeneity we implement multi-task learning (MTL) framework to conduct risk factor analysis, survival analysis
and multi-stage disease diagnosis for different sub-groups of patients. In the first two MTL
works, only continuous labels are exploited for predicting the body mass index for obesity
risk factor analysis and time-to-death for cancer patients, respectively. However, these two
works are not capable of conducting some more complex tasks such as multi-class classification, especially with ordered classes. To perform the ordered multi-class classification task,
we propose the third work, i.e., multi-task ordinal regression, to tackle ordinal regression
problems within the MTL framework implementing both sparse learning and deep learning
approaches.
Nevertheless, these approaches are developed only for static data, which contains
either time-invariant features or cross-sectional data that are collected at a certain data point,
where the temporal information are ignored. To generalize the scope of our methodology,
in the future we will extend our work to handle longitudinal data, where the temporal
information is considered. Our aforementioned works have great potential to open an avenue
for future research on longitudinal data analysis, we propose one possible future direction
in method and its possible application using longitudinal electronic medical records as the
closure of this thesis.
The possible future direction is to generalize MTL framework to learn features for
longitudinal data. Some successful works have been done in this area under the MTL framework, e.g., a sparse learning work manifold regularized MTL model for feature learning in
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multimodality disease classification is proposed in [92] and a deep learning work multimodal
stacked deep polynomial networks for multimodal neuro-imaging feature learning in [161].
Comparing with MTL in static data, the MTL in longitudinal data is even more challenge as
the temporal data encounter with data heterogeneity. The MTL framework can be naturally
extended to handle temporal-heterogeneity, where the predictions in adjacent time windows
can be considered as related tasks. To learn the features more accurately, we plan to integrate adversarial autoencoder (AAE) with long short time memory (LSTM) for longitudinal
data feature learning [13, 128].
It is possible to develop more robust and unified MTL framework for disease diagnosis.
The recent successful developments in this area provide new opportunities for us to extend
our works. Some successful examples have been done in this area including constrained group
sparse learning methods employed in [92, 153, 91] to classify disease multimodality, predict
the disease onsets from longitudinal laboratory tests, and conduct longitudinal analysis of
Alzheimer’s disease, respectively. Longitudinal data analysis in medical application is a very
active in the area of research.
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Data with both heterogeneity and homogeneity is now ubiquitous due to the development of multitudinous data collection techniques. To encode the data heterogeneity and
homogeneity, we focus on unsupervised and supervised learning approaches. In unsupervised
learning, to consider both data heterogeneity and homogeneity, we develop three clustering
frameworks to maximize the heterogeneity among data sub-groups and homogeneity within
each data sub-group for over-dispersed data in three different data types, i.e., alphabetic,
network and mixed feature types data. In supervised learning, the traditional approaches,
however, either build a global model for a whole group including all sub-groups, which fail
to consider data heterogeneity among different sub-groups; or build and learn one model for
each subgroup independently, which ignores data homogeneity and relatedness among these
sub-groups. To overcome the limitations and utilize both data heterogeneity and homogeneity, we implement multi-task learning (MTL) framework to conduct risk factor analysis and
survival analysis for different sub-groups.
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