We show that the steady and unsteady system of transport equations with a nonhomogeneous right hand side can be extended from its domain that possesses an impermeable C 2 -boundary to the whole space.
For T > 0 and a smooth bounded domain Ω ⊂ R d , d ≥ 2, we consider the system
for the unknown vector function h : (0, T ) × Ω → R N , the given velocity u : (0, T ) × Ω → R d and right hand side f : (0, T ) × Ω → R N . We assume that the boundary ∂Ω of Ω is impermeable, i.e., denoting by n the outer normal to ∂Ω, the velocity u satisfies u · n = 0 on ∂Ω.
The goal of this note is to investigate the extensibility of (1) from its domain Ω to the whole space. To the best of the author's knowledge there is no proof on this extension in the literature if only the normal component of the velocity is assumed to vanish on the boundary. Corresponding results for the vanishing velocity on the boundary and N = 1 can be found in [3, Lemma 3.3] and [9, Lemma 6.8.] . The requirement of such extensions arises in the theory of compressible fluids. Therefore, this note can be regarded as a technical lemma needed in the proof of existence of weak solutions to the compressible Navier-Stokes equations with slip boundary conditions, see [9, Theorem 7 .69] and [4, Theorem 3.1] . In that setting, h is the mass density and f represents some external force. Moreover, we expect our result to be of use in the proof of the existence of weak solutions for systems allowing for fluid-structure interaction and systems appearing in viscoelasticity, see Corollary 2.
Let us start with the notation that we often use. For vectors a ∈ R k , b ∈ R l , k, l ∈ N the outer product a ⊗ b denotes the k × l matrix with entries a i b j , i = 1, . . . k, j = 1, . . . , l. The inner product of vectors as well as that of matrices is denoted by ·, a centred dot. The standard notation is used for Lebesgue, Sobolev and Bochner spaces. Moreover, we denote by W In the present note we deal with a weak solution to (1) 
where p and p ′ are conjugate exponents. The existence of weak solutions can be shown by adopting methods from [1, Section IV.4].
The key ingredient for the proof of the main result is the following Hardy inequality that is a consequence of a general embedding for weighted Sobolev spaces, see [8, Théorème 1.6] .
Having introduced all necessary preliminaries we can now formulate and prove the result.
Proof : Let V ⊂ R d be such that Ω ⊂⊂ V . Then there exists an extension operator E : 1. E is linear, 2. Ev = v a.e. in Ω, and the support of Ev is a subset of V ,
with the constant c depending on p ′ , V and Ω only.
be given as in the assertion. We denote its extension for almost all t ∈ (0, T ) byũ(t, ·) = Eu(t, ·). Employing the properties of E, we have thatũ = u a.e. in (0,
As indicated in the assertion, the extensions of f and h by zero are denoted byf andh, respectively. It remains to show thatũ,f andh satisfy (4) . In order to show the latter identity, we utilize a special test function in (2) that involves the distance function d Ω defined as
By [5, 6] and the regularity assumptions on the boundary of Ω, the distance function is C 2 on V σ0 = {x ∈ Ω : d Ω (x) < σ 0 } for some σ 0 > 0. Next, for σ ∈ (0, 1 2 σ 0 ) we consider a cut-off function ξ σ ∈ C 1 (R) such that 0 ≤ ξ σ ≤ 1 and
It is well-known that ξ σ can be chosen such that
). This satisfies
and
The differentiability of η σ follows since the assumption ∂Ω ∈ C 2 implies the differentiability of d Ω in V σ0 and since η σ ≡ 1 in Ω\V 2σ . Fixing an arbitrary σ ∈ (0, (2) . Hence, to conclude (4), we need to show that I 
As before, I σ 4,a → 0 as σ → 0 + by the Lebesgue dominated convergence theorem. Furthermore, using the definition of η σ we have
Using the notation Ω σ = {x ∈ Ω : d Ω (x) ∈ (σ, 2σ)} and employing the bound
on Ω σ , we estimate
Moreover, we consider a function φ ∈ C 1 (V σ0 ) such that 0 ≤ φ ≤ 1, φ = 1 on V 1 4 σ0 and φ = 0 on
)) since u · n = 0 on the boundary by assumption. Having at hand also |∇d Ω | = 1 in V σ0 , we deduce, employing the Hölder and Hardy inequalities (Lemma 0.1),
, where the constant c depends on
Hence the theorem is proved.
Remark 1
The extension for the steady variant of (1) can be performed exactly in the same way as in the proof of Theorem 0.2. Indeed, the only difference is the lack of the term with the time derivative of a test function ; the other terms are handled as above.
Remark 2 The right hand side of (1) can have a more general form. For instance, f (t, x, h) = f 1 (t, x) + A(t, x)h where A stands for an N × N matrix valued function. Such a right hand side is for instance observed in models from viscoelasticity, see, e.g., [7] . Indeed, for the matrix valued deformation gradient F one considers ∂ t F m + div(u ⊗ F m ) = (∇uF ) m , m = 1, . . . , d, in the compressible as well as in the incompressible case provided the functions u and F enjoy an appropriate regularity. Here the superscript m stands for the m-th column of the corresponding matrix. The extension procedure from Theorem 0.2 can be easily adopted for such a system.
