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1. Introducci·on y Motivaci·on
La alarmante velocidad de crecimiento de los
datos disponibles en forma digital, se condice con
un paralelo crecimiento de las capacidades de alma-
cenamiento a precios ma´s moderados. Por otro lado,
mientras la velocidad de procesamiento de la CPU
se ha duplicado cada 18 meses, la de los almace-
namientos masivos ha progresado poco. Sin embar-
go han aparecido memorias cache´ con mayor capaci-
dad, ma´s ra´pidas y ma´s pequen˜as, aunque ma´s cos-
tosas, que las memorias RAM; algunas tienen inclu-
so varias capas de memorias que poseen diferencias
significativas de eficiencia de un nivel al siguiente.
Antes almacenar datos en forma comprimida con-
llevaba un costo en te´rminos de velocidad de proce-
samiento por la descompresio´n. Hoy en dı´a, la dife-
rencia entre los tiempos de la CPU y disco es tan sig-
nificativa que el esfuerzo de descompresio´n se paga
a cambio de una pequen˜a disminucio´n en el tiempo
de I/O. Adema´s, la transferencia de datos sobre una
red local cuesta aproximadamente lo mismo que la
transferencia al disco, por lo cual e´sta se ve favore-
cida con la compresio´n. Este panorama ha promovi-
do varias lı´neas de investigacio´n las cuales tienen en
cuenta estas arquitecturas: las estructuras de datos
compactas con distintas variantes (las sucintas y las
comprimidas) y las estructuras de datos con I/O
eficiente.
Nuestro objetivo es contribuir a estas lı´neas de
*Este trabajo ha sido financiado parcialmente por el Nu´cleo
Milenio Centro de Investigacio´n de la Web, Proyecto P04-067-
F, Mideplan, Chile (u´ltimo autor).
investigacio´n, disen˜ando estructuras de datos ma´s
eficientes para memorias jera´rquicas, haciendo uso
de la compacticidad o la I/O eficiente. Particular-
mente nos centraremos en las estructuras de datos
capaces de manipular los siguientes tipos de datos:
secuencias, textos, a´rboles, grafos, y espacios me´tri-
cos, entre otros, y en estudiar los problemas desde
ambos puntos de vista teo´rico y empı´rico. Adema´s
de disen˜ar estructuras de datos esta´ticas, planeamos
investigar otros aspectos tales como la construccio´n
eficiente (en espacio o en te´rminos de la I/O), el di-
namismo (es decir actualizaciones eficientes) y ope-
raciones de bu´squeda complejas (ma´s alla´ de las
ba´sicas soportadas por las estructuras de datos).
2. Estructuras de Datos Compactas
Las estructuras de datos compactas, son variantes
de sus contrapartes cla´sicas funcionando en espacio
reducido y se pueden dividir en dos grupos: sucin-
tas y comprimidas. Una estructura de datos se de-
nomina sucinta si necesita espacio asinto´ticamente
despreciable sobre los datos en bruto. Una estruc-
tura de datos se dice comprimida cuando toma es-
pacio proporcional al de la secuencia comprimida
(donde hay una cierta libertad para elegir un me´to-
do razonable de compresio´n). Una medida popular
de compresibilidad de secuencias es la entropı´a de
orden k-e´simo (Hk), segu´n lo definido por Manzi-
ni [10], que mide la complejidad del espacio para
cada secuencia individual, sin ninguna suposicio´n
sobre la entrada. La medida Hk es un lı´mite infe-
rior para el nu´mero de bits de salida cuando se com-
prime S con cualquier compresor que codifique cada
sı´mbolo de la entrada que dependa solamente de los
k sı´mbolos precedentes. Esto abarca los esta´ndares
populares tales como PPM, la familia de Lempel-Ziv
(gzip, zip, arj, winzip, etc.) y compresores basados
en Burrows-Wheeler (bzip2).
Sea s el alfabeto de una secuencia de sı´mbo-
los S, n(i) el nu´mero de ocurrencias del i-e´simo
sı´mbolo, y n la longitud de S. Entonces H0(S) =
Σ(n(i) log(n/n(i)). Sea w una secuencia de longi-
tud k y w(S) la subsecuencia de sı´mbolos de S que
siguen a w, entonces Hk(S) = 1/nΣ(|w|H0(w))
sobre todos los posibles w. Esta medida es popular
tambie´n en las estructuras de datos comprimidas por
ejemplo existen ı´ndices comprimidos que codifican
un texto T de n sı´mbolos sobre un alfabeto s usando
espacio de Hk(T )+o(n log s) bits y adema´s pueden
buscar eficientemente patrones en el texto. Obser-
var que la codificacio´n llana del texto toma n log s
bits. La idea de las estructuras de datos compactas,
a diferencia de la compresio´n pura, es la capacidad
de manipular los datos en forma comprimida, sin
tener que descomprimirlos primero. En la actuali-
dad las estructuras de datos compactas pueden ma-
nipular secuencias de bits o de sı´mbolos generales;
a´rboles, grafos,colecciones de texto, permutaciones
y mapping, sumas parciales, bu´squeda por rango, y
ası´ sucesivamente.
Si consideramos la complejidad de las operacio-
nes de I/O en el modelo ma´s simple, asumimos que
los datos esta´n almacenados en bloques de disco y
los bloques se acceden como unidades ato´micas: el
costo de I/O es el nu´mero de bloques accedidos du-
rante un co´mputo. Esto abstrae las caracterı´sticas
esenciales de la tecnologı´a de memoria secundaria
actual, au´n desatendiendo datos ma´s precisos tales
como los accesos secuenciales. Esta simplificacio´n
se debe al intere´s de tener un modelo ma´s fa´cil de
analizar, y porque en la pra´ctica es difı´cil controlar
do´nde se ubican los bloques realmente en disco.
3. B·usqueda en Texto con Estruc-
turas Comprimidas
El problema de la bu´squeda aproximada de un
patro´n en el texto puede verse como: dado un texto
T = T [1, n] y un patro´n P = P [1,m] en el alfabeto
Σ (con m << n) y un entero k, se desea encontrar
todas las posiciones i en el texto tal que una ocu-
rrencia aproximada de P , con a lo ma´s k diferencias
termine en i. La diferencia entre dos strings α y β
es medida con la distancia de edicio´n d; d(α, β) es
el mı´nimo nu´mero de operaciones de edicio´n (in-
serciones, eliminaciones y/o sustituciones de carac-
teres) que se deben realizar para convertir β en α. La
bu´squeda aproximada de patrones tiene aplicaciones
tales como la recuperacio´n de texto, biologı´a com-
putacional, comunicaciones de datos y data mining,
entre otras.
Filtracio´n con q-gramas. La solucio´n ba´sica al
problema de bu´squeda aproximada de patrones se
basa en la programacio´n dina´mica [9, 14], que tiene
una complejidad de O(kn) tiempo lo cual es lento
para textos grandes. Se puede mejorar introducien-
do algu´n esquema de filtracio´n para extraer las a´reas
del texto con potenciales coincidencias.
Potenciales coincidencias aproximadas pueden
ser reconocidas por la distribucio´n de los caracteres
[6], localizando bloques de coincidencias del patro´n
en el texto [17], recuperando substrings de coinci-
dencia maximales del patro´n en el texto [3, 15], o
au´n aplicando la idea de Boyer-Moore de bu´squeda
exacta de un patro´n [1] a la bu´squeda aproximada
de un patro´n [13]. Una familia muy popular de es-
quemas de filtracio´n, llamada la q-famlia, establece
la condicio´n de filtracio´n en te´rminos de q-gramas.
Por q-grama nos referiremos a cualquier (sub)string
de q caracteres. Una coincidencia aproximada se
parece al patro´n original, adema´s cualquier coinci-
dencia aproximada debe contener al menos algu´n q-
grama comu´n con el patro´n buscado. De esta forma,
la aplicabilidad de los q-gramas en una condicio´n de
filtracio´n es intuitivamente clara.
Cada miembro de la q-familia se basa en su condi-
cio´n de filtracio´n caracterı´stica, aunque todos ellos
deben encontrar en el texto q-gramas que coincidan
con los q-gramas del patro´n, esto se puede realizar
de dos maneras: dina´mica que escanea el texto en
tiempo lineal, y esta´tica que utiliza un ı´ndice de q-
gramas. La propuesta esta´tica es superior cuando el
mismo ı´ndice puede usarse varias veces.
Implementacio´n de ı´ndices de q-gramas. Hay
distintas implementaciones para ı´ndices de q-gramas
para los me´todos esta´ticos. La ba´sica es un arreglo
de punteros de taman˜o |Σ|q. Cada posicio´n del arre-
glo referencia a la lista de ocurrencias del correspon-
diente q-grama en el texto. El ı´ndice puede constru-
irse en tiempo O(n + |Σ|q) [7], aunque puede re-
sultar en ı´ndices inu´tilmente grandes. Una mejora a
este esquema de indexacio´n es reducir el taman˜o del
arreglo de punteros por medio de un hashing, llevan-
do el taman˜o y el tiempo de construccio´n a O(n) sin
una demora significativa en las bu´squedas.
Otra solucio´n usa una estructura de trie. Los q-
gramas del texto son almacenados en un trie, en el
que cada hoja contiene la lista de ocurrencias del
correspondiente q-grama en el texto. El trie puede
construirse en tiempo O(n) si se usa un algoritmo
similar al de la creacio´n del a´rbol de sufijos [16].
Las implementaciones anteriores encuentran to-
das las ocurrencias de un q-grama dado en tiempo
o´ptimo de O(q+l), donde l es el nu´mero de ocurren-
cias encontradas. Pero todas ellas sufren el mismo
inconveniente: el taman˜o del ı´ndice se vuelve im-
pra´ctico al crecer la longitud del texto, porque el es-
pacio utilizado es al menos lineal. Actualmente am-
bas estructuras pueden implementarse en O(M) es-
pacio, donde M es el nu´mero de q-gramas distintos
del texto; y se requiere O(n) espacio para las listas
de ocurrencias.
Un ı´ndice que usa compresio´n. En este ı´ndice
Lempel-Ziv (LZ) para q-gramas las listas de ocurren-
cias se reemplazan con una estructura de datos ma´s
compacta. La estructura (hashing o trie) para los dis-
tintos q-gramas, ahora llamada ı´ndice primario, es
au´n necesaria para proveer un punto de comienzo
para las bu´squedas.
La representacio´n compacta de las listas de ocur-
rencias toma ventaja de las repeticiones en el texto.
La primera ocurrencia del string sera´ llamada defini-
cio´n y las siguientes se llamara´n frases. Luego, cada
ocurrencia de un q-grama es o el primero de su clase
o parte de alguna frase. La primera ocurrencia se al-
macenara´ en el ı´ndice primario y las dema´s sera´n en-
contradas usando la informacio´n sobre repeticiones.
El ı´ndice LZ encontrara´ todas las ocurrencias de
un q-grama dado en tiempo O(q + l), el mismo uti-
lizado por los ı´ndices de q-gramas tradicionales. El
taman˜o es O(M + N), siendo M el nu´mero de q-
gramas distintos en el texto y N el de repeticiones
necesarias para cubrir todos los q-gramas (salvo la
primer ocurrencia de cada q-grama distinto). M +N
es a lo sumo n, pero puede ser mucho menor.
4. Optimizaci·on de Estructuras
Existen numerosas estructuras para bu´squedas por
similitud en espacios me´tricos, pero so´lo unas pocas
trabajan eficientemente en espacios de alta o medi-
ana dimensio´n, y la mayorı´a no admiten dinamis-
mo, ni esta´n disen˜adas para trabajar sobre grandes
volu´menes de datos; es decir, en memoria secun-
daria. Por lo tanto, estudiamos distintas maneras de
optimizar algunas de las estructuras que han mostra-
do buen desempen˜o, con el fin de optimizarlas te-
niendo en cuenta la jerarquı´a de memorias.
4.1. SATD
Hemos desarrollado una estructura para bu´squeda
por similitud en espacios me´tricos llamado A´rbol de
Aproximacio´n Espacial Dina´mico (SATD) [12] que
permite realizar inserciones y eliminaciones, mante-
niendo un buen desempen˜o en las bu´squedas. Muy
pocos ı´ndices para espacios me´tricos son comple-
tamente dina´micos. Esta estructura se basa en el
A´rbol de Aproximacio´n Espacial [11], el cual habı´a
mostrado un muy buen desempen˜o en espacios de
mediana a alta dimensio´n, pero era completamente
esta´tico.
El SAT esta´ definido recursivamente; la propiedad
que cumple la raı´z a (y a su vez cada uno de los
nodos) es que los hijos esta´n ma´s cerca de la raı´z
que de cualquier otro punto de S. La construccio´n
del a´rbol se hace tambie´n de manera recursiva. De la
definicio´n se observa que se necesitan de antemano
todos los elementos para la construccio´n y que que-
da completamente determinado al elegirle una raı´z,
lo cual en el SAT original se realizaba al azar.
4.1.1. Eleccio´n de la raı´z en el SATD
El SATD se construye incrementalmente, toman-
do como raı´z el primer elemento insertado. Sin em-
bargo, ya hemos visto que se obtienen mejores re-
sultados en las bu´squedas si se elige la raı´z con ma´s
informacio´n sobre el espacio me´trico considerado.
Luego, pensamos adaptar los distintos me´todos de
seleccio´n de raı´z que mostraron buen desempen˜o en
el SAT, y estudiar su comportamiento en la versio´n
dina´mica. En este caso deberı´amos demorar la selec-
cio´n de la raı´z hasta conocer un razonable nu´mero
de objetos de la base de datos, pero sin perder el di-
namismo.
Esperamos con esto que, tal como sucedio´ en el
SAT, logremos brindar una estructura dina´mica ma´s
eficiente en las bu´squedas gracias a tener una mejor
raı´z para el a´rbol.
4.1.2. Actualizacio´n de SATD
Para el desarrollo del SATD [12] se han estudia-
do distintas maneras de realizar incorporaciones de
nuevos elementos sobre el a´rbol, pero se opto´ por un
me´todo que inserta un nuevo elemento en un punto
determinado del a´rbol, manteniendo la aridad acota-
da. Gracias a esos trabajos, quedo´ demostrado que
existen otros posibles puntos de insercio´n va´lidos,
aunque no se analizo´ cua´l de ellos serı´a el mejor.
Por lo tanto, tiene sentido considerar si los otros
puntos posibles de insercio´n para un elemento con-
siguen mejorar au´n ma´s los costos de bu´squeda. Ası´,
como resultado se espera brindar una estructura que
mejore el comportamiento durante las bu´squedas
gracias a elegir adecuadamente los puntos de inser-
cio´n de los nuevos elementos.
4.1.3. SATD con Clustering
El SATD es una estructura que realiza la parti-
cio´n del espacio considerando la proximidad espa-
cial; pero, si el a´rbol agrupara los elementos que se
encuentran muy cercanos entre sı´, lograrı´a mejorar
las bu´squedas al evitar recorrerlo para alcanzarlos.
Podemos pensar entonces que construimos un
SATD, en el que cada nodo representa un grupo de
elementos muy cercanos (“clusters”) y relacionamos
los clusters por su proximidad en el espacio. La
idea serı´a que en cada nodo se mantenga el cen-
tro del cluster correspondiente, y se almacenen los
k elementos ma´s cercanos a e´l; cualquier elemento
a mayor distancia del centro que los k elementos,
pasarı´a a formar parte de otro nodo en el a´rbol.
Esperamos ası´ obtener una estructura ma´s ade-
cuada a espacios en los que se sabe de ante-
mano que pueden existir “clusters” de elementos,
aprovecha´ndonos de la existencia de los mismos
para mejorar las bu´squedas, lo que tambie´n nos po-
drı´a permitir mejorar su alojamiento en memoria se-
cundaria.
4.1.4. SATD en Memoria Secundaria
Hemos desarrollado una versio´n del SATD que
funciona adecuadamente en memoria secundaria y
actualmente estamos evaluando su desempen˜o en
las bu´squedas y su dinamismo, compara´ndolo contra
otras estructuras que poseen estas propiedades.
Ası´, eligiendo la estructura ma´s apta, serı´a posi-
ble pensar en extender apropiadamente el a´lgebra
relacional y disen˜ar soluciones eficientes para los
nuevos operadores, teniendo en cuenta aspectos no
so´lo de memoria secundaria, sino tambie´n de con-
currencia, confiabilidad, etc. Algunos ejemplos de
las operaciones que podrı´an ser de intere´s resolver
son: join espacial, operaciones de conjuntos y otras
operaciones de intere´s en bases de datos espaciales
tales como los operadores topolo´gicos. Algunos de
estos problemas ya poseen solucio´n en las bases de
datos espaciales, pero no en el a´mbito de los espa-
cios me´tricos.
En este caso no so´lo se busca minimizar la canti-
dad de ca´lculos de la funcio´n de distancia, sino tam-
bie´n la cantidad de operaciones de E/S, lo que per-
mitirı´a utilizarla en aplicaciones reales, tales como
bu´squedas en la web.
5. Dimensi·on Intr·nseca
En los espacios de vectores, la “maldicio´n de
la dimensionalidad” describe el feno´meno por el
cual el desempen˜o de todos los algoritmos exis-
tentes se deteriora exponencialmente con la di-
mensio´n. En espacios me´tricos generales la com-
plejidad se mide como el nu´mero de ca´lcu-
los de distancias realizados, pero la ausencia de
coordenadas no permite analizar la complejidad en
te´rminos de la dimensio´n.
En los espacios vectoriales existe una clara
relacio´n entre la dimensio´n (intrı´nseca) del espa-
cio y la dificultad de buscar. Se habla de “intrı´nse-
ca”, como opuesta a “representacional”. Los algorit-
mos ma´s ingeniosos se comportan ma´s de acuerdo
a la dimensio´n intrı´nseca que a la representacional.
Hay varios intentos de medir la dimensio´n intrı´nse-
ca en espacios de vectores, como la transformada de
Karhunen-Loe`ve (KL) y otras ma´s fa´ciles de com-
putar; medidas tales como Fastmap [5]. Otro intento
u´til para medir la dimensio´n intrı´nseca, de espacios
de vectores no uniformemente distribuidos, es la di-
mensio´n fractal [2].
Existen so´lo unas pocas propuestas diferentes so-
bre co´mo estimar la dimensio´n intrı´nseca de un es-
pacio me´trico tales como el exponente de la distan-
cia (basada en una ley de potencias empı´rica obser-
vada en muchos conjuntos de datos) [8], y la medi-
da de dimensio´n intrı´nseca como una medida cuan-
titativa basada en el histograma de distancias [4].
Adema´s, tambie´n parece posible adaptar algunos de
los estimadores de distancia para espacios de vec-
tores para aplicarlos a espacios me´tricos generales,
como por ejemplo Fastmap y dimensio´n fractal.
En aplicaciones reales de bu´squeda en espacios
me´tricos, serı´a muy importante contar con un buen
estimador de la dimensio´n intrı´nseca porque nos per-
mitirı´a decidir el ı´ndice adecuado a utilizar en fun-
cio´n de la dimensio´n del espacio. Adema´s, tener una
buena estimacio´n de la dimensio´n nos permitirı´a, en
algunas ocasiones, elegir la funcio´n de distancia de
manera tal que se obtenga una menor dimensio´n.
6. Trabajos Futuros
Como trabajo futuro de esta lı´nea de investigacio´n
se consideran varios aspectos relacionados al disen˜o
de estructuras de datos que concientes de que existe
una jerarquı´a de memorias, saquen el mejor partido
de la misma haciendo´las eficientes tanto en espa-
cio como en tiempo. Vamos a trabajar en particular
con estructuras de datos compactas para textos y en
optimizacio´n de estructuras de datos para espacios
me´tricos.
Implementaremos un ı´ndice LZ para q-gramas
y estudiaremos su comportamiento en compara-
cio´n con los ı´ndices de q-gramas tradicionales.
Adema´s, consideraremos varias maneras de opti-
mizar el SATD, una estructura de datos para espa-
cios me´tricos, que ha mostrado ser competitiva por
su desempen˜o en las bu´squedas y que tambie´n es
dina´mica. Intentaremos mejorarlo adapta´ndolo ma´s
al espacio me´trico particular considerado y tambie´n
al nivel de la jerarquı´a de memorias en que se deba
almacenar. Es importante destacar que estos estudios
sobre espacios me´tricos y sobre el SATD nos permi-
tira´n no so´lo mejorar el desempen˜o del SATD sino
que tambie´n muchos de los resultados que obteng-
amos podra´n eventualmente aplicarse a otras estruc-
turas de datos para espacios me´tricos.
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