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We propose a combinatorial optimization procedure based on the physical idea of using the 
quantum tunnel effect to allow the search of global minima of a function of many Boolean 
variables to escape from poor local minima. More specifically, the function V to be minimized 
is viewed as the potential energy term in a Schrbdinger Hamiltonian H for a quantum spin l/2 
system, the kinetic energy term being the generator of a random walk tailored to the neighborhood 
structure associated with VI The distorted random walk associated with (a suitable approximation 
of) the ground state eigenfunction of H defines then our approximate optimization strategy. A 
numerical application to the graph partitioning problem is presented. 
combinatorial optimization * global minima * random walk * Schriidinger Hamiltonian * potential 
energy * graph partitioning 
1. Introduction 
The physical motivation of our work comes from the following well known facts 
about the ground state stochastic process (Nelson, 1967; Albeverio, Hoegh-Krohn 
and Streit, 1977) relative to a Schrodinger Hamiltonian of the form 
H” = -ju2g+ V(x) (1.1) 
describing the dynamics of a particle on the real line. 
Let tjU E L’(Iw, dx) be the eigenfunction of H, belonging to the lowest eigenvalue 
E”. 
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on V, $,v can be taken to be strictly positive, so 
that the transformation 
U:$+ WJ=+/rL, 
is well defined and unitary from L’(R, dx) to L*(R, +L’, dx). 
Under this transformation, H, takes the form 
h,= UH,,U-‘=-vL,,+E,, 
(1.2) 
(1.3) 
where 
(1.4) 
has the form of the generator of a diffusion process on the real line, with drift 
b,(x) = fv2 In (L:(x). (1.5) 
In the semiclassical limit v L 0 (Jona-Lasinio, Martinelli and Scoppola, 1981; 
Ventzel and Freidlin, 1970) the qualitative behavior of such a process, satisfying 
dq,( t) = b,(q,( t)) dt+ v”* dw( t) (1.6) 
(where w(t) is standard Brownian motion), is largely dominated by the associated 
deterministic system 
dx(t) 
-= b,(x(t)). 
dt 
(1.7) 
As v \ 0, the evolution of qv is, in fact, characterized by long sojourns around 
equilibrium configurations of the system (1.7), interrupted by rare large fluctuations 
which carry q” from one equilibrium configuration to another. 
As, in turn, b,, satisfies 
b;,+z$“=2(V-EJ, (1.8) 
as u \ 0 such equilibrium positions, zeros of b,, tend to the positions of absolute 
minima of V. 
In this respect, following the ground state process for small values of 1, appears 
to be a promising strategy to explore the domain of V in search of its global minima. 
In the following sections we shall try to apply a similar strategy to the search of 
global minima of a function V of many Boolean variables, as opposed to the case 
of a function of a single real variable outlined above. 
Emphasis will be placed on the problem of actual numerical simulation of the 
ground state process, and a numerical application to the graph partitioning problem 
will be discussed. 
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The paper is organized as follows: in Section 2 we state the problem of com- 
binatorial optimization, establish our notation, and introduce the necessary 
geometrical notions; in Section 3 we introduce an analog of the Schrodinger 
Hamiltonian (1.1) relevant to the study of combinatorial optimization; in Section 
4 we introduce the ground state process and in Section 5 we present the steps 
necessary for its numerical simulation and the preliminary results of a numerical 
application to the graph partitioning problem. Section 6 is devoted to a comparison 
with simulated annealing and to conclusions and outlook. 
2. Statement of the problem 
We set 
4, = {1,2, . . . ) n}, 
Zz={-1, l}, 
and consider the set (“configuration space”) Qn of functions 
(2.2) 
F:jEA,,+E,E& (2.3) 
defined on _4,, with values in Z2. 
It will help the geometrical intuition to identify, in the obvious way, each element 
F of Q,, with a vertex of the cube (-1 G x, s 1; i = 1,. . . , n} in R”. 
Let 
V:Q,,+F% (2.4) 
be a real function defined on configuration space. 
The problem of combinatorial optimization is the problem of finding the set 
JR={~EQ,,: V(T)< V(E)VFEQ,} (2.5) 
on which V assumes its global minimum. 
The following example is, in many respects, representative of the kind of problems 
we address in this paper. Let )Ia(, /( (i = 1, . . . , n; j = 1, . . , n) be a symmetric n x n 
matrix of nonnegative integers; let LY be a positive constant. Define: 
( > 
2 
v(F)= c &z,,(F,-E,)*+a i F, 
1 _ I -- j .- t* ,=I 
(2.6) 
Each configuration F determines a partition of the set n,, of “nodes” into two 
subsets: 
n;(&)={iEn,: q=+1}, 
A,(E)={~EA,: F,=-1). 
(2.7a) 
(2.7b) 
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Interpreting au as the number of edges connecting the nodes i and j of a graph, 
minimizing V amounts to partitioning such a graph into two subsets in such a way 
that a weighted sum of the number of edges connecting the two subsets (the first 
summand in (2.6)) and the square of the difference in the number of nodes belonging 
to the two subsets be small. 
The above formulation of the classical graph partitioning problem (Carey, 
Johnson and Stockmeyer, 1976), as observed by D.S. Johnson and coworkers, who 
have experimented several approximate optimization algorithms on it (Johnson, 
Aragon, McGeoch and Schevon, 1987), is typical in at least two respects. First of 
all, it is “difficult”: the associated decision problem is NP-complete (Garey and 
Johnson, 1979), so that it is worthwhile to search for good solutions rather than 
searching for optimal ones. Furthermore, from the posing of the problem, there 
emerges a natural definition of “neighbors” of a given configuration: in the example 
at hand it is natural to assume that going from one partition to a neighboring one 
amounts to just transferring one node from one subset of the partition to another. 
Formalizing this notion, we define, for j = 1, . . . , n, 
Sj:Qn+Qn by Sj(El,.-.,Fj,...,F,)=(E,,...,-Fj ,..., En). 
In geometrical terms, S, associates to the vertex E of the cube Q,, the vertex S,e 
which shares with it the edge parallel to the jth axis. 
Correspondingly, for each E E Q,, we define its neighborhood as the set 
R(F) = 5 {Sj&}. 
,=I 
(2.8) 
The above, geometrically rather cogent, neighborhood structure is assumed 
throughout this paper for definiteness’ sake only; the formalism discussed below 
seems, however, flexible enough to accommodate different neighborhood structures. 
The geometrical set-up we need for the following sections is completed by the 
introduction of the Hilbert space X,, of complex functions on Qn with the scalar 
product 
(cp, 4) = IQ,, cp”(xM(x) (2.9) 
and by the observation that the algebra of linear operators on X,, is generated by 
the identity and by the (Pauli spin-l/2) operators 
(~lW$D) = $(S,xL (2.10) 
(flZ(j)$)(x) = -iXjdJ,(sjX), (2.11) 
(a,(j)+)(x) =x,$(x), (2.12) 
forj=l,..., n; x=(x ,,..., x,); xjEZ2. 
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3. The associated SchrSdinger Hamiltonian 
To the problem of minimizing the function V: x E Q,, + V(x) E R we associate the 
auxiliary problem of finding the lowest eigenvalue E, and the corresponding eigen- 
function 4” of the linear operator on %Y,, defined by 
H” = K” + V(x), (3.la) 
Ku = v i Cj(X)(l -VI(~)), u> 0, 
j=l 
(3.lb) 
where the functions cj : Q,, + R are supposed to satisfy, for every x E Q,, and for every 
.j E fl, : 
n 
(3.2) 
A typical choice will be c,(x) = l/n. 
The connection of this auxiliary problem with the original one is exhibited by 
the following inequalities 
E/U 4 Vmins E II 9 (3.3) 
tfK>O, PJV-V,,,,,zK)<v/K. (3.4) 
Here Vmin is, of course, the absolute minimum of V in Q,,; P, is the probability 
measure which to each subset A of Q,, associates 
P,(A)= C @v(x)‘. (3.5) 
.X t A 
Here and in what follows we assume rcIy normalized in such a way that (&,, ICI”) = 1. 
The inequality on the right-hand side of (3.3) comes from the trivial observation 
that ($y, WY)2 Vmi” and (L, L (ClJ~O. 
The inequality on the left-hand side of (3.3) comes from the observation that 
Vmin = (6, V$) where i(x) = 6;,, for some F^ E ~62 and that for such a 4 it is (6, H$) 2 
E, and ($, K,I,$) = u. 
Inequality (3.4), in turn, is a simple consequence of Chebyshev’s inequality, once 
one observes that 
C (cl’uCx)( v(x) - Knin) 
+ u C i cj(x)(~~(x)~~(s~x)~cP(x)~o(sjx)) 
xtc& ;=* 
(3.6) 
(3.7) 
for every normalized cp, in particular for 
v(x) = IJul-“2x.u(x), 
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x II being the indicator function of the critical region Jzz. Inequalities (3.3) and (3.4) 
motivate a posteriori the relevance of the Hamiltonian (3.1) to the problem of 
minimizing V. 
The a priori motivation for introducing the “kinetic energy” K,, at all is the fact 
that -K,, generates a random walk on the cube Q,, in much the same way as the 
Laplacian d”1d.x’ generates Brownian motion on R. 
Indeed, using the notation 
0, (x) = 6,X (3.8) 
to indicate the normalized simultaneous eigenfunction of c3( j) (j = 1, . . . , n) belong- 
ingtotheeigenvalues=(~,,...,~,),itis 
where 
(Cl,, 7X,.)= Cl,, 2 c,(x)cr,(j)flf, ( i-1 > 
= ,“, Cj(4Ls,e~ 
=i 
c,,(e) if e’= &E for some K E A,,, 
0 otherwise. (3.10) 
Summarizing: the matrix elements 
P,,,.(t) = (a,, ee’KL,On,,) (3.11) 
are the transition probabilities of a time homogeneous Markov process with state 
space Qn. In view of the necessity of numerically simulating such a process, we 
observe that its evolution in a time interval (t,,, t,+ t), starting from F, is determined 
by a random number (following Poisson’s law with parameter vt) of transitions in 
each of which the state of the process has probability c, of jumping to its neighbor 
in the jth direction. 
A simple but crucial property of the random walk t + I on Qn described above 
is that, in terms of it, the semi-group exp(-tH,,) admits the following simple 
Feynman-Kac representation: 
(e-‘H$)(x) = E exp ( (- 1,)’ V(e(T)) d+W))l e(O) = x)- (3.12) 
The expectation E in (3.12) refers to the random evolution under (3.11) from the 
initial state E (0) = x. 
From this representation, due to the neighborhood structure adopted here, it 
easily follows that the semi-group e-‘Hu is positivity improving, so that the lowest 
eigenvalue E,, of H,, is simple and its corresponding eigenfunction $I, is free from 
zeros and, in particular, can be taken strictly positive. 
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4. The ground state process 
By analogy with equations (1.2)-(1.4), we introduce the Hilbert space %‘,“’ of 
complex functions on Qn with scalar product 
(cp, (cI)‘“‘= zo,, (~V(x))z~(x)*IcI(x) (4.la) 
and the unitary transformation 
u:*EY&+ u*=*/*,,EXv). (4.lb) 
Under this transformation, H,, takes the form 
h,,= UH,iT’=-L,+E,, (4.2a) 
where 
L,, = v i c,(x) s (a,(j) - 1). 
,=I 
As the matrix (O,, LJl,.) has nonnegative off-diagonal elements 
(L?,, LJI,.) = v i C;(F) yf$ S&, (& # e’) 
j=l 
and annihilates constant vectors 
n 
(cl,, L,fl,) = --v 1 Q(F) 9, 
h=I I’ & 
(4.2b) 
(4.3) 
(4.4) 
so that 
c (a, L”G> = 0 VE E a, (4.5) 
FIFO,, 
the position 
~~,~,(f) =(f2,, erLL,R,,) (4.6) 
defines (Lamperti, 1977) the transition probabilities of a Markov process with state 
space Qn. 
The equality 
c $“(&)2.x,,, (t) = $“(&‘)2 V&‘E Qn (4.7) 
-to,, 
shows the fact, crucial for our application, that the Markov transition function 
rrF,,(t) admits as its stationary distribution the probability measure (3..5), which 
satisfies (3.4). 
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A more intuitive dynamical argument in favor of the idea that stochastic evolution 
under the law n,,,(t) is a good strategy to explore Qn in search of minima of V is 
obtained by inspection of the forward Kolmogorov equation 
d n 
z TX,Jf) = -%,.Jr)q”(Y)+~;, rx,s,,(r)g,(k, Y). (4.8) 
Here the probability per unit time of a transition carrying the process into y from 
one of its neighbors is given by 
g,,(k) Y) = ~~L(Y)&LY)/~~IJSY), (4.9) 
while the probability per unit time of a transition carrying the process out of y is 
given by 
CL(Y) = 1, jj., c,(Y) yg=(V(y)+v-E,). 
Y 
The inequality, following from (4.10) and (3.3), 
v(Y)- Vmins qu(Y)c v(Y)P vmin+ v (4.11) 
shows that such a process has a high probability per unit time of leaving y EZ J& and 
a small probability per unit time of leaving y E Ju. The detailed balance condition, 
following from (4.9), 
U%.v)*g,(k, Y) = G,(y)2gJk, &Y) (4.12) 
shows, in turn, that the above behavior leads to the equilibrium distribution $2. 
5. Numerical simulation of the ground state process 
We observe, first of all, that the transition probabilities (4.6) can be written as 
where 
l-(V/P) j! cj(E)+u(sjE)IGv(E) CEzE’), 
j=1 
(&’ = Sk&), 
(5.1) 
(5.3 
I 0 otherwise, 
is a stochastic matrix provided the constant p is taken to satisfy 
/_Lz V(x)+v-E,. (5.3) 
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Supposing, for instance, V normalized in such a way that 0~ VC 1, it is possible 
to take /1 = 1-t v. As compared to the random walk of equations (3.9)-(3.11) the 
ground state process considered here is characterized by the “distortion” factors 
r/C(a) = 4L(&&)/&(&) (5.4) 
in (5.2), insensitive, in much the same way as the drift in (1.5), to the normalization 
of 1Cl”. 
Exact diagonalization of H,, (a 2” x 2” matrix) being out of question for the values 
of n appearing in interesting applications, we adopt instead, as an estimator of TV, 
~~(a; T, N, T(‘), . . . , qcN’) 
V((&E) . T+‘)(T)) d r)/if, exp( -lo7 V(a . v(‘)(7)) dr). (5.5) 
The idea behind (5.5) and the notation used there are clarified by the following 
considerations: 
(5.6) 
with T P 0 and 1 the vector in SY” identically equal to 1, is used as an unnormalized 
3o 1 
25 1 
175 is5 195 205 215 225 235 245 255 255 275 285 
Fig. 1. Distribution of the estimates of V,,,,, for 100 different instances of the graph partitioning problem, 
obtained by quantum stochastic optimization. 
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approximation to $v (see Eleuterio and Vilela Mendes, 1987, for related ideas). In 
order to compute (P”,~, (3.12) is used. N is the number of sample paths v(l), . . . , T(~) 
of the process (3.11) used to estimate the average in (3.12). Each of these sample 
paths is started from qii,{ = (1,. . , 1). Adopting the notation (x . y), = x,y, for x = 
(XI,.’ .,x,) andy=(y,,.. . , y,) in Qn, the integrals in (5.5) are in fact computed 
along sample paths starting from Sk& and E, as they should according to (5.4). 
The integrals in (5.5) are easily computed considering that the integrands are 
piecewise constant for random T intervals following the negative exponential law 
of parameter v. 
The approximate optimization algorithm we suggest depends on the three para- 
meters v, T, N. Figure 1 summarizes the results of a preliminary numerical 
implementation of the above ideas to 100 different instances of functions of the 
form (2.6). In each instance n = 500, Q = 0.05 and each coefficient a,, is drawn at 
random with probability p = 0.01 of being 1 and 1 -p of being 0. This is one of the 
test beds of Johnson et al. (1987, G,,, graphs) and was adopted here to allow a 
comparison with the extensive experimental search conducted there. The computa- 
tional details will be reported elsewhere. Here we just want to stress the point that 
the body of ideas presented above has been translated into a working computer 
program. 
6. Conclusions and outlook 
A comparison is in order, first of all, between our proposal and simulated annealing 
(Kirkpatrick, Gelatt and Vecchi, 1983; Cerny, 1985). 
Figure 2 summarizes the results of the application of simulated annealing, with 
the carefully tuned parameters of Johnson et al. (1987), to 100 different instances 
of G,,, graphs generated as above. 
Figures 1 and 2 were obtained with comparable amounts of CPU time, thanks to 
the trick of applying the time consuming search strategy (5.5) only after improving 
the currently proposed minimum by local optimization. Though our statistics are 
too low to draw definite conclusions, which method is to be preferred seems to be 
a question of risk management strategy: though we sometimes do not see lower 
minima that simulated annealing sees, at other times we do not overestimate the 
minimum as simulated annealing does. 
From the conceptual point of view, we observe that in ordinary simulated anneal- 
ing, the decision to jump from E to &E is taken on the basis of the ratio 
Yk(&) =exp(-$V(SLe))/exp(-$PV(e)). (6.1) 
In our approach the same decision is taken on the basis of the ratio ~~(8) defined 
in (5.4), and estimated in (5.5). 
To bring the two formalisms together we observe that either ratio could be used 
in a Metropolis run (Metropolis, Rosenblat and Teller, 1953) with transition prob- 
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Fig. 2. Distribution ofthe estimates of V,,,,,, for 100 ditferent instances of the graph partitioning problem, 
obtained by simulated annealing. 
abilities from F to SF equal, respectively, to 
Q(F) min(1, TV’) 
and 
(6.2a) 
ci,(e) min(1, .‘Yk(~)‘). (6.2b) 
The first choice would lead to the equilibrium distribution Y’,,(F)‘, the second to 
an equilibrium Gibbs state at inverse temperature p. 
From this point of view, equations (5.6) and (3.12) exhibit the fact that quantum 
stochastic optimization is a variant of simulated annealing, which uses a random, 
dynamically generated notion of neighborhood of a configuration E. 
At a deeper level the comparison with simulated annealing can be carried in the 
unifying language of Dirichlet forms in which, recently, Holley and Strook (1988) 
have analyzed the annealing algorithm. From such a point of view, we have privileged 
a simple choice of H,, in X,? with respect to a simple representation of L,. in the 
Hilbert space with final structured probability measure (Gibbs’ probability measure 
in the case of annealing). 
Our long term aim is, in fact, to apply the above optimization strategy to learning 
algorithms for neural networks, where starting from the “tabula rasa” representation 
Z’,, may be convenient. 
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An open problem is to get rid of the need of using equations (5.5) and (5.6), time 
consuming and dynamically obscure steps. They could be bypassed, if we were able 
to reach the ground state dissipating energy by “friction”. 
A promising observation in this sense is the fact that for a Nelson process on iw 
the energy integral 
E(~u2+~v2+ V), 
where u and u are respectively the osmotic and current velocity (Nelson, 1967), 
while bounded below by E, is monotonically decreasing in time in the presence of 
a friction force proportional to 21. 
It shouid be possible to implement this same observation in the discrete setting 
of this paper. 
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