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第 2 章 TCP と UDP 
 











うことが可能となる．以下に，TCP Reno，TCP Vegas，TCP Cubic の輻輳制御についてより
詳細な説明を行う． 
 
2.1.1 TCP Reno [6] 
TCP Reno[6]は，Ack パケットの到着をもとにして，転送レートの調節を行う，ウィンド






















  (1) 




 次に，Reno がパケット廃棄を検出した場合について述べる．Reno では，ネットワーク中
でパケット廃棄を検知する方法として，重複 Ack(Duplicate ACK)とタイムアウトといった二
種類があげられる．まず，重複 Ack によりパケット廃棄を検知した場合(Fast Retransmission)
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           図 1 TCP-Reno におけるウィンドウ変化([12]より) 
 
2.1.2 TCP Vegas [7] 











































cwnd    (5) 
 







   (6) 
 
ただし， 
cwnd   ：ウィンドウサイズ[パケット] 
RTT   ：ラウンドとリップタイム[sec] 
minRTT   ： 小 RTT [sec] 
p,,, γβα  ：定数 
 
 このような輻輳制御を行うことで，TCP Vegas では，ほかのトラフィックが存在しない場
合には，輻輳ウィンドウサイズはパケットロスを引き起こすことなく一定となり，TCP Reno
よりも 30%から 70%程度スループットを改善することができるといわれている． 




2.1.3 CUBIC [8] 


























cwndWlast    (9) 
ただし， 
C   ：Scaling factor 
T   ： 後のパケットロスからの経過時間 
β  ：パケットロス時の輻輳ウィンドウ減少率 
max_lastW  ：前回のパケットロス時のウィンドウサイズ 










かし，そのため，現在広く用いられている TCP と共存すると，UDP による通信の方が帯域
を占有してしまい，TCP の通信品質がひどく低下してしまうことが知られている．そのた
め，TFRC[9]や TFWC[10]，VTP[14]さらに Hybrid-TFRC[15]のような輻輳制御が必要となる． 
 
2.2.1 TFRC (TCP-Friendly Rate Control) [9] 




ードバックパケットを利用して適応的にレート変動を行い，QoS の確保，および TCP との
公平性を実現する．TFRC の輻輳制御は，TCP の輻輳制御と互換性を持つが，TCP ほど激し
いスループットの変動を行わないため，比較的スムーズな送信レートを重視するストリー





2.2.1.1 TFRC の輻輳制御メカニズム 
 TFRC の具体的な輻輳制御メカニズムを以下に示す． 
① 受信側でロスイベント率の測定を行い，その情報をフィードバックパケットとして送
信側へ送信する． 
② 送信側は，受信した情報を元に RTT の測定を行う． 











信側が RTT の推定を行えるようにする． 
・送信側が推定した RTT 値 













2.2.1.4 TCP 推定レートの算出 











=    (10) 
ただし， 
　X  ：送信レート[bytes/sec] 
s  ：パケットサイズ[bytes] 
R  ：RTT[sec] 
p  ：ロスイベント率[ロスパケット/転送パケット] 
RTOt  ：TCP 再送タイムアウト値[sec] 




① RTT sample 値を更新する． 
delayrecvdatanowsample tttR −−= )(    (11) 
受信時のタイムスタンプから，フィードバックパケット内に保持されているタイムス
タンプと処理遅延を差し引いた値を RTT sample として記録する． 
② 推定 RTT(R)値の更新 
sampleRqRqR ×−+×= )1(    (12) 
③ タイムアウト時間の更新 

























   (14) 
上記のように送信レートを算出し，算出された送信レートと，受信側からの実際のレ
ートとを比較し，送信レートの更新を行う．ロスイベント率 p が 0 と等しい場合，ス
ロースタートフェイズに入り，ロスイベントが発生するまで，RTT ごとに送信レート



































   (15) 
② nofeedback timer を超過した場合，送信側が RTT sample を保持していなかったなら，         





sXX =    (16) 
















② 前回までの p の値を prevp とし， p を後述するロスイベント率の計算方式で算出する． 
③ prevpp > の場合，feedback timer を終了させ，下記の feedback timer のタイムアウト発生
時の動作で記述されている動作を行う． 






feedback timer のタイムアウト発生時の動作を以下に示す． 
 受信側の feedback timer のタイムアウト発生時の動作は， 後のフィードバックパケット
を送信した後にデータパケットを受信したかどうかに依存する． 
 データパケットを受信していた場合，平均ロスイベント率 p の算出を行い，受信側で受
け取ったシーケンス番号が 大のパケット内の RTT 測定値を mR としたとき，その mR 秒以
内に受信したパケット数から実際のスループットである recvX の算出を行う． 後に，フィ
ードバックパケットを送信し，feedback timer のタイムアウトを mR 秒にセットする． 
 一方，データパケットを受信していなかった場合，フィードバックパケットを送信せず
に，feedback timer のタイムアウトを mR 秒にセットする． 
 











))/()()(( beforeafterbeforelossbeforeafterbeforeloss SSSSTTTT −−×−+=    (17) 
ただし， 
lossS  ：ロスパケットのシーケンス番号 
beforeS  ： lossS よりも前に到着した 後のパケットのシーケンス番号 
afterS  ： lossS よりも後に到着した 初のパケットのシーケンス番号 
beforeT  ： beforeS を受信したときのタイムスタンプ 





 ロス間隔 A がシーケンス番号 AS のパケットで開始され，次のロス間隔 B がシーケンス番





後の n 個のロス間隔に重みづけをし，ロスイベント率が滑らかに変化するようにする． 
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   (19) 




p 1=    (20) 
と求められる． 
 





・正確な RTT 測定の困難さから，スループットが不安定となる． 
 [10]では，これらの問題点の指摘とともに，解決策として，レート制御ではなく，ウィン
ドウベースで TCP-Friendly の実現を行うための TFWC の提案を行っている． 
 
2.2.3 TFWC (TCP-Friendly Window-based Congestion Control) [10] 
 TFWC[10]は，次に述べる TFRC の問題点を解決するために提案されたウィンドウベース
で TCP-Friendly を実現するために提案された制御方式である． 
 
2.2.3.1 ウィンドウ算出 











=    (21) 
ただし， 
W  ：ウィンドウサイズ[パケット] 
p  ：ロスイベント率[ロスパケット/転送パケット] 
 
2.2.3.2 ロスイベント率 p の算出 
 TFWC のロスイベント率 p は，TFRC のロスイベント率 p と同様に算出する．本稿 2.2.1.7
の項目にて具体的な方法を示している． 
 
Loss Event Rate( p ) = 1/Average Loss Interval   (22) 
 
2.2.3.3 AckVector(AckVec) 
 受信側は，AckVec にフィードバック情報を乗せて送信側へ返す．ただし，TCP のような






そのもので判断するため，送信側は，AckVec を受信した旨を受信側へ知らせるための Ack of 
Ack(AoA)を送信する機構を持つ．以下に AckVec のメカニズムを示す． 
① 受信側は，送信側からのデータパケットを受信すると AckVec を作成し，到着パケット
のリストを作成する． 
 
② 作成した AckVec を送信側へ送信する． 
 
③ 送信側は，AckVec の受信をすると，受信側へ AoA を返す． 
  また，後述する「AckVec を受信したときの送信側の動き」に書かれている制御を行う． 
 
④ 受信側は，受信した AoA を元に AckVec から受信したパケットを削除する． 
 AckVec を受信したときの送信側の動き 
 
 送信側は，AckVec を受信した際， 後に受け取った Ack 番号の次から三つ margin を作成
する．例えば， 後に受け取った Ack 番号が 20 であった場合，margin は，19，18，17 とな
る．また，仮に margin 内でパケットロスが起きたとしても，送信側は，そのロスについて
考慮しない．次に，margin 作成後の Ack 番号から，例えば，10 番まで AckVec を受け取っ
たとすると，AoA の 10 番までの間に tempvec と，受信した AckVec を比較し，送信側はど








 送信側では，AckVec を受信するたびに以下のことを行う． 
・ パケットロスの確認 
・ 平均ロス間隔の算出 
・ (21)式を用いて cwnd の算出 
・ (23)式を満たしたとき，パケットを送信する． 
Seqno. of New Data ≤ cwnd + Unacked Seqno.   (23) 







ト制御に切り替わるような仕組みをとっている．(TFWC では，cwnd < 2 としている) 
 
2.2.3.6 cwnd jitter 
 [10]の実験では，キュー制御が，drop-tail の場合，TFWC のスループットは，TFRC のそ
れよりも不安定な結果が得られていた．これは，それぞれのフローにおいて，異なるロス
率を持つことが原因としており，キュー制御を RED にすることで緩和されるとしている．
























のロスであるのか，を区別する手法を LDA(Loss Differentiation Algorithm)という．[21] 
 LDA を用いることによって，パケットロスが輻輳によるロスであると判断された場合，
本来の輻輳制御を行い，パケットロスが無線特有のロスであると判断された場合，レート
を下げない，といった動作を行う．次に LDA 手法の一つである SPIKE 手法について説明を
行う． 
 
2.2.4.1 SPIKE アルゴリズムによる輻輳以外のロスの排除[21] 
 SPIKE アルゴリズムでは，輻輳によるロスがバッファリング遅延を伴って発生するもの
である，という前提から，片方向遅延 ROTT(Relative One-way Trip Time)を監視し，ROTT の
値によって，パケットロスを輻輳によるロスか，そうでないか，を判別する．以下にその
図，および，図中で示されている spikestartB ， spikeendB の閾値の算出方法を示す． 
 
図 3. SPIKE アルゴリズムによる無線特有ロスの排除([20]より) 
 















   (24) 
 
ただし， minrott および maxrott はそれぞれ，付近で観測される ROTT の 小値と 大値であ
り，αおよびβは 10 ≤≤≤ αβ となる任意の値を設定する． 
 
2.2.5 VTP (Video Transport Protocol) [14] 
 VTP は，無線特有のロスと輻輳によるロスの判別を行う LDA と，輻輳によるロスが発生
した際に受信レート AR(Achieved Rate)を用いて適切なレート減少量を計算する，といった
機構を組み込んだ End to End のレート制御方式である． 
 LDA として SPIKE アルゴリズム[21]を採用しており，ランダムロスに対して耐性を持た
せている．また，AR によって急激なレート減少を防止すると同時に，帯域の有効活用を行
う．さらに，仮想的に TCP エミュレートを行い，算出した TCP 推定レートに応じてレート
制御を行うことで，TCP との親和性を保つといったこともなされている． 
 VTP の具体的なレート制御の様子を以下の図に示す．輻輳によるロスが発生した際，TCP 
New Reno が急激にレートを落とすのに対して，VTP は実際に受信可能レート(AR)を参考に
して，ちょうどバッファが溜まらないようなレートを推定し，そのレートまでしか送信レ
ートを減少させない．そして，TCP との公平性を維持するために，TCP が VTP に追いつく
までは送信レートを AR のまま維持し，TCP の送信レートが VTP に追いついたとき，VTP





図 4. VTP におけるレート制御([14]より) 
 
2.2.5.1 具体的なアルゴリズム 
 SPIKE アルゴリズムでは，(24)式に示されているように片方向遅延 ROTT を用いて，輻輳
によるロスか，そうでないか，を判別していたが，VTP では，実装のしやすさから RTT を
用いて判別を行っている．SPIKE アルゴリズムによって，パケットロスが輻輳によるロス



















   (26) 
として算出される． 
 この固定レートを時間τの間維持した後，(27)式によって TCP の Additive Increase の挙動
をとる．VTP における送信レートは，競合する TCP フローと等しいウィンドウサイズを






















=    (28) 
 
ただし， 'R は更新される次の送信レート[パケット/秒]であり，R は現在の送信レート[パケ
ット/秒]であり， ]1[−RTT は前回のラウンドの RTT [秒]である． 
21 
 
 この式によって，RTT が増加しない状態では，RTT ごとに 1 パケットずつ送信レートが
増えていき，RTT が増加したときには，図 5 のようにレートを減少させる． 
 
図 5 VTP の RTT 変化によるレート推移([22]より) 
 
2.2.6 Hybrid-TFRC [15] 
 Hybrid-TFRC は，Hybrid-TCP の UDP ベース版として提案されている．Hybrid-TCP と同様
に，loss-mode と delay-mode を持ち，RTT を監視することで，その二つのモードを変化させ
ている．Loss-mode では，VTP と同様の制御を行い，delay-mode では，送信レートを VTP




loss-mode と delay-mode が切り替わる．つまり，RTT が増加している場合は，loss-mode に












は，常に loss-mode となり，VTP と同様の制御となってしまう．以下の図 6 に，TCP-Reno, 
Hybrid-TCP, VTP, Hybrid-TFRC の動きを示す． 
 








































を用いてマルチメディアデータを送信されている．この理由について，TCP と UDP の比較
を行いながら説明する．また，後述するストリーミングにおける課題点から，UDP 上で動
作する RTP(Real-time Transport Protocol)と RTCP(RTP Control Protocol)[11]を用いてのストリ
ーミングについて説明する． 
 
3.2.1 TCP と UDP 
 









































































で，再同期情報を書き込む，といった拡張性を持たせている．RTP と RTCP は，リアルタイ
ムアプリケーション特有の層である，アダプテーション層で実装されており，アプリケー
















図 7. アダプテーション層の様子 
 
3.2.3.1 RTP (Real-time Transport Protocol)[11] 
 
 RTP は，IP ネットワーク上で，end-to-end で，映像や音声などのリアルタイム性のあるデ
ータを，送るためのプロトコルである．ほぼ全ての VoIP 関連製品は，RTP を利用して音声
情報を IP ネットワーク上へ送出している．また，RTP は，音声や動画などのリアルタイム





































図 8. RTP を用いた送信の様子([23]より) 
 
 次に，RTP ヘッダの構造を説明する．RTP ヘッダは，図 9 に示すような構成になってい
る．バイトオーダは， 上位バイトから順に格納されるネットワークバイトオーダとなっ
ている． 









図 9 RTP ヘッダ構造([11]より) 
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・ v：RTP のバージョン識別子．１ビット用意されている．RFC1889，RFC3550 で規定さ
れているバージョンは，「2」である． 
・ P：パディング設定フラグ．1 ビット用意されている．この部分が 1 となっていたとき，
RTP パケットの終端にパディングバイトが追加されている．パディングバイトは，ペイ
ロードの一部分ではない． 
・ X：拡張ヘッダ設定フラグ．1 ビット用意されている．この部分が 1 となっていたとき，
RTP ヘッダの後に拡張ヘッダが続く． 
・ CSRC カウント：4 ビット用意されている． 




・ シーケンス番号：16 ビット用意されている．初期値は乱数によって定められる． 
・ タイムスタンプ：32 ビット用意されている．パケットに含まれるデータの発生時間が記
述されている． 
・ SSRC 識別子：同期送信元識別子．32 ビット用意されている．送信者の ID，セッション
内で送信元を認識するための乱数値． 




3.2.3.2 RTCP (RTP Control Protocol)[11] 
 








・ RR(Receiver Report) 
RR は，受信者での受信品質に関する情報を伝えるために利用される． 
 















 続いて，RTCP のヘッダ，Sender Report，n 番目の Report block の構造について以下に示す． 
v=2 P RC PT=SR=200 パケット長
送信元 SSRC 識別子
 

















図 12 RTCP-Receive Report のヘッダ構造([11]より) 
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3.2.4 VIC (Video Conferencing Tool) [5] 
 




の SDR と共に，RTP/RTCP や IP マルチキャストの実装参照コード，XCAST などの各種の
機能拡張などに幅広く活用されている．また，開発環境として，Linux，Solaris，Sun OS の
みならず，Windows 版も用意されており，さらにそれぞれの IPv4 用，IPv6 用というように，
幅広く対応している． 近では，主流の動画像圧縮技術である H.264へ拡張した vic-h.264[24]
や，輻輳制御組み込みである vic-cc[18][25]の検討が進められている．特に後者の vic-cc は，


























第 4 章 無線 LAN におけるスループットおよび遅延理論算出 
第 4 章では，IEEE802.11 無線 LAN(802.11 無線 LAN)におけるスループットおよび遅延を
算出するための理論モデル式を紹介する．理論モデル式では，無線 LAN のアクセス制御方





4.1 無線 LAN アクセス制御方式 
 802.11 無線 LAN では，同一の無線チャネルを複数端末で共有するため，アクセス制御機
能が実装されている．そのアクセス制御機能として，CSMA/CA(Carrier Sense Multiple Access 
with Collision Avoidance)が採用されており，DCF(Distributed Coordination Function)におけるア
クセス制御プロトコルで利用されている． 
 そもそも 802.11 無線 LAN では，自律的にパケットの送信タイミングを決定する DCF と，
















4.2 無線 LAN におけるスループットおよび遅延算出 
 前節で述べたように，802.11 無線 LAN では，送信フェイズが事細かに定義されている．
しかし，詳細な定義があるため，理論的に，1 つのパケットが送信にかかる時間を算出する






割ることで算出される．802.11 無線 LAN において，一つのパケットが送信されるのにかか
る時間を以下の図 13 に示す．今，単純に，RTS/CTS が利用されない状況を考える．キャリ
アセンスのため，送信権を獲得したのち，DIFS+Backoff 時間待機の後，データパケットが
送信される．今パケット長をData [Byte]，802.11無線LANの送信ビットレートをBitrate Mbps
モードであったとすると，1 つのデータパケットそのものを送信するのに Data*8/Bitrate 時
間かかることとなる．データ送信完了後，MAC 層レベルでの Ack が SIFS 後に受信される．
Ack パケット長を Ack [Byte]であったとすると，Ack パケットを受信するのに，Ack*8/Bitrate
時間かかることとなる．以上のように，一つのパケットを送信するフェイズ T は，以下の
ように算出されることとなる． 
BitrateAckSIFSBitrateDataBackoffDIFST /8*/8* ++++=  
その結果，スループットは，以下の式のように算出される． 
TDataThroughput /8*=  





図 13. 802.11 無線 LAN において 1 パケットを送信するのにかかる時間[28] 
 









4.3 マルコフモデルを利用したスループット算出モデル式 [27] 
 送信端末が 1 台ではなく，複数台存在した場合，CSMA/CA によりそれぞれの端末は待ち
時間が存在し，Backoff 時間も指数的に増加していく．このような複雑な状況下における理
論スループット算出モデル式である Bianchi のモデル式を紹介する．Bianchi のモデル式では，
送信権を獲得するまでの Backoff 状態をマルコフモデルにより表現している(図 15)．モデル
式を算出するにあたり，以下のことを仮定している． 
・ideal channel conditions 
(隠れ端末などが存在しない状況) 
・a fixed number of stations 
(端末数が途中で増減しない) 







































































   (30) 




・ back off counter が 100%の確率で左に１ずつ遷移していくことを意味する． 
・ 送信後，再度 window size の値をそれぞれ確率 0/)1( Wp− で設定される． 
・ 衝突後の window size の値をそれぞれ確率 iWp / で設定される． 
・ 大再送回数に達した場合，それ以降は常に， 大再送回数時の window size の値にそ

















































































=⇔                  (33) 
--------------------------------------------------------- 
(33)式を利用して，(30)式を整理する． 





































































































































































































































































=τ    (43) 
結果，送信確率 τは，衝突確率 p，window size(W)， 大再送回数 m で表すことができる． 
 
4.3.2 スループット算出モデル式 











nPtr )1(1 τ−−=     (45) 
ここで， 






















   (46) 
E[p]を平均 payload サイズとすると，(46)式の分子は， ][PEPsPtr ⋅⋅ となる． 




・Ts: 送信（かつ成功）に必要な slottime 
端末一つが送信成功するので，PtrPsTs 
・Tc: collision による再送に必要な slottime 
一つ以上の端末が送信し，かつ一つの端末の送信が失敗するので，Ptr(1-Ps)Tc 
以上より，(44)式の分母は， 



















































  (49) 
なお， hdrhdr MACPHYH += δ：伝送遅延である． 
 




図 15. バックオフをマルコフモデルにより表現[27] 
 
4.4 リトルの公式による遅延算出モデル式 [29] 








 実際に end-to-end 遅延算出モデル式を紹介する前に，リトルの公式を説明する． 
リトルの公式は，あるシステムに入ってくる客の割合 λ，一人の客があるシステムに滞在
する時間 W，あるシステム内に存在する客の平均人数 L が与えられるとすると， 






)(tN : 期間 t の間に到着した客の量 
)(tN d : 期間 t の間にシステムから客が出ていく量 
)(tL : システム内に滞在している客の量 
とすると， 





































































両辺は λW となり，真ん中は L となるので， 





TN sysactive ⋅=λ   (50) 












































δ−−−=∴ SIFSTTDelay ack   (53) 
となる．図 16 に，(53)式と Offered load との関係を示す． 
 







第 5 章 動画像配信向け適応レート制御方式の性能評価 
 第 5 章では，これまで紹介してきた UDP ベースの適応レート制御方式である TFRC, VTP, 
Hybrid-TFRC を実アプリケーションである VIC に実装し，有線無線混在ネットワーク上で
の性能評価を行う．また，それに加えて，アプリケーション層に位置する画像圧縮技術面
において，ネットワーク状況に応じて画質を変化させた際の QoS 評価も行う． 
 
5.1 VIC への適応レート制御実装について 
5.1.1 VIC への適応送信レート制御実装 
 先に述べたように，VIC 単体では，ネットワーク状況に応じて送信レートを変化させる，
または，動画像圧縮率を変化させる，といった適応レート制御は実装されていない．その
ため，代表的な UDP ベースの適応レート制御方式である TFRC, VTP, Hybrid-TFRC を VIC
へ実装を行う．UDP では，送信から受信へパケットの送信を行うと，TCP のように確認応
答パケット（Ack パケット）の返信は行わない．そのため，ここでは，RTP/RTCP で利用さ
れている RTCP パケットの Sender Report(SR)および Receiver Report(RR)を利用してネットワ
ーク状況を観測する．実際に TFRC, VTP, Hybrid-TFRC で送信レートを算出するためには，
RTT およびパケットロス率といったパラメーターを取得する必要があるが，この取得に前





用して RTT およびパケットロス率を取得する．具体的な流れを図 17 に示す．ただし，単純





図 17. RTCP-SR および RR を利用した RTT，パケットロス率の取得 
9.01.0 ×+×= RTTRTTRTT sample        (54) 
 
 





















図 18. 送信レートと Quality 値との関係 
 
 
5.1.3 VIC への各種適応レート制御実装について 
これまで，トランスポート層およびアプリケーション層における具体的な実装アルゴリ
ズムを述べてきたが，実際の VIC への実装として，TFRC, VTP, Hybrid-TFRC を実装したも
のを，本稿では，VIC-TFRC, VIC-VTP, VIC-H-TFRC と命名し，利用している．なお，アプ
リケーション層における画質適応レート制御については，VIC-TFRC のみに適応しており，










 性能評価実験として，実験環境を以下の表 1 に示す． 
 





競合 TCP TCP-Reno 
使用マシン ThinkPad G50 (Celeron M 1.46GHz) 
OS Fedora 12 
無線 LAN AP Air Station Pro (802.11bg) 
 




LAN 規格は，802.11g を利用した．以下に，用いた動画像 mobile&calendar の 1 フレームを
示す． 
 









なる．AP と受信側の間に，IP 網ハードウェアエミュレーターである Packet Storm を挟み，
遅延を 10ms 発生させることで，より実環境に近い環境を想定している．送信側では，1 台
から VIC を利用して UDP パケット（ビデオパケット）を，もう 1 台から，iperf を利用して，
競合フローである TCP フローを送信している．それぞれ，送信の開始タイミングは，UDP
パケットは開始から常に送信を行い，TCP フローは，UDP フロー開始後 30 秒後に送信を行
い，120 秒間送信を行う．結果，UDP と TCP は，30~150 秒の間，競合していることとなる． 
 予備実験により，利用可能帯域は，9Mbps であったことから，利用可能帯域は 9Mbps を
想定している．また，初期条件として，UDP の初期送信レートは 6144kbps，フレームレー
ト 30fps，Quality 値 10 としている． 
 以下に実験で利用した実験トポロジーを図 20 に示す． 
 
 
図 20. 実験トポロジー 
 
5.2.3 客観画質評価手法  




































 VIC-TFRC では，オリジナルの VIC と比較して，ネットワーク状況に余裕があると，送
信レートを高くし，高画質の動画像を配信することが可能となる．実際に，初期条件での
mobile&calendar の送信レートは 5 Mbps 程度となり，利用可能帯域 9 Mbps よりも低く，ネ
ットワークに余裕があることがわかる．その結果，トランスポート層で送信レートを高く








































































































図 24. VIC と VIC-TFRC における受信動画像 PSNR 比較 
 
表 2：VIC と VIC-TFRC における受信動画像ステータス比較 
受信動画 vic-tfrc vic 
総フレーム数 3871 3680 
ロスフレーム数 86 0 
実受信フレーム総数 3785 3680 
送信時間 133 123 
平均再生フレーム数 28.46 29.92 
 
5.2.5 動画像・TCP 競合配信実験 
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表 3：VIC と VIC-TFRC における受信動画像ステータス比較 
受信動画 vic-tfrc vic 
総フレーム数 5425 5459 
ロスフレーム数 432 1730 
実受信フレーム総数 4993 3729 
送信時間 192 183 




 これまで，VIC-TFRC と TCP との競合時の性能評価を説明してきたが，本来，TFRC と
TCP，特に TCP-Reno との公平性は保たれているはずである．これは，TFRC の動きが
TCP-Reno のものと理論的に全く一致しているからである．今回の VIC-TFRC と TCP 競合時
の受信レートも同様に，公平性が満たされることが予想できるが，実際にはそのようには
いかない．この原因として，VIC-TFRC のレート更新を，完全に RTCP パケット依存となっ
てしまっていることにある．つまり，RTCP-SR と RR の送受信は，1s ごとに行われるため，
レート更新間隔は 1s となる．さらに，無線ネットワークにおける CSMA/CA のために遅延
が有線環境時よりも格段に伸びてしまう．その結果，ネットワーク状況の瞬時の変化に対
応できない．一方，TCP-Reno は，1 パケットにつき，1ack を返すため，レート更新間隔も
短く，ネットワークの瞬時の変化に対応が可能となる．このように，RTCP-SR および RR
の送信間隔の問題により，VIC-TFRC と TCP との間で公平性が満たされないという問題点




































 VIC-TFRC, VIC-VTP, VIC-H-TFRC の性能評価比較をするために，実機実験を行うが，実
験環境，実験トポロジーは，5.2 章で利用したものと全く同じであるため，ここでは割愛す
る．実験シナリオとして，4 種類のシナリオを用意した． 
(ⅰ) 無線間距離 1m, 有線部遅延 10ms 
(ⅱ) 無線間距離 1m, 有線部遅延 100ms 
(ⅲ) 無線間距離 5m, 有線部遅延 10ms 
(ⅳ) 無線間距離 5m, 有線部遅延 100ms 












度公平性が保たれているかを示す Fairness Index を評価指標として利用する．以下の式(56)，
(57)に，分散，Fairness Index の算出式を示す．分散は，値が 1 に近ければ安定を意味し，Fairness 
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5.3.2 動画像配信実験 
 ここでは，VIC-TFRC, VIC-VTP, VIC-H-TFRC を(ⅰ)～(ⅳ)の実験シナリオで 10 回ずつ実
験した結果を示す．評価指標は，受信レート，公平性を示す Fairness Index を利用する． 
 まず，実験シナリオ(ⅰ)では，無線間距離 1m, 有線部遅延 10ms と比較的緩い実験シナリ




使っているため，受信レートは も低いものとなる．一方，VTP および Hybrid-TFRC では，
無線によるエラーと輻輳によるエラーを判別する LDA，さらに，遅延の差分を送信レート
算出に利用しているため，遅延の影響を受けにくく，TFRC よりも受信レートは高いものと
なる．ただし，今回の実験環境では，無線 NIC バッファが BDP よりも大きくなっているこ
とから，TCP-Reno との公平性は保たれず，いずれのレート制御も TCP-Reno に負けてしま
う結果となる．ただし，受信レートは，VTP，Hybrid-TFRC において改善されるため，公平
性は，TFRC と比較して，改善されることとなる．以下に実験シナリオ(ⅰ)における実験結




図 31. 実験シナリオ(ⅰ)における受信レート比較 
 
図 32. 実験シナリオ(ⅰ)における Fairness Index 比較 
 












図 33,34 に示す． 
 
実験シナリオ(ⅲ)では，無線間距離 5m，有線部遅延 10ms という実験シナリオとなる．実




ることから SN 比が悪くなることとなる．その結果，802.11g のビットレートが 54 Mbps の









図 34. 実験シナリオ(ⅱ)における Fairness Index 比較 
 




図 36. 実験シナリオ(ⅲ)における Fairness Index 比較 
 
 後に，実験シナリオ(ⅳ)では，無線間距離 5m, 有線部遅延 100ms というように， も
厳しい実験シナリオとなる．これまでと同様に，無線間距離が増大することにより，無線
ネットワーク部の利用可能帯域が狭くなることから全体的に受信レートが減少し，有線部
遅延の増大により，TFRC および TCP-Reno にその影響がみられ，両者の受信レートが減少
することとなる．ただし，有線部遅延の増大による影響は，無線間距離 1m のときと比較し
て大きくは現れない．これは，無線間距離増大による遅延増大の影響が大きく，有線部遅
延が 10ms から 100ms になった影響が小さいことが原因として考えられる．いずれにせよ，
結果，TFRC は，大きく受信レートを下げることとなるが，VTP, Hybrid-TFRC は TFRC ほど
受信レートを下げることにはならず，無線ネットワークにおける有効性を示す結果となる．




図 37. 実験シナリオ(ⅳ)における受信レート比較 
 








RTT および RTT 差分のみで送信レートが算出され，差分を見ると，RTT ほど大きく振動す
ることはなく，送信レートの振動具合も抑えられる結果となる．以下に，各種レート制御
における分散の結果を図 39 に示す． 
 









Hybrid-TFRC では，RTT(RTT 差分)のみで送信レートが算出される．その結果，RTT が増大
してしまう，パケットロス率が比較的高くなってしまう無線ネットワークのような環境下
では，VTP, Hybrid-TFRC は非常に有効であるといえる．しかし，VTP，Hybrid-TFRC の課
題として，TCP-Reno よりも受信レートを下げてしまう，また，パケットロス多発による受
信レートの低下が見受けられる．パケットロスが多発してしまう原因としては，やはり
VIC-TFRC と同様に，フィードバックパケットを RTCP-SR,RR に任せてしまっていることが
60 
 
























第 6 章 今後の展望 
 今後の展望として，5.5 章で述べたように，無線ネットワーク環境下における遅延を抑え
ることを目標として考える． 









利用して計算する手法が考えられる．アプリケーション層から送信される Offered Load から，
CSMA/CA により，throughput がどれぐらいになるか，モデル化している Bianchi の式を利
用すれば，Offered Load と throughput の関係性が得られる．さらに，リトルの定理を利用し






動画像配信の QoS が向上することが期待される．以下に参考として，Bianchi モデルを利用























図 42. IP 電話の音声品質基準[30] 
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第 2 編 無線 LAN の実スループット特性に基づく寄
り道経路探索の評価 
 














これに対して，通信インフラ面においても，セルラー通信，無線 LAN 通信，WiMAX とい
ったように，普及，多様化があげられる．しかしながら，現状ではアプリケーションニー




















































第 2 章 適寄り道経路 





う経路である(図 1)．この 適寄り道経路を決定するために，次にあげる 4 つの制約条件を
設ける． 
(a) ユーザは，基地局からの距離に応じた通信速度で通信が可能である． 
(b) ユーザは， 短経路の移動時間に対する許容時間を設定する． 
(c) ユーザは，許容時間内であれば，通信品質の良い経路を選択することが可能である． 
(d) ユーザは，許容時間内であれば， 大通信速度の地点で停止することが可能である． 
本稿では，これら 4 つの制約条件を満たし，総転送量が 大となる経路を 適寄り道経路
とする． 
 
























































































 実機によりスループット特性を調査するために，3 つの環境を用意した． 
(1) Line of Sight (LOS) outdoors 
(2) LOS indoors 




実際に測定した場所は，55 号館 1F の会議室となる．そのとき，会議室内に AP を設置し，
金属製の扉を閉めて，外から AP にアクセスするようなシナリオで評価を行った．実験環境
は，Linux のノート PC を 2 台，無線 LAN は 802.11g となる．実験トポロジーは，送信端末
と AP を無線で接続し，AP と受信端末を有線で接続するアップロード実験となる．実験で
は，iperf[11]を利用して，TCP フローを送信し，10 回実験を行った平均値を実験結果として
利用している．実験環境を表 1 に示す． 
 








見渡しが良いため，別の AP からの干渉を受けやすい．他の AP や端末からの電波がノイズ
として見なされ，SN 比が悪くなる．その結果，無線 LAN の利用可能帯域が狭くなり，ス
ループットが出なくなる．また，RSSI は距離の 2 乗に反比例するため，少し距離が離れる
だけで RSSI は急激に減少する．そのため，SN 比にも影響を受け，距離が離れると SN 比も
急激に悪くなってしまい，同様に無線 LAN の利用可能帯域が狭くなる．結果，スループッ
ト特性は，距離が少しでも離れると急激に落ちるようになるが，ある程度離れると RSSI の





激にスループットが落ちることとなる．実験結果を図 3, 4 に示す．実験結果で得られたス
ループット特性を，それぞれLOS outdoors model(LOSOM), LOS indoors model(LOSIM), NLOS 
model(NLOSM)として利用する．また，従来モデルをレイリー・フェージングモデル(RFM)























































図 5. それぞれのスループット特性モデル 
 
3.2 公衆無線 LAN におけるスループット特性 
 前節では，競合フローが存在しない理想的な状況下での実機によるスループット特性
を評価したが，本節では，実際に利用されている公衆無線 LAN におけるスループット特性
を評価する．今回，評価を行った公衆無線 LAN サービスは，FreeSpot と NTT docomo によ
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る Mzone を対象とした．送信端末を公衆無線 LAN へ接続し，iperf により 120 秒間 TCP フ
ローを送信し，120 秒間の平均送信 throughput を計測した．受信端末は，研究室の有線接続
された Windows PC を利用した．いずれの環境でも，5 回ずつ測定した平均値を利用してい
る．利用した送信端末は，Android Tablet(ICONIATAB A500)，および Windows ノート
PC(Windows 7)である．なお，NTT docomo による Mzone の計測は，Windows ノート PC で
行っている．実験環境を図 6 に示す． 
 
 
図 6. 実験環境 
 
3.2.1 Android Tablet vs Windows PC 
 Android Tablet と Windows PC の特性比較を行う．同一 AP へ 1flow ずつ，また，競合した
場合のスループット比較を行う．利用した無線 LAN は 802.11n を利用し，iperf[10]により
TCP フローを送信し，5 回の平均値を比較する．比較してみたところ，1flow 時，競合時と
もに，約 5 倍近くのスループット差があることが分かった．次節から述べる FreeSpot，Mzone
とのスループット比較も，このような特性があると考えられる．実験結果を図 7 に示す． 
 
 




3.2.2 公衆無線 LAN におけるスループット特性 
 図 6 に示しているように，送信端末から受信端末まで，上り方向におけるスループット
計測を行った．利用した AP は，FreeSpot および NTT docomo の Mzone である．FreeSpot で
は，送信端末に Android Tablet を，Mzone では，Windows PC を利用して実験を行っている．







ことがわかる．実験結果を図 8 に示す． 
 










第 4 章 寄り道特性評価 






を示す Improvement Ratio (IR)，ユーザが 短経路と比較してどの程度寄り道を許容するのか






=Ratiot Improvemen    …(2) 
短時間
寄り道経路の許容時間
=RatioLongcut           …(3) 
送量適寄り道経路の総転
停止による獲得転送量




















ている．基地局の数は，3.1 節で観測された競合 AP の平均値を利用している．AP のスルー
プット特性は，図 5 に示しているモデルを利用する．図 9 に，評価マップのイメージを示
す．シミュレーション実験では，評価マップを 1000 パターン用意し，シミュレーション評
価を行う．実験結果として，1000 パターンの平均値を利用する．評価指標は，4.1 節で紹介
した IR と LR の関係，また，獲得転送量と許容時間との関係を示す． 
 IR は，(2)式で定義しているように， 短経路の総転送量と寄り道経路の総転送量で決定
される．スループット特性が変化すると， 短経路 and/or 寄り道経路の総転送量が変化す















LOSIM，NLOSM，LOSOM の順に高くなる．実験結果を図 10,11 に示す．図 10 より，IR は，
NLSOM，LOSOM，LOSIM の順に効果が大きくなっており，特に，LR=2 のときに，NLOSM
は，LOSOM よりも約 3 倍，LOSIM よりも約 5 倍大きい結果となっている．図 11 より，寄


































図 11. 寄り道経路における移動と停止の獲得転送量 
 
4.4 複数スループット特性環境下における寄り道特性評価 














































     …(5) 
ただし，X は推定値，n は，スループット特性数で本稿では n=3， totalAPNUM は，総 AP








図 12. それぞれのモデルにおける IR 比較 
 
 





図 14. 移動における転送量のシミュレーション評価と平均値の比較 
 
 




























図 17. 公衆無線 LAN サービスにおけるスループット特性モデル(RFM は比較) 
 
4.5.2 実都市を参考にした評価マップ作成 






 本稿では，参考にする市街地を東京の新宿駅周辺を考える．実際の公衆無線 LAN サービ
スが展開されている店舗を Google MAP[11]を参考にし，評価マップの作成を行う．評価マ
ップでは，400m×400m の範囲に 1 辺 5m の格子を 80×80＝6400 個配置する．なお，共通店
舗は，同一データで補完を行っている．図 18 に Google MAP を利用した実際の店舗位置を，





図 18. Google MAP[13]を利用した実際の店舗位置 
 



















図 19. 実際の店舗位置を参考にした評価マップ 
4.5.3 シミュレーション環境 
 前節で述べたような評価マップを利用して寄り道特性をシミュレーション評価する．人




Android 携帯を利用して，iperf を 5 回送信したスループット値の平均値を算出したところ
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0.32Mbps であった．そのため，マップ全体で 3G 携帯回線が利用できると考えた場合，
0.32Mbps の速度でどの地点でも通信が可能であると想定する．評価指標は，4.1 で紹介した
ものを利用する．評価シナリオとして，3G 携帯回線が利用できない場合と，3G 携帯回線が
利用できる場合の 2 パターンを想定する．図 20 に，評価マップのスタート地点とゴール地
点の位置関係を示す． 
 
図 20. 評価マップ上のスタート地点とゴール地点の位置関係 
 
4.5.4 シミュレーション評価 

























り道し，時間の許す限り停止することとなる．実際の寄り道経路を図 21,22 に示す． 



















図 21. 許容時間が短い場合の寄り道経路 



















図 22. 許容時間が長い場合の寄り道経路 
 
 このように，許容時間により選択される寄り道経路が違うことがわかる．寄り道効果を










合と比較して落ちることとなる．図 23,24,25 に実験結果を示す．図 23 より，許容時間が 1.5
倍のとき，3G 携帯回線の有無によらず，10~15 倍もの大きな寄り道効果が得られることが









図 24. 許容時間と総転送量の関係 
 
 









意する．シナリオ A では，店舗の前を 60 秒停止せずに移動する(without staying)．シナリオ
Bでは，店舗の前を 60秒移動するが，通信品質の良い地点で 60秒間停止を行う(with staying)． 
 通信品質が 大の地点で 60 秒間停止するため，シナリオ A よりもシナリオ B の方におい
て，転送量が増加するのは当然となる．図 26,27 に実験結果を示す．図 26 は，スループッ
トの推移を示しているが，シナリオ A と B を比較したところ，シナリオ B において，シナ
リオ A のピーク地点のスループットで，60 秒程度平衡状態になっていることがわかる．そ
のため，図 27 より，転送量が増大していることがわかる．120 秒移動したときと比較した
場合，約 1.5 倍程度の増加が見込めることがわかる．次に，実際に，図 21,22 で得られた寄
り道経路を歩き，寄り道経路，転送量を評価する．なお，今回は，3G 携帯回線は利用して
いない．図 28,29,30 に実機評価の結果を示す．図 29 より，総転送量がほとんど変化してい












図 27. シナリオごとの総転送量の比較 
 
 



























第 5 章 まとめと今後の展望 
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