In this study, the performance evaluation of five machine learning models, namely, ANNLM, ANNSCG, least square-support vector regression (LS-SVR), reduced error pruning tree (REPTree) and M5, was carried out for predicting runoff and sediment in the Pokhariya watershed, India using hydro-meteorological variables as input. The input variables were selected using the trial-and-error procedure which represents the hydrological process in the watershed. The seven input variables to all the models comprised a combination of rainfall, average temperature, relative humidity, pan evaporation, sunshine duration, solar radiation and wind speed. The monthly runoff and sediment yield data were used to calibrate and validate all models for the years 2000 to 2008. Evaluation of models' performances were carried out using four statistical indices, i.e., Nash-Sutcliffe coefficient
INTRODUCTION
Soil erosion poses a serious problem for sustainable agriculture and the environment. It has become extremely serious due to inadequate consideration of nature's bearing capacity. Extensive soil erosion and its associated problems have already degraded the land and water resources of the world. The involvement of many, often, interrelated climatic and physiographic factors makes the rainfall-sediment process not only very complex to understand but also extremely difficult to simulate (Zhang & Govindaraju ) . Precise sediment load simulation is a fundamental for sustainable water resources and environmental systems, as it plays a major role for any water availability decisionmaking process. The use of data-driven modelling techniques to deliver improved sediment yield rating curves has received considerable interest in recent years (Mount ; Pandey et al. ) and many others have demonstrated better understanding in modelling sediment yield, but their need for data is often very high and even intensively monitored watersheds lack sufficient input data for these models. Therefore, it is necessary to develop substitutes for physically based models to simulate sediment yield using the available data. , ). However, the two drawbacks of ANNs are that the architecture has to be determined a priori or modified while training and ways of regularization are quite limited.
Unfortunately, neural networks can get stuck in local minima while training (Smola ) . Recently, another machine learning technique that is gaining more attention in the hydrological community is the decision tree model, in particular, reduced error pruning tree (REPTree), which was introduced by Breiman et al. In this study, an attempt has been made to investigate the performance of five machine learning models for runoff and sediment yield modelling, namely, ANNLM, ANNSCG, least square-SVR (LS-SVR), REPTree and M5 models to be used in water resources planning and management and to formulate better water management policies and remediate at local level.
MATERIAL AND METHODS

Study area
Keeping in view the objective and availability of hydrological and meteorological data, a small watershed named Pokhariya (approximately 7, 168 ha) India monitor the hydrological data in some of the watersheds of Damodar Valley, the Pokhariya watershed being one of them. The hydro-meteorological data, namely, rainfall, temperature, relative humidity, pan evaporation, sunshine hours, solar radiation and wind speed were collected from the concerned department and used in the prediction of runoff and sediment yield.
Input vector selection and normalization
In this study, input variables are selected by the trial-anderror method (Fernando & Jayawardena ) in identifying the appropriate input vector that best represents the hydrological process in the watershed. Based on the appraisal of trial-and-error procedure, the following input vectors and their combination were selected for runoff and sediment yield modelling employing a machine learning approach:
Combination 1:
Combination 2:
Combination 3:
Combination 4:
Combination 5:
Combination 6: Combination 7:
where S t is sediment yield (t/ha) at time t, D t is runoff (m 3 / sec), R t rainfall values (mm), T t is average temperature ( W C), RH t is relative humidity (%), E t is pan evaporation (mm), Sun t is sunshine duration (hrs), Solar t is solar radiation (MJ/m 2 ) and W t is wind speed (m/sec).
Prior to calibration of all the machine learning models investigated in the present study, standardization/normalization procedure was applied to all the datasets. The main goal of data standardization/normalization is to scale the data within a certain range to minimize bias and to ensure that they receive equal attention within the neural networks (Maier & Dandy ) . In the study, the following formula has been employed for the min-max normalization method:
where ξ norm and ξ ori represent the normalized and original data. ξ max and ξ min represent the maximum and minimum values among original data. Hydro-meteorological datasets were normalized within a range of 0.1-0.9.
ANN -an overview
An ANN is a black box model that has been applied in sev- 
where J is the Jacobian matrix which contains first derivatives of the network errors, e is the vector of network errors and I is the identity matrix. Details of multi-layer feed forward network and its theorem can be found in 
where p k and p kþ1 are the conjugate directions in successive iterations. α k and ω k are calculated in each iteration. SCG needs to calculate the Hessian matrix which is approximated by:
where E 0 and E 00 are the first and second derivative of which represents the dependence of the output y on the input x and can be represented as:
where w is known as weight vector and b as bias. ϕ(x) represents the nonlinear transformation function defined to convert a nonlinear problem to a linear problem.
The training phase of the learning machine involves adjusting the parameter w. The parameters are estimated by minimizing the cost function J(w, e). The LS-SVM optimization problem for function estimation is formulated by minimizing the cost function:
Subject to the equality constraint
where e i is the random error and γ is a positive real constant.
The first and second term of the cost function represent weight decay function and penalty function. The objective is to find the optimal parameters that minimize the prediction error of the regression model. The solution of the optimization problem is obtained by the Lagrangian function as:
where α i are Lagrange multipliers and b is the bias term. Differentiating Equation (15) with respect to w, b, e i and α i , i.e.,
From Equations (16)- (19), w and e can be eliminated which will yield a linear system instead of a QP problem. Replacing w in Equation (13) from Equation (16), the kernel matrix may be obtained from application of Mercer's theorem.
where ϕ(x) represents the nonlinear transformation function defined to convert a nonlinear problem to a linear problem.
Thus, the resulting LS-SVR model can be expressed as: 
where σ is the kernel function parameter of the RBF kernel.
In the context of sediment prediction, x i is the new vector hydro-climatic input, based on which, sediment prediction y i is made. The model performances are assessed by comparing the observed sediment yield (y i ) and computed sediment yield (ŷ i ).
Due to being more compact and able to shorten the computational training process and improve the generalization performance of LS-SVR (Suykens & Vandewalle ), the RBF kernel has been selected in this study.
Reduced error pruning tree
REPTree algorithm is a fast-learning method. It builds a decision/regression tree by using information gain/variance and also prunes it by using reduced error with back-fitting.
The algorithm only considers values for numeric attributes once. It is primarily a method of constructing a set of decision rules on the predictor variables (Breiman et al.
M5 model tree
Tree-based regression models were also studied within the machine learning community. One of the contributions of the work carried out within this community is the possibility of using different models in the leaves of the trees (Quinlan ; Torgo ). Quinlan () pioneered techniques for dealing with continuous-class learning problems by introducing 'model trees' and the M5 learning algorithm. They have a conventional decision tree structure, but the leaves consist of linear functions instead of discrete class labels.
During model prediction, a smoothing procedure can be applied to compensate the discontinuities between adjacent linear models. This process uses the leaf model to compute the predicted value, and then filters that value along the path back to the root, smoothing it at each node by combining it with the value predicted by the linear model for that node. The procedure is described in Quinlan (). The standard deviation reduction is computed by Quinlan () as:
where T are sets of instances that reach the node, 'sd' represents standard deviation and T i are the sets resulting from splitting the node according to a given attribute and split value.
Model training
The whole dataset was divided into two sets, i.e., training and validation of all the machine learning techniques dis- i.e., 12 months, were considered for the validation of the models.
Statistical evaluation indices for various models
The entire data were divided into two parts on the basis 
RESULTS AND DISCUSSION
As stated earlier, five models, i.e., ANNLM, ANNSCG, LS-SVR, REPTree and M5 model, have been developed for runoff and sediment yield modelling of Pokhariya watershed in India.
Results of monthly runoff simulations
Artificial neural network-Levenberg-Marquardt
Performance of the ANN models, which consists of a threelayer feed forward-back propagation network, trained by LM algorithms were evaluated for runoff with the seven input combination developed, resulting in seven ANN-LM models (denoted as ANNLMD) and presented in Table 1 .
The number of neurons in the hidden layer were assumed to be constant and five neurons in the hidden layer were considered. From 
Artificial neural network-scaled conjugate gradient
Performance of the ANN models, which consists of a threelayer feed forward-back propagation network, trained by SCG algorithms were evaluated for runoff with the seven input combination developed, resulting in seven ANN-SCG models (denoted as ANNSCGD) and presented in Table 2 . The number of neurons in the hidden layer were assumed to be constant and five neurons in the hidden layer were considered. From Table 2 Figure 3 (a) and 3(b).
Least square-support vector regression
The LS-SVR model has two parameters (γ, σ) to be deter- The model-generated runoff was compared against the available observed runoff at the outlet of Pokhariya watershed. The model LS-SVRD8 was found to be the best among all the LS-SVR models developed ( and simulated runoff are presented in Figure 4 (a) and 4(b).
REPTree and M5 model
The performance of the two decision trees, namely, REPTree and M5 model, were also evaluated and presented in 
Results of monthly sediment yield simulations
Artificial neural network-Levenberg-Marquardt
Performance of the ANN models, which consists of a threelayer feed forward-back propagation network, trained by LM algorithms, were evaluated for sediment yield with the Scatter graphs between observed and simulated sediment yield during calibration and validation for all the ANNLM models are presented in Figure 7 (a) and 7(b).
Artificial neural network-scaled conjugate gradient
Performance of the ANN models, which consists of a threelayer feed forward-back propagation network, trained by SCG algorithms, were evaluated for sediment yield with the seven input combination developed, resulting in seven ANN-SCG models (denoted as ANNSCGS) and presented in Table 6 . The number of neurons in the hidden layer were assumed to be constant and five neurons in the hidden layer were considered. From Figure 8 (a) and 8(b).
Least square-support vector regression
The model developed employing the LS-SVR for sediment yield prediction was denoted as 'LSSVRS'. The regularization parameter (γ) was calibrated, keeping the RBF kernel function parameter (σ 2 ) constant with numerical value 0.9, similar to the model developed during runoff simulation. The model generated sediment yield was compared against the observed sediment yield. The model LS-SVRS10 was found to be the best among all the LS-SVR models developed (Table 7) .
During calibration, the values of NSE, RSR, PBIAS and R 
REPTree and M5 model
Performance of the two decision trees, namely, REPTree and M5 model, were also evaluated and presented in Table 8 . For The results from the study conclude that the machine learning techniques are promising in the simulation of runoff and sediment yield in the study watershed and can be applied in real-life conditions. However, one should be prudent when applying machine learning techniques in real-life problems since the output from these models are only as good as the quality of input datasets employed.
Moreover, the issue pertaining to the analysis of hydrological time series in developing countries is the insufficiency of data, which means the length of time series is short (Qian & Leung ; Wang et al. , ) . Therefore, data uncertainty should be assessed when employing these models to meet the need of scientific and sustainable management of water resources.
