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Abstract 
The equation of state (EOS) of fissile materials under extreme thermodynamic conditions is of great importance to assess the 
safety of nuclear energy systems related to extremely severe nuclear accidents and intentional nuclear terrorism. In this study, for 
a simple, safe, and precise measurement of these properties, we propose an experimental setup in which a small amount of fissile 
material sample is homogeneously heated by an intense short-pulsed heavy-ion beam, and subsequent hydrodynamic motion is 
examined. As an example, we investigated the response of a slab of uranium foam (density = 5% of solid density) to a pulsed 
23Na+ beam with a duration of 2 ns and peak irradiation flux of 5 GW/mm2. The target thickness and incident beam energy were 
adjusted to 80 μm and 1.5 MeV/u, respectively, for the beam-energy deposition to occur almost at the top of the Bragg peak and 
inhomogeneity in the stopping power to be r2.5%. The hydrodynamic motion of the target during and after irradiation was 
calculated with a one-dimensional radiation hydrodynamic code. To calculate beam-energy deposition in the target, we used 
density- and temperature-dependent projectile stopping data obtained with a finite-temperature Thomas-Fermi target atomic 
model and degeneracy-dependent dielectric response functions. The numerical results showed that the target was almost 
isometrically heated up to | 105 K well before the rarefaction wave reached the center of the target, and fairly homogeneous 
temperature and density distributions were obtained at the end of the pulse duration. We discuss the feasibility of experimental 
EOS studies, such as the evaluation of pressures at off-Hugoniot conditions as a function of internal energy from the 
measurements of the target expansion velocity. 
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1. Introduction 
The meltdown of a fast reactor core is regarded as one of the hypothetical nuclear accidents with a very low 
probability [1]. However, if a very strong compaction of the molten fuel occurs at the bottom of the reactor vessel, 
we expect a reactivity excursion that is large enough for an explosive disassembly of the reactor [2]. On the other 
hand, nowadays, there is a threat of terrorism using compact nuclear devices with explosive energies up to 
10 kilotons [3]. Such an extremely severe accident as well as intentional nuclear terrorism can be regarded as fast 
hydrodynamic phenomena triggered by rapid pressure rise induced by the release of fission energy. Relationships 
between the state functions such as density, temperature, pressure, and internal energy are linked to each other by 
the equation of state (EOS) of the material. Therefore, to predict the damage due to these catastrophic events, we 
require reliable EOS data of the coolant as well as of the nuclear fissile materials at temperatures above 104 K. In 
addition, in high-energy astrophysics and inertial confinement fusion studies, high-temperature EOS data [4,5] are 
essential parameters used in numerical simulation tools. However, the error in the existing high-temperature EOS 
data sometimes exceeds several tens of percent [6], especially in warm dense matter regions [7]. 
Usually, thermodynamic states with such extreme conditions are prepared using compression by shock wave. 
When a sample material is compressed by shock wave under adiabatic condition, the final state lies somewhere on a 
fixed curve on the density-pressure plane, if the initial state is fixed. This curve, the shock adiabat, is called 
“Hugoniot”. Therefore, as far as shock wave is used for compression, we cannot control the pressure and volume of 
the final state independently. However, to establish a complete EOS database, thermodynamic states not only on the 
Hugoniot but also “off Hugoniot” must be investigated. 
Studies of the EOS of nuclear materials such as uranium oxide at temperatures up to 104 K have been published 
elsewhere [8-11]. On the other hand, the experimental data at temperatures above 104 K are scarce even for non-
nuclear materials because such high temperatures are not attainable by static methods in common laboratories. In the 
past, high-temperature EOS data of fissile materials were obtained from the nuclear tests conducted above as well as 
below the ground [12]. Recently, high-pressure gas guns, pulsed lasers, and z-pinch devices are used as 
alternatives [13]. However, most of these measurements can be implemented only in military facilities using 
compression of the samples by means of a strong shock wave. For example, | 10-g plutonium (Pu) samples were 
required in the gas-gun experiments [14]. For a safety or damage assessment of explosive nuclear incidents, a safer, 
reliable, and inexpensive method is desired to evaluate the high-temperature EOS of the nuclear materials. In 
addition, criteria with regard to nuclear nonproliferation such as the conditions on usage of the amount of sample (in 
the order of few milligrams) in the experiments and avoiding compression of the samples should be considered. 
Iosilevskiy [15] proposed an experiment for EOS study of uranium and uranium dioxide using intense pulsed 
heavy-ion beams. They emphasized that high-energy heavy ions are an appropriate energy driver to heat thick 
targets homogeneously. No compression of the sample was expected in the proposed experimental setup. However, 
details on the experimental conditions, such as the exact projectile energy, beam flux, target thickness, and related 
projectile stopping-power data were not specified. Also, since very high (| 100 MeV/u) energies were required for 
projectiles, a huge accelerator system was necessary to realize this scenario. 
In this study, for a simple, safe, and precise measurement of the EOS of fissile materials at temperatures above 
104 K, we propose an experimental setup, where a small amount of the sample is almost homogeneously and 
instantaneously heated by an intense short-pulsed heavy-ion beam, in a similar manner to the previous setup [15]. 
However, the present study differs from the previous one, since we apply a much lower projectile energy which is 
available by more compact accelerators. The subsequent hydrodynamic motion is then examined in combination 
with a detailed numerical simulation. Since the target is heated isometrically within a very short period, the 
temperature after heating can be controlled almost independently on the density. The method to homogenize the 
specific energy deposition density in a subrange target sample is discussed in relation to the projectile-energy 
dependence of the beam-target interaction. The results obtained by the above method for the subrange target are 
compared with those by simple irradiation of a thick target. We discuss the feasibility of the experimental EOS 
studies, such as the evaluation of pressures at off-Hugoniot conditions as a function of internal energy from the 
measurement of the target expansion velocity. 
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2. Method of the calculation 
Accounting for longitudinal beam compression technologies, we assumed that the minimum available pulse 
duration was | 1 ns [16]. Under this condition, to realize isometric heating of the sample, we increased the 
geometrical thickness of the target so that the rarefaction wave could not propagate through the whole target 
thickness during the pulse duration. Accordingly, we used a low-density foam to maintain constant target mass 
thickness (g/cm2). For example, we investigated the response of a uranium foam slab with a mass density of U = 
0.05Usolid (Usolid { solid density) to a pulsed 23Na+ beam with a duration of 2 ns and peak irradiation flux of 
5 GW/mm2. This beam flux is comparable with the one expected for a future accelerator facility (IB-HEDPX) [17]. 
It should be noted that even this accelerator is much more compact than existing 100-MeV/u machines [18]. We 
assumed 23Na+ projectiles, because Na (sodium) is an alkali-metal element and high ion currents can easily be 
available by conventional ion source technologies [19]. A foam can be regarded as a mixture of solid and vacuum. 
Hydrodynamic behavior of a foam target can change slightly with the pore (bubble) size, even if the gross density is 
fixed. However, it is known that if the pore is small enough, the hydrodynamic behavior does not depend on the 
pore size, because the foam structure is homogenized due to the hydrodynamic mixing as soon as the beam impinges 
on the target [20]. Thus we assumed that the target was a homogeneous fluid, that is, the pore size was 
infinitesimally small. 
Because the high-temperature EOS data of Pu have not been published, we selected metallic uranium (U, Usolid = 
19.1 g/cm3) as the target element. We used U targets with the natural isotopic composition, since the EOS is nearly 
independent on nuclear properties. The target thickness and incident beam energy were adjusted for the beam-
energy deposition to occur almost at the top of the Bragg peak and inhomogeneity in the stopping power to be 
r2.5%, as detailed in the next chapter. This method is based on the idea proposed elsewhere [21]. For this procedure, 
we simply used the stopping power data for room-temperature solid-density U target calculated with a computer 
code SRIM [22]. 
Because of irradiation by the beam, the electrons in the target atoms are excited or even ionized. In addition, the 
interatomic distance becomes larger because of hydrodynamic expansion. The stopping power of heavy ions 
changes with change in the electronic state of the target atoms [20]. To include this effect in the beam-energy 
deposition calculation in the target during heating, we used degeneracy-dependent dielectric response functions [23] 
in the estimation of the stopping power. For the target electronic state, the electron density distribution around the U 
nucleus at different temperatures and densities were calculated using a finite-temperature Thomas-Fermi model [24].  
The hydrodynamic motion of the target during and after irradiation was calculated with the one-dimensional 
radiation hydrodynamic code MULTI7 [25] and SESAME table [4] as the EOS. 
 
3. Results and discussion 
3.1. Optimization of the incident projectile energy and target thickness 
Fig. 1 shows the stopping cross section (S) of 23Na projectiles in the room-temperature solid-density U target as a 
function of the incident energy calculated by SRIM. Using this data and ignoring the temperature and density 
dependence, we determined an appropriate combination of the target mass thickness and incident projectile energy 
to achieve an energy deposition profile with a required homogeneity. The procedure is also illustrated in Fig. 1. For 
example, if we demanded that the inhomogeneity of the energy deposition is less than 1% (or r0.5%) of the Bragg 
peak height, the energy efficiency ({ the total energy deposition divided by the incident projectile energy) would not 
reach 50%. Moreover, the target thickness would be too small for the experimental scenario above. Thus, after the 
examples of previous studies [6,26,20], we assumed that the limit of acceptable inhomogeneity was ±2.5%, and this 
automatically fixed the incident (Ein) and exit (Eout) energies at 1.53 and 0.39 MeV/u, respectively. Accordingly, the 
total energy deposition ('E { Ein − Eout) in the target was approximately 26.2 MeV, which is 75% of the incident 
projectile energy. The thickness of the target was determined to be 1.84×1019 cm−2, by integrating 1/S from Eout to 
Ein. The corresponding geometrical thickness is 76 μm for the U= 0.05Usolid U target. The mass of the target sample 
required was only 7.3 mg, if the sample area was 1 cm2. 
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Fig. 1. Determination of uranium (U) target thickness and the projectile energy for a given homogeneity (r2.5%) of specific energy deposition 
profile in the depth direction. 
3.2. Target temperature- and density-dependent projectile stopping power 
Fig. 2 shows an example of the calculated radial electron density distribution in the U target atom used for the 
stopping power calculation. The temperature dependence with a fixed target density is shown in Fig. 2(a). The 
Wigner-Seitz radius given by RWS { (3natom/4S)1/3 (natom { target atomic density) corresponds to an averaged atomic 
radius [24]. We observe that the electron density distribution changes with temperature. At high temperature, the 
electron density around r |10−8 cm decreases because of thermal excitation or ionization, whereas the number of 
electrons in the outer shell increases. The ionization degree at T = 2.3u105 K was 8.5%. The target-density 
dependence is shown in Fig. 2(b) at T = 1.2u105 K. It is clear from Fig. 2(b) that when the density decreases, the 
electron cloud expands radially up to r = RWS because of an increase in the averaged atomic size. 
 
 
Fig. 2. Electron density distribution around the U nucleus calculated using a finite-temperature Thomas–Fermi model: (a) Temperature 
dependence and (b) Density dependence. 
Fig. 3(a) shows the stopping cross sections calculated for U = 0.01Usolid U targets as a function of the 23Na 
projectile energy for different temperatures. The temperature-dependent electron density distributions around the U 
nucleus mentioned above were used in these calculations. The stopping cross section increases with the target 
temperature, especially at low projectile energies. In addition, the Bragg peak position shifts slightly toward a lower 
10-2 10-1 100 101
0
1
2[u10-12]
Projectile energy E (MeV /u)
76 Pm*
0.39 MeV/u    1.53 MeV/u
±2.5%
Beam
S
to
p
p
in
g
 c
ro
ss
 s
e
ct
io
n
S 
(e
V
 c
m
2
)
S R IM data
0.05Usolid
*for U =
10-9 10-8 10-7
1020
1022
1024
1026
1028
E
le
ct
ro
n
 d
e
n
si
ty
 n
e
(r
) 
(c
m
-3
) U = 10-2Usolid (F ixed)
2.3u105 K
T = 300 K
RWS
(a)
R adial coordinate r (cm)
10-9 10-8 10-7
T = 1.2u105 K  (F ixed)
RWS (1.0Usolid)
RWS (10-3Usolid)
1.0Usolid
U = 10-3Usolid
R adial coordinate r (cm)
(b)
248   Y. Oguri et al. /  Energy Procedia  71 ( 2015 )  244 – 251 
energy. The number of free and highly excited bound electrons increases with temperature. Because these electrons 
are not bound or weakly bound to the target nuclei, they can be more easily excited further by Coulomb force from 
the incident ions. As a result, the stopping power becomes larger at high temperatures because of the enhancement 
of energy transfer from the projectile to the electrons in the target. Fig. 3(b) shows the density-dependent stopping 
cross sections of the U target. It is apparent that the stopping is enhanced when the target density decreases with the 
expansion. This result can be explained by the fact that, at low densities, the electrons are less compacted around the 
nuclei and can be excited easily, like in case of high temperatures. 
 
 
Fig. 3. Stopping cross sections of a U atom as a function of the 23Na projectile energy: (a) target-temperature dependence and (b) target-density 
dependence. 
3.3. Hydrodynamic response of the target irradiated by the pulsed beam  
Results of the hydrodynamic calculations for the subrange target are shown in Fig. 4. The time t = 0 corresponds 
to the start of the beam pulse duration. The figure shows that the target was almost isometrically heated up to T | 
105 K (P | 10−1 MBar) before the rarefaction waves reached the center of the target. As a result, fairly homogeneous 
temperature and density distributions were obtained at the end of the pulse duration (t = 2 ns), although the target 
thickness and projectile energy were designed simply using the stopping data calculated by the SRIM code. As 
expected, since the pressure was almost homogeneous along the whole thickness, no shock wave was produced and 
compression did not occur. The subsequent hydrodynamic expansion was very simple and fairly symmetric. 
Therefore, the evaluation of the pressure from the measured hydrodynamic motion is reliable, if a precise numerical 
hydro simulation is combined. Such uniform volumetric heating was impossible by pulsed lasers because lasers 
could enter only up to a depth determined by the critical electron density [27]. 
In addition, the result of a simplified calculation is shown in Fig. 4(b), where the stopping power data for the 
room-temperature solid-density target were used and the temperature and density dependences of the stopping 
power were neglected. A small discrepancy from the full calculation could be recognized. Therefore, the knowledge 
of temperature and density dependences of the projectile stopping power is required for precise evaluation of the 
EOS. 
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Fig. 4. Temporal evolution of (a) density and (b) temperature distribution in the beam-heated subrange U foam target. The position x = 0 
corresponds to the target surface on which the beam impinges. 
In order to emphasize the advantage of using a combination of the Bragg peak and a subrange target proposed in 
this study, we calculated the behavior of a beam-heated thick U foam target for comparison with the Fig. 4. The 
results are shown in Fig. 5. The target density, the incident beam energy and flux are same as those in Fig. 4. We see 
an expansion of the surface layer into the vacuum, like in the case of Fig. 4. In addition, however, propagation of a 
shock wave toward the bulk material is observed. The shock speed and compression ratio are | 2 km/s and | 6, 
respectively. Nevertheless, the temperature of the shock-compressed region (for example at t = 150 ns, the region 
between x = 0.58 mm and 0.64 mm) does not reach 104 K. Thus, we observe that the overall hydrodynamic behavior 
of the target after irradiation is so complex that the experimental evaluation of the EOS combined with a numerical 
simulation code is not very easy. 
 
 
Fig. 5. Temporal evolution of (a) density and (b) temperature distributions in the beam-heated thick U foam target. The position x = 0 
corresponds to the target surface. 
 
4. Conclusions 
We observed that the method proposed in this study is applicable to experimental EOS studies related to 
extremely energetic nuclear phenomena with temperatures up to 105 K. The EOS data, e.g., pressure as a function of 
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density and internal energy, can be evaluated in a way that the pressure data are iteratively adjusted until the 
experimental results on the hydrodynamic behavior can be reproduced by numerical calculations. 
As has been mentioned in Chapter 1, our goal is to improve the error of the EOS data to be less than several tens 
of percent. The error of the EOS data evaluated by the present method is determined not only by the accuracy of the 
hydro calculation, but also by the experimental error. The numerical accuracy of the hydro code MULTI has been 
reported to be a few percent [28]. To determine the acceptable experimental error, we implemented another 
calculation, where the EOS data (pressure as a function of the density and the temperature) embedded in the hydro 
code were intentionally varied by r10%. The result showed that the expansion velocity of the target surface after 
heating (during t = 2-10 ns) changed by r5-7%. Therefore, if the experimental error is reduced to be less than | r5%, 
the total error of the evaluated EOS data can be within | r10%, which is less than those of existing EOS data. 
By carefully selecting a suitable combination of target thickness and projectile incident energy, a fairly 
homogeneous and fast energy deposition was realized. As a result, at the end of the heating process, we obtained a 
state with a well-defined and almost constant density/temperature profile, which served as an appropriate initial 
condition for subsequent hydrodynamic motion studied in combination with numerical methods. Because shock 
heating was not used, we could attain the given thermodynamic conditions far away from the shock Hugoniot (off-
Hugoniot conditions) by adjusting the beam and target parameters. Only a small mount (in the order of milligrams) 
of fissile materials was required, and no compression of the sample occurred during the entire experiment. These 
features are consistent with the conditions of nuclear nonproliferation. 
For an exact evaluation of the EOS using the present method, we need to develop a dedicated time-resolved 
target diagnostic system, such as an X-ray shadowgraphy system with a side-on geometry. In addition, we require a 
precise hydrodynamic simulation code in which a detailed temperature- and density-dependent stopping power 
routine is embedded. Furthermore, so far, an accelerator system that can deliver intense pulsed beams demanded by 
the present scenario is still under development [29]. Extensive studies of neutralized longitudinal drift 
compression [16] as well as transverse focusing of the beam are essential to achieve the required beam flux on the 
target. 
Fine metallic foams of various materials are available for industrial and research use [30]. However, information 
on the fabrication technique of low-density fine uranium foams for civil use seems so far not available. Therefore, 
research and developments on the preparation of fissile-material foam targets are also needed to realize the 
experiments proposed in this work. 
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