Abstract. In this article, we consider the limited angle problem in computed X-ray tomography. A common practice is to use the filtered back projection with the limited data. However, this practice has been shown to introduce the artifacts along some straight lines. In this work, we characterize the strength of these artifacts.
Introduction
Computed X-ray tomography (CT) is probably the best known imaging modality. The object of interest is scanned by X-rays and the loss of intensity along the rays provides the data for the image reconstruction. Roughly speaking, the obtained data is the Radon transform Rf of the density function f
where s ∈ R, θ ∈ S 1 , and θ ⊥ is the unit vector π 2 counterclockwise from θ. In order to reconstruct the image (i.e., the function f ), one has to invert the Radon transform. This problem has attracted significant amount of work in literature (see, e.g., [Nat86] and the reference therein).
Let us briefly introduce the well known filtered-backprojection formula to invert R 1 . We recall the 1-dimensional Fourier transform F and its inverse F −1 F (g)(τ ) = 1 (2π) 1/2 R e −iτ s g(s) ds,
Let g(θ, s) ∈ S(S 1 × R). The one dimensional Lambda operator is
τ (|τ | F s g). We also define the back-projection operator R * (g)(x) = S 1 g(θ, x · θ) dθ.
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Then, the well known filtered back-projection inversion formula for R reads as (e.g., [Nat86] )
(1) f = BRf := 1 4π R * Λ s Rf.
One major disadvantage of the above reconstruction formula is that it is not local (due to the non-locality of the operator Λ s ). That is, in order to find f at a location x, one has to use the data at all angles θ and distances s. Lambda tomography has been proposed to overcome this advantage. Namely, let us consider the formula (2) Λf := L Rf := 1 4π
This formula is local in the sense that in order to compute Λf (x) one only uses the data Rf in any arbitrarily small neighborhood of the set
Although Λf is not equal to the image f , it is a good alternative for f , as follows. Let us recall 2-dimensional Fourier transform and its inverse
Then (see e.g., [FRS92] )
That is, Λ is a pseudo-differential operator of order one with the (full) symbol σ(x, ξ) = |ξ|, which, in particular, implies
Moreover, the singularities of Λf are exactly one order stronger than the corresponding ones of f (this is an advantage for edge detection). Therefore, one may concentrates on finding Λf (which is simpler to compute) instead to f . More discussion about Lamda tomography can be found in, e.g., [VKK81, FRS92, FFRS97] . The reader is also referred to [KLM95, RK96] for other kinds of local tomography.
In this article, we are interested in both exact construction formula (1) and the Lambda reconstruction formula (2).
Let us now turn our discussion to the main concern to this article, the limited angle problem (see, e.g., [KR92, RK92, Kat97, FQ13] ): Rf is only known for (s, θ) ∈ R × S Φ , for some 0 < Φ < π 2 . Here, S Φ S 1 is defined by:
The reconstruction of f from the limited data problem is severely ill-posed. Instead of trying to reconstruct the exact value of f (which is quite impossible), a common practice is to reconstruct the "visible" singularities of f ; which are all the elements (x, ξ) ∈ W F (f ) such that
We define the following limited angle version of B and L
∂s 2 g . One can observe that B Φ (or L Φ ) is equal to applying B (respectively L) to the limited data patched with zero outside the available range. It is shown in [FQ13, Kat97] that B Φ R and L Φ R reconstruct the visible singularities of f , in the same way as BR and LR. However, they create added singularities (artifacts) into the picture. These artifacts are generated from the singularities of f whose direction corresponds to the edges of S Φ (i.e, singularities along the direction e 1 = (cos Φ, sin Φ) or e 2 = (cos Φ, − sin Φ)). They move along straight lines orthogonal to the direction (e 1 or e 2 ) of the singularities and, hence, called streak artifacts (the reader is referred to [Kat97, FQ13] for detailed discussion).
In this article, we characterize the strength of above mentioned artifacts. Moreover, we also analyze regularized variations of B Φ and L Φ , used to reduce the strength of the artifacts. It worth mentioning that the same problem has been studied in [Kat97] . However, our approach and result are different from there. In particular, our result applies to the wave front set (singularities) in any space H s , not only for the jump singularities.
Statement of main results and organization of the article
We now describe the main results of this article. Let 
and, for j = 1, 2,
Here, as mentioned in the introduction, e 1 = (cos Φ, sin Φ) and e 2 = (cos Φ, − sin Φ).
We also define the polar wedge
Here is our first main result Theorem 2.1. Let µ(x, y) be the Schwartz kernel of B Φ R. Then,
2 T * R 2 is the cotangent bundle of R 2 , which can be considered as
Microlocally on C j \ ∆, µ ∈ I −1/2 (C j \ ∆). Moreover, given the phase function φ j (x, y) = (x − y) · e j τ, its principal symbol is
Let us describe the implication of the above theorem. Assume that (x, ξ) ∈ W F (f ) where ξ ∈ W Φ (i.e., (x, ξ) is a visible singularity of f ). Then, B Φ Rf reconstructs the singularity of f at (x, ξ) correctly up to infinite order. This is due to the microlocal property of µ on ∆\(C 1 ∪C 2 ). On the other hand, assume that (y, s e j ) ∈ W F (f ). Due to the above microlocal property of µ on C j \ ∆, B Φ Rf propagates this singularity along the straight line ℓ j orthogonal to e j :
These added singularities (artifacts) are . Moreover, roughly speaking, the magnitude of the artifacts decreases as the inverse of the distance from their location to x, due to the dependence of σ 0 (x, x + te ⊥ , τ ) on t.
Here is a similar result for
Microlocally on C j \ ∆, µ ∈ I 1/2 (C j \ ∆). Moreover, given the phase function φ j (x, y) = (x − y) · e j τ, its principal symbol is
This theorem implies that L Φ Rf emphasizes the visible singularities of f by one order and the streak artifacts are 1 2 -derivative stronger then the original singularities at (y, s e j ).
In order to reduce the strength of the artifacts, one would smoothen out the data g = Rf near the edge of S Φ . Namely, let κ : [− π 2 , π 2 ] → R be a smooth function such that κ(±Φ) = 0 and κ(θ) > 0 for all θ ∈ (−Φ, Φ). Let K be the operator that multiplies by κ,
for θ = ±(cos φ, sin φ).
We say that K is smoothening of order k at φ = ±Φ if κ vanishes to order k at φ = ±Φ
5
. For simplicity, we will assume that K is smoothening of the same order k at θ = Φ and θ = −Φ.
The operator B Φ KR is called a k th -order artifact reducing version of B Φ R. When κ vanishes up to infinite order at θ = ±Φ (i.e., B Φ KR is infinite-order artifact reducing), it is shown in [FQ13] that B Φ KR completely eliminates the artifacts. The following result tells us the effect of B Φ KR when K is smoothening of order k Theorem 2.3. Let µ(x, y) be the Schwartz kernel of B Φ KR. Then,
Microlocally on C j \ ∆, µ ∈ I −k−1/2 (C j \ ∆). Moreover, given the phase function φ j (x, y) = (x − y) · e j τ, its principal symbol is
The theorem implies that B Φ KR reconstructs the visible singularities with the correct order, at the same time, it smoothens out the artifacts by k + 
It is left to the reader to translate the above result in the effects of L Φ KR on the visible singularities and artifacts.
The article is organized as follows. In Section 3, we introduce a family of model oscillatory integrals. We show that their twisted wavefront set belongs to the union of two intersecting Lagrangians, one is the diagonal. We also proceed to compute their (principal) symbol on these Lagrangians. In Section 4, we present the proof of Theorems 2.1, 2.2, 2.3, and 2.4. They all follow from a general result (see Theorem 4.1). Finally, some background knowledge is presented in the Appendix. In our subsequent papers [Ngu14a, Ngu14b] , we adapt the technique developed in this article to study the artifacts in limited data problem of spherical mean transform, which arises in several imaging modalities (such as thermo/photo-acoustic tomography, ultrasound tomography).
Model oscillatory integrals
Let us start by considering the oscillatory integral
where m is an integer and ρ ∈ C ∞ (R 2 \ 0) is homogeneous of order zero.
We also recall the diagonal canonical relation in (
The following result characterizes the microlocal property of µ Proposition 3.1. We have
with the full symbol
Proof. The inclusion W F (µ) ′ ⊂ ∆ ∪ C comes from the standard calculus of wave front set as used in [FQ13] . It is left to the reader.
We also note that on ∆ \ C, the amplitude function σ(x, ξ) = |ξ| m ρ(ξ) H(ξ 2 ) of µ is smooth. Therefore, microlocally on ∆ \ C, we have µ ∈ I 0 (∆ \ C) with the full symbol σ(x, ξ).
We now analyze µ on C \ ∆. Let (x * , ξ; y * , η) ∈ C \ ∆. We need to prove that µ ∈ I m− 1 2 (C \ ∆) microlcally near (x * , ξ; y * , ξ). Let us write
We notice that the C is the canonical relation associated with the above phase function of µ φ(x, y, ξ 1 ) = (x 1 − y 1 )ξ 1 . Therefore, it suffices to prove that a(x, y, ξ 1 ) is a symbol of order m near (x * , y * ).
Let us consider ξ 1 > 0. Since ρ is positively homogenous of order zero, there is a function ϕ + : R → R satisfying
Using the change of variable ξ 2 = ξ 1 τ , we obtain a(x, y, ξ 1 ) = ξ
We notice that near (x * , y * ), x 2 = y 2 . Therefore,
Taking integration by parts, we obtain
Continuing the successive integration by parts, we conclude
Similarly, we obtain near (x * , y * )
where ϕ − satisfies
From (3) and (4), we conclude that a is a symbol of order m near (x * , y * ). This finishes our proof.
The microlocal order of µ on C \ ∆ stated in Proposition 3.1 is not optimal. It is revealed by the asymptotic formulas (3) and (4), as follows:
given the phase function φ(x, y, ξ 1 ) = (x 1 − y 1 )ξ 1 .
Remark 3.3. If k ± = ∞ then σ 0 (x, y, ξ 1 ) ≡ 0 for ±ξ 1 > 0 on ∆ \ C.
We now consider some generalizations of µ. Namely, let e ∈ R 2 be a unit vector and let us consider the distributions
Let C = {(x, s e; x + t e ⊥ , s e) : x ∈ R 2 , t, s ∈ R, s = 0}.
Proposition 3.4. We have
Microlocally on ∆ \ C, µ ±e ∈ I m (∆ \ C) with the principal symbol:
Moreover, given the phase function φ(x, y, τ ) = (x − y) · e τ , a) Assume that ρ(ξ) = 0 around the ray {ξ = s e, s < 0}. Let ϕ e : R → R satisfy
If ϕ e vanishes to order k at 0 then on C \ ∆, µ ±e ∈ I m−k−1/2 (C \ ∆) with the principal symbol:
b) Assume that ρ(ξ) = 0 around the ray {ξ = s e, s > 0}. Let ϕ e : R → R satisfy
for all ξ such that ξ · e < 0.
Proof. The proposition can be obtain from Lemmas 3.1 and 3.2 by a rotation argument. Details are left to the reader.
Proof of the main theorems
Let us recall the following formulas from [FQ13]
In order to prove Theorems 2.1, 2.2, 2.3, 2.4, it suffices to prove the following general result 
Given the phase function φ j (x, y, τ ) = (x − y) · e j τ, its principal symbol is
Proof. Let us first divide the boundary of W Φ into four rays. Namely, let e 1 = −e 3 = (cos Φ, sin Φ), e 2 = −e 4 = (cos Φ, − sin Φ).
and for j = 1, . . . , 4:
It is obvious that
be positively homogeneous of order zero such that ρ 1 + ρ 2 = 1, on W 1 := {ξ ∈ W Φ : ξ 1 > 0}, satisfying 1) ρ 1 is supported inside the half plane divided by ℓ 2 := R 2 ∪ R 4 containing R 1 . Moreover, ρ 1 ≡ 1 on a conic neighborhood of R 1 \ 0 and ρ 1 ≡ 0 on a conic neighborhood of R 2 \ 0.
2) ρ 2 is supported inside the half plane divided by ℓ 1 := R 1 ∪ R 3 containing R 2 . Moreover, ρ 2 ≡ 1 on a conic neighborhood of R 2 \ 0 and ρ 2 ≡ 0 on a conic neighborhood of R 1 \ 0. We also define ρ 3 (ξ) = ρ 1 (−ξ) and ρ 4 (ξ) = ρ 2 (−ξ). We notice that ρ j is localized around the ray R j , i.e.,
Let us define e * 1 = −e ⊥ 1 and e * 2 = e ⊥ 2 . That is, e * j , j = 1, 2, is the unit normal vector of R j pointing toward
7 φ is determined from ξ by the formula ξ |ξ| = ±(cos φ, sin φ).
We also define e * 3 = −e * 1 , e * 4 = −e * 2 . Then, e * j , j = 3, 4, is the unit normal vector of R j pointing toward W 2 := {ξ ∈ W Φ : ξ 1 < 0}. It is easy to observe that:
Therefore, we can write
Let us recall that
Due to Proposition 3.4, we obtain
Moreover, on C 1 , the principal symbol of µ 1 is
given the phase function φ 1 (x, y, τ ) = (x − y) · e 1 τ.
On C 2 , the principal symbol of µ 2 is
given the phase function φ 2 (x, y, τ ) = (x − y) · e 2 τ .
We, therefore, obtain
and b).
The proof of a) easily follows from the formula of µ.
Appendix A. Background knowledge in microlocal analysis A.1. Wavefront set. We denote by D(R 2 ) and D ′ (R 2 ) the standard spaces of test functions and distributions on R 2 . Let us recall the definition of wavefront set (e.g., [Str03] ):
and an open cone V containing ξ 0 , such that F (ϕf ) is rapidly decreasing in V . That is, for any N > 0 there exists a constant C N such that
The wavefront set of f , denoted by W F (f ), is the complement of the set of all
where f is microlocally smooth.
An element (x, ξ) ∈ W F (f ) indicates not only the location x but also the direction ξ of the singularity of f . For example, if f is the characteristic function of an open set Ω with smooth boundary ∂Ω, then (x, ξ) ∈ W F (f ) if and only if x ∈ ∂Ω and ξ is perpendicular to the tangent plane T x ∂Ω of ∂Ω at x.
, and ξ 0 ∈ R 2 \ {0}. Then f is in the space H s microlocally at (x 0 , ξ 0 ) if there is a function ϕ ∈ C ∞ 0 (R 2 ) satisfying ϕ(x 0 ) = 0 and a function u(ξ) homogeneous of degree zero and smooth on R 2 \ 0
where
We write
Given a ∈ S m (R 2 × R 2 ), we define the following oscillatory integral
Then, T is called the pseudo-differential operator of order m, write T ∈ L m (R 2 ), with the (full) symbol a(x, ξ). The Schwartz kernel of T can be formally written as
. ii) φ is positively homogenous of degree one with respect to τ . We define the conic set Σ φ = {(x, y, τ ) ∈ R 2 × R 2 × (R \ 0) : φ τ (x, y, τ ) = 0}, and consider the map from R 2 × R 2 × (R \ 0) to (T * R 2 × T * R 2 ) \ 0, (x, y, τ ) → (x, φ x (x, y, τ ); y, −φ y (x, y, τ )).
We assume that Σ φ is a C ∞ submanifold of R 2 ×R 2 ×(R\0), and the above mapping is nondegenerate at every point of Σ φ . Let us denote by C ⊂ (T * R 2 × T * R 2 ) \ 0 the image of Σ φ under the mapping: C = {(x, φ x (x, y, τ ); y, −φ y (x, y, τ )) : (x, y, τ ) ∈ Σ φ }.
It is called the twisted canonical relation of the phase function φ.
Let us consider the following oscillatory integral:
µ(x, y) = 1 (2π) 3 2 R e i φ(x,y,τ ) a(x, y, τ ) dτ.
We say that µ ∈ I m (R 2 × R 2 , C) (or, simply, µ ∈ I m (C)) if a ∈ S m+ 1 2 (R 2 × R 2 × (R \ 0)).
The operator T whose Schwartz kernel is µ is called a Fourier integral operator (FIO) of order m with amplitude function a(x, y, ξ). We write T ∈ L m (R 2 × R 2 , C).
Assume that a ∈ S m (R 2 × R 2 × R) and a = a m + r where r ∈ S m−1 (R 2 × R 2 × R), then σ 0 = a m | Σ φ is called the principal symbol of T (or of µ) associated with the phase function φ.
Unlike the pseudo-differential operator, the Fourier integral operators move singularities around via the twisted canonical relation C. Namely, W F (T f ) ⊂ C • W F (f ) := {(x, ξ) : (x, ξ; y, η) ∈ C, for some (y, η) ∈ W F (f )}.
For example: Let us consider a fixed unite vector e ∈ R 2 and φ(x, y, τ ) = (x − y) · e τ.
Then, C can be parameterized as C := {(x, se; x + t e ⊥ , se) : s = 0} = {(x + te ⊥ , se; x, se) : s = 0}.
Assume that T ∈ I m (R 2 × R 2 , C) and W F (f ) = {(x, se) : s = 0}.
Then, W F (T f ) ⊂ {(x + te ⊥ , se : s = 0}.
Moreover, if f is in the space H s microlocally at (x, s e) then T (f ) is in the space H s−m microlocally at (x + te ⊥ , s e). This argument is used in Section 2 to interpret the strength of streak artifacts from the results obtained inTheorems 2.1, 2.2, 2.3, 2.4.
