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Abstract
Recently, generative adversarial networks (GANs)
have shown promising performance in generating
realistic images. However, they often struggle in
learning complex underlying modalities in a given
dataset, resulting in poor-quality generated images.
To mitigate this problem, we present a novel ap-
proach called mixture of experts GAN (MEGAN),
an ensemble approach of multiple generator net-
works. Each generator network in MEGAN spe-
cializes in generating images with a particular sub-
set of modalities, e.g., an image class. Instead of
incorporating a separate step of handcrafted clus-
tering of multiple modalities, our proposed model
is trained through an end-to-end learning of mul-
tiple generators via gating networks, which is re-
sponsible for choosing the appropriate generator
network for a given condition. We adopt the cat-
egorical reparameterization trick for a categorical
decision to be made in selecting a generator while
maintaining the flow of the gradients. We demon-
strate that individual generators learn different and
salient subparts of the data and achieve a multiscale
structural similarity (MS-SSIM) score of 0.2470 for
CelebA and a competitive unsupervised inception
score of 8.33 in CIFAR-10.
1 Introduction
Since the introduction of generative adversarial networks
(GANs) [Goodfellow et al., 2014], researchers have dove
deeply into improving the quality of generated images. Re-
cently, a number of new approaches have been proposed for
high-quality image generation, e.g., ProgressiveGAN [Kar-
ras et al., 2017], SplittingGAN [Grinblat et al., 2017],
SGAN [Huang et al., 2017], and WGAN-GP [Salimans et
al., 2016].
We propose a novel GAN model equipped with multiple
generators, each of which specializes in learning a certain
‡ Corresponding author; This work was supported by the Na-
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Figure 1: Multiple generators specialized in particular data clusters
modality of dataset (see Fig. 1). In addition to the genera-
tors, we employ an auxiliary network that determines a gen-
erator that will be trained from a certain training instance. We
name the auxiliary network as gating networks following the
precedent [Jacobs et al., 1991].
Ensembling multiple neural networks coupled with gat-
ing networks was first introduced to achieve a higher per-
formance in multi-speaker phoneme recognition [Hampshire
and Waibel, 1990]. In their method, the design of the loss
function caused the neural networks to cooperate. A later
research introduced a new loss function that stimulates com-
petitions among neural networks, where the involved neural
networks attempt to specialize in a certain task rather than re-
dundantly learn the same feature [Jacobs et al., 1991]. The
algorithm is now called mixture of experts in various machine
learning domains. Reminiscent of their work, we name our
proposed GAN approach as MEGAN, short for the mixture
of experts GAN.
The gating networks in our proposed MEGAN are respon-
sible for selecting one particular generator that would per-
form best given a certain condition. The gating networks con-
sist of two submodules, an assignment module and Straight-
Through Gumbel-Softmax [Jang et al., 2016], which we will
discuss in detail in Section 4.2.
Although MEGAN inherits the idea of multiple generators
and the gating networks, we will not adopt the proposed loss
function [Jacobs et al., 1991] but utilize adversarial learning
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to leverage the latest success of GANs.
Our work has two contributions. First, we build a mixture
of experts GAN algorithms that are capable of encouraging
generators to learn different modalities existing in our data.
Second, we utilize the newly discovered Gumbel-Softmax
reparameterization trick and develop the regularization for
load-balancing to further stabilize the training of MEGAN.
We evaluate our model using various criteria, notably achiev-
ing an MS-SSIM score of 0.2470 for CelebA, which suggests
that MEGAN generates more diverse images compared to
other baseline models. Our generated samples also achieve
a competitive inception score of 8.33 in an unsupervised set-
ting.
2 Related Work
Several studies on GANs have been proposed to stabilize
the learning process and improve the quality of generated
samples. Some of these studies incorporated novel distance
metrics to achieve better results. For instance, the original
GAN [Goodfellow et al., 2014] suffers from the vanishing
gradient problem arising from the sigmoid cross-entropy loss
function used by the discriminator. LSGAN [Mao et al.,
2017] solves this problem by substituting the cross-entropy
loss with the least-squares loss function. WGAN [Arjovsky
et al., 2017] adopts the Earth mover’s distance that enables
an optimal training and solves the infamous mode collapse.
WGAN-GP progresses one step further by adopting a gradi-
ent penalty term for a stable training and higher performance.
Meanwhile, BEGAN [Berthelot et al., 2017] aims to match
auto-encoder loss distributions using a loss elicited from the
Wasserstein distance, instead of matching the data distribu-
tions directly. In addition, DRAGAN [Kodali et al., 2017]
prevents mode collapse using a no-regret algorithm.
Other algorithms such as AdaGAN [Tolstikhin et al., 2017]
and MGAN [Hoang et al., 2017] employ ensembling ap-
proaches, owing to having multiple generators to learn com-
plex distributions. Based on the idea of boosting in the
context of the ensemble model, AdaGAN trains genera-
tors sequentially while adding a new individual generator
into a mixture of generators. While AdaGan gradually de-
creases the importance of generators as more generators are
added into the model, within the framework of our proposed
MEGAN, we pursue an equal balancing between generators
by explicitly regularizing the model, which avoids the prob-
lem of being dominated by a particular generator.
MGAN adopts a predefined mixture weight of generators
and trains all generators simultaneously; however, our pro-
posed MEGAN dynamically alters generators through gating
networks and train the generators one at a time. The MGAN’s
fixed mixture model is sub-optimal, compared to our train-
able mixture model. Our proposed MEGAN is different from
these models in that each generator can generate images on
its own and learn different and salient features.
MAD-GAN [Ghosh et al., 2017] has strong relevance
to our work. Having multiple generators and a carefully
designed discriminator, MAD-GAN overcomes the mode-
collapsing problem by explicitly forcing each generator to
learn different mode clusters of a dataset. Our MEGAN and
MAD-GAN are similar in that both models allow the gen-
erators to specialize in different submodalities. However,
MEGAN is differentiated from MAD-GAN in two aspects.
First, all generators in MEGAN share the same latent vector
space, while the generators of MAD-GAN are built on sepa-
rated latent vector spaces. Second, the generators of MAD-
GAN can theoretically learn the identical mode clusters; how-
ever, the gating networks built in our MEGAN ensure that
each generator learns different modes by its design.
3 Categorical Reparameterization
Essentially, GANs generate images when given latent vectors.
Given n generators and a latent vector z, our model aims to
select a particular generator that will produce the best-quality
image. It essentially raises the question as to how a categori-
cal decision is made. The Gumbel-Max trick [Gumbel, 1954;
Maddison et al., 2014] allows to sample a one-hot vector s
based on the underlying probability distribution pii:
s = one hot(argmax
i
[ai + log pii])
ai = − log(− log(ui))
(1)
where ui is sampled from Uniform(0,1). However, the
argmax operator in the Gumbel-Max trick is a stumbling
block when training via back propagation because it gives
zero gradients passing through the stochastic variable and
precludes gradients from flowing further. A recent find-
ing [Jang et al., 2016] suggests an efficient detour to back
propagate even in the presence of discrete random vari-
ables by a categorical reparameterization trick. The Gumbel-
Softmax function generates a sample y that approximates s
as follows:
yi =
exp((log pii + ai)/τ)∑k
j=1 exp((log pij + aj)/τ)
(2)
where yi is an i-th component of the vector y, and τ is the
temperature that determines how closely the function approx-
imates the sample s. It is noteworthy that in practice, we di-
rectly predict log pii through the assignment module that we
will discuss in Section 4.2.
3.1 Straight-Through Gumbel-Softmax
The Gumbel-Softmax method approximates the discrete sam-
pling by gradually annealing the temperature τ . It appears to
be problematic in our setting because when the temperature is
high; a Gumbel-Softmax distribution is not categorical, lead-
ing all generators to be engaged in producing a fake image for
a given latent vector z. Our objective is to choose the most
appropriate generator. Therefore, we do not use the Gumbel-
Softmax but adopt the following Straight-Through Gumbel-
Softmax (STGS).
The STGS always generates discrete outputs (even when
the temperature is high) while allowing the gradients flow. In
practice, the STGS calculates yi but returns yhard:
yhard = yi + (one hot(argmax
i
(yi))− yd) (3)
where yd is a variable having the same value as yi but is de-
tached from the computation graph. With this trick, the gra-
dients flow through yi and allows the networks to be trained
with the annealing temperature.
Figure 2: The proposed architecture of MEGAN; (a) shows the overview of our main networks. Given a latent vector z, each of the n
generators produces an output oi. The latent vector z and n feature vectors (denoted in yellow) extracted from the generators are given as
input to the gating networks that produce a one-hot vector g, as shown in the middle. The chosen image by the one-hot vector (marked as
“Fake Image”) will be fed into the discriminator that measures the adversarial loss with regard to both real and fake classes. (b) illustrates an
in-depth view on the gating networks. The gating networks output a one-hot vector g.
4 Mixture of Experts GAN
In this section, we illustrate the details of our proposed
MEGAN and discuss how generators become specialized in
generating images with particular characteristics following
the notion of the mixture of experts [Jacobs et al., 1991].
4.1 Proposed Network Architecture
Let Gi denote a generator in a set G = {G1, G2, · · · , Gn},
and z ∼ N (0, 1) is a random latent vector. A latent
vector z is fed into each generator, yielding images oi ∈
O = {o1,o2, · · · ,on} and their feature vectors fi ∈ F =
{f1, f2, · · · , fn}. Each feature vector is produced in the mid-
dle of Gi. In our experiments, we particularly used the
ReLU activation map from the second transposed convolu-
tion layer of the generator as the representative feature vec-
tor. The latent vector z and all of the feature vectors fi are
then passed to the gating networks to measure how well z fits
each generator. The gating networks produce a one-hot vec-
tor g = 〈g1, g2, · · · , gn〉 where gi ∈ {0, 1}. We formulate
the entire process as follows:
(fi,oi) = Gi(z) (4)
g = GN(z, f1, f2, · · · , fn) (5)
FI =
n∑
i=1
gioi (6)
where FI denotes the generated fake image that will be de-
livered to the discriminator, and GN is the gating network.
Fig. 2 provides an overview of the proposed networks.
4.2 Gating Networks
In the context of the mixture of experts, the gating networks
play a central role in specialization of submodules [Jacobs
et al., 1991]. We use auxiliary gating networks that assign
each z to a single generator so as to motivate each genera-
tor to learn different features. Concretely, we aim to train
each generator Gi to (1) be in charge of the images with cer-
tain characteristics potentially corresponding to a particular
area in the entire feature space, and (2) learn the specialized
area accordingly. The gating networks consist of two distinc-
tive modules, an assignment module that measures how well
the latent vector z fits each generator and an STGS module
that samples a generator based on the underlying distribution
given by the assignment module.
Assignment Module The assignment module uses the fea-
ture vectors fi ∈ Rk and first encodes each of them into a
hidden state hi ∈ Rm in a smaller dimension m:
hi = ReLU(W
ifi) (7)
where W i denotes a linear transformation for feature vector
fi. Encoding each feature vector reduces the total complexity
significantly, because k, the dimension of a feature map fi,
is typically large, e.g., k = 8192 in our implementation. The
reduced dimension m is a hyperparameter that we set as 100.
The hi are then concatenated along with the latent vector.
The merged vector is then passed to a three-layer perceptron,
which consists of batch normalizations and ReLU activations:
l =MLP ([z,h1,h2, . . . ,hn]) (8)
where the resulting l ∈ Rn is a logit vector, an input for the
STGS. l also corresponds to log pii explained in Section 3.
STGS Module l is an unnormalized density that determines
the generator that most adequately fits the latent vector. The
STGS samples a one-hot vector with l as an underlying dis-
tribution. We denote the sampled one-hot vector as g, which
corresponds to yhard illustrated in Eq. (3). It strictly yields
one-hot vectors. Thus, with the STGS, we can select a partic-
ular generator among many, enabling each generator to focus
on a sub-area of the latent vector space decided by the gat-
ing networks. It is noteworthy that the assignment module is
updated by the gradients flowing through the STGS module.
4.3 Load-Balancing Regularization
We observed that the gating networks converge too quickly,
often resorting to only a few generators. The networks tend
to be strongly affected by the first few data and favor genera-
tors chosen in its initial training stages over others. The fast
convergence of the gating networks is undesirable because
it leaves little room for other generators to learn in the later
stages. Our goal is to assign the data space to all the genera-
tors involved.
To prevent the networks from resorting to a few generators,
we force the networks to choose the generators in equal fre-
quencies in a mini-batch. Thus, we introduce a regularization
to the model as follows:
LLB =
n∑
i=1
∥∥∥∥pi − 1n
∥∥∥∥2
2
,
pi =
∑b
j=1 1[g
j
i = 1]
b
,
(9)
where LLB indicates the load-balancing loss, b is the mini-
batch size, gji is the i-th element of the one-hot vector g for
the j-th data of a training mini-batch. pi is the probability
that a certain generator will be chosen. The indicator func-
tion 1[gji = 1] returns 1 if and only if g
j
i = 1. Concretely
speaking, we train the model with mini-batch data; further,
for all the data in a mini-batch, we count every assignment
to each generator. Thus, the regularization loss pushes g to
equally select generators.
4.4 Total Loss
The total loss of our model set for training is as follows:
L = Ladv + λLLB (10)
where Ladv is any adversarial loss computed through an ex-
isting GAN model. We do not specify Ladv in this section,
because it may vary based on the GAN framework used for
training. We set λ to control the impact of the load-balancing
regularization.
4.5 Discussions
In this chapter, we discuss a couple of potential issues about
some difficulties in the mixture model.
Mechanism of Specialization In MEGAN, what forces the
generators to specialize? We presume it is the implicit dy-
namics between multiple generators and the STGS. No ex-
plicit loss function exists to teach the generators to be special-
ized. Nevertheless, they should learn how to generate realistic
images because the STGS isolates a generator from others by
a categorical sampling. The gating networks learn the type of
z that best suits a certain generator and keep assigning similar
Input: Real Samples: {x1, x2, · · · }; Mini-batch Size: m
Output: Generators: {G1, · · · , Gn}
1 G1, G2, · · · , Gn ← n generative neural networks
2 D ← one discriminator neural networks
3 λ← a weight for the load-balancing regularization
4 while until converge do
5 iter← 0
6 X ← {x1, · · · , xm}, a mini-batch of real samples
7 Z ← {z1, · · · , zm}, a mini-batch of latent vectors
8 τ ← 0.5 exp−0.001×iter
9 for each zi ∈ Z do
10 for j in (1, 2, · · · , n) do
11 fi,j , oi,j = Gj(zi)
12 end
13 li ← AssignModule(zi, fi,1, fi,2, · · · , fi,n)
14 gi = 〈gi,1 , · · · , gi,n〉 = STGS(li, τ)
15 Generate a fake image FIi by
∑n
j=1 gi,joi,j
16 end
17 Train the discriminator D using Ladv
18 Train the generators G1, · · · , Gn using Ladv
19 Train the gating networks using Ladv + λLLB
20 iter += 1
21 end
22 return {G1, G2, · · · , Gn}
Algorithm 1: Mini-batch training algorithm of MEGAN.
ones to the generator. The generators learn that specializing
on a particular subset of data distribution helps to obfuscate
the discriminator by generating more realistic images. As the
training iterations proceed, the generators converge to differ-
ent local clusters of data distribution.
Effect of Load-Balancing on Specialization Another im-
portant aspect in training MEGAN is determining the hy-
perparameter λ for the load-balancing regularization. A de-
sired outcome from the assignment module is a logit vector l
with high variance among its elements, while maintaining the
training of generators in a balanced manner. Although the
load-balancing regularization is designed to balance work-
loads between generators, it slightly nudges the assignment
module to yield a logit vector closer to a uniform distribu-
tion. Thus we observe when an extremely large value is set
for λ (e.g., 1000), the logit values follow a uniform distri-
bution. It is not a desired consequence, because a uniform
distribution of l means the gating networks failed to properly
perform the generator assignment, and the specialization ef-
fect of generators is minimized. To prevent this, we suggest
two solutions.
The first solution is to obtain an optimal value of λ where
training is stable, and the logit values are not too uniform. It
is a simple but reliable remedy, for finding the optimal λ is
not demanding. The second possible solution is to increase λ
when the logit values follow a uniform distribution. Most of
our experiments were performed by the first method in which
we fix λ, because a stable point could be found quickly, and
it allows us to focus more on the general capability of the
model.
Figure 3: Visual Inspection; CelebA dataset, 64x64 samples from
MEGAN with each block of four images generated by the same gen-
erator. Noticeable differences between each block indicate that dif-
ferent generators produce images with different features.
Data Efficiency Some may claim that our model lacks data
efficiency because each generator focuses on a small subset
of a dataset. When trained with our algorithm, a single gen-
erator is exposed to a smaller number of images, because the
generators specialize in a certain subset of the images. How-
ever, it also means that each generator can focus on learning
fewer modes. Consequently, we observed that our model pro-
duces images with an improved quality, as described in detail
in Section 6.
5 Experiment Details
In this section, we describe our experiment environments
and objectives. All the program codes are available in
https://github.com/heykeetae/MEGAN.
5.1 Experiment Environments
We describe the detailed experiment environments in this sec-
tion, such as baseline methods, datasets, etc.
Underlying GANs We apply our algorithm on both DC-
GAN and WGAN-GP (DCGAN layer architecture) frame-
works, chosen based on their stability and high performance.
The experiments consist of visual inspections, visual exper-
tise analysis, quantitative evaluations, and user studies for
generalized qualitative analyses.
Baseline algorithms We compared our quantitative results
with many state-of-the-art GAN models such as BEGAN, LS-
GAN, WGAN-GP, improved GAN (-L+HA) [Salimans et al.,
2016], MGAN and SplittingGAN. AdaGAN could not be in-
cluded for our evaluation, because the official code for Ada-
GAN does not provide a stable training for the datasets we
used.
Datasets We used three datasets for our evaluation:
CIFAR-10, CelebA, and LSUN. CIFAR-10 has 60,000 im-
ages from 10 different object classes. CelebA has 202,599
facial images of 10,177 celebrities. LSUN has various scenic
images but we evaluated with the church outdoor subset,
which consists of 126,227 images.
Evaluation Metric We evaluated our model on two stan-
dard metrics to quantitatively measure the quality of the gen-
erated images: inception score (IS) and multiscale structural
similarity (MS-SSIM). The IS is calculated through the incep-
tion object detection network and returns high scores when
various and high-quality images are generated. MS-SSIM is
also a widely used measure to check the similarity of two dif-
ferent images. We generated 2,000 images and checked their
average pairwise MS-SSIM scores. The lower the score is,
the better is the algorithm in terms of diversity.
User Study We also conducted web-based user studies. In
our test website,1 randomly selected real and fake images are
displayed, and users are asked to downvote images that they
think are fake. Nine images were provided per test and users
iterate the test for 100 times. Regarding the CelebA dataset,
we observed that the participants were good at detecting the
generated facial images of the same race. Therefore, we di-
versified the ethnicity in our user groups by having thirty par-
ticipants from three different continents.
Hyperparameters We tested the following hyperparame-
ter setups: the number of generators n as 3, 5, and 10;
the mini-batch size b = 64; annealing temperature τ =
0.5 exp(−0.001×iter) [Jang et al., 2016] where iter denotes
the iteration number as in the Algorithm 1 ; load-balancing
parameter λ=100; and feature vector fi of dimension k =
8192 for CIFAR-10 and 16384 for both LSUN and CelebA.
6 Experimental Results
6.1 Evaluation on Specialization
We describe our results based on various visual inspections.
Visual Inspection Throughout our evaluations, each gen-
erator is found to learn different context and features, for at
least up to 10 generators that we have inspected. The deci-
sion to assign a particular subset of data to a particular gener-
ator is typically based on visually recognizable features, such
as background colors or the shape of the primary objects.
Figs. 3 and 4 show the generated samples drawn from dif-
ferent generators trained with 10 generators on CelebA and
LSUN-Church outdoor, respectively. Each of the block of
four images are from the same generator. We chose six gen-
erators that have learned the most conspicuous and distinctive
features readily captured even by the human eyes.
All four images share some features in common, while
having at least one distinguishing characteristic from other
blocks of images. For instance, the top-left celebrities in
Fig. 3 have black hair without noticeable facial expressions.
On the contrary, the top-right celebrities have light-colored
1http://gantest.herokuapp.com - a test run can be
made by entering the following key: 5B3309
Figure 4: Visual Inspection; LSUN-Church outdoor dataset, 64x64
samples from MEGAN with each block of four images generated
by the same generator. Distinguishable features include the church
architectural style, the location, and the cloud cover.
Table 1: Inception Score on CIFAR-10 (trained without labels)
Method Score
DCGAN 6.16± 0.06
Improved GAN (-L+HA) 6.86± 0.07
WGAN-GP (Resnet) 7.86± 0.07
SplittingGAN 7.90± 0.09
AdaGAN Not being properly trained
MGAN 8.33 ± 0.10
MEGAN (DCGAN) 8.33 ± 0.09
hair with smiling faces. Among the samples from LSUN
in Fig. 4, we also detected distinguishing patterns specific to
each generator.
Visual Expertise Analysis If the model learns properly, a
desirable outcome is that each generator produces images of
different features. We generated 2,000 CIFAR-10 images
from MEGAN trained for 20 epochs, fed them to a pretrained
VGG19 network, and extracted the feature vectors from the
relu4 2 layer. Subsequently, the 8,192-dimensional feature
vectors are reduced to two-dimensional vectors using the t-
SNE algorithm [Maaten and Hinton, 2008]. Fig. 5 shows
the results. Each two-dimensional vector is represented as
a dot in the figure, and samples from the same generator are
of the same color. The colored shades indicate the clusters of
images that are generated by the same generator. We tested
MEGAN with 5 generators and 10 generators, confirming that
each generator occupies its own region in the feature vector
space. It is noteworthy that they overlap in the figure owing
to dimensionality reduction for visualization purposes. In the
original 8192-dimension space, they may overlap much less.
6.2 Quantitative analysis
We introduce our quantitative experiment results using the in-
ception score, MS-SSIM, and user study.
Figure 5: Visual Expertise Analysis; 2,000 images are generated by
MEGAN on CIFAR-10 dataset and feature vectors of those images
are extracted from the relu4 2 layer of VGG-19 networks. All 2,000
feature vectors are visualized in a two-dimensional space by the t-
SNE algorithm.
CIFAR-10 Table 1 lists the inception scores (Section 5.1)
of various models on CIFAR-10. MEGAN trained on the
DCGAN records an inception score of 8.33 — our MEGAN
shows a slightly better variance, i.e., 0.09 in MEGAN vs.0.1
in the MGAN. The official code for the AdaGAN does not
provide a stable training for the CIFAR-10 dataset, and its
inception score is not comparable to other baseline methods.
CelebA and LSUN-Church outdoor The MS-SSIM
scores (Section 5.1) measured for CelebA and LSUN-Church
outdoor are reported in Table 2. As the MS-SSIM scores of
the baseline models are missing in their papers, we evalu-
ate them after generating many samples using their official
codes. In this experiment, MEGAN is trained to minimize
the WGAN-GP loss function that was found to perform best
in our preliminary experiments. We report that MEGAN out-
performs all baseline models in terms of the diversity of gen-
erated images, as shown by its lowest MS-SSIM scores. No-
tably, MEGAN with five generators achieve the lowest MS-
SSIM scores for both datasets.
User Study Table 3 shows the result of the web-based user
study on CelebA and LSUN-Church outdoor datasets. The
score is computed by dividing the number of downvoted fake
images by the total number of fake images shown to users.
Thus, a low score indicates that users struggle to distin-
guish generated images from real images. For both datasets,
MEGAN records competitive performance, and especially for
LSUN-Church outdoor it outperforms all the baseline mod-
els.
In conjunction with the previous MS-SSIM results,
MEGAN’s low detection rates indicate that it can generate
more diverse images in better quality than other baseline
methods. We observed that BEGAN achieves the lowest de-
Table 2: MS-SSIM Score on CelebA
Method n CelebA LSUN
BEGAN 1 0.4636± 0.019 0.1969± 0.024
DRAGAN 1 0.3711± 0.020 0.1733± 0.015
LSGAN 1 0.3487± 0.019 0.1067± 0.016
MGAN 5 0.2611± 0.021 0.1142± 0.015
MGAN 10 0.2816± 0.012 0.1055± 0.013
MEGAN 3 0.2818± 0.020 0.1024± 0.015
MEGAN 5 0.2470± 0.024 0.0997± 0.021
MEGAN 10 0.2665± 0.027 0.1085± 0.014
Table 3: : User study results
CelebA LSUN
Avg Min Max Avg Min Max
BEGAN 0.70 0.50 0.89 0.73 0.49 0.93
DRAGAN 0.91 0.71 0.98 0.81 0.50 0.96
LSGAN 0.88 0.71 0.96 0.59 0.36 0.91
WGAN-GP 0.82 0.70 0.96 0.58 0.33 0.85
MEGAN
(n = 3) 0.76 0.58 0.95 0.49 0.20 0.71
MEGAN
(n = 5) 0.73 0.57 0.93 0.61 0.40 0.81
MEGAN
(n = 10) 0.74 0.60 0.92 0.58 0.28 0.92
tection rate for the CelebA dataset, in exchange for the low
diversity of generated images, as indicated by the high MS-
SSIM score of BEGAN in Table 2.
7 Conclusion
This paper proposed a novel generative adversarial networks
model called MEGAN, for learning the complex underly-
ing modalities of datasets. Both our quantitative and quali-
tative analyses suggest that our method is suitable for vari-
ous datasets. Future work involves extending our algorithm
to other variants of GANs and a broader range of generative
models.
References
[Arjovsky et al., 2017] Martin Arjovsky, Soumith Chintala,
and Le´on Bottou. Wasserstein gan. arXiv preprint
arXiv:1701.07875, 2017.
[Berthelot et al., 2017] David Berthelot, Tom Schumm, and
Luke Metz. Began: Boundary equilibrium generative
adversarial networks. arXiv preprint arXiv:1703.10717,
2017.
[Ghosh et al., 2017] Arnab Ghosh, Viveka Kulharia, Vinay
Namboodiri, Philip HS Torr, and Puneet K Dokania.
Multi-agent diverse generative adversarial networks. arXiv
preprint arXiv:1704.02906, 2017.
[Goodfellow et al., 2014] Ian Goodfellow, Jean Pouget-
Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley,
Sherjil Ozair, Aaron Courville, and Yoshua Bengio. Gen-
erative adversarial nets. In Advances in neural information
processing systems, pages 2672–2680, 2014.
[Grinblat et al., 2017] Guillermo L Grinblat, Lucas C Uzal,
and Pablo M Granitto. Class-splitting generative adversar-
ial networks. arXiv preprint arXiv:1709.07359, 2017.
[Gumbel, 1954] Emil Julius Gumbel. Statistical theory of
extreme valuse and some practical applications. Nat. Bur.
Standards Appl. Math. Ser. 33, 1954.
[Hampshire and Waibel, 1990] John B Hampshire and
Alex H Waibel. The meta-pi network: Connectionist rapid
adaptation for high-performance multi-speaker phoneme
recognition. In Acoustics, Speech, and Signal Processing,
1990. ICASSP-90., 1990 International Conference on,
pages 165–168. IEEE, 1990.
[Hoang et al., 2017] Quan Hoang, Tu Dinh Nguyen, Trung
Le, and Dinh Phung. Multi-generator gernerative adver-
sarial nets. arXiv preprint arXiv:1708.02556, 2017.
[Huang et al., 2017] Xun Huang, Yixuan Li, Omid Pour-
saeed, John Hopcroft, and Serge Belongie. Stacked gener-
ative adversarial networks. In IEEE Conference on Com-
puter Vision and Pattern Recognition (CVPR), volume 2,
page 4, 2017.
[Jacobs et al., 1991] Robert A Jacobs, Michael I Jordan,
Steven J Nowlan, and Geoffrey E Hinton. Adaptive mix-
tures of local experts. Neural computation, 3(1):79–87,
1991.
[Jang et al., 2016] Eric Jang, Shixiang Gu, and Ben Poole.
Categorical reparameterization with gumbel-softmax.
arXiv preprint arXiv:1611.01144, 2016.
[Karras et al., 2017] Tero Karras, Timo Aila, Samuli Laine,
and Jaakko Lehtinen. Progressive growing of gans for
improved quality, stability, and variation. arXiv preprint
arXiv:1710.10196, 2017.
[Kodali et al., 2017] Naveen Kodali, Jacob Abernethy,
James Hays, and Zsolt Kira. How to train your dragan.
arXiv preprint arXiv:1705.07215, 2017.
[Maaten and Hinton, 2008] Laurens van der Maaten and Ge-
offrey Hinton. Visualizing data using t-sne. Journal of
machine learning research, 9(Nov):2579–2605, 2008.
[Maddison et al., 2014] Chris J Maddison, Daniel Tarlow,
and Tom Minka. A* sampling. In Advances in Neural
Information Processing Systems, pages 3086–3094, 2014.
[Mao et al., 2017] Xudong Mao, Qing Li, Haoran Xie, Ray-
mond YK Lau, Zhen Wang, and Stephen Paul Smol-
ley. Least squares generative adversarial networks. In
2017 IEEE International Conference on Computer Vision
(ICCV), pages 2813–2821. IEEE, 2017.
[Salimans et al., 2016] Tim Salimans, Ian Goodfellow, Woj-
ciech Zaremba, Vicki Cheung, Alec Radford, and Xi Chen.
Improved techniques for training gans. In Advances
in Neural Information Processing Systems, pages 2234–
2242, 2016.
[Tolstikhin et al., 2017] Ilya O Tolstikhin, Sylvain Gelly,
Olivier Bousquet, Carl-Johann Simon-Gabriel, and Bern-
hard Scho¨lkopf. Adagan: Boosting generative models.
In Advances in Neural Information Processing Systems,
pages 5430–5439, 2017.
