ABSTRACT Fluorescence decay deconvolution analysis to fit a multiexponential function by the nonlinear least squares method requires numerical calculation of a convolution integral. A linear approximation of the successive data of the instrument response function is proposed for the computation of the convolution integral. Deconvolution analysis of simulated fluorescence data were carried out to show that the linear approximation method is generally better when one of the lifetimes is comparable to the time interval between data.
INTRODUCTION
Time-resolved fluorescence decay measurements provide important information about the structure and dynamics of the system under investigation. In a general application the experimental fluorescence decay data is fitted to a decay function, I(t), which is derived for an assumed model. Nonlinear least squares method (1, 2) is generally used in fitting the data to the function I(t) and one obtains optimum values for the adjustable parameters in I(t). This method requires numerical evaluation of the convolution integral (Eq. [1] ) and the partial derivatives of F(t) with respect to the adjustable parameters. R(t) in Eq. (1) is the instrument response function or excitation function. 
m. and c; are the slope and intercept of the line joining R and Ri-1. The convolution integral (Eq. [1] ) can then be written as, When I(t) is a multiexponential function, Xi Ai exp (-t/ ri), Ai, and ri are the adjustable parameters. Grinvald and Steinberg (3) proposed an algorithm based on the trapezoidal approximation for the numerical integration. This method is widely used, though other approximations (Simpson's rule and law of the mean) are also found to be equally good (4) . In these approximations it is implicitly assumed that the excitation function is a series of delta functions separated in time. However, the pulsed light sources employed in experiments are expected to have a continuous variation of intensity with time and hence the excitation function used in deconvolution ought to be continuous. Here, we construct a continuous excitation function using the discrete excitation data by assuming a linear variation between the discrete data. Numerical calculation of F(t) can then be carried out using integrated expressions. 
The partial derivatives of F(t) are given by Eqs. (7) and (8) summed over all k.
(aFP/oAk) = (FI/A) The data of R, obtained from Eqs. (11 )- (14) and the fluorescence emission data Fi evaluated using Eq. (1) are noise-free. Gaussian noise is then added to R, and Fi, so that the noise-added data resembles experimental data obtained in time-correlated single photon counting experiments. It is well known (5) that for F, (or R,) > 20, the Gaussian noise is approximately equal to the Poisson noise encountered in photon counting experiments. The Gaussian noise for the 512 data of excitation or emission function is computed (5) using a sequence of pseudorandom numbers which are generated using a seed. The seed itself is a random number. This method ensures that (a) the pattern of noise in the excitation data is different from that of the emission data, and (b) no two patterns of noise used in the hundreds of simulations are identical.
The deconvolution analysis of fluorescence decay data by the nonlinear least-squares method using Marquardt 
ones with chi-square >> 1, which indicated convergence to a local minimum in the chi-square hypersurface. The simulation of data using Eqs. (1 )- (14) Tables I to IV . As mentioned earlier eight combinations of (Al, rl, A2, r2) were used in the decay Eq. I(t) for the simulation of emission data. The long-lifetime parameters A2 and r2 were held constant in all. The values of the eight sets are given in Table I In the calculation of excitation data Ri in 50 ps interval using Eqs. (11)- (14) one can choose the values for parameters (say, y in Eq.
[13]) such that the peak of the chosen function is or is not a data in R,. For example, in the case Eq. (13) the peak of R(t) occurs at tm = 2Ty and the peak is included in the excitation data for all the simulations using functions G, H, and I (Table III) . The effect of varying the peak position (ti) on the results of emission data analysis was also examined. y in Eq. (13) was varied from 0.18 to 0.22 ns so that the peak occurs between 360 and 440 ps. residuals. Fig. 4 shows a typical display of the weighted residuals obtained by methods I and II in the analysis of simulation data using Eq. In the simulations described earlier the time interval was chosen to be 50 ps. The conclusion that the performance of method I is better than method II when the short lifetime in the decay equation is comparable to bt is independent of the value of bt used in simulations. The computation time required for method I or method II depends upon the number of iterations required for convergence, which need not be equal. On the average it is observed that method I requires -10% more computer CPU time (Cyber 170/ 730) than that required for method II. However, there were several cases in which method I required less time than method II because of convergence at a lower interation number.
The method proposed here has also been used in the analysis of experimental fluorescence data of standard samples obtained by time-correlated single photon counting technique. In comparison with the simulation data the quality of the experimental data was poor because of system errors, especially the wavelength response of the photomultiplier which needed to be corrected in the analysis by introducing a shift parameter. In spite of this, it is generally observed that method I generates results with BIOPHYSICAL JOURNAL VOLUME 54 1988 4 I] s _A _R _S!~~I
