Abstract. For the uniform random regular directed graph we prove concentration inequalities for (1) codegrees and (2) the number of edges passing from one set of vertices to another. As a consequence, we can deduce discrepancy properties for the distribution of edges essentially matching results for Erdős-Rényi digraphs obtained from Chernoff-type bounds; in particular, we go beyond what can be obtained by comparison methods. The proofs make use of the method of exchangeable pairs, developed for concentration of measure by Chatterjee in [8] . Exchangeable pairs are constructed using two involutions on the set of regular digraphs: a well-known "simple switching" operation, as well as a novel "reflection" operation.
Introduction
For n ≥ 1 and d ∈ [n] = {1, . . . , n}, let D n,d denote the set of d-regular directed graphs on n labeled vertices -that is, with each vertex having d in-neighbors and d out-neighbors (allowing self-loops). Let Γ = (V, E) be a uniform random element of D n,d . One may identify Γ with a uniform random d-regular bipartite graph on n + n vertices in the obvious way. We will stick with the digraph interpretation, though we note that all of our results can be extended to cover (d, d ′ )-regular bipartite graphs on m + n vertices; see Section 1.4.
Our aim in this paper is to show that two types of statistics of Γ are sharply concentrated when n is large and d is sufficiently large depending on n. We identify V with [n] throughout, and view E as a subset of [n] 2 . We sometimes write i → j to mean (i, j) ∈ E. We expect this statistic to be of size roughly p|A||B| =: µ(A, B). We refer to the deviation disc Γ (A, B) := e Γ (A, B) − µ(A, B) (1.1)
as the (edge) discrepancy of Γ at (A, B).
We will loosely use the term edge discrepancy property to refer to a bound on edge discrepancies holding uniformly for all pairs (A, B), or at least for all pairs of "sufficiently large" sets A, B.
The discrepancy properties and control on codegrees proved in the present work were an important component in the recent proof by the author that random 0/1 matrices with constant row and column sum d are invertible with high probability, assuming min(d, n−d) = ω(log 2 n); see [10] . We expect that the results of this paper will also be useful for questions of a more graph-theoretic nature.
1.1. Background on random regular graphs. Random graphs have been studied intensively since their popularization by Erdős as a tool for proving of the existence of graphs with certain properties, often when no constructive approach was known (such as graphs with arbitrarily large chromatic number and girth; see [2] ). They have since found myriad applications in computer science, physics, biology, and other fields. The most commonly used model is the binomial or Erdős-Rényi random graph G(n, p), in which each of the Since then, much of the interest in random regular graphs has been due to their robust connectivity properties as compared to Erdős-Rényi graphs. Indeed, while Erdős-Rényi graphs are asymptotically almost surely disconnected when the average degree is smaller than log n, random regular graphs are not only connected with high probability for degree as small as 3, they are nearly Ramanujan (meaning they are near-optimal expanders in a certain sense; see [14] ).
Random regular graphs are often harder to analyze than their binomial counterparts since the d-regularity constraint destroys the independence of the edges. Nevertheless, asymptotic enumeration results were obtained in [3] , [5] and [38] . The introduction by Bollobás in [5] of the configuration model for the uniform random regular graph allowed for many later developments (ideas similar to the configuration model were also present in [3] and [38] ). Here one generates a uniform random regular graph by the following procedure:
(1) Associate to each vertex v ∈ V a "fiber" F v of d "points", so that there are v∈V F v = nd points in total.
(2) Select a pairing P of the nd points uniformly at random. (3) Now collapse each fiber F v to the associated vertex v: we say that v is connected to w if there are points v ′ ∈ F v , w ′ ∈ F w such that v ′ w ′ ∈ P. In general the resulting graph G = G(P) is a d-regular multi-graph; however, conditional on the event E simple that that P collapses to a simple graph, it is easy to check that G(P) is a uniform random d-regular graph. Hence we may (4) repeat this process if necessary until we obtain a simple graph.
The procedure can be modified to generate uniform random d-regular directed or bipartite graphs in the obvious manner. When using the configuration model to bound the probability of an event B holding for a uniform random regular graph, one "lifts" B to the corresponding event B ′ for the pairing P, which is often easier to analyze. Then one can bound P(B) = P B ′ |E simple ≤ P(B ′ ) P(E simple )
.
A particularly nice feature is that working with the random pairing P rather than with the graph G gives access to concentration of measure inequalities for martingale sequences (e.g. the Azuma-Hoeffding inequality). (However, we will see below that the method of exchangeable pairs can be applied directly to the uniform measure on random regular graphs.) A drawback is that P(E simple ) becomes quite small when the degree d is large. Indeed, the enumeration result of [3] implies the estimate
for d fixed (see Section 1.5 for definitions of asymptotic notation used in this paper). This asymptotic was later shown by McKay and Wormald in [24] to hold when d = o( √ n).
An advantage of the concentration results given in Theorem 1.5 below is that they are proved for the uniform random regular digraph directly, rather than through the configuration model, and hence do not have to compete with with the small probability in (1.3). In particular, our results are not limited to d = o( √ n) (in fact the bounds are strongest for dense graphs).
In a similar spirit to the configuration model, it is possible to deduce some properties of random regular graphs from known results for Erdős-Rényi graphs. Let us consider the case of digraphs. With Γ a uniform random d-regular digraph, draw D from D(n, p) with p = d/n, and let E reg be the event that D is a d-regular graph. Note that
We have the asymptotic lower bound
which follows from an asymptotic formula for the number of d-regular digraphs on n vertices, established for the sparse case d = np = o( √ n) by McKay and Wang in [23] and for the dense range min(d, n − d) ≫ n/ log n by Canfield and McKay in [7] . Although enumeration results for √ n ≪ d ≪ n/ log n are unavailable as of this writing (though it is natural to conjecture that the formula (1.4) extends to hold in this range), in [35] Tran used an argument from [30] of Shamir and Upfal to show that for d = Ω(log n),
Similarly to (1.2) we hence have that
we may instead use (1.4)). We refer to this approach as the restriction strategy, as it views the uniform measure on the set of d-regular graphs as the restriction of a product measure on the full space of graphs. With (1.6) one is limited to importing properties for random regular graphs which hold with probability 1 − O(exp(−Cn √ d)) for some sufficiently large C for graphs in D(n, d/n). We note in particular that the results of the present work deal with events that are too large to be controlled by the restriction method.
In order to go beyond restriction of product measures, we must make use of some properties of random d-regular graphs besides the crude parameter of edge density p = d/n. We would like to show that the events
are approximately independent in some sense. Indeed, the bound (1.6) assumes the worst case that {B holds for D} ⊂ E reg . (Note that correlation inequalities such as the FKG bound cannot be applied in this setting as E reg is not monotone.)
A natural step in this direction is to understand symmetries of the set of regular graphswith a slight abuse of notation we denote this set by E reg . Focusing on symmetries of a "local nature", i.e. ones that change only a small number of edges, leads naturally to the method of switchings, developed by McKay and Wormald in several works (see the survey [40] ). For regular digraphs, perhaps the most obvious symmetry is to change between the following two configurations of edges at fixed vertices i 1 , i 2 , j 1 , j 2 :
where we use a solid arrow to depict an edge and a dashed arrow to indicate the absence of an edge. We refer to this modification as a simple switching. Roughly speaking, the probability that an event B holds for random regular graphs can be estimated by performing a switching in a random fashion (such as by sampling the indices i 1 , i 2 , j 1 , j 2 at random) and estimating the probability that the graph enters or leaves the event B under the application of the switching. There is a sense in which this approach is showing the approximate independence we sought in (1.7): we are performing operations which preserve the event E reg , and seek to show that these tend to disrupt the event B.
McKay introduced the method of switchings in [22] , and in [21] used it to prove bounds on the probability of occurrence of cycles of various length in a random regular graph of bounded degree. Through the trace method this allowed him to deduce that the limiting spectral distribution of the adjacency matrix is that of the infinite d-regular tree, now known as the Kesten-McKay distribution. (For d tending to infinity with n, the spectral distribution is instead governed by the semi-circle law, as was proved by Dumitriu and Pal [13] in the sparse regime d = n o(1) , and by Tran, Vu and Wang in the general case using the restriction strategy [36] .) Since then, the method has been extended and applied to several problems on random regular graphs, such as to extend the asymptotic enumeration results of [3] , [5] , [38] to d = o( √ n) in [24] . See the survey [40] for more background on switchings. See also [41] for a simple illustration of the method for the problem of estimating the probability that a random permutation has a fixed point.
1.2. Codegrees, edge discrepancy, and pseudo-randomness. Parallel to the study of random graphs, there has been a rich literature on pseudo-random graphs, which is an imprecise term for deterministic graphs that exhibit properties held by (Erdős-Rényi) random graphs with high probability. Systematic research into pseudo-random graphs was initiated by Thomason in [32] , [33] , where he introduced the notion of jumbled graphs (see Definition 1.11 below). In [9] , Chung, Graham and Wilson defined quasi-random graphs and proved that several "pseudo-randomness" properties are in fact equivalent. See also the survey [18] and Chapter 9 of [2] .
In particular, the works [32] and [9] highlighted a close connection between codegrees and edge discrepancy, the quantities of interest for the present work. We have the following result from [19] deducing a discrepancy property from uniform control on codegrees, proved earlier for the Erdős-Rényi case in [1] , and essentially going back to [32] . We include the short proof, which is the one given in [19] but modified for the setting of digraphs, and boils down to an application of the Cauchy-Schwarz inequality.
Lemma 1.1 (Pseudorandomness [19] ). Let Γ be a fixed element of D n,d with the property that for some ε > 0 and for every
(1.9) Remark 1.2. Note that in order to have concentration of e Γ (A, B) at the scale of the mean p|A||B|, the lemma requires that one of the sets be of size linear in n. Theorem 1.5 below will allow us to extend this to much smaller sets.
Proof. Without loss of generality we may assume |A| ≤ |B|. We denote by M the n × n adjacency matrix of Γ, i.e. for each i, j ∈ [n]
Define the centered matrix M 0 by
where we recall p := d/n. By the Cauchy-Schwarz inequality,
The rest is algebra and substituting the assumed bounds. We expand the squared sum as
Substituting this expression in (1.10) and moving the sum over j inside, we have
Applying (1.8) and the assumption |A| ≥
which rearranges to give (1.9). Lemma 1.1 can be used to deduce control on edge discrepancy for random regular digraphs holding asymptotically almost surely (a.a.s.), as soon as one can show that (1.8) holds a.a.s.. This was the route taken in [19] for the undirected case by Krievelevich, Sudakov, Vu and Wormald, who obtained the following concentration result for codegrees in sufficiently dense d-regular graphs. Theorem 1.3 (From Theorem 2.1 in [19] ). Let G be a uniform random d-regular undirected graph on n vertices. Suppose that ω( n log n) ≤ d < n − cn/ log n for some constant c > 2/3. Then asymptotically almost surely we have
log n n (1.11)
for some C > 0 absolute. If d ≥ cn/ log n we may take C to be zero. The proof of Theorem 1.3 divides into two (overlapping) cases. For min(d, n − d) ≥ cn/ log n the proof uses an asymptotic enumeration formula for dense graphs with given degree sequence, proved in [25] . The method of switchings is used for the case d = o(n). The proof shows that the estimate o(1) for the probability that (1.11) fails is in fact O(n −c ) for some c > 0 absolute.
1.3.
Results. We combine variants of the switching method of McKay and Wormald with the method of exchangeable pairs for concentration of measure, as developed by Chatterjee in [8] , to prove exponential tail bounds on codegrees and edge discrepancies. For edge discrepancies we use the simple switching coupling, reviewed in Section 2.2.1, while for concentration of codegrees we employ a novel (to our knowledge) "reflection" coupling, described in Section 2.2.2.
For both e Γ (A, B) and
we are able to prove tail bounds that match (up to constant factors in the exponential) what can be obtained in the Erdős-Rényi case using Chernoff bounds (specifically, Bernstein's inequality). As a consequence, we can combine our concentration estimates with union bounds to prove discrepancy properties essentially matching those available for Erdős-Rényi digraphs. We review the (brief and completely standard) proofs of analogous results for the Erdős-Rényi case in Section 2.1.1 for comparison.
It is possible that our approach can be extended to prove similar results for undirected (nonbipartite) random regular graphs, but we do not pursue this matter here. It is also likely that our methods can be applied to the study of directed multi-graphs with given (non-constant) degree sequence.
Before stating our main theorem we set up some notation. Due to the constraint of d-regularity, a deviation of e Γ (A, B) from its mean coincides with an equal deviation of e Γ (A c , B c ), where we denote
It follows from the last line that for any t ∈ R, the following identity of events holds:
It is hence natural to consider deviations of e Γ (A, B) at the scalê
We will often suppress the dependence of µ andμ on A, B. We also denotê
andp :=d/n, the minimum of the edge density of Γ = ([n], E) and its complement
Our main theorem can be summarized as follows:
(1) With high probability, codegrees are uniformly close to p 2 n.
(2) Restricted to the (likely) event that all codegrees are roughly p 2 n, we have concentration with exponential tails for the edge discrepancy at fixed pairs of sets A, B. 
We have
(1) (Uniform control on codegrees) For any η ≥ 0, G co (η) holds except with probability
In particular, for any
(2) (Concentration of edge counts) For any A, B ⊂ [n] and any τ ≥ 0,
, and
Remark 1.6. The proof shows that one may take C 1 = 128, C 2 = 16, though we make little effort to optimize these values.
Remark 1.7. In order to deduce that e Γ (A, B) is within an arbitrarily small fixed multiplicative error of its mean µ = p|A||B| using Theorem 1.5, one must assume min(d, n − d) = ω(log n). Indeed, we want to take τ as small as we like in (1.21), which requires taking η ≤ τ /8. Now to deduce that G co (τ /8) holds a.a.s. from part (1), we must takê
log n for a sufficiently large constant C. See Theorem 1.13 below for a result which is valid for d = O(log n), but for a slightly different model of random regular digraph (the permutation model).
Remark 1.8 (Comparison to the Erdős-Rényi case). For
A, B such that |A| + |B| ≤ n (i.e. such that µ(A, B) =μ(A, B)), the bound (1.21) is the same as what one obtains in the Erdős-Rényi case from Bernstein's inequality, up to modification of the constants C 1 , C 2 -see Section 2.1.1 and the bound (2.6). For the case |A| + |B| > n the bound (1.21) becomes superior to (2.6). This is due to the identity (1.12) (which comes from d-regularity): if A, B are of size close to n, a large deviation of e Γ (A, B) coincides with a very large deviation of e Γ (A c , B c ). (Of course, the most concentrated statistic of all is e Γ (V, V ) = dn, which is deterministic, while this random variable has variance
Our proof of both parts of Theorem 1.5 is by the method of exchangeable pairs. Roughly speaking, to prove concentration of a statistic f (Γ) of the random digraph Γ, the method is to analyze the change in f under a small random change to Γ. To prove the concentration of edge counts in part (2) we will use the simple switching operation on digraphs, reviewed in Section 2. For the concentration of codegrees in part (1) we use an operation on digraphs which we call "reflection". Reflections are less local in nature than simple switchings; the construction is given in Section 2.2.2. Theorem 1.5 can be viewed as an improvement on the deterministic Lemma 1.1 for the setting of random graphs. Like Lemma 1.1 it deduces some control on edge discrepancy after restricting to a "good" event on which there is some uniform control on the codegrees. The key differences are the following:
(1) Rather than deduce a deterministic bound on edge discrepancy from the control on codegrees as in Lemma 1.1 (which obtained an essentially optimal bound), Theorem 1.5 gives much tighter bounds holding with high probability. (2) The control on codegrees summarized in the event G co (η) differs in two respects: on the one hand we allow fluctuations at scale p(1 − p)n rather than p 2 n, which is less stringent for sparse graphs, while on the other hand we need both lower and upper bounds.
One can deduce various discrepancy properties for Γ holding with high probability using Theorem 1.5, and essentially matching standard discrepancy properties for Erdős-Rényi digraphs (since our tail bounds match the bounds (2.5) and (2.6) for Erdős-Rényi digraphs up to constants in the exponential). There is flexibility with the range of sets to consider and the tolerance level for edge discrepancy; the choice will be dictated by the application at hand. We now give one example.
Suppose one desires to have e Γ (A, B) within a small factor of its expectation p|A||B| for all pairs of sufficiently large sets A, B. The following corollary shows that this is satisfied with high probability. Corollary 1.9. Let C 0 > 0 be a sufficiently large absolute constant. For ε ∈ (0, 1), let G(ε) denote the event that for all A, B ⊂ [n] such that
Proof. By the lower bound ond and part (1) of Theorem 1.5 we have
(taking C 0 sufficiently large to beat the polynomial factors). By abuse of notation we restrict the sample space to G co (ε). It now suffices to show
it suffices to consider pairs (A, B) with |A| + |B| ≤ n. By giving up a factor of 2 we may also assume |A| ≤ |B|.
Applying part (2) of Theorem 1.5 and a union bound (and by our restriction to G co (ε)),
where in the last line we used that a ≥ a 0 and took C 0 sufficiently large (adjusting the constant c). By another union bound,
where in the last line we performed the geometric sums. Substituting the expression (1.25) completes the proof.
Remark 1.10. Note that in going from (1.26) to (1.28) we actually only needed
Hence, we could have taken the wider class
which includes some pairs (A, B) where, say, |A| ≍ 1/p and |B| ≍ n.
Next we state a conjecture concerning the singular value distribution for the adjacency matrix of Γ, which we denote by M = M Γ . Denote the singular values of M by
(where σ 1 (Γ) = d follows from d-regularity and the Cauchy-Schwarz inequality). It is well known that control on edge discrepancy follows from a spectral gap. We recall the notion of a jumbled graph, introduced by Thomason [32] and adapted here to the setting of digraphs.
It is a straightforward exercise to show that a d-regular digraph on n vertices whose adjacency matrix has second singular value σ 2 is σ 2 -jumbled (see for instance Theorem 2.11 in [18] for the undirected case; the directed case follows similar lines).
The singular vector corresponding to σ 1 (Γ) = d is the constant vector
. By the Courant-Fischer minimax theorem, letting S n 0 denote the set of unit vectors orthogonal to 1, we have
where Γ ′ is the complementary (n − d)-regular digraph. Hence, it suffice to consider 1 ≤ d ≤ n/2. Using Theorem 1.5 and union bounds, one can show that Γ is O( √ d)-jumbled for the dense case n ≪ d ≤ n/2, following similar lines to the proof of Corollary 1.9. For the sparse case, this approach can only show that Γ is O( √ d log n)-jumbled.
1.12 parallels a conjecture of Vu for the undirected case [37] . For an undirected graph G with adjacency matrix M G having real eigenvalues
In [18] , Kahn and Szemerédi proved a bound of O( √ d) for λ(Π), with d fixed independent of n, and with the graph Π drawn from a different distribution on random regular graphs which we call the permutation model. Let P 1 , . . . , P d be iid uniform n × n permutation matrices, and put
(1.30) We may interpret M Λ as the adjacency matrix for a random d-regular directed multi-graph Λ, and we may also associate M Λ + M T Λ to a 2d-regular undirected multi-graph Π. Kahn and Szemerédi proved that if d is fixed independent of n, we have
asymptotically almost surely. By the triangle inequality this implies [12] , and was also adapted to the configuration model with d = o( √ n) in [6] . Furthermore, the optimal bound λ(Π) ≤ For small degree, the permutation model Λ is "close" to the uniform model Γ in the following precise sense. It was proved in [17] and [26] that if d is fixed, the models (1) Γ (a uniform random element of D n,d ), and (2) Λ conditioned to be simple are contiguous, meaning that a sequence of events holding a.a.s. for one model will hold a.a.s. for the other. In particular, for the case that d is fixed 1.12 follows from contiguity and the bound (1.31). It was also shown that the model Π is contiguous to a uniform random regular graph of fixed even degree. We believe that these models continue to be contiguous if d = O(log n), though we are not aware of any such results in the literature.
We record an analogue of our main theorem for the permutation model Λ. The following result has no restrictions on d and hence can serve as a substitute for (1.21) for sparser regular digraphs (recall that Theorem 1.5 is most useful when min(d, n − d) = ω(log n) -see Remark 1.7). 
where µ = p|A||B| as before, and e Λ (A, B) is the number of directed edges from A to B, counting multiplicity.
The above theorem is considerably easier to establish than part (2) of Theorem 1.5 -it turns out that the independence between the d factors allows one to proceed with the method of switchings without needing a priori bounds on codegrees. We will hence prove Theorem 1.13 as a warmup in Section 2.1.
Sharper bounds for larger deviations (i.e. when τ is large) can be proved by directly estimating P(e(A, B) = t) for all t ∈ N, leading to an estimate on the moment generating function m(θ) = E exp(θ e (A, B) ). This was the route taken in [12] to prove a certain discrepancy property for the permutation model. 
uniformly from the set of bipartite graphs on parts U , V with |U | = m, |V | = n and edge set E ⊂ U × V , with the constraint that each i ∈ U has degree d and each j ∈ V has degree d ′ . Since the total number of edges is md = nd
The random regular digraph considered above corresponds to the case θ = 1. As before, we identify U with [m] and V with [n], denote by
The following result is proved by the same lines as Theorem 1.5, only with slightly more burdensome notation.
Theorem 1.14 (Extension to bipartite graphs). For η ≥ 0 define the event
In particular, G co (η) holds a.a.s. in the limit m, n → ∞ as long as
The rest of the paper is organized as follows. In Section 2.1 we give the short proofs of analogues of Theorem 1.5 and Corollary 1.9 for the Erdős-Rényi digraph model. The proofs' reliance on Bernstein's inequality, which is unavailable for random regular graphs, motivates the method of exchangeable pairs (Chatterjee's Theorem 2.2) as a substitute. We prove Theorem 1.13 in Section 2.1.3 as a simple illustration of the method. In Section 2.2 we construct the switching and reflection couplings, which will be used to create exchangeable pairs of random regular digraphs. In Section 3 we use the reflection coupling to prove an upper tail bound for the codegree of a fixed pair of vertices. For technical reasons the proof of the lower tail bounds requires more care, in particular using the control on the upper tail as input -this is carried out in Section 4, completing the proof of part (1) of Theorem 1.5. The tail bounds for edge discrepancy in part (2) of Theorem 1.5 are proved using the simple switching coupling in Section 5.
1.5. Notation. We make use of the following asymptotic notation with respect to the limit n = |V | → ∞. f ≪ g, g ≫ f , f = O(g), and g = Ω(f ) are all synonymous to the statement that |f | ≤ Cg for all n ≥ C for some absolute constant C. f ≍ g and f = Θ(g) mean f ≪ g and f ≫ g. f = o(g) and g = ω(f ) mean that f /g → 0 as n tends to infinity. For a parameter α ∈ R, f ≪ α g, f = O α (g) etc. mean that |f | ≤ C α g for all n ≥ C α , with C α a constant depending only on α. C, c, c ′ , c 1 , etc. denote absolute constants whose value may change from line to line.
Events will be denoted by the letters E, B, and G, where the latter two denote "bad" and "good" events, respectively. Their meaning may vary from proof to proof, but will remain fixed for the duration of each proof. ½ E denotes the indicator random variable corresponding to the event E, and for a statement S, ½(S) = ½ {S holds} . E X and P X denote expectation and probability, respectively, conditional on all random variables but X. We say that an event E depending on n holds asymptotically almost surely if P(E c ) = o(1).
It will be convenient to express codegrees and edge counts in terms of the adjacency matrix associated to Γ, which we denote by M . We also denote by M n,d the set of all adjacency matrices associated to the elements of D n,d (alternatively, this is the set of n × n matrices with entries in {0, 1}, subject to the constraint that each row and column contains exactly d 1s). Hence M is a uniform random element of M n,d , and we refer to it as an rrd matrix (for "random regular digraph").
We identify V with [n] and index the rows and columns of M by i and j, respectively. By abuse of notation we refer to i, j as "vertices". Given ordered tuples of row and column indices (i 1 , . . . , i a ) and (j 1 , . . . , j b ), we denote by M (i 1 ,...,ia)×(j 1 ,...,j b ) the a × b matrix with (k, l) entry equal to the (i k , j l ) entry of M . (Note for instance that the sequence (i 1 , . . . , i a ) need not be increasing.)
so that N M (i) and N M T (i) are the out-and in-neighborhoods of the vertex i, respectively. For the neighborhood of a pair of distinct vertices i 1 , i 2 ∈ [n], denote the set of common out-neighbors by
and denote also
We write co M (i 1 , i 2 ) and ex M (i 1 , i 2 ) for the cardinality of these sets, so that in our previous notation
We note the following identities. From the constraints
(1.43)
Finally we have that
We will also write e M (A, B) instead of e Γ (A, B).
Preliminaries
2.1. Concentration of measure and the method of exchangeable pairs. In this section we prove bounds on the fluctuations of codegrees and edge counts for two digraph models possessing more independence than the uniform regular digraph: the Erdős-Rényi model, in which all edges are independent, and the permutation model, as defined in (1.30). We treat the former case to illustrate the use of concentration of measure tools; the proof uses Chernofftype bounds and is completely standard. We prove Theorem 1.13 for the permutation model as an illustration of Chatterjee's method of exchangeable pairs (Theorem 2.2 below). The reader who is primarily interested in getting a feel for applying the method to combinatorial problems may prefer to read the proof of Theorem 1.13 to the more technical proof of part (2) of Theorem 1.5 in Section 5.
2.1.1.
The Erdős-Rényi model. Let D = (V, E) be drawn from the distribution D(n, p) over digraphs on n vertices, where each directed edge is included independently with probability p.
Proposition 2.1 (Uniform control of codegrees and edge counts, Erdős-Rényi case).
(i) For any ε > 0, except with probability O n 2 exp − cε 2 1+ε p 2 n we have that for all
(ii) For ε ∈ (0, 1), let
where C 0 > 0 is a sufficiently large absolute constant. For any ε ∈ (0, 1), with probability
we have that for all (A, B) ∈ F(ε),
Proof. For fixed vertices i 1 , i 2 ∈ V and subsets A, B ⊂ V , the statistics co D (i 1 , i 2 ) and e D (A, B) can be expressed as sums of iid indicator variables:
3)
(2.4)
It follows that E co D (i 1 , i 2 ) = p 2 n and E e D (A, B) = p|A||B|. Furthermore, by Bernstein's inequality we have that for any ε ≥ 0,
and
for some absolute constant c > 0. From (2.5) and a union bound we obtain uniform control of codegrees off a small event:
which establishes (i).
The proof of (ii) follows the same lines as in the proof of Corollary 1.9 (in particular the part establishing (1.24)), using the bounds (2.6) in place of (1.21).
2.1.2.
Chatterjee's method of exchangeable pairs. The main challenge for proving analogous results for d-regular digraphs is that the entries of M are all dependent on one another, and so we cannot apply off-the-shelf concentration of measure tools like Bernstein's inequality. The method of exchangeable pairs, as developed by Stein for normal-approximation [31] and by Chatterjee for concentration of measure [8] , provides a convenient framework for analyzing dependent structures possessing measure preserving actions of a "local" nature. We will use this to obtain bounds of the form (2.5) and (2.6) for the random regular digraph Γ.
Recall that a pair of M-valued random variables (M 1 , M 2 ) is exchangeable if
In particular we have M 1 d = M 2 . We will consider exchangeable pairs (M, Φ(M )) formed by the application of a transformation Φ : M → M with certain properties. Roughly speaking, the method derives properties of a statistic f (M ), such as concentration or approximate normality, by analyzing the change in f (M ) under the application of Φ.
An example of a "local" measure-preserving operation for a sequence of independent variables is to resample one of the variables independently of all others. For d-regular graphs, there are switching operations (described in Section 2.2.1).
The following is a version of Theorem 1.5 from [8] suitable for our purposes: Theorem 2.2 (Chatterjee [8] ). Let M be a separable metric space, and suppose (M, M ) is an exchangeable pair of M-valued random variables, i.e.
Suppose f : M → R and F : M × M → R are square-integrable functions such that
If there are non-negative constants
Remark 2.3. The qualitative integrability conditions on f and F will be satisfied automatically in our applications as we will only consider bounded (depending on n) functions on a finite set.
The quantity v f (M ) is referred to by Chatterjee as a "stochastic measure of the variance of f (M )", and one can view a bound of the form
as a generalization of the "Lipschitz" conditions assumed in other commonly used concentration bounds such as McDiarmid's inequality [20] . We point the reader to [8] for further discussion of Theorem 2.2 and its relation to other concentration inequalities.
2.1.3.
Proof of Theorem 1.13. In this section we illustrate how one applies Theorem 2.2 by proving the edge discrepancy bounds of Theorem 1.13 for the permutation model Λ. The proof is a cartoon of the proof of the analogous bound from Theorem 1.5 for the uniform model, given in Section 5. Various technical issues that must be addressed for the case of the uniform model are absent here; in particular, the independence between the permutation matrices allows us to proceed without any a priori control on codegrees.
We recall from Section 1.3 that the permutation model d-regular directed multigraph Λ has adjacency matrix given by
where P 1 , . . . , P d are iid uniform n × n permutation matrices. We may hence view the statistics e Λ ( 
The proof is similar to the proof of Proposition 1.1 in [8] , which was concerned with a more general statistic but for the case of d = 1. Here and in the remainder of the paper we will make use of the following 
Proof of Proposition 2.4. Define the anti-symmetric function F :
where K is a normalizing constant. With foresight we take
where we denote |A| = a, |B| = b.
We construct an exchangeable pair (π,π) of uniform random elements of Sym(n) d as follows. We draw the following random variables, uniformly at random from their respective ranges:
with π, J, I 1 , I 2 jointly independent. We formπ by replacing π J with τ {I 1 ,I 2 } • π J , where
is an exchangeable pair by 2.5. We have
and so
where in the last line we applied (2.14).
It remains to bound the quantity v f (π) from Theorem 2.2. We have
where in the fourth line we applied (2.17).
By Theorem 2.2 we conclude that for any t ≥ 0,
(2.21)
n ab completes the proof.
Local couplings.
In this section we define two involutions on M n,d -simple switchings and reflections -which we use to create exchangeable pairs (M, M ) of rrd matrices via 2.5.
2.2.1.
Simple switching. Below we set up our notation for switchings on a digraph in terms of the adjacency matrix M .
Definition 2.6 (Simple switching). For
is switchable if it is equal to either
By perform a switching at (i 1 , i 2 ) × (j 1 , j 2 ) on M we mean to replace the minor
with J 2 if it is I 2 and I 2 if it is J 2 , and to leave M unchanged if this minor is not switchable.
In the associated digraph Γ, the switching operation changes between the following edge configurations at vertices i 1 , i 2 , j 1 , j 2 :
where we use solid arrows to depict directed edges, and dashed arrows to indicate places where there is no edge (i.e. "non-edges").
Lemma 2.7 (Switching coupling).
denote the map which performs a simple switching at the minor (i 1 , i 2 ) × (j 1 , j 2 ). If M is an rrd matrix (i.e. a uniform random element of M n,d ) and I 1 , I 2 , J 1 , J 2 ∈ [n] are random (or deterministic) indices independent of M , then setting
we have that (M, M ) is an exchangeable pair of rrd matrices.
Proof. We may condition on I 1 , I 2 , J 1 , J 2 . Note that the map Φ (I 1 ,I 2 )×(J 1 ,J 2 ) is an involution on M n,d . The result now follows from 2.5.
2.2.2.
Reflection. In order to prove that the random variables co M (i 1 , i 2 ) are concentrated we will need a different opertation on random regular digraphs of switching-type which we call "reflection". We pause to give some motivation and intuition for the rigorous definition below.
Suppose first that we only want to prove an upper tail bound on co M (1, 2). Hence, we want to show it is unlikely that for most j ∈ [n] we have
, that the first two rows of M are nearly parallel. The idea is to show that for a pair of column indices j 1 , j 2 ∈ [n], the event that
is roughly just as likely as the event that
We will do this by defining a "reflection" operation which switches the (1, 2) × (j 1 , j 2 ) minor between these two outcomes. If we can perform reflections independently at random at several disjoint pairs of column indices, we can then deduce from Hoeffding's inequality that with high probability there are many columns j for which M (1,2)×j = 1 0 or 0 1 as desired. While this approach can be made precise, we can do much better by instead using Theorem 2.2, which gives upper and lower tail estimates for co M (1, 2) around its mean.
While it is possible to alternate between the minors (2.24) and (2.25) using simple switchings involving entries from a third row, it turns out that when one tries to apply Theorem 2.2 with this coupling some control on the quantities co M T (j 1 , j 2 ) is needed, so that such an approach is circular.
The reflection involution is most natural to state in terms of a walk w (j 1 ,j 2 ) : [n] → Z associated to an ordered pair of columns X j 1 , X j 2 of M . For (j 1 , j 2 ) ∈ [n] 2 we define
If we think of w (j 1 ,j 2 ) as giving the position of a walker on Z, the walker starts at 0 and, reading down the pair of columns (X j 1 , X j 2 ) of M , takes a step in the + direction each time it sees a row equal to (1 0), a step in the − direction each time it reads (0 1), and does not move otherwise. By d-regularity, the walker takes an even number of steps, half to the left and half to the right, ending its walk at 0. The number of steps is between 0 and 2d; in the former case X j 1 and X j 2 are parallel, and in the latter case they are orthogonal.
Definition 2.8 (Reflecting pair
that is, if the walker moves to +1 on the first step, leaves +1 on the second step, and returns again to +1 at some later time.
Conditions (1) and (2) above assert that the minor M (1,2)×(j 1 ,j 2 ) is either
We pause to note that condition (3) usually holds if (1) and (2) hold. Indeed, note that if w (j 1 ,j 2 ) (2) = +2 then condition (3) follows automatically from (1) and (2) since the walk must pass through +1 on its way back to 0. Hence, any pair (j 1 , j 2 ) of column indices such that
On the other hand, note that a non-reflecting pair (j 1 , j 2 ) for which M (1,2)×(j 1 ,j 2 ) = I 2 corresponds to a walk w (j 1 ,j 2 ) that reaches +1 on the first step, then turns back and never returns to +1. Non-reflecting pairs satisfying (1) and (2) but not (3) hence correspond to walks that do not cross the line w = 0 after the second step, so we can bound the probability of this happening by a standard enumerative argument involving Catalan numbers. This is carried out in the proof of Lemma 4.3. Consequently, one may think of reflecting pairs as essentially being those (
the first return time to +1.
Lemma 2.9 (Reflection coupling). For
is reflecting, and leaves M unchanged otherwise. If M is an rrd matrix and J 1 , J 2 ∈ [n] are random column indices independent of M , then setting
Proof. By conditioning on J 1 , J 2 , from 2.5 it suffices to show that
Ψ (j 1 ,j 2 ) acts trivially if j 1 = j 2 , so we may fix j 1 , j 2 ∈ [n] distinct. We can now divide M n,d into three classes: j 2 ) , the set of M such that (j 1 , j 2 ) is reflecting for M and w (j 1 ,j 2 ) (2) = +2. j 2 ) , the set of M such that (j 1 , j 2 ) is reflecting for M and w (j 1 ,j 2 ) (2) = 0.
We dispense with the subscripts (j 1 , j 2 ) for the remainder of the proof.
Ψ acts trivially on M 0 . We will show that Ψ is a bijection between M + with M − with Ψ 2 = Id.
We define a pairing P of the elements of M + with those of M − (in particular, these sets have the same cardinality). For (M + , M − ) ∈ M + × M − , let w + and w − denote the associated walks for the columns (j 1 , j 2 ). We say that (M + , M − ) is in P if the first return time i * of the walks w + , w − to +1 is the same, and if the walk w + is obtained from w − by reflecting the portion of the trajectory w + (i) with i ∈ [2, i * ] across the line w = +1. We conclude the proof by noting that Ψ sends each M ∈ M + ∪ M − to its mate in P.
The upper tail for codegrees
Remark 3.2 (Comparison to the Erdős-Rényi case). Up to constants in the exponential, this matches the upper tail for the Erdős-Rényi digraph given in (2.5).
Remark 3.3. As a corollary one may obtain some control on edge discrepancy by applying the above proposition (with a union bound over pairs of vertices) with Lemma 1.1. This will only be effective when d = ω( √ n) and for pairs of sets A, B with max(|A|, |B|) ≫ n, and is hence inferior to Corollary 1.9.
Proof. We will apply Theorem 2.2 and the reflection coupling of Lemma 2.9.
We first note the trivial deterministic bounds
The lower bound is equivalent to
which can be seen from the obvious bound We construct a coupled pair (M, M ) of rrd matrices as follows: letting M be an rrd matrix and J 1 , J 2 be iid uniform random elements of [n], independent of M , we set
Then (M, M ) is an exchangeable pair of rrd matrices by Lemma 2.9. We denote the sampled 2 × 2 minor of the first two rows byM
Define the antisymmetric function
. Recall the notation
(see the discussion under Definition 2.8), and
where we define the "main term"
and the "error term"
Let us call a pair (
is not reflecting. In other words, (j 1 , j 2 ) is bad if it satisfies conditions (1) and (2) from Definition 2.8 but not (3) . We have
(3.8) Using the identities (1.43), (1.44), we see that the main term g(M ) is simply a shift of co(M ):
Hence, if we can show that the number of bad pairs b(M ) is small, then we can deduce tail bounds for co(M ) around the value p 2 n from tail bounds for f (M ).
To deduce a tail bound for f (M ) from Theorem 2.2, we must bound the quantity
and so we need to control the expressions
½ E , and since these events are disjoint,
Since the map Ψ (J 1 ,J 2 ) only alters the columns indexed by J 1 , J 2 , it follows that at most 2 ex M (1, 2) pairs (j 1 , j 2 ) ∈ Ex M (1, 2) × Ex M (2, 1) either become or cease to be reflecting under the application of Ψ (J 1 ,J 2 ) , whence
where we used (3.3) in the second line. Combining these bounds with the identities (1.43)-(1.44),
where in the last line we used (3.3) and
since b(M ) ≥ 0. Applying Theorem 2.2 with constants
we conclude that for any t ≥ 0,
where we again used that b(M ) ≥ 0. The terms in the denominator are balanced by scaling t = εp 2 n, where we recallp
giving the desired bound
2 n .
Uniform control on codegrees
In this section we complete the proof of part (1) of Theorem 1.5.
In the previous section, we could pass from control on the upper tail of f (M ) to control on the upper tail of
using the fact that the number of bad pairs b(M ) (defined in (3.8)) is non-negative. In order to control the lower tail of co(M ), we will need to improve on the trivial upper bound
(from monotonicity and (3.3) ). In this section we show that b(M ) ≤ εd 2 with high probability for ε > 0 small. A key ingredient will be the control on the upper tail of the codegrees obtained in the previous section.
Part (1) 
, and C 1 , C 2 , c > 0 are absolute constants. If ε ≥ 1 we may take C 1 = 0.
Remark 4.2. For ε ∈ (0, 1) fixed independent of n andd = ω(log n) the first term on the right hand side of (4.1) is of lower order. The second term matches the bound (2.7) for Erdős-Rényi digraphs, up to the constants in the exponential.
so that in the notation of (3.7) we have b(M ) = b (1,2) (M ). By row-exchangeability it suffices to get control on b (1,2) (M ) and apply a union bound over all (
Lemma 4.3. For any λ > 0,
Proof. Defining the subsets of [n] 2
Now we decompose b(M ) as a sum of x terms, each of which can be expressed as a sum of independent indicators. We enumerate the elements of Ex M (1, 2), Ex M (2, 1) in increasing order as j
with the sum m + s understood to be mod x, and put
We form an exchangeable pair (M, M ) by
independently and uniformly resampling the x minors
conditional on all other entries, and (3) denoting the resulting matrix by M .
That is, we independently resample each of the x pairs of columns, leaving the top 2 × 2 minors as I 2 . We will restrict to an event on which we have an upper bound on codegrees. Let
enforcing a slight improvement on the deterministic upper bound co M T (j 1 , j 2 ) ≤ d. By a union bound and Proposition 3.1 (taking ε to be a small multiple of n/d) we have
Note that G s holds for M if and only if it holds for M , since the resampling does not change the value of co M T (j + m , j − m+s ) for any m ∈ [x]. In the randomness of the resampling, b s ( M ) is now a sum of independent indicators and can be controlled using Bernstein's inequality, once we have estimates on E b s ( M ) M . We will then deduce the desired bound on b(M ) through the decomposition (4.3) and a union bound.
To estimate E b s ( M ) M we have the following
Let us assume this claim for now. Restricting to G s , from (4.6) we have
, where we used (3.3). Moreover, since b s ( M )|M is a sum of independent indicator variables, from Bernstein's inequality we have that for any λ > 0,
By pigeonholing and a union bound it follows that
It remains to establish 4.4. Fix s and m as in the claim. To ease notation let us denote the pair of column indices (j + m , j − m+s ) simply by (j 1 , j 2 ). Consider the walk w = w (j 1 ,j 2 ) : [n] → Z associated to the pair of columns (X j 1 , X j 2 ) as defined in (2.26). Since (j 1 , j 2 ) ∈ Ex M (1, 2) × Ex M (2, 1) by assumption, we have M (1,2)×(j 1 ,j 2 ) = I 2 , and so w(1) = 1 and w(2) = 0. The event that (j 1 , j 2 ) ∈ B(M ) is the event that there is no i ∈ [3, n] such that w(i) = 1, i.e. that w is "non-crossing" in this range. Let us condition on the number r of steps taken to the right by w; by our restriction to G s we have
Conditional on r, in the randomness of the resampling of (X j 1 , X j 2 ) we have that every ordering of the r − 1 left steps of w and r − 1 right steps in the range [3, n] is equally likely. There are
such orderings, while the number of these giving non-crossing walks is the Catalan number 1 r 2(r − 1) r − 1 .
It follows that under the resampling, the probability that (
Undoing the conditioning on r, the claim follows.
Now we can get a good lower tail estimate on co(M ) and complete the proof of Proposition 4.1.
Fix ε ≥ 0. If ε ≥ 1 then the result already follows from Proposition 3.1 and a union bound as the lower tail event is empty in this case. Hence we may assume ε < 1. We may further assume that ε is sufficiently small by adjusting the constant c in the statement of the theorem. For λ ≥ 0 and i 1 , i 2 ∈ [n] distinct, let
From Lemma 4.3 and a union bound, we have
Restricting to the good event, we can bound
Taking λ = εd/2 and applying Theorem 2.2 (with the bound (5.9) on v f (M )) the last quantity is bounded by exp −cε 2p2 n . Putting it all together, denoting
we have
Concentration of edge counts
In this section we prove part (2) of Theorem 1.5, using Theorem 2.2 with the switching coupling of Lemma 2.7. A crucial ingredient will be the control on codegrees enforced by restriction to the event G co (η). The reader may wish to read the simpler proof of Theorem 1.13 in Section 2.1.3 first, as it uses a similar switching on permutation matrices, but does not require restriction to the event G co (η). 
Hence, if we establish the claim assuming a + b ≤ n, then for the case that a + b > n we can apply the claim to (A c , B c ) rather than (A, B). Under assumption (5.1) we havê µ(A, B) = p min ab, (n − a)(n − b) = pab = µ(A, B). We now show that f 2 (M ) is small on G co (η) if η is sufficiently small, so that on this event f (M ) ≈ f 1 (M ), a scaling and centering of e M (A, B). Indeed, letting η > 0 to be chosen later, We want to show that f (M ) is "self bounding" in the sense that we can control v f (M ) by an expression of the form K 1 + K 2 f (M ) for some constants K 1 , K 2 > 0 (possibly depending on n, d, a, b). Since It follows that for η, t ≥ 0 fixed, where in the last line we used thatd
The lower tail is obtained similarly from (5.11) and Theorem 2.2 (and only requiring that we take η ≤ τ /4).
