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In this paper, we construct for arbitrary reductive group a full
eigenvariety, which parameterizes all p-adic overconvergent coho-
mological eigenforms of the group in the sense of Ash–Stevens and
Urban. We also see that the eigenvariety constructed by Eric Urban
(2011) [10] is the union of those irreducible components of codi-
mension zero in the eigenvariety we constructed, therefore we can
formulate Urban’s conjectures.
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1. Introduction
The problem of eigenvarieties comes from the study of p-adic families of automorphic forms. For
instance, the eigencurve constructed by Coleman–Mazur [7] gives a geometric and global interpreta-
tion of Hida and Coleman’s earlier work on p-adic families of modular cusp eigenforms.
Generally, given a reductive group G , one approach to study congruences between Hecke eigen-
values is using cohomology of arithmetic subgroups. In this direction, to construct an eigenvariety
parameterizing the Hecke eigensystems, a lot of works have been done for those reductive groups G
whose Archimedean parts are compact modulo center [1,3,5].
Recently Eric Urban constructed eigenvarieties for more general reductive groups whose Archi-
medean parts have discrete series [10]. More precisely, he constructed eigenvarieties associated to
such reductive groups whose Qp-points are in bijection with p-adic overconvergent cohomological
automorphic representation having non-trivial Euler–Poincaré characteristic. To construct the eigen-
varieties, he worked on some “perfect” complex that computes the cohomology of the corresponding
arithmetic groups with coeﬃcients in p-adic distribution spaces. In that paper he also stated some
precise conjectures about the relation between the codimension of irreducible components of the
eigenvariety and degrees of the cohomology. These conjectures depend on the existence of the so-
called full eigenvariety, which should parameterize all p-adic overconvergent cohomological auto-
morphic eigensystems. In this paper, we just construct the full eigenvariety for arbitrary reductive
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what they constructed are essentially local pieces of the eigenvariety.
To illustrate the situation, we say more here. For some undeﬁned notations, we refer to Section 2
below. Let G be a reductive group which is split over Qp , (B, T ) a Borel pair, λ ∈ X∗(T ) a dominant
algebraic weight which naturally lies in the weight space X, and Vλ the irreducible algebraic repre-
sentation of G with highest weight λ. We also ﬁx K = K p I to be some compact open subgroup of
G(A). For ﬁnite extension L/Qp , we can consider the cohomology over the locally symmetric space
H∗
(
SG(K ),Vλ(L)
)
which could be computed as cohomology of arithmetic subgroups as
⊕
i
H∗
(
Γi,Vλ(L)
)
.
Let Up be the local Hecke algebra at p, that is,
Up = C∞c
(
+//I,Zp
)
and the global Hecke algebra
Hp
(
K p
)= C∞c (K p\G(Apf )/K p) ⊗ˆ Up .
Now set S to be the ﬁnite set of primes where K is not local maximal compact, we consider the
Hecke algebra
RS,p := C∞c
(
G
(
AS∪{p}f
)
//KS∪{p}
)⊗ Up
which can be identiﬁed in the center of Hp(K p). It is well known that the Hecke algebras act on the
cohomology.
An automorphic representation of G(A) occurring in H∗(SG(K ),Vλ) for some K and λ is called
cohomological automorphic of weight λ. Now let π be such a representation, choosing a proper K ,
we can consider a p-stabilization of π , which is an irreducible representation of Hp(K p). Now con-
sider its restriction to RS,p , it is a character, denoted by θ . We can see that θ is an eigensystem of
weight λ0, which is a twist of λ by some ﬁnite character  of T (Zp). We call such a p-stabilization a
classical ﬁnite slope irreducible automorphic representation of weight λ0.
We want to interpolate H•(SG(K ),Vλ) for λ in the weight space. The idea (originally due to Hida,
and generally to Ash–Stevens) is to replace the coeﬃcients Vλ by Dλ , a distribution space, in the
cohomology group. We are going to realize the eigensystems with coeﬃcients in classical cohomology
among the eigensystems with coeﬃcients in this “overconvergent cohomology”, just like realizing the
classical modular forms among the so-called “overconvergent modular forms”.
Let U ⊂ X be an aﬃnoid subdomain, there is a universal distribution space DU interpolating Dλ
for λ ∈ U . Now choose f ∈ RS,p which deﬁnes a compact operator on H∗(SG(K ),DU ). Then a local
piece of the full eigenvariety may be built over a Fredholm variety (which is called a spectral variety)
in U × Arig1 cut out by f acting on a ﬁnite torsion-free RS,p submodule of H∗(SG(K ),DU ).
Also using the “overconvergent cohomology”, Ash and Stevens have constructed local pieces of the
full eigenvariety [1]. Basically, given a Hecke eigensystem θ of weight λ and slope h, they proved the
existence of a neighborhood Ω such that there is an h-slope decomposition of H∗(SG(K ),DΩ) and a
control theorem over Ω which asserted that for any λ′ ∈ Ω there is a morphism H(SG(K ),DΩ)h →
H(SG(K ),Dλ′ )h sending O(Ω)-valued eigensystems occurring in H(SG(K ),DΩ)h to eigensystems
occurring in H(SG(K ),Dλ′ )h via specialization. By this Ash and Stevens constructed the local eigen-
varieties and, in particular, their local eigenvarieties preserve all slope information at the point λ.
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local pieces could be patched together. This gives us some hint that, to construct a global eigenvariety,
we may have to loose the control of the slopes and consider some more general notions.
Instead of trying to prove a slope decomposition of H∗(SG(K ),DU ), we apply the “polynomial
decomposition” to a perfect complex RΓ •(DU ) which computes the cohomology groups. We then
get a perfect ﬁnite torsion-free subcomplex N•U . Using the method of Buzzard [4], we construct a
rigid analytic space parameterizing the Hecke eigenvalues of
⊕
i N
i
U . Then we determine a subspace
which parameterizes the Hecke eigenvalues of h(N•U ) by considering the support of O(U)[X] acting
on h(N•U ). These are our spectral varieties. We then build our local pieces of eigenvariety over them.
Polynomial decomposition is a more general notion than the slope decomposition. It allows us to
handle “a piece of” variety at the same time, then to patch them easily. Moreover, since a slope de-
composition is also a polynomial decomposition, that we could view the local pieces of eigenvariety
constructed by Ash and Stevens as special pieces of ours. However, our full eigenvariety does not give
much information of the classical points, as we have seen, the construction ignores the information
of slopes, and generally its components may not contain a Zariski dense subset of classical points.
Moreover, the global geometry of E may not be neat, for example, it is not equidimensional. How-
ever, trying to characterize its components may be interesting and important, for example, Urban’s
conjecture.
The ﬁrst several sections of this paper are just standard results known elsewhere, we collect them
here just to make the paper self-contained.
2. Notation
Let G be a connected reductive group over Q. To simplify the notation we assume that G is split
over Qp . Let (B, T ) be a ﬁxed Borel pair of G , and Z = ZG the center of G . For any algebraic group H ,
we use the subscripts ∞ and f to indicate its Archimedean and ﬁnite parts, respectively, we use the
script + to indicate the subgroup of H(A) consisting of the elements whose inﬁnite part belongs to
the connected component of H∞ .
Now let K = K∞K f be an open compact subgroup of G(A) with K∞ the ﬁxed maximal open
compact subgroup of G∞ , and SG(K ) = G(Q)\G(A)/K Z∞ the local symmetric space of G with respect
to K . By the strong approximation,
G(A) =
⊔
i
G(Q)× G+∞ × gi K f .
This enables us to decomposite
SG(K ) ∼=
⊔
Γi \ HG
with
Γi = Γ (gi, K ) = the image of gi K g−1i ∩ G(Q)+ in Gad(Q),
and
HG = G+∞/K∞ Z∞.
Throughout this paper, we assume that K is neat (that is, Γi contains no elements of ﬁnite order). So
SG(K ) is a smooth real analytic variety of dimension, say, d.
Fix a prime number p, and at the place p, denote the Iwahori subgroup of depth m by Im , that
is, Im = {g ∈ G(Zp) | g ∈ B(Z/pmZ) mod pm}. To simplify the notation, we set I = I1. By Iwahori
decomposition,
Im =
(
Im ∩ N−(Qp)
)
T (Zp)N(Zp).
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T+ = {t ∈ T (Qp) ∣∣ tN(Zp)t−1 ⊂ N(Zp)},
T++ =
{
t ∈ T+
∣∣∣ ⋂
i1
tiN(Zp)t
−i = {1}
}
.
We set +m = ImT+ Im and ++m = ImT++ Im and consider the p-adic cell
Ωm = Im ∩ N−(Qp)\Im ⊆ N−(Qp)\G(Qp).
Now Im acts on Ωm by right translation, it is known that we can extend this action to an action ∗
of + . (See [10, Section 3.1.2], or [1].)
3. Weight spaces
3.1. As a ﬁnitely generated Zp-module, T (Zp) can be written as Zrp × Π , with a ﬁnite group Π .
There is a rigid space XT (Zp) , such that for any ﬁnite extension L of Qp ,
XT (Zp)(L) = Homcont
(
T (Zp), L
×)
and
XT (Zp)
(
Q×p
)= Homqp(Π,Q×p )× (B1,1(Qp)◦)r .
XT (Zp) is called the weight space associated to T (Zp), and its elements are (p-adically) continuous
weights.
Given K as in the last section, we denote ZK = Z(Q) ∩ K and X ⊆ XT (Zp) the Zariski closure of
those weights λ which are trivial on ZK . Indeed, if we set Zp to be the p-adic closure of ZK in T (Zp),
then X=XT (Zp)/Zp . X will be the weight space we work on later.
3.2. For any n, we can associate a rigid space T (Zp)
rig
n to T (Zp), such that for any ﬁnite extension L
of Qp ,
O(T (Zp)rign /L)= An(T (Zp), L),
where An(T (Zp), L) is the space of locally n-analytic L-valued functions on T (Zp).
For any L as above, we have a natural pairing
XT (Zp)(L) × T (Zp) → L×, (λ, t) → λ(t).
This deduces a continuous injective homomorphism T (Zp) ↪→ O(XT (Zp))× .
More important, we have the following lemma [10, Lemma 3.4.6]
Lemma 3.3. For any aﬃnoid subdomain U ⊆ XT (Zp) , there exists the smallest integer n(U), such that for any
ﬁnite extension L of Qp , any element λ ∈ U(L) is n(U)-locally analytic. Moreover, the map above induces a
rigid analytic map U × T (Zp)rign(U) → B1,1 .
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4.1. We work on the p-adic cell Ω1 deﬁned in Section 2. Given L a ﬁnite extension of Qp , and
λ ∈X(L), we denote Aλ(L) the space of locally L-analytic functions on I such that
f
(
n−tg
)= λ(t) f (g)
with n− ∈ I ∩ N− , t ∈ T (Zp) and g ∈ I . Aλ(L) can be viewed as a subspace of A(Ω1, L). Indeed, let
T (Zp) act on A(Ω1, L) by the natural translation, then
Aλ(L) = A(Ω1, L)[λ] :=
{
φ ∈ A(Ω1, L)
∣∣ tφ = λ(t)φ}.
More important, the ∗-action of + on Ω1 induces a ∗-action of + on A(Ω1, L), which commutes
with the translation action of T (Zp) above. So in particular, we have an action ∗ of + on Aλ(L).
(See [10, Lemma 3.2.7].)
Deﬁne the distribution space
Dλ(L) = Homcont
(Aλ(L), L).
Considering the dual action of + on Dλ(L), we have the next proposition, a detailed statement and
proof can be found in [10, Lemma 3.2.8].
Proposition 4.2. Dλ(L) is a compact Frechet space over L. If δ ∈ ++ then the ∗-action of δ gives a compact
operator on Dλ(L).
Remark 4.3. The theory of compact operators on a orthonormalizable (p-adic) Banach space is orig-
inally due to Serre and generalized by Coleman [6]. This notion is generalized to compact Frechet
spaces by Urban in [10, Chapter 2], where we can see that most results about compact operators on
Banach spaces still hold for compact Frechet spaces.
4.4. Let U be an aﬃnoid subdomain of X and n  n(U). We associate the rigid space (Ωm)rign to
Ωm as the deﬁnition of T (Zp)
rig
n , and deﬁne AU ,n(L) as the set of rigid analytic L-valued functions
on U × (Ω1)rign satisfying
f
(
λ, [tn])= λ(t) f (λ, [n])
for all λ ∈ U(L), t ∈ T (Zp)rign (L) and n ∈ N(Zp)rig(L).
It is not hard to see that
AU,n = O(U)⊗ˆAn
(
N(Zp)
)
.
So AU ,n are O(U)-orthonormalizable Banach spaces and the inclusions AU ,n ⊂ AU ,n+1 are com-
pletely continuous.
We can also extend the ∗-action of + on Ω1 to an action on (Ω1)rign for all n 0. By Lemma 3.3,
similar to Proposition 4.2, we have
AU,n =
{
f ∈ O((Ω1)rign )⊗ O(U) ∣∣ t( f ⊗ 1) = f ⊗ t, t ∈ T (Zp)rign }.
This gives the ∗-action on AU ,n .
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AU =
⋃
nn(U)
AU,n,
and DU ,n , DU their continuous O(U)-duals, respectively. They can be viewed as +-modules. More-
over, from the results above we have
Proposition 4.5. (a) AU ⊗λ L ∼= Aλ(L) and DU ⊗λ L ∼= Dλ(L) via specialization. (b) If δ ∈ ++ , then the
∗-action of δ gives a compact operator on the O(U)-projective compact Frechet spaces DU .
All of these results can be found in [10, Section 3.4].
Remark 4.6. (a) The ∗-action of + on D is compatible with the natural action of I on it. (b) From
now on, we ﬁx K = K p I , and view D as a K -module via the projection K → I . Choosing Γi with
respect to K , we can view D as a Γi-module and compute the cohomology H(Γi\HG ,D).
5. Resolution for arithmetic subgroups
For any open aﬃnoid subdomain U of X, we are going to ﬁnd a good projective resolution to
compute the cohomology
H∗
(
SG(K ),DU
)=⊕
i
H∗(Γi\HG ,DU ).
Lemma 5.1. For ∀i, there exist Z[Γi]-free of ﬁnite type resolutions of the trivial Γi -module Z of length d. We
choose one as
0→ Cd(Γi) → ·· · → C1(Γi) → C0(Γi) → Z → 0
where Ci(Γi) are free Z[Γi]-modules of ﬁnite rank.
This is a standard lemma obtained by considering the triangulation of the Borel–Serre compactiﬁ-
cation of Γi\HG . A detailed proof could be found in [10, Lemma 4.2.2].
Now set
C•(Γi,DU ) := HomΓi
(
C•(Γi),DU
)
and
RΓ •
(
K p I,DU
) :=⊕
i
C•(Γi,DU ).
RΓ j(K p I,DU ) is isomorphic to ﬁnitely many copies of DU as an O(U)-module, and
h j
(
RΓ •
(
K p I,DU
))= H j(SG(K ),DU ).
An important fact is that we can deﬁne an action of Hp(K p) on the complex RΓ •(K p I,DU ) (up to
homotopy) via the projection to Up and the ∗-action of + (actually, acting by inverse). And, if we
write a Hecke operator f = f p ⊗ ut , with t ∈ + , then for those t ∈ ++ , f acts on the complex
completely continuously. Moreover, this action is compatible with the usual action of Hecke algebra
on the cohomology (actually they differ by a character on t). This is discussed in details in [10,
Section 4.2].
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such a resolution can be viewed as the specialization of RΓ •(K p I,DU ) at λ. Moreover, for U ′ ⊂ U ,
we have the natural restriction morphism O(U) → O(U ′), then we can view RΓ •(K p I,DU ′ ) as the
restriction of RΓ •(K p I,DU ). All these restrictions are compatible with the action of Hecke operators.
6. Spectral variety, local pieces
Let U be an open aﬃnoid subdomain of X, K = K p I as above and f = f p ⊗ ut ∈ RS,p with
t ∈ ++ . We denote
RΓ
(
K p I,DU
)=⊕
j
RΓ j
(
K p I,DU
)
.
By the theory of completely continuous operator on compact Frechet spaces, we deﬁne the Fredholm
series RU ( f , λ, X) :=∏ j R jU ( f , λ, X), where for ? = ∅ or j, R?U ( f , λ, X) ∈ O(U)◦{{X}} is the Fred-
holm determinant of f acting on RΓ ?(K p I,DU ). By Proposition 4.5 and Remark 5.2, for ﬁxed λ ∈ U ,
R?U ( f , λ, X) is the Fredholm determinant of f acting on RΓ
?(K p I,Dλ).
We deﬁne a power series RX( f , λ, X) ∈ O(X){{X}} such that for any open aﬃnoid U ⊂ X,
RU ( f , λ, X) is the restriction of RX( f , λ, X) via the canonical map O(X) → O(U). This works by
Remark 5.2.
Let J′( f ) be the Fredholm variety in X × Arig1 cut out by RX( f , λ, X). The projector of J′ onto
X is ﬂat. Then (λ,α) ∈ J′( f )(Q¯p) if and only if α−1 is an eigenvalue of f acting on RΓ (K p I,Dλ).
We are going to describe the subvariety of J′( f ) such that those α are actually eigenvalues of the
cohomology. To do so, we need the next proposition.
Proposition 6.1. Let A be a Qp-Banach algebra, M a compact projective Frechet A-module, and f a compact
A-linear operator of M. Then the Fredholm determinant R( f , X) is entire over A. Assume that R( f , X) =
Q (X)S(X) over A with Q and S relatively prime and Q is a Fredholm polynomial with invertible leading
coeﬃcient, then we have a decomposition of M
M = N f (Q )⊕ F f (Q )
of close submodules satisfying:
(a) Q ∗( f ) annihilates N f (Q ) and is invertible on F f (Q ), where Q ∗(X) denotes the reciprocal polynomial
of Q (X).
(b) The projector on N f (Q ) is given by EQ ( f ) with EQ (X) ∈ X A{{X}} whose coeﬃcients are polynomials of
those of Q and S.
Moreover, if A is semi-simple, then N f (Q ) is of ﬁnite rank, and the characteristic polynomial of f on N f (Q )
is Q .
Proof. By the deﬁnition of projective compact Frechet space we can write M = lim←− Mn with Mn being
projective A-Banach modules. And for n suﬃciently large, R( f , X) = det(1− X f |Mn). The proposition
is known for projective Banach modules due to Serre and Coleman, see [9] and [6]. So we have such
decompositions Mn = Nn, f (Q ) ⊕ Fn, f (Q ) for those n. Then take the projective limit, we have the
decomposition M = N f (Q ) ⊕ F f (Q ). Actually, by the deﬁnition of a compact operator, we can prove
that for n suﬃciently large, Nn, f (Q ) are isomorphic, so the last statement follows. 
Now write RU ( f , λ, X) = Q f (X)S f (X) with series Q f (X) and S f (X) as in Proposition 6.1. This
gives a decomposition of O(U)-modules
RΓ
(
K p I,DU
)= N f (Q )⊕ F f (Q ).
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S′(Q ) = sp(O(U)[X]/Q ∗(X)),
which is an aﬃnoid subdomain of J′( f ). By Buzzard [4], the collection of S′(Q ) for all U and Q is
an admissible cover of J′( f ).
For any j, set
N jf (Q ) := N f (Q )∩ RΓ j
(
K p I,DU
)
.
Since that v ∈ N f (Q ) if and only if Q ∗( f )(v) = 0, N•f (Q ) is a bounded complex of projective ﬁnite
rank modules over OU . If we write N•f (Q )λ as its specialization at λ, then H j(N∗f (Q )) ↪→ H j(SG(K ),
DU ) and H j(N∗f (Q )λ) ↪→ H j(SG(K ),Dλ). As the standard notation, we denote H =
⊕
H j .
6.2. Cohomological non-trivial weight space
We call a weight λ ∈ X(Qp) cohomological non-trivial if H(SG(K ),Dλ) is non-trivial. Our results
in this subsection reply on the next important lemma.
Lemma 6.3. Let A be a Noetherian regular domain, M• a bounded complex of projective ﬁnite rank A-modules
and P a maximal ideal of A. Then
H
(
M•/P
) = 0 ⇔ P ∈ suppA(H(M•)).
Proof. Since M is ﬁnitely generated and projective, the “⇐” direction follows from standard com-
mutative algebra, see, for example, Eisenbud [8, Theorem 19.2]. So we only need to prove the
“⇒” direction. Since A is regular, write P = (x0, . . . , xl) with {x0, . . . , xl} a regular sequence in A.
Since M∗ is torsion-free, {x0, . . . , xl} is also M∗-regular. We now prove the “⇒” part by induction
on l.
Assume P= (x0), consider the short exact sequence of complex:
0→ M• → M• → M•/P → 0
where the ﬁrst map is given by ×x0. Localize the exact sequence at P and take the long exact
sequence, we have
0→ H j(M•)
P
/P → H j(M•/P)→ H j+1(M•)
P
→ ·· · .
So H(M•/P) = 0 implies either H j(M•)P or H j+1(M•)P is not trivial.
Now assume the proposition is true if P is generated by a regular sequence of l elements, we
need to prove that it is also true for the case P = (x0, . . . , xl). Denote the ideal (x0, . . . , xl−1) by P′ ,
consider the short exact sequence
0→ M•/P′ → M•/P′ → M•/P→ 0
where the ﬁrst map is given by ×xl . Take long exact sequence and localize at P, we get
H(M•P/P
′) = 0. Apply the induction assumption to the AP-modules M•P , we have H(M•)P = 0. 
Assuming that λ is cohomological non-trivial and considering all open aﬃnoid neighborhoods of λ
and polynomial decompositions over them, we know from the lemma above that there exists U con-
taining λ and Q in a polynomial decomposition such that H(N•f (Q )) = 0.
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associate to it a coherent sheaf, denoted by ˜H(N•f (Q )), over U . We denote
WQ = suppO(U) ˜H
(
N•f (Q )
)
.
WQ is a rigid subspace of U .
Proposition 6.4. λ ∈ WQ (Qp) if and only if H(N•f (Q )λ) = 0.
The proposition is obtained immediately by applying the lemma above to the complex N•f (Q ) over
O(U). So WQ can be viewed as local pieces of the cohomological non-trivial weight space. We will
construct spectral variety locally over WQ .
6.5. Local spectral varieties
We could further consider N•f (Q ) as a complex of O(U)[X]-modules, with acting of X via f −1. So
H(N•f (Q )) is a ﬁnite generated O(U)[X]-module. As in the last subsection, we can associated to it a
coherent sheaf, denoted again by ˜H(N•f (Q )), over U × Arig1 . We set
SQ := suppO(U)[X] ˜H
(
N•f (Q )
)⊂S′(Q ).
Proposition 6.6. SQ is locally ﬁnite over WQ . s = (λ,α) ∈ SQ (Qp) if and only if λ ∈ WQ (Qp) and α−1 is
an eigenvalue of f acting on H(N•f (Q )λ).
Proof. We only need to prove the second statement. To simplify the notation, we denote O(U) := A.
For s = (λ,α) ∈ U × Arig(Qp), set Pλ to be the maximal ideal of A associated to λ, kλ the residue
ﬁeld, and J s the maximal ideal of A[X] associated to s. Consider the following diagram:
A → A[X] → kλ[X] → l[X]
where l is some ﬁnite extension of kλ in Qp containing α. Then Pλ is the pull back of J s . Denote by
a the pull back ideal of (X − α) in kλ[X], then J s is the pull back of a. Now the proposition follows
from a similar discussion as in the proof of Lemma 6.4 and the next trivial lemma:
Lemma 6.7. Let M be a ﬁnite k-vector space, with a k-linear operator f . Consider M as a k[X]-module with X
acting via f −1 . Then for any prime ideal p of k[X], Mp = 0 if and only if det(1− X f ) ∈ p. 
SQ is the local spectral variety we want, in one word, we have the following diagram:
SQ S′(Q )
WQ U
where WQ parameters cohomological non-trivial weights and SQ parameters eigenvalues.
Remark 6.8. Recall that we chose a resolution in Lemma 5.1 to compute the cohomology of the
arithmetic groups. By Proposition 6.6, our construction of spectral variety does not depend on this
choice.
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Firstly, for a ﬁxed open subaﬃnoid subdomain U ⊂ X, we glue all SQ with Q in some prime
decomposition RU ( f , λ, X) = Q (X)S(X) to get a spectral variety SU .
Assume Q (X) = Q ′(X)S ′(X), such that Q ′ and S ′ are relatively prime polynomials. By deﬁnition
we have
S′
(
Q ′
)
↪→S′(Q )
is a subvariety. Apply Proposition 6.1 to N f (Q ) with respect to Q (X) = Q ′(X)S ′(X), we have decom-
position
N f (Q ) = N f
(
Q ′
)⊕ N f (S ′),
and
H j
(
N•f (Q )
)= H j(N•f (Q ′))⊕ H j(N•f (S ′)).
These decompositions are compatible with the action of f , so there is a natural embedding
SQ ′ ↪→ SQ .
Remark 7.1. Considering RU ( f , λ, X) = Q ′(X)S(X), we get another closed subspace N f (Q ′) by Propo-
sition 6.1. It is not hard to see that this coincides to our notation above.
To glue those SQ , we only have to show:
Proposition 7.2. The next diagram is a Cartesian product:
SQ ′ S′(Q ′)
SQ S′(Q )
Proof. We only have to show the restriction of suppO(U)[X] ˜H(N•f (Q )) to S
′(Q ′) is
suppO(U)[X] ˜H(N•f (Q ′)). To show this, we only have to show for a maximal ideal P in O(U)[X] con-
taining Q ′∗(X), H(N•f (Q )P) = 0 implies H(N•f (Q ′)P) = 0. This is true since Q ′ and S ′ are relatively
prime and H j(N•f (Q )) = H j(N•f (Q ′)) ⊕ H j(N•f (S ′)). 
Now we show that all SU ,Q can be glued together to get a spectral variety SX over X.
Proposition 7.3. Let U ′ ↪→ U be open aﬃnoid subdomains of X, then
SU,Q × U ′ =SU ′,QU ′
where QU ′ is the restriction of Q to U ′ via ι : O(U) → O(U ′).
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RΓ ?
(
K p I,DU
)⊗O(U) O(U ′)= RΓ ?(K p I,DU ′).
Since O(U) → O(U ′) is ﬂat, after tensoring O(U ′), we have
RΓ ?
(
K p I,DU ′
)= (N?f (Q )U ⊗ O(U ′))⊕ (F ?f (Q )U ⊗ O(U ′)).
On the other hand, we have
RΓ ?
(
K p I,DU ′
)= N?f (Q )U ′ ⊕ F ?f (Q )U ′ .
It follows from Proposition 6.1, the projection from RΓ (K p I,DU ′ ) to N f (Q )U ′ is EQU ′ ( f ) and to
N f (Q )U ⊗ O(U ′) is ιEQ ( f ). These two actually are the same, so
N f (Q )U ′ = N f (Q )U ⊗ O
(U ′).
Again since ι is ﬂat, we have
H
(
N•f (Q )U
)⊗O(U) O(U ′)= H(N•f (Q )U ′).
This implies the proposition. 
As a summary of the results of this and the last section, we have:
Theorem 7.4. Let f = f p ⊗ ut , with t ∈ ++ , we construct SX = SX( f ) as above. For s = (λ,α) ∈ X ×
Arig1 (Qp), s ∈ SX(Qp) if and only if α−1 is an eigenvalue of f acting on H(SG(K ),Dλ).
8. Eigenvarieties
In this section we construct the full eigenvariety over the spectral variety that is constructed in last
two sections, the method is standard [10,4]. Let K = K p I , S the ﬁnite set of primes as in Section 1.
As in [10, 5.2.1], there is a p-adic space R :=RS,p such that for any ﬁnite extension L of Qp
RS,p(L) = Homct,alg(RS,p, L),
where RS,p is the p-adic completion of RS,p[u−1t , t ∈ T+]. Our eigenvariety will be in the p-adic
space Y=YS,p :=X×R, which has a natural projection to the weight space X.
Using the notation of Urban, call f ∈ RS,p admissible if f = f p ⊗ ut , with t ∈ T++ . For any admis-
sible f , there is a morphism between ringed spaces R f :Y→X× Arig1 given by
Y(Qp) →X× Arig1 (Qp)
via (λ, θ) → (λ, θ( f )−1), and
R∗f : O(X){{X}} → O(X)⊗ˆRS,p
via X → f −1.
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EK p :=
∏
f
R−1f
(
SX( f )
)
with f running over all admissible operators in RS,p . For an admissible f , we extend R f by EK p →∏
f S( f ) → S( f ). Via this we can deﬁne a G-topology on EK p to make it a rigid space. Concretely
speaking, an open set in EK p is said to be admissible open if it is union or intersection of open
subsets of the form (R f1 × · · · × R fn )−1(U), where f i are admissible operators and U is an admissible
open subset of S( f1)× · · · ×S( fn) (also see [10]). It is clear that
E(Qp) = ∩R−1f
(
S( f )(Qp)
)
.
The next proposition shows that ES,p can be viewed as the full eigenvariety since its points do
parametrize all overconvergent cohomological eigensystems.
Proposition 8.1. Let K = K p I be as above, y = (λ, θ) ∈ Y(Qp). Then y ∈ E(Qp) if and only if H(SG(K ),
Dλ)[θ] = 0. Moreover, if y ∈ E(Qp), then there exists an admissible f such that
R−1f
(
R f (y)
)∩E(Qp) = {y}.
Proof. The ﬁrst statement follows from Theorem 7.4 directly. The second is essentially due to Cole-
man and Mazur (see [10] as well). Let y = (λy, θy) ∈ E(Qp), and ft := 1K p ⊗ ut with t ∈ T++ ,
h = vp(θy( ft)). By Ash and Stevens [1, Theorem 6.2.1], there is an open aﬃnoid neighborhood V  λy
such that DV has h-slope decomposition with respect to ft . Consider the polynomial decomposi-
tion RV( ft , λ, X) = Q (X)S(X) corresponding to the h-slope decomposition, and the action of RS,p
on complex N•ft (Q ) up to homotopy. We denote by Kbpf (BanA) the triangulated category of perfect
bounded complexes of Banach modules over A modulo homotopy. Let hQ be the image of RS,p in
Endbpf (N
•
ft
(Q )λy ), which is deﬁned over some ﬁnite extension L of Qp . Consider f1, . . . , fn in RS,p
whose images form a system of generators of hQ . Now we can repeat the standard argument as in
the proof of Proposition 5.2.3 in [10]. 
Just like in [10, Section 5.3], we have a second construction of the eigenvariety, in which we
construct the local pieces of the full eigenvariety directly. Consider U and Q as in Sections 6
and 7, with respect to a ﬁxed admissible f . We denote by hU the image of RU := RS,p ⊗ O(U) in
Endbpf (RΓ
•(K p I,DU )) and by hU ,Q the image of RU in Endbpf (N•f (Q )). Then clearly the restriction
maps hU surjectively to hU ,Q with a kernel. Deﬁne
E′U,Q := sp(hU,Q ).
Now we have a natural inclusion E′U ,Q (Qp) ↪→ U × RS,p(Qp). It is not hard to see that
E′U ,Q (Qp) ⊃ R−1f (SU ,Q (Qp)), indeed, by deﬁnition we know that SU ,Q = sp(O(U)[X]/
ann(H(N•f (Q )))) (see [2, §8]), so O(U)[X]/Q ∗ → hU ,Q factors through O(U)[X]/ann(H(N•f (Q ))).
So we want to ﬁnd a subvariety of E′U ,Q whose points are points of some local piece of the
eigenvariety we have constructed above. Deﬁne:
EU,Q = supphU ,Q ˜H
(
N•f (Q )
)
.
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EU,Q (Qp) = R−1f SU,Q (Qp) ⊂ (E× U)(Qp).
Proof. For one direction, we have supphU,Q (H(N
•
f (Q ))) ⊂ suppO(U)[X](H(N•f (Q ))) via the map
O(U)[X] → hU ,Q as X → f −1. For the other direction, let Pλ be the maximal ideal of hU corre-
sponding to y = (θ, λ) ∈ R−1f SU ,Q (Qp). Since y ∈ E(Qp), we know that Pλ ∈ supphU (H(N•f (Q )) ⊕
H(N•f (Q ))). Since moreover θ( f )
−1 happens in hU ,Q acting on H(N•f (Q )), that Pλ ∈
supphU,Q H(N
•
f (Q )). This completes the proof. 
The next two propositions show that we can patch EU ,Q together.
Proposition 8.3. Let U ′ ⊂ U be two open aﬃnoid subdomains ofX, the canonical surjective map hU ,Q ⊗O(U)
O(U ′) → hU ′,Q is an isomorphism.
Proof. Since O(U) → O(U ′) is ﬂat and N f (Q ) is ﬁnite presented. This follows from a standard com-
mutative algebra result, see for example [8, Proposition 2.10]. 
Now we assume a relative prime decomposition Q (X) = Q ′(X)S ′(X) over U as in Section 7. By
the discussion there we have the canonical inclusion SQ ′ ↪→SQ . We further have
Proposition 8.4. The next diagram is a Cartesian product:
EU,Q ′ EU,Q
SU,Q ′ SU,Q
Proof. Write A := O(U), annA[X](H(N•f (Q ))) := aQ and annhU ,Q (H(N•f (Q ))) := bQ ,we only have to
show
(hQ /bQ )⊗A[X]/aQ A[X]/aQ ′ = hQ ′ .
As in the proof of Proposition 7.3, we have N•f (Q ) = N•f (Q ′) ⊕ N•f (S ′) and H(N•f (Q )) =
H(N•f (Q
′)) ⊕ H(N•f (S ′)). So we have a natural surjection from hQ /bQ ⊗A[X]/aQ A[X]/aQ ′ to hQ ′ de-
duced from the projection from N f (Q ) to N f (Q ′). Notice we deﬁned N f (Q ) as A[X]-module with
X acting on via f , an element in hQ /bQ ⊗A[X]/aQ A[X]/aQ ′ maps to 0 must have coeﬃcients in aQ ′ ,
so is 0. This completes the proof. 
Combining Propositions 8.2 to 8.4, we can patch EU ,Q together to get a reduced rigid variety DK p I
whose points are same to EK p I (Qp). This implies that DK p I is the reduced closed subspace of EK p I .
We summarize our results by the next theorem.
Theorem 8.5. EK p I ⊂ Y is a rigid space over Qp of dimension  dimX, whose points are those y = (λy, θy)
such that H(SG(K ),Dλy )[θy] = 0. Moreover, for any f ∈ RS,p , the projection EK p I → SX,K p I, f is surjective
and locally ﬁnite.
Proof. The ﬁrst statement is Proposition 8.1, the surjectivity and local ﬁniteness follow from the dis-
cussion above Proposition 8.2. 
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new and is well known from Ash–Stevens [1].
Let π0 be a ﬁnite slope cuspidal automorphic representation of G(A) occurring in H∗(SG(K ),Vλ0 )
for some K and λ0. Let σ0 be a p-stabilization of π whose restriction on RS,p is denoted by θ0,
which is a ﬁnite slope Hecke eigensystem of weight λ0. Now ﬁx h ∈ Q>0, f = f p ⊗ ut with t ∈ T++ ,
assume that θ0 is of slope less than h with respect to t . Then by [1, Theorem 4.5.1], we can ﬁnd an
open aﬃnoid neighborhood U of λ over which RΓ (K p I,DU ) admits a  h-slope decomposition. This
 h-slope decomposition then gives a polynomial decomposition RU ( f , λ, X) = Q h(X)Sh(X), and
Corollary 8.6. There exists an open aﬃnoid neighborhood U ⊂X of λ0 such that the open aﬃnoid V = EU ,Q h
sitting over U with a homomorphism θV : RS,p → O(V) and y0 ∈ V(Qp) satisfying:
(a) The specialization of θV at y0 is θ0 .
(b) For every point y ∈ V , the specialization of θV at y is an eigensystem with slope less than h.
Remark 8.7. Here we implicitly assumed that a classical eigensystem gives rise to an overconvergent
eigensystem. This is in details studied in [10, Section 3.3] via the BGG resolution. Actually, there is
a classicity theorem when h is small [10, Proposition 4.3.10], concretely, assume that λ is algebraic
and f = f p ⊗ ut is admissible, then there exists a rational bound B(λ, t) ∈ Q>0 such that for any
h < B(λ, t), H•(SG(K ),Dλ)h ∼= H•(SG(K ),Vλ)h .
8.8. Urban’s conjecture
Now assume π0, σ0, θ0 as above. We can deﬁne the Euler–Poincaré characteristic of π0 as in [10]
by
EP
(
σ0, λ0, K
p)=∑
q
(−1)q dimC Hom
(
σ0, H
q(SG(K ),Vλ0))
if G is a connected reductive group whose Archimedean part has a discrete series. In [10], Urban
constructed an eigenvariety for G whose Qp-points parameterize those Hecke eigensystems coming
from ﬁnite slope cuspidal automorphic representations with non-trivial Euler–Poincaré characteristics.
The next proposition says that this eigenvariety is actually the union of all irreducible components of
EK p which contain classical cuspidal points.
Proposition 8.9. If G∞ has a discrete series, then dimEK p = dimX and y0 = (θ0, λ0) ∈ E(K p)(Qp) is con-
tained in an irreducible component of codimension 0 if and only if EP(σ0, λ0, K p) = 0.
Proof. If EP(σ0, λ0, K p) = 0, then by the results in [10], there is an eigenvariety of dimension dimX
passing through y0. Conversely, if y0 is contained in an irreducible component of codimension 0, then
we can ﬁnd a sequence of points yn ∈ EK p (Qp) approaching to y with regular weights λn . All these
points have non-trivial Euler–Poincaré characteristics. 
It is interesting to characterize the irreducible components of EK p . Here we cite the conjecture
formulated by Urban in [10, Conjecture 5.7.3] to close our discussion.
Conjecture 8.10. Say y = (λ, θ) ∈ EK p (Qp) is contained in only one irreducible component C . Then the image
of the projection of C to X is of codimension d if and only if there exist two non-negative integers p and q such
that
(a) d = q − p,
(b) Hr(SG(K ),Dλ)[θ] is non-zero only if p  r  q.
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