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Abstract
A strategy is presented for determining if the growth of solutions to a non-autonomous lin-
ear differential equation satisfies a given bound. In the case where the given bound is negative,
the approach gives a constructive method for finding a Lyapunov function and showing that
the system is stable. The strategy takes advantage of the sign pattern of the coefficient matrix
and is demonstrated with an example.
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1. Introduction
Consider the linear differential equation
x′ = A(t)x, (1.1)
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where A(t) is a piecewise continuous n × n matrix. It is well known that if A is
constant and all of the eigenvalues of A have negative real part, then all solutions of
(1.1) tend to zero, and so the origin is said to be asymptotically stable. On the other
hand, if A(t) is not constant then it is more difficult to determine the stability of the
origin. In [6], Markus and Yamabe provided an example where A(t) is not constant
but the eigenvalues of A(t) are constant with negative real part. Furthermore, in their
example, the origin is unstable.
In this paper, we are interested in finding a bound on the growth of solutions to Eq.
(1.1). Of particular interest is using bounds on the growth to show that the origin is
asymptotically stable. The main innovation in this paper is that we consider the rate
at which non-absolute norms grow, allowing us to take advantage of the sign pattern
of the coefficient matrix. That is, we consider norms for which ‖(±x1, . . . ,±xn)‖ is
not necessarily equal to ‖(x1, . . . , xn)‖.
The strategy that is given in this paper was used to construct norms which were in-
strumental in demonstrating the stability of systems in [1,8]. Those papers, however,
contain no insight into how those norms were constructed.
In Section 2, we provide mathematical background, including the definition of
the Lozinskii measure associated with a norm. In Section 3, a two-dimensional
example is presented which motivates the study of Lozinskii measures for non-
absolute norms. An approach for finding Lozinskii measures which are below a
certain threshold is given in Section 4. This approach is demonstrated in Section 5
by considering a three-dimensional system of linear differential equations for which
the coefficient matrix is time-dependent.
2. Mathematical preliminaries
A semi-norm ‖ · ‖ on Rn is a real-valued function satisfying
(SN1) ‖x‖  0 for all x ∈ Rn;
(SN2) ‖αx‖ = |α|‖x‖ for any α ∈ R and any x ∈ Rn;
(SN3) ‖x + y‖  ‖x‖ + ‖y‖ for all x, y ∈ Rn.
When ‖x‖ = 0 if and only if x = 0, ‖ · ‖ is a norm. Note that by considering (SN2)
with α = 0, we see that ‖0‖ = 0 for any semi-norm. The set for which ‖x‖  1 is
called the unit ball. A semi-norm for which the unit ball is bounded is, in fact, a
norm. We note that norms and semi-norms are continuous functions. The following
elementary proposition is useful for determining when a function is a norm.
Proposition 2.1. Suppose that a non-negative function ‖ · ‖ on Rn satisfies ‖αx‖ =
|α|‖x‖ for any α ∈ R and any x ∈ Rn, and that the setB = {x : ‖x‖  1} is convex
and bounded. Then ‖ · ‖ is a norm.
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Let ‖ · ‖ be a norm onRn. Associated with ‖ · ‖ is the induced matrix norm, which
we also denote by ‖ · ‖. For an n × n matrix M ,
‖M‖ = sup
‖x‖=1
‖Mx‖.
Note that ‖Mx‖  ‖M‖‖x‖ for all x ∈ Rn. Also associated with ‖ · ‖ is a mapping
µ :Mn×n → R called the Lozinskii measure [2,5,7]. This mapping is defined by
µ(M) = lim
h→0+
‖I + hM‖ − 1
h
.
We now consider a solution x(t) to Eq. (1.1) using ‖ · ‖ as a Lyapunov function.
Let D+ be the right-hand derivative [7]. Then
D+‖x(t)‖= lim
h→0+
‖x(t + h)‖ − ‖x(t)‖
h
= lim
h→0+
‖x(t) + hA(t)x(t)‖ − ‖x(t)‖
h
 lim
h→0+
‖I + hA(t)‖‖x(t)‖ − ‖x(t)‖
h
.
Thus,
D+‖x(t)‖  µ (A(t)) ‖x(t)‖. (2.1)
By Eq. (2.1), 1‖x(t)‖D+‖x(t)‖  µ(A(t)). Integrating from 0 to T > 0 and rearran-
ging, we see that
‖x(T )‖  ‖x(0)‖ exp
(∫ T
0
µ(A(t)) dt
)
.
Thus, if
∫∞
0 µ(A(t)) dt = −∞, then each solution x(t) to (1.1) goes to zero. A
simpler sufficient condition for the origin to be asymptotically stable is µ(A(t)) 
−γ < 0 for all t .
In fact,
µ(M) = inf{c : D+‖y‖  c‖y‖ for all solutions to y′ = My}. (2.2)
In other words, for a particular norm ‖ · ‖ and matrix A(t), the inequality (2.1) is
the best possible in the sense that equality will always be achieved whenever x(t)
intersects a certain linear subspace of Rn of dimension at least 1. However, when
x(t) is in another location of Rn, the growth rate bound given by (2.1) may be far
from optimal for the particular differential equation being studied. As seen in Table 1,
different norms are associated with different Lozinskii measures. For a given matrix
A(t), it is desirable to find a norm for which the associated measure is as low as
possible.
In this paper we describe a constructive approach to discovering norms that give
improved (i.e., lowered) growth estimates µ (A(t)) by taking advantage of the
sign pattern of the matrix A(t). For example, we will see for the particular two-
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Table 1 The Lozinskii measure associated with the l1, l2 and l∞ norms, where x = (x1, . . . , xn)T,
M = [mij ] ∈Mn×n, and ρ and λ are the largest eigenvalues of MTM and 12 (MT + M), respectively
Norm ‖x‖ ‖M‖ µ(M)
l1
∑n
j=1 |xj | maxj
{∑n
i=1 |mij |
}
maxj
{
mjj +
∑
i /=j |mij |
}
l2
√∑n
j=1 x2j
√
ρ λ
l∞ maxj |xj | maxi
{∑n
j=1 |mij |
}
maxi
{
mii +
∑
j /=i |mij |
}
This table can be found in [2, p. 41].
dimensional equation considered in the next section, that a ‘hybrid norm’ which
coincides with the l1 norm in the first and third quadrants and with the l∞ norm in
the second and fourth quadrants of the plane yields a Lozinskii measure that, for a
given matrix, may be an improvement on those given by the l1 and l∞ norms.
3. A two-dimensional motivational example
Suppose
A(t) =
[
a b
−c d
]
, (3.1)
where a, b, c, d : R→ R and b(t), c(t)  0 for all t . If µp is the Lozinskii measure
associated with the lp norm, then Table 1 gives
µ1(A) = max{a + c, d + b}
and
µ∞(A) = max{a + b, d + c}.
Using Eq. (2.2), we now calculate µ for
‖x‖ =
{|x1| + |x2| if sgn(x1) = sgn(x2),
max{|x1|, |x2|} if sgn(x1) = −sgn(x2). (3.2)
Note that this defines ‖ · ‖ for the interior of each quadrant. On the axes, ‖ · ‖ is
defined by continuity. Using Proposition 2.1, it is easily shown that ‖ · ‖ is a norm.
To find an upper bound on the right-hand derivative of ‖x‖, we do a case analysis.
Case 1. x1, x2 > 0.
Then ‖x‖ = |x1| + |x2| = x1 + x2. Thus,
D+‖x‖=x′1 + x′2
=(a − c)x1 + (b + d)x2
max{a − c, b + d} (x1 + x2) .
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Therefore,
D+‖x‖  max{a − c, b + d}‖x‖. (3.3)
By linearity, (3.3) also holds for x1, x2 < 0.
Case 2. x2 < 0 < x1.
Then ‖x‖ = max{|x1|, |x2|}.
Case 2.A. |x1| > |x2|.
Then ‖x‖ = |x1| = x1, and
D+‖x‖=x′1
=ax1 + bx2
=a|x1| − b|x2|
a|x1|.
Therefore,
D+‖x‖  a‖x‖. (3.4)
By linearity, (3.4) also holds for x1 < 0 < x2 when |x1| > |x2|.
Case 2.B. |x1| < |x2|.
Then ‖x‖ = |x2| = −x2, and
D+‖x‖=−x′2
=cx1 − dx2
=c|x1| + d|x2|
(c + d)|x2|.
Therefore,
D+‖x‖  (c + d)‖x‖. (3.5)
By linearity, (3.5) also holds for x1 < 0 < x2 when |x1| < |x2|.
Inequalities (3.3)–(3.5) imply D+‖x‖  max{a, b + d, c + d}‖x‖ in the interior
of the four quadrants. By continuity of the vector field, this relationship holds for all
x. It should be noted that in the calculations which yield inequalities (3.3)–(3.5), the
inequalities that are used are optimal. Thus, (2.2) implies
µ(A) = max{a, b + d, c + d}. (3.6)
Similarly, if
‖x‖ =
{
max{|x1|, |x2|} if sgn(x1) = sgn(x2),
|x1| + |x2| if sgn(x1) = −sgn(x2),
then
µ(A) = max{a + b, a + c, d}. (3.7)
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It is easy to see that there are situations for which one of Eqs. (3.6) and (3.7) yields
a Lozinskii measure which is less than each of µ1 and µ∞. Eqs. (3.6) and (3.7) are
examples of Lozinskii measures that take advantage of the sign pattern of the matrix.
If the off-diagonal terms of A(t) in (3.1) had had the same sign then we would have
found different expressions for µ(A) rather than those given by (3.6) and (3.7).
Theorem 3.1. Consider Eq. (1.1) with n = 2 and A(t) given by (3.1). If ‖ · ‖ is given
by (3.2), then ‖x(T )‖  ‖x(0)‖ exp ( ∫ T0 µ(A(t)) dt) for all T  0, where µ(A) is
given by (3.6).
Corollary 3.2. Consider Eq. (1.1) with n = 2 and A(t) given by (3.1). If supt0
max{a, b + d, c + d} < 0, then the origin is asymptotically stable.
Remark 1. For many epidemiological models and biological models, the signs of
the off-diagonal entries of the Jacobian matrix do not change. Thus, a similar ap-
proach may be very helpful in showing the stability of such systems.
4. A strategy for higher dimensions
A cone C ⊆ Rn is a set which has the property that if x ∈ C then αx ∈ C for all
α  0. For any semi-norm ‖ · ‖ on Rn, the derivative D+‖x(t)‖ does not in general
satisfy an inequality of the form
D+‖x(t)‖  τ(t)‖x(t)‖ (4.1)
unless x(t) is in some particular region of the space. For example, if ‖x‖ = |x1|,
where x = (x1, . . . , xn)T is a solution to (1.1) with A = [aij ], then
x′1 = a11(t)x1 + a12(t)x2 + · · · + a1n(t)xn.
The best estimate on D+‖x(t)‖ without some further restriction on x(t), then, is
D+‖x(t)‖  a11|x1(t)| +
n∑
j=2
|a1j (t)||xj (t)|. (4.2)
So an inequality (4.1) is not satisfied in general. However, if x(t) is in the cone C
determined by
|xj |  |x1|, j = 2, . . . , n,
then (4.2) implies that (4.1) is satisfied with
τ(t) = a11(t) +
n∑
j=2
|a1j (t)|.
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This estimate on the growth rate may be further improved by additional restrictions
on C which take advantage of the signs and magnitudes of entries in A(t). Suppose
that a12(t)  0 for all t . Then in the cone C determined by
sgn(x1) = sgn(x2), |xj |  |x1|, j = 3, . . . , n,
(4.1) is satisfied with τ(t) = a11(t) +∑nj=3 |a1j (t)|, an improvement on the pre-
vious growth estimate. If a12(t)  0 and a13(t)  0, then in the cone determined
by
sgn(x1) = sgn(x2) = −sgn(x3), |xj |  |x1|, j = 4, . . . , n,
(4.1) is satisfied with τ(t) = a11(t) +∑nj=4 |a1j (t)|.
In this paper, we consider semi-norms ‖ · ‖i of the form
‖x‖i = |xi1 | + |xi2 | + · · · + |xik |
and, by restrictions on the cone Ci , take advantage of the sign pattern exhibited by
the matrix A to find improved values for τi . When this process leads to a subdivision
of Rn into cones whose interiors are pairwise disjoint, we define
‖x‖ = ‖x‖i for x ∈ Ci.
If the resulting unit ball is convex and bounded, then ‖ · ‖ is a norm. Moreover, the
corresponding Lozinskii measure satisfies
µ (A(t))  τ(t) = max
i
τi(t).
We now present a strategy for constructing a norm for which the associated Lozinskii
measure of a given matrix A(t) is below a given threshold τ(t). Clearly, this can only
be done for appropriate τ . In this approach, we construct a norm orthant by orthant.
In each orthant, we search for semi-norms which satisfy an inequality of the form
(4.1). If (x1, . . . , xn) lies in a particular orthant, then we know the sign of each of
x1, . . . , xn. Thus, we are able to take advantage of the sign pattern of A as was
demonstrated in the previous discussion.
In the following strategy, U is a semi-norm defined on an entire orthant, and V is
a norm defined on all of Rn.
Step 1. Consider all semi-norms of the form
‖x‖i = |xi1 | + · · · + |xik |, (4.3)
where 1  k  n and 1  i1 < · · · < ik  n. For each orthant O determine which,
if any, of these semi-norms satisfy
D+‖x‖i  τ(t)‖x‖i (4.4)
under the dynamics described by (1.1) on either the entire orthant or on some cone
C˜i contained in the orthant. We define a setSO of semi-norms on O as follows.
Step 2. Let U(x) = maxj=1,...,m{‖x‖ij } where each ‖ · ‖ij is of the form given in
(4.3) and satisfies (4.4) on the cone Cj = {x ∈ O : ‖x‖ik  ‖x‖ij for k /= j} (i.e.,
Cj is the set on which U(x) = ‖x‖ij ).
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Since (4.4) holds for ‖ · ‖ij on Cj for j = 1, . . . , m, then it also holds for U on
O. If (4.4) holds for U on O, and U is non-zero when x is non-zero then U ∈SO.
IfSO is non-empty for each orthant O then we continue to Step 3.
Step 3. Determine if it is possible to choose for each orthant O a semi-norm UO in
SO such that the function defined by V |O = UO is continuous.
If so, then V is a norm on Rn. Furthermore, if µ is the Lozinskii measure associ-
ated with V then µ(A(t))  τ(t) for all t .
Remark 2. For Step 1, when determining if (4.4) is satisfied on some cone C˜i ⊂ O
we need only consider cones of the form C˜i = {x ∈ O : |xi1 | + · · · + |xir |  |xj1 | +· · · + |xjs |} since these are the only candidates for the cones that are used in Step 2.
Remark 3. If, for a semi-norm given by (4.3), statement (4.4) holds at a point x,
then by linearity it also holds at the point −x. Thus, in Steps 1 and 2, we can work
with pairs of orthants O and −O at the same time.
Remark 4. In Step 2, since U(x) is the maximum of semi-norms given by (4.3), the
condition that U(x) is non-zero for non-zero x simply means that each of x1, . . . , xn
must appear in the definition of U(x).
Remark 5. In Step 3, when determining whether a potential choice for V is a con-
tinuous function, it is sufficient to show that if x lies on the boundary of two or more
orthants, then the definition of V on each of these orthants gives the same value at x.
Remark 6. If this strategy is used to produce a norm V such that
∫∞
0 µ(A(t)) dt =−∞, then it will have been demonstrated that the origin is asymptotically stable. If V
satisfies µ(A(t))  −γ < 0 then V is a Lyapunov function in the traditional sense.
Remark 7. A procedure similar to the one described here may still be useful even
if the resulting unit ball fails to be convex and ‖ · ‖ is not a norm. If the function
x 	→ ‖x‖ is continuous and 0 < ‖x‖ if x /= 0, then it may be used as a Lyapunov
function and will still yield a bound on the rate of growth of solutions of (1.1). In
determining such a procedure, one may consider functions of a more general form
than that given in (4.3). The strategy has been presented as is, in an effort to give a
tractable approach that has been successful in the past [1,8].
5. A three-dimensional example
We now present an example of a system for which A(t) is a 3 × 3 matrix which
has a fixed sign pattern. This system is inspired by a system which arises when
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studying the global stability of the MSEIR model presented in [3], however the
global behaviour for the MSEIR model remains unresolved.
Let
A(t) =

−(δ + b) −b 0δ −β(t) α(t)
0 β(t) −( + b)

 , (5.1)
where δ, b, , α(t) and β(t) are all non-negative. Furthermore, we assume that
α(t)   + b
for all t . Allowing δ, b and  to be non-negative functions does not change the details
of the example. We will construct a norm such that the corresponding Lozinskii
measure is less than or equal to τ(t) = 0. Thus, in carrying out Step 1, we look for
semi-norms which satisfy
D+‖x‖i  0. (5.2)
Suppose x1, x2, x3 > 0. Then ‖x‖1 = |x1|, and ‖x‖2 = |x1| + |x2| + |x3| each
satisfy (5.2). (An example of how this is determined can be found below for a more
complicated case.) In order that U(x) be non-zero for x /= 0, U(x) must depend on
each of x1, x2 and x3. Since ‖x‖1 < ‖x‖2 the only choice for U is U = ‖ · ‖2.
In order to facilitate referring to semi-norms in SO, we will label these semi-
norms Up for p = 1, 2, . . . Thus, we say
U1(x) = ‖x‖2 = |x1| + |x2| + |x3|.
By linearity, this choice also works for the negative octant x1, x2, x3 < 0. We label
this pair of octants O+++ and we haveSO+++ = {U1}.
Let O++− be the pair of octants defined by sgn(x1) = sgn(x2) = −sgn(x3). Then
each of ‖x‖3 = |x1|, ‖x‖4 = |x3|, ‖x‖5 = |x1| + |x2|, ‖x‖6 = |x1| + |x3| and
‖x‖7 = |x1| + |x2| + |x3| satisfies (5.2). The choices for U , such that (5.2) is sat-
isfied and U(x) /= 0 for x /= 0, are
U2(x)=‖x‖7 = |x1| + |x2| + |x3|,
U3(x)=max{‖x‖4, ‖x‖5} = max{|x1| + |x2|, |x3|},
U4(x)=max{‖x‖5, ‖x‖6} = max{|x1| + |x2|, |x1| + |x3|}.
Thus,SO++− = {U2, U3, U4}.
Let O+−+ be the pair of octants defined by sgn(x1) = −sgn(x2) = sgn(x3). Then
(5.2) is satisfied by each of ‖x‖8 = |x1| on the cone C˜8 = {x ∈ O+−+ : |x1|  |x2|},
‖x‖9 = |x2|, ‖x‖10 = |x3|, ‖x‖11 = |x1| + |x3| on C˜11 = {x ∈ O+−+ : |x1| + |x3| 
|x2|} and ‖x‖12 = |x2| + |x3|. To demonstrate how this is determined, we calculate
an upper bound for D+‖x‖11 for the case when x1, x3 > 0 > x2:
D+‖x‖11 =D+(|x1| + |x3|)
=D+(x1 + x3)
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=x′1 + x′3
=−(δ + b)x1 + (β(t) − b)x2 − ( + b)x3
=−(δ + b)|x1| + (b − β(t))|x2| − ( + b)|x3|
−(δ + b)|x1| + b|x2| − ( + b)|x3|.
Within O+−+, if |x2|  |x1| + |x3|, then
D+‖x‖11−δ|x1| − |x3|
max{−δ,−}(|x1| + |x3|)
=max{−δ,−}‖x‖11
τ(t)‖x‖11
with τ(t) = 0. By linearity, this also holds for the case when x1, x3 < 0 < x2. Thus,
D+‖x‖11  0 on C˜11. The other semi-norms are dealt with similarly.
The choices for U which satisfy the necessary conditions are
U5(x) = max{‖x‖8, ‖x‖9, ‖x‖10} = max{|x1|, |x2|, |x3|},
U6(x) = max{‖x‖8, ‖x‖12} = max{|x1|, |x2| + |x3|},
U7(x) = max{‖x‖9, ‖x‖11} = max{|x1| + |x3|, |x2|},
U8(x) = max{‖x‖11, ‖x‖12} = max{|x1| + |x3|, |x2| + |x3|}.
Thus,SO+−+ = {U5, U6, U7, U8}.
Finally, let O−++ be the octants defined by −sgn(x1) = sgn(x2) = sgn(x3). Then
(5.2) is satisfied by ‖x‖13 = |x1| on C˜13 = {x ∈ O−++ : |x1|  |x2|}, and ‖x‖14 =
|x2| + |x3|. The only choice for U is
U9(x) = max{‖x‖13, ‖x‖14} = max{|x1|, |x2| + |x3|}.
ThusSO−++ = {U9}.
Steps 1 and 2 have now been completed for each orthant. Moving on to Step 3,
we now determine whether or not there is a function V on R3 such that for each
octant O, the restriction of V to O is equal to U for some U ∈SO. In doing this, it
is necessary to check that the definition of V is continuous at the boundary between
the different orthants.
On O+++ and O−++ we must have V = U1 and V = U9, respectively. Note that
the boundary between O+++ and O−++ is given by x1 = 0. When x1 = 0, U1 = U9,
so there is no continuity problem.
Of the semi-norms inSO++− , only U3 agrees with U9 on the boundary between
O++− and O−++ which is given by x2 = 0. U3 also agrees with U1 on the bound-
ary between O++− and O+++ given by x3 = 0. Thus, we must choose V = U3 on
O++−.
Of the semi-norms inSO+−+ , only U7 continuously extends V into O+−+. Thus,
we may now write
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V (x) =


|x1| + |x2| + |x3| if sgn(x1) = sgn(x2) = sgn(x3),
max{|x1| + |x2|, |x3|} if sgn(x1) = sgn(x2) = −sgn(x3),
max{|x1| + |x3|, |x2|} if sgn(x1) = −sgn(x2) = sgn(x3),
max{|x1|, |x2| + |x3|} if − sgn(x1) = sgn(x2) = sgn(x3).
We have constructed V in such a way that D+V (x(t))  0 for all x ∈ R3 and all
t ∈ R. Using Proposition 2.1, it is easily shown that V is in fact a norm.
Let µ be the Lozinskii measure associated with V . Then by (2.2), µ(A(t))  0
for all t . Thus, if x(t) is a solution of Eq. (1.1) with A(t) given by (5.1), then
V (x(t))  V (x(0))
for all t  0. Therefore, the origin is stable. Note that the origin has not been shown
to be asymptotically stable, although that can be shown by using an argument based
on LaSalle’s extension [4] to Lyapunov’s method and considering V as a Lyapunov
function.
Remark 8. We have constructed V so that µ(A(t))  0. Note that the definition of
V involves defining V on seven distinct cones. In order to calculate µ(A(t)) exactly,
we merely use Eq. (2.2), performing a case analysis based on the seven cones. This
will show that in fact µ(A(t)) = 0 for all t .
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