Abstract. We exhibit a faithful representation of the plactic monoid of every finite rank as a monoid of upper triangular matrices over the tropical semiring. This answers a question first posed by Izhakian and subsequently studied by several authors. A consequence is a proof of a conjecture of Kubat and Okniński that every plactic monoid of finite rank satisfies a non-trivial semigroup identity.
An important family of monoids, which have attracted much attention due to their interesting combinatorics and applications in representation theory, are the plactic monoids. These monoids arise from the combinatorics of tableaux by identifying words over a fixed ordered alphabet whenever they produce the same tableau via Schensted's insertion algorithm [26] . Knuth [16] gave a neat presentation of the plactic monoids in terms of certain balanced relations of length 3, and these monoids were later studied in detail by Lascoux and Schützenberger [21] . The plactic monoids have applications in algebraic combinatorics and representation theory (due to the important role played by Young tableaux in the representation of the symmetric and linear groups); they have been used to prove the Littlewood-Richardson rule [27] (a combinatorial rule in the theory of symmetric functions describing the product of Schur functions, or equivalently, in representation theory describing certain tensor products of irreducible representations of unitary groups) and to provide a combinatorial description of the Kostka-Foulkes polynomials [20] (which arise as entries of the character tables of finite linear groups). Much recent research interest has focused on the monoid algebras of the plactic monoids: in the rank 3 case, Kubat and Okniński described the prime ideals and irreducible representations [17] and constructed a finite Gröbner-Shorshov basis [18] of the plactic algebra; in the rank 4 case, Cedó, Kubat and Okniński studied the irreducible representations. Cain, Gray and Malheiro [1] constructed a finite complete rewriting system for the plactic monoid and used this to prove that every plactic algebra of finite rank admits a finite Gröbner-Shirshov basis, and that each plactic monoid of finite rank is biautomatic, recently generalising their results to other crystal monoids [2] (yet another description of the plactic monoid being in terms of crystal bases in the sense of Kashiwara [15] ).
The tropical semiring is of interest as a natural carrier for representations of semigroups, including important infinite semigroups which do not admit faithful finite dimensional representations over fields. Perhaps the best example is the bicyclic monoid, which is ubiquitous in infinite semigroup theory, appearing as a submonoid of numerous important semigroups; this admits no faithful finite dimensional representations over any field but a number of natural representations over the tropical semiring [5, 9] .
Izhakian [11, Theorem 7.17] first showed that the plactic monoid of rank 3 admits a faithful representation by 6 × 6 upper triangular tropical matrices. He posed the question of whether the plactic monoid of any fixed finite rank n can be faithfully represented by tropical matrices [11, Problem 8.1 ]. An even more explicit description of a representation was given by Cain et al [3] ; the latter representation admits a natural analogue in each higher rank but this is not faithful when the rank is greater than 3; indeed in Remark 4.3 below we shall give an example of two elements in the plactic monoid of rank 4 which it fails to distinguish. The question of whether any plactic monoid of rank 4 or more admits a faithful representation by tropical matrices remained open until now (as remarked for example in [24] ); the main aim of this paper is to answer this question in the positive. We shall exhibit an explicit faithful representation of the plactic monoid of every rank within a chain-structured tropical matrix semigroup; these semigroups, which were introduced in [5] , are in particular examples of upper triangular tropical matrix semigroups.
A related question is that of whether the plactic monoid of each fixed rank satisfies a non-trivial semigroup identity. Kubat and Okniński [19, Theorem 2.6] showed that the plactic monoid of rank 3 satisfies a non-trivial semigroup identity, and conjectured that this is the case for the plactic monoid of each fixed n. In contrast, Cain et al [3, Proposition 3.1] have shown that the plactic monoid of infinite rank does not satisfy any non-trivial semigroup identity. A proposed proof of the conjecture, using a mixture of a (nonfaithful) tropical representation and more purely combinatorial techniques appeared in a recent preprint of Okniński [24] but at the time of writing the preprint appears to have been retracted due to an incorrect proof. Since it is known that the upper triangular triangular tropical matrices of each rank satisfy semigroup identities [7, 8, 23, 29] (see also [5] for more discussion and [10] for the more general non-upper-triangular case), our main result leads to a proof of the conjecture.
In addition to this introduction, the paper comprises four sections. Section 1 recaps relevant definitions, including those of the tropical semiring and the plactic monoid, and basic facts about them including the representation of plactic monoid elements by (semi-standard) tableaux. Section 2 shows how to construct a representation of each plactic monoid which is capable of distinguishing elements with tableau representations of different shapes. Section 3 combines the preceding results with an inductive argument to construct a faithful representation of the plactic monoid of each rank within a chain-structured tropical matrix semigroup, as introduced in [5] , (which in particular is an upper triangular tropical matrix semigroup). Finally, Section 4 notes some features and consequences of our main result (including consequences for semigroup identities in plactic monoids) and also discusses the relationship between the representation we construct and those in [3] and [11] .
Preliminaries
We briefly recall the necessary definitions and notation. For further background on the plactic monoid and the combinatorics of tableaux we refer the reader to [6] and [22] . For further information on the tropical semiring, semigroup-theoretic properties tropical matrices, and applications of these in semigroup theory we refer the reader to any of the now extensive literature in this area, including for example [12, 13, 14, 25, 28] .
The plactic monoid of rank n ≥ 1 is the monoid generated by the set {1, . . . , n} subject to the Knuth relations:
We shall denote this monoid by P n . Plactic monoids admit the following alternative combinatorial description. We say that λ = (λ 1 , λ 2 , . . . , λ t ) is a partition of i λ i into t parts if λ 1 ≥ λ 2 ≥ · · · ≥ λ t ≥ 1. To each partition we associate a left-aligned array of boxes, with λ i boxes in the ith row (counted from the bottom up 3 ), called a Young diagram. Given a partition λ, a tableau of shape λ is any filling of the Young diagram corresponding to λ with natural numbers (one per box) in such a way that the entries strictly decrease when reading down each column, and weakly increase when reading from left to right along each row 4 . The column-reading of a tableau is the word obtained by reading the tableau down each column in turn, with the columns ordered left-to-right. Dually, the row-reading of a tableau is the word obtained by reading the tableau along each row in turn from leftto-right, with the rows ordered from top-to-bottom. It is well-known that the elements of P n are in bijection with the set of all tableaux with entries taken from the set {1, . . . , n} via the map which identifies a tableau with the equivalence class of words containing its column reading (equivalently, its row reading). Multiplication within P n can be understood combinatorially as application of Schensted's insertion algorithm [26] .
The tropical semiring T is the set R ∪ {−∞} under the operations a ⊕ b = max(a, b) and a ⊗ b = a + b, where we define −∞ + a = a + −∞ = −∞. We write M n (T) to denote the semigroup of all n × n matrices with entries from T under the matrix multiplication induced from operations of T in the obvious way. We say that A ∈ M n (T) is upper-triangular if A i,j = −∞ for all i > j. If S is a finite set we write M S (T) for the semigroup of matrices with rows and columns indexed by elements of S; clearly M S (T) is isomorphic to M |S| (T) but the indexing by S will sometimes prove helpful.
3 Note that we draw our Young diagrams with row 1 at the bottom. 4 Such tableaux are often referred to as 'semi-standard' in the literature. Since all tableaux considered in this article are semi-standard, we prefer the simpler term 'tableaux' throughout.
Representations to Distinguish Shape
Throughout this section we fix a positive integer n, and consider the plactic monoid P n . Our aim is to contruct a representation of P n by upper triangular tropical matrices, which distinguishes the shape of tableaux, that is, such that elements corresponding to tableaux of different shapes are separated by the representation.
Let [n] denote the set of integers from 1 to n, that is, the standard set of generators for P n . When n is fixed for each k ≤ n we write[ k] for the set {n − k + 1, n − k + 2, . . . , n}.
We will construct elements of
, that is, square matrices with rows and columns indexed by the power set 2 [n] , and with entries in the tropical semiring. We write [n] * for the free monoid on [n] , that is, the set of (possibly empty) finite sequences of elements from [n] equipped with the operation of concatenation. For w ∈ [n] * we write |w| for the length of w, and w i for the ith letter of w.
For S ∈ 2 [n] we write S i (for i = 1, . . . , |S|) to denote the ith smallest element of S (so S = {S 1 < S 2 < · · · < S |S| }). If x ∈ S with x = S i , then we shall say that i is the row number of x in S, or x is contained in row i of S. We partially order the sets in 2 [n] by S ≤ T if |S| ≥ |T | and If P, Q ∈ 2 [n] we use the notation [P, Q] for the order interval from P to Q (a subset of 2 [n] ), and ∪[P, Q] for the union of the sets in the order interval (an element of 2 [n] ). We say that a word w ∈ [n] * is readable from P to Q if there exists an ordered sequence of sets
such that w i ∈ S i for each i. We stress that there is no requirement that P = S 1 or S |w| = Q: the sequence of sets S i merely needs to be contained within the interval [P, Q]. Note also that if w can be read from P to Q then all scattered subwords of w can be read from P to Q.
We define a morphism
for each generator x ∈ [n] and then extending multiplicatively.
Example 2.1. Figure 1 shows the 16 × 16 matrices which are the images of the four generators in the case n = 4. Note the block diagonal structure; this is caused by the fact that we have grouped together columns and rows corresponding to sets of the same size and that ρ n (x) P,Q = −∞ whenever |P | = |Q|. Note also the upper triangular structure; this is caused by the fact that the order we have chosen for the rows and columns is a completion to a Figure 1 . The images of the four generators of P 4 under the representation ρ 4 : P 4 → M 2 [4] (T) (with empty positions representing −∞).
total order of the partial order ≤, and the stipulation that ρ n (x) P,Q = −∞ whenever P Q. Each matrix consists of (from top-left to bottom-right):
• a 1 × 1 block indexed by the single set {1, 2, 3, 4};
{2, 3}, {1, 4}, {2, 4} and {3, 4}; note that these sets are not totally ordered because {2, 3} and {1, 4} are incomparable;
indexed by the subsets {1} ≤ {2} ≤ {3} ≤ {4}; and • a 1 × 1 block indexed by the empty set.
Note the additional −∞ entries above the diagonal. These are caused by the fact that the partial order ≤ is not a total order; in this case they occur only in the block corresponding to subsets of cardinality 2, since it is only these sets which are not totally ordered, but in higher rank there will be many more −∞ entries. The case n = 4 is the smallest where this happens, and the need for these additional −∞ entries is a qualitative difference between the cases n = 3 and n = 4 which in some philosophical sense explains why the previous methods successful for n = 3 cannot yield faithful representations when n ≥ 4. See Section 4 for further discussion.
The following lemma gives a combinatorial description of the non-(−∞) entries of ρ n (w) for a general word w. Lemma 2.2. For every w ∈ [n] * and P, Q ∈ 2 [n] with |P | = |Q| and P ≤ Q, the entry ρ n (w) P,Q is the length of the longest scattered subword of w which can be read from P to Q.
Proof. Let I = {i 1 , . . . , i k } ⊆ [|w|] be the set of indices of letters in w which comprise some scattered subword of w of maximal length readable from P to Q. (If there are multiple such subwords then we choose arbitrarily.)
First we show that ρ n (w) P,Q ≥ |I|. If |I| = 0 then since P ≤ Q we have ρ n (w) P,Q = −∞ so the inequality is immediate. Otherwise, by definition there exists an ordered sequence of sets
such that w i ∈ S i for each i ∈ I. For each j ∈ [|w|] \ I define S j to be S i where i is the greatest element of I which is less than j, or S i = S i 1 if j is less than all elements of I. For notational convenience, define S |w|+1 = S i k . Note that we have S j ≤ S j+1 for all j.
It follows from the definition of ρ n , the fact that w i ∈ S i and the known order relations between the sets S i that for each j ∈ [|w|] we have:
Now it follows from the definition of matrix multiplication and the fact that ρ n is a morphism that for all P ≤ T 1 ≤ · · · T |w|−1 ≤ Q we have
Noting that for each generator
Conversely suppose ρ n (w) P,Q = l. By the definition of matrix multiplication, there exist sets P = S 1 , . . . , S |w|+1 = Q such that
Since the entries in ρ n (x) for any generator x ∈ [n] are all 0, 1 or −∞, this means that none of the terms ρ n (w j ) S j ,S j+1 are −∞, and that exactly l of them are 1. From the former we deduce that S j ≤ S j+1 and that |S j | = |P | for each j. From the latter we deduce that there is a subset I ⊆ [|w|] such that |I| = l and for all i ∈ I we have w i ∈ ∪[S i , S i+1 ]. For each i ∈ I we may choose a set T i such that S i ≤ T i ≤ S i+1 (hence |T i | = |P | too) and w i ∈ T i . But now the T i s for i ∈ I form an ascending sequence in the partial order in the interval [P, Q], from which it follows that v can be read from P to Q. Thus, w has a scattered subword of length l which can be read from P to Q.
The following lemma is key to the proof of our main theorem. Lemma 2.3. Suppose that b, a ∈ [n] with b > a and that the word ba can be read from P to Q, where P, Q ∈ 2 [n] with |P | = |Q|. Then there exists a set S in the interval [P, Q] such that a, b ∈ S. In particular, the word ab can also be read from P to Q.
Proof. Let k = |P | = |Q|. By definition, there exists an ordered sequence of sets P ≤ S ≤ U ≤ Q such that b ∈ S and a ∈ U . By replacing S if necessary we may clearly assume that S is maximal with this property, that is, there is no set S ′ with S < S ′ ≤ U and b ∈ S ′ . We will show that for this choice of S one has a, b ∈ S. If S = U then we immediately have a, b ∈ S and we are done. Suppose then that S < U .
Let i, j ∈ [k] be indices such that S j = b and U i = a. Since S < U and b > a we must have i < j. Notice that if there was a position m with i < m < j and S m = U m then setting
gives S ≤ T ≤ U and a, b ∈ T . By the maximality of S, we find S = T and a, b ∈ S. Assume then that there is no such position. In this case we claim that for every 1 ≤ m < j − i, we have S j−m = b − m. Indeed, if not then there is some 1 ≤ m < j − i such that S j−m < S j−m+1 − 1. Replacing S j−m with S j−m + 1 then yields a set T with b ∈ T and S < T ≤ U , where the latter inequality holds because we have assumed that S j−m = U j−m . This contradicts the maximality assumption on S, establishing the claim. Now if there exists 1 ≤ m < j − i with S j−m = a then a, b ∈ S and we are done. Otherwise we have S i+1 > a, in which case setting
once again gives S ≤ T ≤ U and a, b ∈ T , and so by maximality of S we must have S = T and a, b ∈ S.
Lemma 2.4. The map ρ n induces a well-defined morphism from P n to
Proof. It suffices to show that ρ n respects the Knuth relations which define P n , that is, for each defining relation u = v we have ρ n (u) = ρ n (v). The defining relations each have both sides of length 3, and in all cases both sides of the relation feature the same letters with the same multiplicity, with only the order differing. Notice that for any word u of length 3, and any P, Q ∈ 2 [n] we have the following facts, which follow from the block diagonal structure of our matrices together with Lemma 2.2:
• Every entry of ρ n (u) is −∞, 0, 1, 2 or 3 (since the maximum contribution given by each letter is 1).
• ρ n (u) P,Q = −∞ if and only P ≤ Q or |P | = |Q|.
• ρ n (u) P,Q = 0 if and only if the support of u doesn't intersect with ∪[P, Q].
• ρ n (u) P,Q = 1 if and only u contains a single (unrepeated) letter from ∪[P, Q]. It follows that if u = v is a defining relation then ρ n (u) P,Q = −∞ [respectively 0, 1] if and only if ρ n (v) P,Q = −∞ [respectively 0, 1], so it will suffice to show that ρ n (u) P,Q = 3 if and only if ρ n (v) P,Q = 3. By Lemma 2.2, this means it will suffice to show that u can be read from P to Q if and only if v can be read from P to Q, for each defining relation u = v and each P, Q ∈ 2 [n] with |P | = |Q|. We do this by analysing separately the different types of relation. Suppose, then, that |P | = |Q| = k.
First consider the relations of the form u = bca, v = bac where a < b ≤ c. If u can be read from P to Q, then there is a sequence P ≤ S 1 ≤ S 2 ≤ S 3 ≤ Q with b ∈ S 1 , c ∈ S 2 and a ∈ S 3 . By Lemma 2.3 (applied to the descending subsequence ca which can be read from S 2 to S 3 ) we can assume that there exists T with P ≤ S 1 ≤ S 2 ≤ T ≤ S 3 ≤ Q and a, c ∈ T , whence v can also be read from P to Q.
Conversely, suppose that v can be read from P to Q, that is, there is a sequence P ≤ S 1 ≤ S 2 ≤ S 3 ≤ Q with b ∈ S 1 , a ∈ S 2 and c ∈ S 3 . By Lemma 2.3 (applied to the descending subsequence ba which can be read from S 1 to S 2 ) we can assume that there exists T with P ≤ S 1 ≤ T ≤ S 2 ≤ S 3 ≤ Q and a, b ∈ T . Notice that if c ∈ T (in particular, if b = c), then we are done, since in this case u can also be read from P to Q. Otherwise let U := S 3 and let j, i, m ∈ [k] be the indices such that T j = b, T i = a and U m = c. Notice that i < j. There are two configurations to consider:
• Case 1A: i < m. In this case set
The fact that T m−1 < U m follows from the facts that T m−1 < T m and T ≤ U . Since T ≤ U it is clear that T p ≤ R p ≤ U p for all p.
• Case 1B: i ≥ m. In this case set
The fact that T j−1 < c is because T j−1 < T j = b < c, while the fact c < U j+1 is because c = U m ≤ U i < U j < U j+1 . Since T ≤ U it is immediate that T p ≤ R p ≤ U p for all p = j. Noting that T j = b < c = U m < U j we conclude that T ≤ R ≤ U . Thus in each case one has that P ≤ T ≤ R ≤ U ≤ Q with b ∈ T and a, c ∈ R, showing that both u and v can be read from P to Q.
The relations of the form u = cab, v = acb where a ≤ b < c are considered similarly. Suppose u and v are of this form. If u can be read from P to Q, then there is a sequence P ≤ S 1 ≤ S 2 ≤ S 3 ≤ Q with c ∈ S 1 , a ∈ S 2 and b ∈ S 3 . By Lemma 2.3 (applied to the descending subsequence ca which can be read from S 1 to S 2 ) we can assume that there exists T with P ≤ S 1 ≤ T ≤ S 2 ≤ S 3 ≤ Q and a, c ∈ T , whence v can also be read from P to Q.
Conversely, suppose that v can be read from P to Q, that is, there is a sequence P ≤ S 1 ≤ S 2 ≤ S 3 ≤ Q with a ∈ S 1 , c ∈ S 2 and b ∈ S 3 . By Lemma 2.3 (applied to the descending subsequence cb which can be read from S 2 to S 3 ) we can assume that there exists T with P ≤ S 1 ≤ S 2 ≤ T ≤ S 3 ≤ Q and c, b ∈ T . Notice that if a ∈ T (in particular, if a = b), then we are done, since in this case u can also be read from P to Q. Otherwise let S := S 1 and let j, i, m ∈ [k] be indices such that S m = a, T i = b and T j = c. Then i < j and there are again two configurations to consider:
• Case 2A: m < j. In this case set
The fact that S j−1 < T j follows from the facts that S j−1 < S j and S ≤ T . Since S ≤ T it is clear that S p ≤ R p ≤ T p for all p.
• Case 2B: m ≥ j. In this case set
The fact that S i−1 < a is because S i−1 < S j ≤ S m = a, while the fact a < T i+1 is because a < b
In each case one finds that P ≤ S ≤ R ≤ T ≤ Q with a, c ∈ R and b ∈ T , showing that both u and v can be read from P to Q.
We shall, in a slight abuse of notation, also denote by ρ n the induced map from P n to M 2 [n] (T). Proof. Suppose for a contradiction that w can be read from [k] to[ k] and contains a strictly descending scattered subsequence of length exceeding k. By replacing w with a scattered subsequence, we may assume that w is actually equal to a strictly descending sequence of length k + 1 which can be read from [k] to [ k] . Then by definition there exists an ordered sequence of sets
such that w i ∈ S i for each i. For each i, let r i be the row number of w i in S i (so in particular r i ∈ [k]). The fact that S i ≤ S i+1 for 1 ≤ i < |w| means every letter in row r i or above in S i+1 is greater than or equal to w i . Since w is strictly descending we must therefore have r i+1 < r i . But now r 1 , r 2 , . . . , r k+1 is a strictly descending sequence of length k + 1 in the set [k], giving the required contradiction.
To prove the following lemma we shall need a new definition. If S is a set of cardinality k or less we define the k-completion of S to be the set of cardinality k obtained by adding in the k − |S| largest values from [n] \ S. Notice that ifŜ is the k-completion of S then for each i ∈ [|S|] we have S i ≥Ŝ i . Moreover, for all i, at least one of the following holds:
•Ŝ i is the maximum possible for an entry in this row in a set of cardinality k; or
(To immediately see these facts it may be helpful to think about the sets concerned as tableau columns, as described above.) Lemma 2.6. Suppose S, T ∈ 2 [n] and letŜ andT be the k-completions of S and T respectively. If S ≤ T thenŜ ≤T .
Proof. Consider the entries of the various sets in row i for i ∈ [k]. IfT i is the maximum possible for an entry in this row in a set of cardinality k, then in particular it is greater than or equal toŜ i . Otherwise, by the observations above the statement of the lemma, we have i ≤ |T | ≤ |S| (so that T i and S i are defined) andT
where the middle inequality is because S ≤ T . So in all casesT i ≥Ŝ i , which since |Ŝ| = |T | means thatŜ ≤T .
The following lemma is key to the proof of our main theorem.
is the total number of entries in the bottom k rows of the tableau representation of s.
Proof. Let w ∈ [n] * be the column reading of the tableau representation of s. Then by Lemma 2.4 ρ n (s) = ρ n (w), and by Lemma 2.2,
is the longest scattered subword of w which can be read from [k] to [ k] . First, let v be the scattered subword of w consisting of those letters coming from the bottom k rows of the tableau. For each i let S i be the set of letters lying in the intersection of the first k rows with the column of the tableau from which the letter v i originates, and let T i be the k-completion of S i . It follows from the fact they are consecutive columns of a tableau that S i ≤ S i+1 for all i, and so by Lemma 2.6, we have T i ≤ T i+1 for all i. Since every set of cardinality k is above [k] and below[ k] we have
and v i ∈ S i ⊆ T i for each i, which shows that v can be read from [k] to [ k] .
Next note that any scattered subsequence strictly longer than v must clearly contain k+1 letters from some column in the tableau, and hence must contain a descending subsequence of length k + 1. But by Lemma 2.5 this means the subsequence cannot be read from [k] to[ k], giving a contradiction.
We have shown that v is a longest scattered subword which can be read from [k] to [ k] , which establishes the claim.
Corollary 2.8. The map ρ n : P n → M 2 [n] (T) distinguishes tableau shape, that is, if s, t ∈ P n are elements whose tableaux have different shapes then ρ n (s) = ρ n (t).
Proof. Suppose s and t have tableaux of different shapes. Let k ∈ [n] be minimal such that the length of row k is different in s and in t. Then the total numbers of entries in the rows up to and including row k are different in the tableaux for s and for t. But by Lemma 2.7 this means that
The Main Theorem
We are now ready to combine the results of the preceding section with a simple inductive argument to establish our main theorem. Let n and k be positive integers with k ≤ n. Consider the map π n→k : [n] * → [k] * which erases all occurrences of the letters greater than k. In particular, for notational convenience, π n→n is simply the identity function on [n] * . Our induction will use the following observation, which is probably well-known to experts on the plactic monoid; for completeness we briefly outline a proof.
Proposition 3.1. The map π n→k induces a well-defined morphism from P n to P k . For any s ∈ P n the tableau representation of the image of s under this morphism is obtained from tableau representation of s by removing all occurrences of letters greater than k.
Proof. It is straightforward to verify that the map π n→k respects the Knuth relations in the standard presentation of P n (see Section 1 above), that is, that π n→k (u) = π n→k (v) for each defining relation u = v, and therefore induces a well-defined function from P n to P k ; the fact that this function is a morphism follows from the fact that π n→k itself is a morphism of free monoids.
For the second claim, let s ∈ P n and t ∈ P k be the image of s under the above morphism. Let w ∈ [n] * be the row-reading of the tableau representation of s; then in particular w is a word representing s, so removing all occurrences of letters greater than k from w yields a word representing t. Call the latter word v. Observe that removing all occurrences of letters greater than k from the tableau of s yields a valid tableau over [k] , and that the row reading (for example) of this tableau is v, so this must be the tableau representation of the element t.
We will abuse notation and write π n→k : P n → P k . We are now ready to prove our main theorem: Theorem 3.2. Let n be a positive integer. The direct product map
is a faithful representation of P n .
Proof. The fact that the given map is a morphism follows from Lemma 2.4, Proposition 3.1 and the elementary fact that a product of morphisms is a morphism. To see that it is faithful, we observe that given s ∈ P n the tableau of s can be reconstructed from the image of s under this morphism. Clearly it will suffice to recover for each i ∈ [n] and k ∈ [n] the number of occurrences of i in row k of the tableau. This number can be computed as follows:
• if i ≥ 2, it is the difference between the length of row k in π n→i (s) of n and the length of row k in π n→i−1 (s); • if i = 1, it is simply the length of row k in π n→1 (s).
By Corollary 2.8 these lengths are recoverable from ρ j (π n→j (s)) for j = i, i − 1 or 1, and hence from the given representation.
Remarks and Consequences
Since it is known that upper triangular matrix semigroups of each rank satisfy non-trivial identities [7, 8, 23, 29] , Theorem 3.2 has the following immediate corollary: Theorem 4.1. The plactic monoid of each finite rank satisfies a non-trivial semigroup identity.
This result was recently stated in a preprint of Okniński [24] , but the preprint appears at the time of writing to have been retracted due to an incorrect proof.
Remark 4.2. In the interests of a "clean" proof of Theorem 3.2, we have made no attempt to optimise the dimension of our representation for each P n . The dimension of the representation as given is 2 n+1 − 1; it can be shown that certain blocks (in particular, those corresponding to the empty set, and the set [n]) of the representations are redundant and the dimension can therefore be slightly reduced. We believe that any such pruning of our representation will yield something of the order 2 n . Indeed, we conjecture that any family of faithful tropical representations for P n necessarily has dimension which grows exponentially with exponent at least 2.
Remark 4.3. It can be shown that the blocks of our representation of ρ n which correspond to sets of size 1 and n − 1 are essentially the same as the two blocks in the (non-faithful, for n ≥ 4) representation given by Cain et al [3] . For example, consider the case n = 3. The map ρ 3 is as follows:
It is easily verified that the two blocks of size 3 are the images of the maps σ 3 and ϕ 3 specified by Cain et al. [3] . Since their representation σ 3 × ϕ 3 is faithful, this illustrates that there are redundant dimensions in our representation: we have that ρ 3 , and indeed just two blocks of it, is sufficient to give a faithful representation of P 3 . We note that, for example, in rank 4 the representation in [3] cannot distinguish the words 442341233 and 423441233.
Remark 4.4. In fact we believe that ρ n itself is always a faithful representation of P n -in other words there is no need for the direct product involving ρ i for i < n -but the proof is more involved and this only halves the dimension of the representation, not changing the fact that the dimension is exponential of exponent 2.
For some purposes the dimension of an upper triangular representation is not the most important parameter: rather, what matters is the "chain length" in the sense of the following definition introduced by Daviaud and the present authors [5] .
Let Γ be a finite partially ordered set and let N be the least upper bound on the length of ascending chains in Γ. Let Γ(T) = {A ∈ M Γ (T) | A P,Q = −∞ =⇒ P ≤ Q}.
Then Γ(T) is a subsemigroup of M Γ (T), called a chain-structured tropical matrix semigroup 5 of chain length N .
Theorem 4.5. For each n, P n embeds in a chain-structured tropical matrix semigroup of chain length the integer part of n 2 4 + 1.
5 In fact this is a simplification of the definition in [5] , since the latter allows Γ to be infinite, which introduces some additional complications; here we shall need only the case where Γ is finite.
Proof. Let Γ be the partial order with underlying set 2 [n] and given by S T if and only if |S| = |T | and S ≤ T in the order previously defined. Since this is exactly the condition for the entries in the generators of our representation to be different from −∞, the obvious map from our representation to the chain-structured semigroup Γ(T) is an embedding.
Clearly the chain length is length of the longest chain with respect to the order ≤ of the sets of the same size. If |S| = |T | = k then it is easy to see that if S ≤ T then the sum of the entries in T (viewed simply as integers) strictly exceeds that in S. The minimum and maximum values of this sum are clearly attained for [k] and[ k] respectively, and the difference between these values is k(n − k), so the length of the longest possible chain of sets of cardinality k is bounded above by k(n − k) + 1, the maximum possible value of which is Daviaud and the present authors showed [5, Theorem 5.3 ] that chainstructured tropical matrix semigroups of maximum chain length n satisfy exactly the same identities as U T n (T). Thus, although our faithful representations of P n require dimensions exponential in n, we can deduce from them P n satisfies identities satisfied by upper triangular tropical matrices of dimension only quadratic in n.
Corollary 4.6. For each n, P n satisfies all identities satisfied by U T k (T) where k is the integer part of n 2 4 + 1. For example, this recovers the fact [11, Corollary 7.19] that P 3 satisfies all identities satisfied by U T 3 (T), while showing that P 4 satisfies all identities satisfied by U T 5 (T).
