Abstract. A priori bounds are established for periodic solutions of a neutral delay differential equation. Such bounds can be used to establish existence of periodic solutions. The resulting existence results improve some existing ones in the literature.
Introduction
In [1] , a priori bounds for periodic solutions of a delay Rayleigh equation of the form x ′′ (t) + λf (x ′ (t)) + λg(x(t − τ (t))) = λp(t), λ ∈ (0, 1), are derived. Such bounds are important since standard procedures based on continuation theorems will allow us to imply existence of periodic solutions of
)) + g(x(t − τ (t))) = p(t).
There are now in the literature many different a priori bounds for periodic solutions of many different differential equations (see e.g. [1] [2] [3] [4] [5] [6] [7] [8] ). In this paper, we will derive a priori bounds also, but for periodic solutions of a neutral differential equation of the form x ′′ (t) + cx ′′ (t − τ ) + λf (t, x ′ (t − ω(t)) + λg(t, x(t − σ(t))) = λp(t), λ ∈ (0, 1), t ∈ R, (1) where τ and c are real numbers such that |c| < 1. The functions f, g : R 2 → R and ω, σ, p : R → R are continuous and there is a T > 0 such that f (t + T, u) = f (t) and g(t + T, u) = g(t) for t, u ∈ R, and ω(t + T ) = ω(t), σ(t + T ) = σ(t) as well as p(t + T ) = p(t) for t ∈ R. The function p also satisfies the condition
One reason for deriving such a priori bounds is that we may employ continuation theorems again to show existence of periodic solutions of
Another reason is that our a priori bounds are better and more general than the existing ones.
As usual, the maximum norm of a continuous T -periodic real function x = x(t) defined on R is denoted by x 0 = max 0≤t≤T |x(t)| . 
ii) xg(t, x) > 0 and |g(t, x)| > K for t ∈ R and |x| ≥ D, and (iii) g(t, x) ≥ −β |x| − M for t ∈ R and x ≤ −D. Then for any T -periodic solution x of (1), we have
and
where
Proof. Let x = x(t) be a T -periodic solution of (1) (which is necessarily C 2 ). Let
Since g(t, x) < 0 for x ≤ −D, we see from condition (iii) that
Integrating (1) from 0 to T, we see that
Hence by conditions (i) and (ii),
It follows that
Next, by the periodicity of
Thus, integrating (1) from t 0 to t ∈ [t 0 , t 0 + T ], as well as from t ∈ [t 0 , t 0 + T ] to t 0 + T, we see that
respectively. Applying the triangle inequality, we obtain further that
By adding these inequalities and then applying (7), we may now see that
which implies
Next, we infer from (6) and the integral mean value theorem that there is some point
Thus, by conditions (i) and (ii), we see that
which is a contradiction. Since x is T -periodic, there then exists a t
We may now apply an inequality for periodic functions (see [2, Theorem 1] ) and obtain (3) is satisfied. This, together with (9), imply x ′ satisfies (4). The proof is complete. There are several variants of Theorem 1. such that
ii) xg(t, x) > 0 and |g(t, x)| ≥ r 2 |x| for t ∈ R and |x| ≥ D, and (iii) g(t, x) ≥ −β |x| − M for t ∈ R and x ≤ −D.
Then for any T -periodic solution x of (1), we have
where G is defined by (5) . The proof is essentially the same as that of Theorem 1. We first infer from the new conditions on f and g that
Then by following the arguments in the proof of Theorem 1, we may replace the inequality (8) by
which leads us to (12). Next, we infer from (6) and the integral mean value theorem that there is some point ξ ∈ [0, T ] such that
Otherwise, by conditions (i) and (ii),
so that (13) is true. Since x is T -periodic, there then exists a t * ∈ [0, T ] such that x(t * ) = x(ξ − σ(ξ)) and hence
Invoking the condition on β, we then see that (11) holds. 
The proof is essentially the same as that of Theorem 1. We first infer from the new condition on g that
Then by following the arguments in the proof of Theorem 1, we may replace the inequality (9) for x ′ 0 by (15), and replace (10) by
Invoking the condition on β, we then see that (14) holds. as well as r 1 ∈ 0,
ii) xg(t, x) > 0 and |g(t, x)| ≥ r 2 |x| for t ∈ R and |x| ≥ D, and (iii) g(t, x) ≥ −β |x| − M for t ∈ R and x ≤ −D. Then for any T -periodic solution x of (1), we have
T (M +G+2K + p 0 2(1−|c|−r 1 T ) and
We may stay two more results. However, they are the same as Theorem 1 and Theorem 2 respectively, except that condition (iii) is replaced by (iii') g(x, t) ≤ β |x| + M for t ∈ R and x ≥ D.
We remark if x = x(t) is a bounded T -periodic solution of (1), then in view of the periodicity of g (and boundedness of the periodic functions x and x ′ ), we see that there are positive numbers W 1 and W 2 such that
By (1), we see that
and hence
Under the conditions of Theorems 1, 2, 3 and 4, we may thus assert that there are constants D 0 , D 1 and D 2 , which are independent of λ, such that all T -periodic solutions of (1) satisfy
By standard procedures as explained in various references (see e.g. [2] , we may then show that the continuation theorem of Mawhin can be applied to assert that a T -periodic solution of (2) exists.
The details will not be repeated here. Instead, we will compare our results with some of the existent ones in the literature. First of all, Theorem 1 in [1] is a special case of our Theorem 1. Next, the main Theorem in [3] is concerned with neutral equations of the form x ′′ (t) + cx ′′ (t − τ ) + g(t, x(t − σ)) = p(t).
The conditions in it satisfy those in our Theorem 1. In fact, we do not need the Lipschitz condition on g which is required in [3] . Next, Theorem 1 in [4] , which is concerned with Duffing equations of the form
The conditions in it also satisfy those of our Theorem 1. Finally, the conditions in Theorem 3.1 of [5] satisfy the conditions in our Theorem 1.
