Power-Hardware-in-the-Loop (PHIL) is a vital technique for realistic testing of prototype systems. While the application of power electronics-based amplifiers to enable PHIL capability has been widely reported, the use of Motor-Generator (MG) sets as the PHIL interfaces has not been fully investigated. This paper presents the realization of the first MW-scale PHIL setup using an MG set as the power amplifier, which offers a promising solution for testing novel systems for the integration of distributed energy resources. Uniquely, the paper presents a methodology that introduces augmented frequency and phase control loops that can be integrated to commercially-available MG set's existing frequency controller for precise frequency and phase tracking. Internal Model Control (IMC) is used for the controllers design and tuning. The developed control algorithm is tested in a MW-scale MG set that couples a GB transmission network model simulated in a real time simulator to an 11 kV distribution network. Experimental results are presented, which demonstrate that the proposed control methodology is highly effective in maintaining the synchronization between the simulated and physical systems, thereby capable of enabling the MG set as a PHIL interface.
P OWER-Hardware-in-the-Loop (PHIL) is a technique that couples virtual simulation with physical hardware for realistic testing of prototype systems that require power interaction between physical devices and simulation. The simulation element is typically a network model running in a Real-Time Simulator (RTS) [1] , while the physical system is the actual power device being tested, e.g. motors, PV inverters, etc., or a physical network with multiple elements connected to suit specific testing purposes. Compared to pure simulationbased tests, PHIL offers a more realistic testing environment as the actual devices are tested directly. Compare with tests using pure physical environments, PHIL is more flexible and economic as the models can be easily changed, extended, and operated under a wide range of scenarios [2] .
PHIL has been widely used in the power system domain for various testing purposes [2] [3] [4] [5] [6] [7] [8] [9] . Particularly in recent years with the increasing demand for integration of distributed energy resource (DER) to the grid, PHIL has become a vital tool to support the development and testing of these resources to de-risk damages to the equipment and also the potential instability to the grid [2] . In [3] , a PHIL testbed has been established for testing PV inverter systems; In [4] , the PHIL technology is used for testing the performance of various energy storage systems in hybrid electric vehicles; In [5] , a 4 MW test bench for evaluating the performance of wind turbines is reported; [6] and [7] present the application of PHIL setups for evaluating novel solutions for frequency regulation using renewable resources; In [8] , a PHIL setup is used to emulate the behaviour of variable speed wind turbines; and [9] presents a PHIL platform for islanding detection tests.
The key element for establishing the PHIL capability is the configuration and control of the PHIL interfaces. The most widely used PHIL interfaces include synchronous generators (as reported in this paper and [10] , [11] ), power converters [12] , and linear power amplifiers [13] . In [14] , a comparison of these power interfaces for various applications is provided. In [15] , [16] , algorithms with different reference control and feedback variables for establishing the PHIL interface are compared, and the stability issues of PHIL setups are investigated. In [17] , a review of the state-of-the-art PHIL techniques is provided, along with discussions of fundamental elements and the associated requirements for establishing PHIL arrangements. These publications provide useful information and guidance for establishing PHIL testbeds, but detailed control of the power interface is not comprehensively discussed. Among the reported PHIL testbeds, the vast majority of the existing work focuses on the use of power-electronics based amplifiers as the PHIL interfaces (e.g. [6] [7] [8] [9] , [12] , [13] , [18] [19] [20] [21] ), and MW-scale capability has been reported in [13] , [19] . While the learnings generated from these publications are significant, the methods are not applicable to PHIL setups with MG sets as the interfaces. There is very limited literature published that has investigated the use of MG sets to enable PHIL, and there is no setup has reported to successfully achieve PHIL using MG sets at a MW scale.
The use of MG set to establish PHIL capability, by nature, has fundamental differences from the converter-based interfaces and present unique challenges due to its relatively slower response to command compared to converters. In [10] and [11] , the authors attempted to control MG sets to be PHIL interfaces, but the presented control algorithm is only applicable when access to direct control of generator's input mechanical power is provided. In many cases, particularly for commercially-available MG sets equipped with proprietary frequency controllers, there is a lack of flexibility in the development of control strategy to achieve desired responses. Furthermore, the rating of these reported testbeds are relatively low (around 100 kVA), i.e. the inertia of the machines is small and is relatively fast in responding to commands, so it presents less challenging tasks for the control. The higher rating of the MG set, the more challenging it is to achieve PHIL synchronization due to the larger machine inertia and slower response capability. Therefore, this indeed presents significant technical challenges that have not be resolved and reported by the literature.
This paper presents a novel solution to tackle the aforementioned challenges associated with establishment of MW-scale PHIL testbeds using MG sets. A methodology has been developed, which enables PHIL capability using commerciallyavailable MG sets with proprietary frequency controllers that do not inherently provide adequate responses to frequency commands for the purpose of establishing a PHIL interface. This is achieved by introducing augmented frequency and phase control loops and using the Internal Model Control (IMC) approach [22] for controller design and tuning. The proposed method does not require the change or replacement of the existing proprietary frequency controller, which is undesirable and difficult to achieve for commercially-available MG sets. It can be implemented in a separate controller platform, externally to the MG set's own controller -this avoids the manufactures' involvements and minimizes the implementation cost. The established testbed couples a GB transmission network model with an 11 kV physical distribution network, and it is the first reported PHIL setup using an MG set that has been successfully achieved at the MW scale, which largely expands the power range that can be tested and offers a promising solution for power system testing.
This paper is structured as follows: Section II and III provide brief introductions of typical PHIL arrangements and the IMC approach respectively; Section IV presents the detailed design and tuning of the augmented frequency and phase controllers for the MG set to enable PHIL capability; Section V presents experimental results to demonstrate the effectiveness of the developed controllers; and Section VI concludes the paper. . The power interface is the element that enables the coupling and power iteration between the simulation and the physical system. It receives reference signals from the model (e.g. voltage) and applies it to the PHuT and variables representing the reaction of the PHuT (e.g. current) is fed back to the real time simulator to close the loop. The PHuT could also be an entire physical network (including generators, loads, cables, etc.), which is shown in Fig. 1.(b) . This type of PHIL is also referred as Network-in-the-Loop (NIL) configuration [10] , [11] . Both controller devices and power devices can be tested in this arrangement. Controller devices being tested, referred to as Controller Hardware under Test (CHuT), can take measurements from the physical network (and the simulated system if necessary) and apply control actions to the physical network components directly. The effect of the control actions on the physical network is then fed back to the model through the power interface to reflect the changes in the wider network in the simulation. Power devices can also be tested in this arrangement, as the physical network is coupled to the model, which allows a wide range of operational conditions to be emulated and applied to the PHuT to test its reaction to these conditions. This paper will present the control of a MW-scale MG set to enable such an NIL configuration.
II. OVERVIEW OF TYPICAL PHIL ARRANGEMENTS

III. INTERNAL MODEL CONTROL (IMC)
The IMC controller [22] is an alternative approach to the Proportional-Integral-Derivative (PID) controller design that has been widely used in industrial applications [23] , [24] . Compared to PID controllers, IMC offers, among other advantages, a more straightforward process in terms of design and tuning [25] . This is particularly suitable for developing controllers for systems with high-order behaviors, which is the case for MG sets with proprietary controllers (as demonstrated in Section IV-A). It should be noted that the conventional and IMC forms of control structures are equivalent and the controller Q and G C have the relationship as described in (1) .
For the controller design, determining Q instead of G C has multiple compelling benefits [25] , which include: Q can be determined in a similar way as a feedforward controller, which is more straightforward than designing a feedback controller; the tuning of Q can be achieved by tuning a single parameter in the augmented low-pass filter (which will be discussed in detail later in this section); and once Q is determined, G C can be subsequently found from using (1) for the actual implementation without losing generality.
In an ideal scenario, where G P is assumed to be a perfect model, there will be no feedback loop in the IMC structure, and the ideal controller can be determined directly as G −1 P to achieve "perfect control" [22] . Furthermore, the overall system stability can be guaranteed for a stable controller Q given the plant being controlled is also stable.
In practice, it is clear that there will unavoidably be inaccuracies in the developed model, so the designed IMC controller will require further tuning. Furthermore, designing a controller Q = G −1 P is not always realizable. For example, when G P contains zeros on the right-hand plane, G −1 P will have poles on the right-hand plane, which will result in an unstable system. To handle this issue associated with system zeros on the righthand plane, G P can be represented as:
where G + P contains all zeros on the right-hand plane while G − P has all zeros on the left-hand plane. The IMC controller will therefore be designed as ( G − P ) −1 . To handle potential model and the actual plant mismatch, a low past filter with time constant λ is included for tuning the controller. Therefore the ultimate IMC controller can be is expressed in (3):
where n is a parameter used to ensure the overall transfer function is proper. Once Q is found, the conventional controller can be determined using (1) . In the following sections, this IMC design approach is used designing the controllers for the augmented frequency and phase loop for enabling MG sets with proprietary frequency controllers as a PHIL interface.
IV. DESIGN OF AUGMENTED CONTROLLERS TO ESTABLISH PHIL CAPABILITY
The key objective to control the MG set as a PHIL interface is to ensure its terminal voltage has a high level of synchronization with the reference voltage in the targeted bus in the simulated grid. Furthermore, any changes of power flow at the MG set terminal should be effectively fed back and reflected in the simulation.
A. The MG set's proprietary frequency controller
Commercial MG sets are typically equipped with proprietary frequency controllers. Fig. 3 presents the block diagram of an example MG set that is used in this work. The transfer function of the MG set with its own controller is:
The dynamic performance of the MG set's proprietary frequency controller in tracking reference signals is reported in [26] and Section V of this paper, which shows that there is significant tracking error during frequency disturbances. Furthermore, there is no mechanism for phase tracking, which is required in a PHIL setup. The control algorithms developed in this paper allow the MG set to enhance the frequency control to achieve precise frequency tracking, while being capable of accurately tracking the reference phase, thereby enabling the MG set to be an effective PHIL interface. It should be noted that, the synchronization between the simulation and the physical network also requires precise voltage magnitude tracking. However, accurate tracking of voltage magnitude can be relatively easily achieved with existing techniques, e.g. solid state excitation systems. According to the studies conducted in [10] , the voltage magnitude tracking error can be achieved to the level of 2% for a load step of 0.5 pu. For the purpose of emulating frequency disturbances, the power imbalance is typically smaller than 0.1 pu, so the voltage magnitude tracking does not present significant technical challenges, thus is not the focus of this paper.
B. Overview of the augmented control structure
A high-level structure of the proposed control scheme for enabling the MG set to operate as a PHIL interface is illustrated in Fig. 4 . The augmented frequency control loop enhances the frequency tracking by incorporating an additional feedback loop to the existing frequency controller. The phase control loop further enables the phase tracking by using the phase error to adjust the input frequency signal to the proprietary controller within G M G . During the initialization process, SW 1 is at position 1 and both SW 2 and SW 3 are open so that the machine starts at the nominal frequency; then SW 1 will be switched to position 2 so the machine will use simulated frequency as the reference signal; SW 2 will then be closed to enable enhanced frequency tracking and SW 3 will be closed at the last step to enable phase tracking. The detailed process of initialization of the PHIL simulation will be demonstrated in Section V.
The augmented control loops do not need to access the direct control of input mechanical power to the generator for frequency tracking (which is required for control algorithms reported in [10] , [11] ) and does not require the replacement or changing of the MG set's existing proprietary controller, so it is particularly suitable for establishing PHIL capability using commercially-available MG sets.
C. Design of the augmented frequency controller
When the augmented frequency loop is closed (SW 1 at position 2 and SW 2 closed), the transfer function between the output MG set frequency f M G and the input reference signal f grid (i.e. simulated grid frequency) can be expressed as:
The term Y D is equivalent to a disturbance and the objective is to have a controller G F req that can effectively track the input signal f grid . G M G , as expressed in (6), is the full closed-loop transfer function of the MG set with its proprietary controller. The MG set is equipped with a proprietary PI-type controller, so this has been used as an example to demonstrate the design of the augmented frequency and phase controllers. However, the methodology developed in this paper is also applicable to other types of proprietary controllers.
Examining (6), G M G has four poles and two zeros, so it can be represented in a pole-zero form in (7):
where G + M G is the part containing all non-minimum phase zeros; k M G is the gain; G − M G is the rest of the transfer function with all zeros on the left-hand plane; z 1 and z 2 are zeros; and p 1 , p 2 , p 3 and p 4 are poles. Using the data presented in Table  I , the pole and zero map of G M G can be plotted in Fig. 5 .
As it can be seen from Fig. 5 that all zeros of G M G locate on the left hand plane, so G − M G = G M G . Furthermore, one zero (z 2 ) and one pole (p 4 ) are at the same location, which cancel each other out, leading to (8) : As discussed in Section III, the IMC controller Q f is the inverse of G − M G , augmented with a filter to ensure it is proper:
where n f is chosen as n f = 2, which ensures the controller to be proper. The resulting controller in the conventional form can then be calculated using (3) and (9):
From the zero and pole map shown in Fig. 5 , p 1 is a real pole, while p 2 and p 3 are two complex poles, so G F req can be represented as (11):
It can be seen from (11) that the ultimate controller contains multiple components, i.e. an overall controller gain, a lowpass filter relating to the IMC tuning parameter λ f , a leadlag compensator whose characteristics depend on the pole and zero locations, and a PID type of controller. For simplicity, (11) can be re-written as (12) :
where
, and a f 0 = p 2 p 3 .
D. Design of the augmented phase controller
The augmented frequency controller (12) will lead to the overall frequency loop behaving as the augmented low pass filter 1/(λ f s + 1) n f . For the design of the phase loop controller, the the equivalent block diagram for the phase loop can be derived and shown in Fig. 6 , where G F is the overall transfer function of the entire frequency loop (i.e. the augmented frequency loop along with the MG set and its own proprietary controller), and the other parameters are introduced in the nomenclature section.
Following the same approach as shown in Section IV-C, the IMC phase controller can be derived as:
where n ph has also be chosen as 2 to make G P h proper. Using (3) and (13) the phase loop controller can be derived:
For simplicity, (14) can be re-written as (15):
where K ph = 1/(2λ ph ), τ ph1 = λ f , τ ph2 = λ ph /2, and a ph = λ f .
E. Tuning of the developed controllers
The tuning of the controllers starts from the frequency loop. As mentioned previously, one of the key benefits of the IMC design process is that only one variable, i.e. λ f , is involved in turning of the frequency controller. From (12) , it can be seen that a small λ f will lead to a relatively large overall gain K f and small time constant τ f 1 . Therefore, if the λ f is chosen to be too small, the controller's response can be too aggressive, resulting in the oscillations or large overshoots of frequency, while if the λ f is chosen to be too large, the control action will not be sufficiently effective in tracking frequency. Therefore, during the tuning process, an initial value of λ f can be chosen and then based on the performance of the controller (either too aggressive or too slow) to increase or decease the value of λ f accordingly until a satisfactory response is achieved. Similar tuning procedure is used in selecting λ ph in the phase loop. The ultimate tuned values for all the parameters in the frequency and phase controllers are provided in Table I. The bode plots for the Open-Loop Transfer Functions (OLTF) and Closed-Loop Transfer Function (CLTF) of the frequency and phase loops are presented in Fig. 7 . It can be seen that both control loops are stable with the phase margins of 103 • and 104 • respectively. When the signal frequency increases above 10 3 rad/s, the phase tends to move very close to −180 • , which gives a gain margin of 86.4 dB and 91.6 dB for frequency and phase loop respectively. These reveal the closed-loop system are stable and give reasonably large gain and phase margins. It can also be seen that from Fig. 7 that when the frequency approaches to 0 rad/s, the gain is around 0 dB, which shows the steady state error is approximately 0. The bandwidths of frequency and phase loops' CLTFs are 4.17 rad/s and 3.52 rad/s respectively.
V. EXPERIMENTAL RESULTS
A. Overview of the PHIL setup
The designed control structure, as shown in Fig. 4 , and the augmented frequency and phase loop controllers, as described in (12) and (15), have been implemented in the RSCAD software package [27] and run the in the RTS platform from RTDS Technologies [1] . The sampling time of the RTS being used is 50 µs. An overview of the established PHIL configuration is illustrated in Fig. 8 . The simulation part of the setup is a GB transmission network model running in real time, while the physical part is an 11 kV distribution network driven by the MG set with a number of load banks connected. The MG set used is consisted of a 1 MW induction motor driving a 5 MVA generator.
The reference frequency f in is generated from the simulation and output through the analog output card, which is interfaced with the MG set's proprietary frequency controller through a fiber. The grid bus in simulation and the MG set bus in physical network are shared buses and the synchronization between two buses is achieved by controlling the MG set terminal voltage (V M G ) to be synchronized with the voltage of the grid bus (V grid ) in simulation. V M G and I M G are measured and input to simulation through a analogue input card. P-class PMU models [28] provided by the RTS simulation platform [1] are used for measuring the frequency and phase of V M G and V grid , which are then fed into the designed augmented frequency and phase controllers as presented in Fig. 4, (12) and (15) . Since the same PMU model is used for both simulated and physical network voltage measurement, both quantities will have the same measurement delay, which ensures the comparison is conducted between signals measured at the same time. It should be noted that, while the RTDS simulator is used as the real time simulation platform in this study, other types of real time simulators with equivalent input and output interfaces could also be potentially used for this purpose.
The power exchange between simulation and the physical network is achieved through feeding back the scaled instantaneous three phase current (i a , i b , i c ) from the MG set bus to drive a controllable current source connected to the targeted bus in the model. The total capacity of the load banks in the physical network is 500 kW, but it can be scaled up to a desired level in the simulation through a scaling factor (G I ) . The total level of power amplification G P is: G P = (V grid /V M G )×G I . 
In the experiments presented in this paper, V grid = 400 kV, V M G = 11 kV, and G I = 110. It should be noted that G I is a configurable scaling factor, and a value of 110 is chosen to ensure a load of 50 kW can be amplified to 200 MW. The value of G I can be chosen to suite different testing needs. As the MG set is only capable of outputting power but not absorbing, therefore, this testbed is most suitable for applications where there is only single-direction power flow is involved.
B. Process of starting the MG set for PHIL simulation
Since the MG set can only be started using its own frequency controller, there are a number of steps required during the PHIL start-up process.
1) MG set running purely with its proprietary frequency controller: The MG set is initially commanded to run at the nominal frequency (i.e. f n = 50 Hz) by putting SW 1 at position 1 and SW 2 and SW 3 open as shown in Fig. 4 , so that it is at its steady state before being commanded to follow the frequency signal from simulation to avoid undesirable oscillation resulting from the simulation initiation. At this stage, the simulation and the MG set is entirely decoupled. Once the simulation and the MG set have reached their steady states, the input signal f in can be switched to f grid through SW 1 (SW 2 and SW 3 remain open), where the MG set will purely rely on its own frequency controller to follow the frequency reference signal from the simulation. As mentioned previously, the MG set's controller is not capable of providing satisfactory frequency tracking during disturbances and there is no phase tracking between the simulation and the MG set.
2) Enabling the augmented frequency loop: When the MG set reaches its steady state with the reference frequency signal from simulation, the augmented frequency loop can be closed by SW 2 . The results are shown in Fig. 9 , where it can be seen that, once the augmented frequency loop is enabled, there is clear improvement in frequency tracking performance with steady state error reduced to below 10 −3 Hz.
3) Enabling the augmented phase loop: The phase loop is subsequently closed by SW 3 , which enables the phase tracking Fig. 10.(a) . When the loop is closed, there is a sudden change in MG set frequency in order to adjust the phase. As a result, the phase error starts to decrease from around 100 • . Fig. 10.(b) shows the steady state frequency and phase traces, which shows that with the augmented frequency and phase controllers both enabled, the frequency tracking error is controlled within 10 −3 Hz, while the phase error can be maintained below 1 • .
C. Using the testbed for validating a novel frequency response scheme during loss of generation events
In this section, the established PHIL testbed is used for testing a wide-area monitoring and control system, named "Enhanced Frequency Control Capability (EFCC)" [29] , for fast frequency response using distributed resources. The EFCC scheme requires relatively complex algorithms and constitutes various distributed control devices and communication links. Any design defects or hardware problems could potentially lead to the deterioration of the control system performance, posing a significant risk of instability to the grid. The PHIL setup, as shown in Fig. 8 and enabled by the proposed control algorithms, provides a realistic test environment for such a system. The PHIL testbed not only allows the validation of the EFCC controllers' capabilities make correct decisions in controlling distributed resources, but also enables the evaluation of the capability of the distributed resources in responding to the control command to provide desired frequency response. In this paper, the EFCC will use measurements from both simulation and physical network for decision making and the distributed resource being used is a load bank emulating demand side resource, which presents the most challenging scenario for the testbed due to the step change in active power. Fig. 11 shows the frequency tracking performance with and without the augmented controllers during a simulated loss of generation event. The maximum RoCoF during the event is around 0.17 Hz/s. When the MG set purely relies on its proprietary controller for frequency tracking without the augmented control, the maximum error is approximately 0.115 Hz and the average error of 0.0145 Hz. In comparison, with the augmented frequency controller, frequency tracking performance has been significantly improved with a maximum frequency error of 0.025 Hz and an average error of 0.003 Hz.
The phase tracking performance is shown in the second plot of Fig. 12 with a maximum error around 10.5 • and average error of 1.58 • , where with the original controller, there is no phase tracking capability. This performance fulfils the synchronization requirements as specified in [30] .
Regarding the EFCC system being tested using the established testbed, the first plot of Fig. 11 shows the frequency where there is no EFCC scheme enabled and it can be seen that the frequency event leads to a frequency nadir below 49.5 Hz, which is the statuary frequency limit in the GB transmission network [31] . In the second plot of Fig. 11 , the EFCC scheme is enabled to provide frequency response from the load banks, which successfully brings the frequency nadir above the required 49.5 Hz limit. Fig. 13 shows the active power at the physical network and the scaled power in the real time simulation. It can be seen that the MG set supplies around 45.2 kW to the load banks, which is amplified as a demand of around 193 MW in the real-time simulated model. At around 5.5 s, the load bank is commanded by the EFCC scheme to reduce its load to 17.5 kW, which is around 27.7 kW load curtailment in the physical network and results in the decrease of around 116 MW load in simulation to provide frequency response. The results shows that the control action to the load bank is successfully reflected to the real time simulated model.
D. Discussion of implementation cost
As any other practical testing platforms, the cost of establishing such a test environment is an important issue to consider. The associated cost of the established PHIL testbed could be classified into two categories: one cost category associated with the physical hardware system and the other cost category relating to the cost of implementing the augmented controllers as presented in the paper. For the hardware system, it mainly consists of the RTS, the MG set and the physical network. The cost of these three elements can vary significantly depending on the manufacturers, rating of the equipment, the country where they are procured, etc. The actual cost will be subject to the individual setups, so the cost of the specific setup presented in the paper will not be representative.
The second type of the cost is associated with the implementation of the augmented frequency and phase controllers presented in this paper to enable the PHIL capability with available RTS and MG sets. As discussed in Section I, existing methods require the access to the direct control of the Fig. 8 . Established PHIL testbed using the developed augmented controllers Fig. 9 . Frequency of the simulated grid and physical network -the MG set with the augmented frequency loop enabled active power of the MG set, which means the manufacturers' involvement will be required and could potentially be very costly. With the approach presented in the paper, the cost for enabling the PHIL capability is minimal. In this work, the augmented controllers were implemented in RSCAD [27] directly to control the MG set without the need for any changes to the existing proprietary controllers. Therefore, there is no manufacturer involvement required, thus the only additional cost is associated with the engineering time required for the controller implementation.
VI. CONCLUSIONS
This paper has presented the realization of a high-fidelity MW-scale PHIL testbed using a commercially-available MG set with a proprietary frequency controller. Augmented frequency and phase controllers have been successfully developed using the IMC approach to enable the MG set as an effective PHIL interface without the need for change or replacement of the MG set's existing frequency controller. The presented control methodology is tested and demonstrated in an MW-scale MG set, which couples a real-time GB transmission network model with an 11 kV physical network. The established testbed is the first reported PHIL arrangement using a MG set as the PHIL interface at the MW scale, which largely expands the power range that can be tested. Experimental results show that, the developed controllers are highly effective in maintaining synchronization between simulation and the physical system. The PHIL configuration offers a promising solution for power systems prototype testing to de-risk novel technologies (e.g. wide-area control -such as the EFCC scheme) prior to implementation on actual systems. 
