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1 Introduction
Let Sp (1 < p ≤ ∞) be the class of all almost periodic functions in the sense of










u | f(t) |
p dt
}1/p
when 1 < p <∞
sup
u
| f(u) | when p =∞.



















and that 0 = λ0 < λν < λν+1 if ν ∈ N = {1, 2, 3...} , lim
v→∞
λν = ∞, λ−ν = −λν,
|Aν |+ |A−ν | > 0. Let Ωα,p , with some fixed positive α , be the set of functions
of class Sp bounded on U = (−∞,∞) whose Fourier exponents satisfy the
condition
λν+1 − λν ≥ α (ν ∈ N) .




{f (x+ t) + f (x− t)}Ψλk,λk+α (t) dt,
where
Ψλ,η (t) =
2 sin (η−λ)t2 sin
(η+λ)t
2
pi (η − λ) t2
(0 < λ < η, |t| > 0) .
Let A := (an,k) be an infinite matrix of real nonnegative numbers such that
∞∑
k=0
an,k = 1, where n = 0, 1, 2, ... . (1)





an,k |Sγkf (x)− f (x)|
q
}1/q
(q > 0) . (2)
As measures of approximation by the quantity (2), we use the best approxima-
tion of f by entire functions gσ of exponential type σ bounded on the real axis,
shortly gσ ∈ Bσ and the moduli of continuity of f defined by the formulas
Eσ(f)Sp = inf
gσ
‖f − gσ‖Sp ,
ωf (δ)X = sup
|t|≤δ














Recently, L. Leindler [4] defined a new class of sequences named as sequences
of rest bounded variation, briefly denoted by RBV S, i.e.
RBV S =
{
a := (an) ∈ U :
∞∑
k=m
|ak − ak+1| ≤ K (a) |am| for all m ∈ U
}
, (3)
where here and throughout the paper K (a) always indicates a constant depend-
ing only on a.
Denote by MS the class of nonnegative and nonincreasing sequences
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a := (an) ∈ U :
2m−1∑
k=m
|ak − ak+1| ≤ K (a) |am| for all m ∈ U
}
. (4)
Then it is obvious that
MS ⊂ RBV S ⊂ GM .
In [5, 10, 11, 12] was defined the class of β−general monotone sequences as
follows:
Definition 1 Let β := (βn) be a nonnegative sequence. The sequence of com-




|ak − ak+1| ≤ K (a)βm (5)
holds for all m.
In the paper [12] Tikhonov considered, among others, the following examples
of the sequences βn :





k for some c > 1.
It is clear that (see [12, Remark 2.1]) GM (1β) = GM and
GM (1β +2 β) ≡ GM (2β) .
Moreover, we assume that the sequence (K (αn))
∞
n=0 is bounded, that is,
that there exists a constant K such that
0 ≤ K (αn) ≤ K
holds for all n, where K (αn) denote the sequence of constants appearing in the
inequalities (3)-(5) for the sequences αn := (an,k)
∞
k=0.










holds if αn = (an,k)
∞
k=0 belongs to GM (2β), for n = 0, 1, 2, ...
We have shown in [7] the following theorem:
Theorem 2 If f ∈ Ωα,p, p ≥ q, (an,k)
∞
k=0 ∈ GM (2β) for all n, (1) and




















In this paper we consider the class GM (2β) in pointwise estimate of the
quantity Hqn,A,γf. Thus we present some analog of the following result of P.
Pych-Taberska (see [9, Theorem 5]):





















for n = 0, 1, 2, ..., where γ = (γk) is a sequence with γk =
αk
2 , an,k =
1
n+1 when
k ≤ n and an,k = 0 otherwise.
We shall write I1 ≪ I2 if there exists a positive constant K , sometimes
depended on some parameters, such that I1 ≤ KI2.
2 Statement of the results
Let us consider a function wx of modulus of continuity type on the interval
[0,+∞), i.e. a nondecreasing continuous function having the following proper-














and wxf (δ)p ≪ wx (δ) , where γ, δ > 0
}
is nonempty. It is clear that Ωα,p (wx) ⊆ Ωα,p′ (wx) , for p
′ ≤ p.
We start with proposition















+ Eαn/2 (f)Sp ,
for n = 0, 1, 2, ...
Our main results are following
Theorem 5 If f ∈ Ωα,p (wx) , q > 0, (an,k)
∞
k=0 ∈ GM (2β) for all n, (1) and


















Theorem 6 If f ∈ Ωα,p (wx) , q > 0, (an,k)
∞
k=0 ∈ MS for all n, (1) and































≤ ωf (δ)Sp ,
the analysis of the proof of Proposition 4 shows that, the estimate from Theorem
5 implies the estimate from Theorem 2 with p ≥ q (without change q instead











n+1 when k ≤ n and an,k = 0 otherwise, in the case p = ∞, we obtain
the better estimate than this one from Theorem 3 [9, Theorem 5].
3 Proofs of the results
3.1 Proof of Proposition 4






with δ = δn =
pi
n+1 and its estimate from [6, Lemma 1, p.218]
|Φxf (δ1, δ2)| ≤ wx (δ1) + wx (δ2) (7)
for f ∈ Ωα,p (wx) and any δ1, δ2 > 0.
Since, for n = 0 our estimate is evident we consider n > 0, only.

















does not contain any λν . Applying Lemma
1.10.2 of [8] we easily verify that
S∗kf (x)− f (x) =
∫ ∞
0
ϕx (t)Ψk (t) dt,
5


















exponent λν , then
Sαk
2
f (x) = S∗k+1f (x)−
(
Aν (f) e




We can also note that if f ∈ Ωα,p (wx) , with p > 1 and q > 0, then there exists
q′ ≥ q such that q′ ≥ 2 and p′ = q
′




























≤ ‖f‖Bp′ and ‖f‖Bp′ ≤ ‖f‖Sp′ ,
where ‖·‖Bp′, with (p
′ ≥ 1), is the Besicovitch norm, so we have
|A±ν (f)| =
∣∣A±ν (f − gαµ/2)∣∣ ≤ ∥∥f − gαµ/2∥∥Sp′ ≤ ∥∥f − gαµ/2∥∥Sp = Eαµ/2 (f)Sp ,













































+ Eαn/2 (f)Sp ,















































































































































































































































































































































































































































































































































− cos αt4 (2k + 2κ+ 1)
α




















− cos αt4 (2k + 2κ+ 1)
α















cos αt4 (2k + 2κ+ 1)
α




















)2 cos pi2 (2k + 2κ+ 1)
α















2(n+1) (2k + 2κ+ 1)
α





















cos αt4 (2k + 2κ+ 1)
α











































































































































For the second term, using (7) and the Hausdorff-Young inequality [13, Chap.





























































|ϕx (δn + t)− ϕx (t)|
sin αt4
t2
+ |Φxf (δn, t)|
∣∣α
4 t











































































































































































wx (δn) (n+ 1)
1−1/p′



























































































































































[(n+ 1)hn (µ+ 1)]2
∫ (n+1)hn(µ+1)
0

























































































≪ wx (δk) .
































































= I321 (k) + I322 (k)


































































































































|Φxf (δk, 2pi/α)| ≤
2
pi3 (k + 1)



























































































































































































and the desired result follows. 
3.2 Proof of Theorem 5
















































= I1 (x) + I2 (x) .
15
Using Proposition 4 and denoting the left hand side of the inequality from its
































































































|an,k − an,k+1|+ an,2m+1−1

 .
Since (6) holds, we have
an,s+1 − an,r









































































































































































































Thus we obtain the desired result. 
3.3 Proof of Theorem 6
If (an,k)
∞
k=0 ∈MS then (an,k)
∞























































































This ends our proof. 
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