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Introduction
The recent literature in econometrics has shown the importance of the theory of inverse problems as a conceptual framework for numerous questions related to functional estimation, including regression on functional data, or nonparametric instrumental regression (see e.g. Carrasco et al. (2007) for a survey of this approach). The central point of this approach is the inversion of operators (linear for simplicity) by means of regularisation methods (see e.g. Engl et al. (2000) ). Examples of common regularisation methods are Tikhonov, Landweber-Fridman, spectral cut-off, etc. The application of these regularisation methods leads to estimators that converge at nonparametric rates, and are asymptotically normal but biased. The existence of this bias complicates the construction of confidence intervals.
The goal of this note is to adapt a procedure proposed by Hall and Horowitz (2013) to linear inverse problems in order to correct confidence intervals by means of an estimator of the bias that is based on a second regularisation parameter, smaller than the first one. This approach is frequent in nonparametric statistics (see e.g. Schucany and Sommers (1977) and Hall (1992) ). Our approach is limited to a simple framework : the operator is defined on a function space but with values in IR n , and the operator is supposed to be known. We restrict attention to regularisation via the spectral cut-off method, and our study concentrates on the estimation of a linear function of the functional parameter. This framework is nevertheless appropriate for the case of regression on functional data and the case of nonparametric regression with instrumental variables. Engl et al. (2000) provide a detailed discussion of methods for inverse problems. For regression on functional data see e.g. Cardot and Johannes (2010) or Florens and Van Bellegem (2015) among many others. The model with instrumental variables is the topic of interest in e.g. Darolles et al. (2011) and Hall and Horowitz (2005) .
The paper is organised as follows. In the next section, it is explained how to estimate linear functions of the functional parameter by means of the spectral cut-off method. Section 3 gives the properties of the proposed estimator, whereas bias-corrected confidence intervals are constructed in Section 4. These intervals require certain properties on the bias of the estimator, which are developed in Section 5. The coverage probability of the proposed confidence interval is obtained in Section 6, and the finite sample performance of the interval is studied in Section 7 by means of a simulation study.
Spectral cut-off estimation in a class of linear inverse problems
Consider the following linear model :
where ϕ belongs to a Hilbert space E equipped with scalar product ·, · , Y = (Y 1 , . . . , Y n ) t is an element of IR n equipped with scalar product a 1 , a 2 = n −1 n i=1 a 1i a 2i for a 1 , a 2 ∈ IR n , K is a linear and compact operator from E to IR n , and U ∈ IR n satisfies E(U ) = 0 and Var(U ) = σ 2 I n . Throughout, we will use the notation ·, · to indicate both the scalar product in E and in IR n , as it will be clear from the context in which space we are working.
We suppose that K and σ 2 are known in order to simplify the presentation. Note that K depends on n, but we do not highlight this dependence, since we will work with fixed n. Let us illustrate model (2.1) by means of two examples :
Example 1 : Functional linear regression
Let IR be equipped with a measure π and define E = L 2 (IR, π) = {ϕ : IR → IR; ϕ 2 (x)π(dx) < ∞}. The operator K is based on n fixed elements of E denoted by Z 1 , . . . , Z n :
Hence, the model is in this case
Example 2 : Instrumental regression
Let (Y 1 , Z 1 , W 1 ), . . . , (Y n , Z n , W n ) be n identically distributed random vectors in IR × IR p × IR q , and suppose that the marginal distribution of (
where E(U i |W i ) = 0 and ϕ ∈ E = L 2 (IR, f Z ), where f Z is the density of Z i . This defines implicitly the operator K : L 2 (IR, f Z ) → IR n by (Kϕ) i = E(ϕ(Z)|W = W i ), i = 1, . . . , n. We condition on the instruments W 1 , . . . , W n , so that the operator K is deterministic (but depending on n) as required.
Equation (2.1) defines an ill-posed inverse problem. The operator K is not injective, and hence not invertible in general. Moreover, the minimisation of Y − Kϕ 2 does not solve the problem in general. In fact, this minimisation leads to the normal equation
where K * : IR n → E is the adjoint operator of K defined by Kϕ, a = ϕ, K * a . The operator K * K is not invertible neither, and its generalised inverse is not continuous, which necessitates the regularisation of K * K via its inverse. Let us show the calculation of K * for our two leading examples.
Functional linear regression (cont'd)
The operator K * is given by K * a = n −1 n i=1 Z i a i for an arbitrary a = (a 1 , . . . , a n ) t . Indeed,
. . , Z n applied to ϕ.
Instrumental regression (cont'd)
In this case,
where f Z|W is the conditional density of Z i given W i . This follows from the following calculation :
where the scalar product in E is defined by ϕ
The operator K admits a singular value decomposition (λ j ) j=1,2,... , (ϕ j ) j=1,2,... , (ψ j ) j=1,...,n ,
where ϕ j ∈ E, ψ j ∈ IR n , λ j ∈ [0, ∞) for all j and λ j = 0 for j > n. This means that K * Kϕ j = λ 2 j ϕ j , KK * ψ j = λ 2 j ψ j , Kϕ j = λ j ψ j and K * ψ j = λ j ϕ j . Moreover, (ϕ j ) j is an orthonormal basis of E, and (ψ j ) j is an orthonormal basis of IR n . Hence we can write ϕ = ∞ j=1 ϕ, ϕ j ϕ j . Note that λ j , ϕ j and ψ j depend on n (since K depends on n), but to keep the notation simple, we will omit the index n in the notation.
We will use this spectral value decomposition to regularise model (2.1). We restrict attention to the so-called spectral cut-off method :
In the example on functional linear regression this means that
where the j-th eigenvector of the matrix KK * is written as (ψ j ) =1,...,n . On the other hand, for the example on instrumental regression, we havê
In the first example the estimator is an element of the space generated by the Z 's, whereas in the second example the estimator belongs to the space generated by the f Z|W (·|W )/f Z (·)'s. We now turn to the estimation of continuous linear functions of ϕ, i.e. scalar products of the form θ = ϕ, µ thanks to Riesz' Theorem, where µ ∈ E is a known function. In this case we haveθ
The advantage of this estimator is that it reduces the problem to an estimation problem in IR n : the ψ j 's and the λ 2 j 's are the eigenvectors and eigenvalues of KK * , which is an n × n matrix.
Properties of the estimator
The estimatorφ α defined in (2.2) is biased, and we can calculate its bias and variance. In fact,
This bias is the rest of the development of a Fourier expansion of ϕ in the basis of ϕ j functions by truncating the development at λ j > α.
The variance ofφ α is obtained as follows : for an arbitrary g ∈ E and denoting V =
Hence,
If the vector of errors U is normally distributed, we havê
For the estimatorθ α = φ α , µ of θ = ϕ, µ it follows that the bias equals
the variance equals
and henceθ
Note that K is an operator from E (of infinite dimension) to IR n , and hence it can only have n singular values that are non-zero. We suppose that these n singular values are strictly positive. The operator K is hence not injective and for fixed n the model is not identified. The identified part of ϕ and of θ corresponds to the eigenvectors ϕ j for which the corresponding λ j are non-zero. We therefore have to distinguish two parts in the bias b α of
The term b α1 is the bias due to regularisation, whereas the term b α2 is the bias due to under-identification.
We for some 0 < β, γ < ∞, which are so-called source conditions. We focus attention on the case where γ < 1. In fact, if γ ≥ 1, then µ = K * v for some v ∈ IR n and hence
The problem is then well-posed and does not necessitate inversion of K.
If we analyse the problem for n going to infinity, we have to suppose that the series K = K n converges to an identified limiting operator. We can then write
The square of the first term of (3.2) is bounded by cα 2(β+γ) and
and this is bounded when n tends to infinity thanks to (3.1). The second term of (3.2) tends to zero for two reasons : (1) the number of λ j 's that equal zero decreases when n tends to infinity, and (2) ϕ, ϕ j and ϕ j , µ tend to zero. We suppose that K * K tends to its limit at a sufficiently fast rate so that the second term of (3.2) is asymptotically negligible compared to the first term. This hypothesis is verified if we suppose that K converges to a limitK with eigenvectorsφ j and eigenvaluesλ j , that λ j converges toλ j uniformly in j, that
and thatλ j < α for j > n.
This implies that
for some 0 < c 1 < ∞. In the same way we can bound the variance ofθ α :
for some 0 < c 2 < ∞. Hence, the MSE ofθ α is bounded by c 1 α 2(β+γ) + c 2 σ 2 /(nα 2(1−γ) ), and this is minimal for α 2 proportional to n −1/(β+1) , which leads to a MSE of the order n −(β+γ)/(β+1) .
Confidence intervals
If we assume normality of the error U , a naive approach to calculate a confidence interval for θ would be to neglect the bias ofθ α , which gives the classical interval
where τ α = (Var(θ α )) 1/2 is the standard deviation (which is known), z(δ) satisfies P (N (0, 1) > z(δ)) = δ/2, and 0 < 1 − δ < 1 is the desired probability of the interval. Neglecting the bias leads to an erroneous evaluation of the coverage probability. Following the method proposed by Hall and Horowitz (2013) , we can in fact write the following :
Hence, in order to obtain an interval of coverage probability
is the distribution function of a standard normal random variable. This can however not be solved in practice, since the bias b α ofθ α is unknown. We will therefore estimate this bias, based on a second regularisation parameter ρ > 0.
The proposed procedure is as follows :
1. Estimation of ϕ and of θ based on a regularisation parameter ρ, smaller than α :
Estimation of the bias ofθ
α byb αρ =θ α −θ ρ .
Calculation oft, which is the solution of
with respect to t, and calculation of the confidence interval θ α ±tτ α .
Properties of the estimator of the bias
An easy calculation shows that
from which we derive that
and
Moreover,b αρ − b α follows a normal distribution if we assume that the error vector U is normal.
In order to justify our estimation procedure of the bias, we will need that E
for appropriate choices of α and ρ. We will first show why this property holds true. In the next section, we will use this property to study the coverage error of our bias-corrected interval.
Let us suppose that we have a method to choose α 2 proportional to n −1/(β+1) , such that the squared bias and the variance are exactly proportional to n −(β+γ)/(β+1) . We then have the following result.
Proposition 5.1. Let ρ 2 = α 2 a(n) and let α 2 be proportional to n −1/(β+1) . Moreover, suppose that 1. the source conditions (3.1) hold.
2. a(n) → 0 when n tends to infinity.
3.
Then,
Proof. Define
We need to show that A and B tend to zero as n tends to infinity. First note that
Now, the Cauchy-Schwarz inequality yields that 
which finishes the proof.
The condition a(n) → 0 is natural and implies that ρ should be chosen smaller than α.
The third condition in the proposition is less obvious and needs some comments. Suppose that λ j = j −k for some k > 0 (and for any n) and that µ, ϕ j 2 /λ 2γ j ∼ 1/j 1+ε for some arbitrary small ε. By supposing that λ j = j −k we obtain a mildly ill-posed problem, which is in line with the source conditions that we supposed earlier. Moreover, if γ is chosen as large as possible, so as to maintain the integrability of the series j µ, ϕ j 2 /λ 2γ j , it is natural to suppose that the series differs very little from the harmonic series : ∞ j=1 j −1 is divergent, but ∞ j=1 j −1−ε converges for all ε > 0. We can hence write
where m(α) is the largest integer smaller than α −1/k (and similar for m(ρ)). Next, note that L−1 j=1 j −1 = Ψ(L) + γ, where Ψ is the digamma function and γ is the Euler constant. By approximating the function Ψ by the log-function (see Abramowitz and Stegun (1972) 
Coverage error
Recall that the proposed confidence interval is
Let us now calculate the coverage probability of the interval I : p = P (θ α −tτ α ≤ θ ≤θ α +tτ α ).
Some elementary calculations show that
We will show that under certain conditions p is close to 1 − δ.
and if α 2 is proportional to n −1/(β+1) , then p = 1 − δ + o P (1).
Proof. The proof is based on two linear approximations. First of all, we have that
The implicit function theorem implies that
where φ is the density of the standard normal variable. In addition, a Taylor expansion of order 1 yields :
In addition, note that b α is of the same order as τ α if α 2 is proportional to n −1/(β+1) . Hence the expression between square brackets in (6.1) is
, and hence the result follows.
Simulations
We consider our two leading examples (functional linear regression and instrumental regression) in a simulation study, in order to investigate the small sample performance of the proposed bias-corrected confidence intervals.
The regularisation parameter α is chosen as the optimal one :
where ρ is chosen as ρ = αn −1 . This empirical choice of ρ satisfies the conditions needed at the end of Section 5 for appropriate values of β, γ, k and ε, and works well in practice for a wide range of models and sample sizes. Note that the above choice of α is legitimate,
, and this is the case thanks to Proposition 5.1.
Functional linear regression
We consider the following model :
which corresponds (upto the constant P i ) to the curve of a Gamma density for different values of A i and B i . Here we take A i ∼ Unif[0.5, 2.5], B i ∼ Unif[0, 1] and P i ∼ Unif [1, 3] in order to obtain a rich collection of curves of different shapes and amplitudes. The vectors (A 1 , B 1 , P 1 , U 1 ), . . . , (A n , B n , P n , U n ) are independent. It is easy to show that
We consider two choices for the function µ(·) : µ(x) = exp(−0.5x) which corresponds to θ = ϕ, µ = 1/(a + 0.5), and µ(x) = I(0.5 ≤ x ≤ 1.5), which leads to θ = [exp(−0.5a) − exp(−1.5a)]/a. where U is independent of (Z, W ) and is normally distributed with variance s 2 . The function ϕ equals ϕ(z) = az 2 for some a ∈ IR, the instrument W has density f W (w) = 2wI(0 ≤ w ≤ 1) and the endogenous variable Z is defined as Z = RW , where R is independent of all other variables and has a uniform distribution on the interval [1 − b, 1 + b] for some b > 0. Hence, it can be easily seen that E(ϕ(Z)|W ) = a(1 + b 2 /3)W 2 . We can also write the model as Hence, b determines the strength of the instrument, and a, b and σ determine the degree of endogeneity. We carry out simulations for several choices of a, b and σ, leading to a variety of values for ρ(Z, V ) and ρ(Z, W ). They can be found in Table 2 .
Consider now i.i.d. data (Z i , W i , Y i ), i = 1, . . . , n having the same distribution as (Z, W, Y ).
We are interested in constructing a confidence interval for θ = ϕ, µ , where µ(z) = z −2 .
Hence, θ = a. We calculate the proposed bias-corrected confidence interval, as well as the classical confidence interval. The corresponding coverage probabilities (based on 500 simulations) for samples of size 100, 200 and 400 are given in Table 3 . The table shows that the proposed interval reduces the coverage error substantially compared to the classical confidence interval, and that the performance is better when the degree of endogeneity is small and/or the instrument is strong, as can be expected. Table 3 : Coverage probabilities of the classical (non-corrected) and the bias-corrected 95% confidence intervals for several choices of ϕ(z) = az 2 , b, n and σ.
