Abstract. We present an algorithm based on the birthday paradox, which is a low-memory parallel counterpart to the algorithm of Matsuo, Chao and Tsujii. This algorithm computes the group order of the Jacobian of a genus 2 curve over a finite field for which the characteristic polynomial of the Frobenius endomorphism is known modulo some integer. The main tool is a 2-dimensional pseudo-random walk that allows to heuristically choose random elements in a 2-dimensional space. We analyze the expected running time based on heuristics that we validate by computer experiments. Compared with the original algorithm by Matsuo, Chao and Tsujii, we lose a factor of about 3 in running time, but the memory requirement drops from several GB to almost nothing. Our method is general and can be applied in other contexts to transform a baby-step giant-step approach into a low memory algorithm.
Introduction
Jacobians of small genus curves have now become an important tool for publickey cryptography; computing the Zeta function of such curves remains one of the central problems in this area.
For elliptic curves, the question found a first answer with Schoof's algorithm and the subsequent improvements (see [4] and the references therein). Furthermore, if the characteristic of the definition field is small, p-adic methods initiated with Satoh's algorithm [18] give a tremendous speed-up.
For higher genus curves, the p-adic methods (based on either Mestre's [15] or Kedlaya's [12] algorithms) also yield very satisfactory solutions in small characteristic, both in theory and in practice. However, in large characteristic, the question remains delicate. From the theoretical point of view, Pila's algorithm [16] and subsequent improvements [2, 10] give polynomial time solutions, following Schoof's strategy. However, these have been turned into practical algorithms for genus 2 curves only [8] , and it was only very recently that a Jacobian of cryptographic size was counted that way [9] .
In this paper, we concentrate on the last part of a Schoof-like genus 2 algorithm. We first recall the basics of such algorithms.
Let us denote by χ ∈ Z[T ] the characteristic polynomial of the Frobenius endomorphism, so that χ(1) equals the Jacobian order. A basic task is to compute the reduction of χ modulo ℓ, for sufficiently many small primes or prime powers ℓ. Such information is obtained through the study of the torsion in the Jacobian; if the characteristic is medium, the Cartier-Manin operator [8, 6] can also be used.
Thanks to Weil's bounds, one can then collect modular information until χ is known. However, it is far better to switch to a baby-step giant-step (BSGS) algorithm before the end, since collecting modular information is costly. For instance, in [9] , the highest prime ℓ was 19, whereas without the BSGS phase, it would have been 59.
If χ(1) is known modulo m, then using standard BSGS techniques, the time necessary to compute the Jacobian order varies like 1/ √ m. In 2002, Matsuo, Chao and Tsujii [14] showed that if we use not only the value χ(1) modulo m, but rather all coefficients of χ modulo m, it is possible to speed-up the BSGS computation. The runtime of their method (called MCT in the following) varies like 1/m, which is an important improvement. The main drawback is the space complexity: the largest example shown in [14] used 12 GB of central memory, whereas the runtime (5 days on a single processor) was quite reasonable.
Standard BSGS techniques have low-memory, parallelizable, probabilistic counterparts, based on the rho or lambda (kangaroo) methods of Pollard's [17] : such techniques were presented in [24, 22, 23, 8, 21] . In this paper, we apply the ideas of Matsuo et al. to improve the variant of [8] ; we obtain a probabilistic algorithm, with a heuristic complexity analysis, but which requires almost no memory and is immediately parallelizable. The expected running time is about 3 times the running time of the MCT algorithm.
In order to simplify the exposition, we concentrate on genus 2 curves. However, our idea works for more general curves as soon as the characteristic polynomial χ is known modulo some integer m. Another application of our method is the algorithm of [3] for Picard curves, which is a BSGS type algorithm.
The paper is organized as follows. Section 2 defines the necessary notation and recalls the BSGS algorithm of [14] . Then, to introduce methods based on the birthday paradox, we start in Section 3 by a special case, where the modular information is complete enough, so we can use the method of [8] . In Section 4, we deal with the general case, and introduce bidimensional analogues of these techniques. Section 5 finally presents our experimental results.
MCT algorithm for genus hyperelliptic curves

Characteristic polynomial of Frobenius endomorphism
Let C be a genus 2 curve, defined over the finite field F q with q elements. The Jacobian group of C is denoted by J(C) and the characteristic polynomial of the Frobenius endomorphism is denoted by χ(T ). This polynomial has the form
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where s 1 and s 2 are integers. The group order of the Jacobian is then given by
By Weil's theorem, the roots of χ have absolute value √ q and bounds on s 1 and s 2 follow directly. Better bounds can be found using the fact that the roots of χ come in pairs of complex conjugates [13, Proposition 7.1]:
The values of (s 1 , s 2 ) satisfying these bounds form the hatched zone in Figure 1 . 
Review of the MCT algorithm
In large characteristic, point counting algorithms work by collecting modular information; this information is then recombined using the Chinese Remainder Theorem and the work is finished using some BSGS strategy. We now describe the MCT algorithm for this last step. From now on, we assume that the characteristic polynomial χ is known modulo some positive integer m, i.e. s 1 and s 2 are known modulo m. Therefore we introduce new variables for the known and unknown parts of s 1 and s 2 :
so that our goal is now to find s 1 and s 2 . To this effect, a random divisor D is first picked in J(C): the strategy is to compute the order of D, hoping that it is large enough to be able to conclude (the case when J(C) is highly non-cyclic is rare in practice and easily tackled).
The order of D divides the group order χ(1), therefore we have the equality
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To obtain a BSGS algorithm, it is usual to separate the two unknowns, one on each side of the equation. Here the unknowns s 1 , s 2 lie in intervals that are of different sizes, therefore it is necessary to split again s 2 into two pieces. Let n be a parameter to be fixed later, and let us write s 2 = t 2 + nu 2 with 0 ≤ t 2 < n. Then χ(1) · D = 0 rewrites
The algorithm proceeds as follows: first, all possible values for the right-hand side are computed and stored in a data-structure in which searching is fast. Then the left-hand side is computed for all possible values of s 1 and u 2 , until a match is found with a value of the right-hand side. For each value of s 1 , the bounds of Equation (1) are used to find the range of the possible values for u 2 ; a precise study of the area of the space of search leads to an optimal value n ≈ q 3/4 /m, yielding a running time of about 4q 3/4 /m operations in J(C).
3 Preliminaries: the case m ≥ 8 √ q
The main drawback of the previous method is the storage requirement. We now introduce low-memory variants and start by describing a special case, for which most features of the general treatment are already present. Suppose that χ is known modulo m, with m ≥ 8 √ q. Because |s 1 | ≤ 4 √ q ≤ m/2, the coefficient s 1 is known exactly. Corresponding to this value of s 1 , we have bounds for s 2 which yield bounds on s 2 , which is the only remaining unknown. We are thus in the setting of the search of a group order in a bounded arithmetic progression. Among the many variants inspired by Pollard's lambda (or kangaroos) method that yield a low-memory solution to this question, we chose the one based on the birthday paradox described in [8] . We recall it here briefly; detailed descriptions and analyses of several other variants can be found in [17, 24, 22, 23, 21] .
Random search in two intersecting intervals
Then the group order can be written #J(C) = K + m s 2 , where K is known and s 2 is unknown. Performing a suitable shift, it is possible to adjust K by some multiple of m so that the bounds on s 2 become symmetric, i.e. such that | s 2 | ≤ B for some integer B.
As before, we pick at random an element D in J(C), of presumably large order. We then define two sets of divisors that we denote W and T :
By definition W and T intersect, since the zero divisor is in both of them, by taking σ 2 = s 2 for W and σ 2 = 0 for T . More precisely, the size of the intersection is #(W ∩ T ) ∈ [B + 1, 2B + 1], depending on how far s 2 is from 0. The algorithm then proceeds as follows: we pick random elements uniformly alternatively in W inria-00514089, version 1 -1 Sep 2010 and T . If the same divisor is obtained as an element of both W and T then (a multiple of) the order of D can be deduced.
Assuming that picking a random element in W or T has unit cost, that all elements are stored in table, and that a search in the table has unit cost, then by the birthday paradox, a collision can be obtained in expected time and space O( √ B). The constant in the O( ) can actually be made more explicit. First, for fixed s 2 , the expected running time grows like (2B + 1)π/γ, where
, the expected number of operations is asymptotic to
Though, one should note that even if C is randomly chosen uniformly among all curves, the number of points of the Jacobian is not uniformly distributed, as the concentration is slightly higher in the middle of the Hasse-Weil interval; therefore s 2 is not uniformly distributed.
Pseudo-random walk and distinguished points
We now address the main issues raised in the above algorithm: the generation of random elements in W and T and their storage. The key to the answer is to replace randomness by a deterministic pseudo-random walk.
Let r ≥ 0 and ℓ be parameters to be fixed later. The pseudo-random walk is initialized as follows:
We also need a hash function H that maps elements of J(C) to [1, r] ; this hash function should have good statistical properties, but no cryptographically strong property, like onewayness, is required. Typically, H is obtained by taking a few bits in the internal representation of the elements and the integer obtained this way is taken modulo r. Then, starting with an element P in W (resp. in T ) for which we know the corresponding σ 2 , we define another point Q by Q = P + O H(P ) .
Assuming that ℓ is not too large compared to B, with high probability the point Q is still an element of W (resp. of T ). Furthermore, the value of σ 2 corresponding to Q is obtained by adding α H(P ) to the value of σ 2 for P .
Iterating this process yields a chain of pseudo-randomly chosen elements in W (resp. in T ). However, the chain should not be too long, to keep the probability to go out of the domain moderate. Thus the average length ℓ of an offset must be adapted according to the average number of steps we expect to do in one chain (see below). With this device it is then possible to produce each new pseudo-random element in W or T for one operation in J(C).
We now deal with storage requirements. To this effect, we introduce the concept of distinguished points, originally appeared in [7] . We say that an element inria-00514089, version 1 -1 Sep 2010
of J(C) is a distinguished point if its image by a second hash function is 0. Again, we do not ask much of this hash function, except that its behavior looks independent of any arithmetic property of the element, and that the probability of being distinguished can be effectively estimated and tuned to a prescribed value. As usual, looking at some bits in the internal representation of the elements is a good way of doing. We denote by p D the probability for an element of being distinguished.
The algorithm then proceeds as follows: starting with a random point alternatively in W and T , we produce pseudo-random elements using the pseudorandom walk, until a distinguished point is hit. Then this point is stored and another chain is started. The length of the chains is 1/p D on average, and the parameter ℓ should be tuned accordingly. If all the parameters are well chosen, then after (say) 1000 chains on average, we have produced enough points to expect a collision. If this occurs at a point that is not distinguished, then the two chains continue on the same track because the pseudo-random walk is deterministic; the two chains will end at the same distinguished point, thus allowing the detection and the solution of the problem.
Many practical experiments were made to test this strategy against the idealized algorithm described above. They are very satisfactory and in [22] it was suggested that taking r = 20 is enough to simulate a random walk in this context.
As a conclusion, in the case when m ≥ 8 √ q, the number of points can be computed using a parallel low-memory algorithm that requires on average O( q/m) operations in J(C). This is worse than the O(q 3/4 /m) complexity announced in [14] , but their complexity analysis implicitly excludes that case.
The general case
In the case when m < 8 √ q, there are several choices for s 1 and still many more for s 2 . We could loop over all the possible values of s 1 and look for a corresponding s 2 using the algorithm of the previous section, but this approach has worse complexity than the MCT algorithm. The workaround is to take into account the bidimensional nature of the problem.
Recall that we have s 1 = s 1 + m s 1 and s 2 = s 2 + m s 2 , where s 1 and s 2 are known integers in [0, m − 1], the goal being to find s 1 and s 2 . From the bounds (1) on s 1 and s 2 , we deduce similar bounds for s 1 and s 2 . In order to make the description more generic, we write these bounds in the following form:
Random search in two intersecting rectangles
Let D be a random element of J(C); as previously, we assume that the order of D is large enough compared to the group order. Since χ(1) · D = 0, we have
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Let K be q 2 + 1 − s 1 (q + 1) + s 2 , which is a known integer; then we have to find
Since B 1,min (resp. B 2,min ) is not necessarily the opposite of B 1,max (resp. B 2,max ), we have to normalize the situation. We define a value K ′ to be used in place of K, so as to center our search:
We can now define two sets of points:
We assume that these two sets have cardinality exactly #R. This may not hold in general, but is true with the further assumptions that D is of large order and that m is larger than 8. 
Hence it is easily checked that
When B 1,min = −B 1,max and B 2,min = −B 2,max , we get the picture of Figure 2 .
A first version of our algorithm now proceeds as follows: random elements of W and T are constructed by picking random elements in R. These elements are stored in a data structure in which it is possible to detect quickly collisions between an element of W and an element of T . Together with these elements, we also store the corresponding pair (σ 1 , σ 2 ). On average, due to the birthday paradox, a collision occurs after having constructed O( √ N ) elements of W and T ; taking the difference of the pairs σ T and σ W then gives the result by Equations (2). For such estimates, we can assume that the problem is centered, and therefore we put B 1 = B 1,max = −B 1,min and B 2 = B 2,max = −B 2,min ; hence #R = (2B 1 + 1)(2B 2 + 1). We denote by γ ∈ [ 
From the birthday paradox, we see that the expected number of elements that have to be created before a collision between an element of W and an element of T occurs is asymptotic to π #R/γ. We now assume that s 1 and s 2 are uniformly distributed. Then the average number of points to construct grows like
This integral is easily computed and shows that the expected number of points to construct is asymptotic to 8 /m operations in J(C). Hence, we see that a constant factor of about 5 is lost compared to the original (memory consuming) MCT algorithm. This difference is partly due to the fact that in the MCT algorithm, the BSGS approach allows to search only in the area described in Figure 1 , whereas ours does not take this specificity into account.
Note that this analysis is idealized in several places: first, the pseudo-random walk that will be used below is not purely random and can cause some discrepancies. Next, the assumption that s 1 and s 2 are uniformly distributed in a rectangle is actually wrong. However, we expect that this should still give a good estimate.
A bidimensional pseudo-random walk
The main questions are now the generation of random elements in W and T , and how to avoid storing them. These are the same issues as in Section 3 and similar techniques will be applied to solve them. The definition of distinguished points still makes sense in this new context, and will be used with no modification. However, the previous pseudo-random walk needs to be converted into a bidimensional one.
Let r, ℓ 1 and ℓ 2 be parameters to be fixed later: r controls the number of offsets that we are going to precompute, and ℓ 1 and ℓ 2 are the average lengths of the horizontal and vertical offsets. 
, where D is the base point whose order is to be computed.
Starting with a point P in W (resp. in T ) for which we know the corresponding pair (σ 1 , σ 2 ), we define another point as follows. We compute k, k ′ , and b as pseudo-random deterministic functions of P , by using some hash functions. Then we define Q = P + O k,k ′ ,b . If ℓ 1 and ℓ 2 are small enough, with high probability Q is still in W (resp. in T ) and the corresponding pair is given by
Iterating this process allows us to produce chains of pseudo-randomly chosen elements in W (resp. in T ). As before, the chains can not be too long, otherwise they go out of W (resp. of T ). The cost of producing one element is one group operation.
Note that we have only used positive values for the offset in the second direction: this is intended to reduce the chance of creating cycles. However, experiments with alternative strategies turned out to yield similar results.
Setting the parameters
Let λ be such that the expected number of points to construct is λ √ #R and let C be the number of chains we expect to construct. Note that C is fixed by the user; it should be large enough so that averaging considerations make sense (say C ≥ 1000), and small enough so that the cost of initializing a chain is negligible compared to the cost of the steps that are done in that chain. Also the number of chains is essentially the number of distinguished points that have to be stored and therefore should be small enough. Knowing an approximation of λ and having fixed C, the probability of being distinguished follows from
Now we fix ℓ 1 and ℓ 2 ; to control the probability of going out of W (or T ), we first evaluate the average length of a chain. There are about 1/p D steps and each step goes on average ℓ 1 in the first direction and ℓ 2 in the second direction. In the second direction, all the offsets are positive and therefore the length of a chain is ℓ 2 /p D on average. We want this to be small enough compared to the size of R in that direction, say one tenth of B 2,max − B 2,min :
In the first direction, the situation is different since the offsets can be positive or negative, but still with an average absolute value of ℓ 1 . The central limit theorem applied to the 1-dimensional random walks gives that the average distance to the origin after 1/p D steps is about 2 2/3π ℓ 1 / √ p D : the factor 2/ √ 3 corresponds to the standard deviation of the lengths of the offsets. For convenience, we approximate 2 2/3π by 9/10. Again, imposing that this value is one tenth of the size of R in that direction yields:
It may happen that ℓ 1 or ℓ 2 is very small, and even smaller than 1. This is especially the case when the bounds on s 1 and s 2 have a different order of magnitude. Unfortunately this is the case in the genus 2 point counting case, where s 2 is on average about √ q times larger than s 1 . A solution would be to enlarge C, but this is not satisfactory since it implies more storage. A better choice is to modify the random walk as follows. Assume that ℓ 1 is small (ℓ 1 and ℓ 2 can not be simultaneously small). Then with probability p, we add either the same offset O k,k ′ ,b as before or a modified offset O k,k ′ = β k,k ′ mD which does not include a progression in the first direction. The probability p is fixed so that the apparent mean value of ℓ 1 is the one we wanted. Note that the decision of adding O k,k ′ ,b or O k,k ′ is a deterministic choice that depends on D.
Reducing the search space
In order to have a better understanding of the distribution of (s 1 , s 2 ), we ran some statistics. Note that similar statistics, supported by theoretical and heuristic considerations were done in [20] , but with the purpose of finding the mean value of the class number.
Here, for p = 10 6 + 3, we randomly selected 10, 000 monic squarefree polynomials of degree 5 over F p and computed the (s 1 , s 2 ) values for the corresponding curves. As expected, the pairs (s 1 , s 2 ) tend to be not too close to the borders of the domain. In Figure 3 , we represented the domain where (s 1 , s 2 ) are allowed to stay according to bounds (1) , and inside the domain, the darkness of a point means that the density of pairs (s 1 , s 2 ) is high.
On the picture, we see that there are very few pairs for which s 2 is large, because the "wings" are very thin. In fact, these points correspond to curves which are close to maximal curves, and it is no surprise that they are rare. More precisely, in our tests, the proportion of curves for which s 2 is larger than 3q is about 2.2% and the proportion of curves for which s 2 is larger than 4q is about 0.23% (remember that in theory, s 2 can be as large as 6q). In view of these results, in order to improve our constant 19.5, and remarking that there is no point in spending too much time for large values of s 2 , we will restrict the rectangle R to the following bounds:
In our statistics, for more than 97% of the curves, s 2 < 3q/m, and therefore the overlapping factor of W and T is at least 1/4; and for about 99.7% of the curves, s 2 < 4q/m and therefore the overlapping factor is at least 3 25 = 0.12. The overlapping decreases as the point (s 1 , s 2 ) gets closer to the end of the "wings" of the arrow on the picture and if s 2 > 5.5 q, the sets W and T do not overlap.
With this strategy, the area of R is reduced to 25 q 3/2 /m 2 so that the expected runtime is about 12 q 3/4 /m group operations. Therefore we lose "only" a factor of 3 compared to the original MCT algorithm; this strategy is used in the experiments presented below.
We expect that this is very unlikely to get curves with s 1 , s 2 outside of the above rectangle R by random constructions. In case the algorithm does not find an answer after say 10 times the above expected time it could pay to start a classical MCT algorithm to search deterministically in the ends of the wings if we have enough memory for this much smaller subproblem. Otherwise, another method is to start a chain corresponding to these wings in the area outside the rectangle with a small probability, so that we do not perturb the average runtime but we can guarantee that the program finishes.
Practical experiments
We did two kinds of experiments: first with a high level implementation using the Magma computer algebra system [5] , we ran some simulations to check the validity of our approach in various situations. Then, we wrote a parallel C++ implementation of our algorithm using the NTL [19] and the MPICH [1] libraries, in order to run tests with real sized curves. In our experiments, we used the reduced search space given in Section 4.4, with #R ≈ 25 q 3/2 /m 2 .
Simulations
In order to test the validity of our heuristics on sufficiently many examples of reasonable size, we used the following simulated algorithm. Let p be an integer. We pick two integers s 1 and s 2 at random uniformly in the area of Figure 1 . Then we form the integer N = p 2 + 1 − s 1 (p + 1) + s 2 and work in the group Z/N Z instead of J(C). An integer m is chosen, and using only p and s 1 , s 2 modulo m, our goal is to recover N . Thus, we can construct appropriate examples with different values for the parameters at almost no cost.
We Our conclusion is that even if the rectangle R is very thin (i.e. ℓ 1 is tiny), then the measured running time is quite close to the predictions. In the extreme, the last case ℓ = 0.01 corresponds to a case where m ≈ 4 √ q, therefore B 1,max −B 1,min is just 2. In that case, the heuristics we used hardly make sense, but this is a good surprise that the average running time is still within a factor 2 of the heuristic analysis.
Several runs on the same curve
We ran our software implementation many times on a given curve, in order to check that the average measured running time is close to the heuristic estimate, for a medium sized problem.
Let p = 5 × 10 24 + 8503491 and f a random monic squarefree polynomial of degree 5 over F p . Using the Schoof-like method described in [9] we have deduced the values of s 1 and s 2 modulo m = 44696171520. The curve is such that s 1 / √ p ≈ −0.84 and s 2 /p ≈ 0.38, therefore it is not close to any border of the bounds.
With the MCT algorithm, the computation is feasible and requires about 1.5 GB of memory. We ran our software 100 times on that input, and for each run we measured the number of operations in the Jacobian. The average value is 11.27 p 3/4 /m, which is in accordance with our estimates. The minimal value is 2.69 p 3/4 /m and the maximal value is 31.55 p 3/4 /m. In Figure 4 we give the histogram for the number of runs whose running time is in a given range. 
A larger example
In order to test the scalability of our method, we ran a larger example. Let p = 5 × 10 24 + 8503491 as above, and f a random monic squarefree polynomial of degree 5 over F p . We now suppose that s 1 and s 2 are known modulo only m = 1655413760 (note that the modulus 44696171520 mentioned above equals 27 × 1655413760).
With this more restricted information, we cannot conclude using the original MCT algorithm: the computation would require to store about 5 × 10 9 points together with their indices. Even using hash tables, it seems difficult to use less than 8 bytes for each entry, which means at least 40 GB of memory.
We ran our algorithm on that input. The probability of being distinguished was set to p D = 2 −24 . The program was run in parallel on a cluster of 24 Pentium IV at 3 GHz. After 4 hours of computation, 544 distinguished points were computed and a useful collision occurred. About 9 × 10 9 steps were performed: this is a "lucky" run, since this is about 4.3 p 3/4 /m. The memory requirement was about 1.5 MB on each node, mostly for the executable code, not the data. The amount of communication is reduced to a few KB between the nodes and a "master" node.
For that curve, s 1 / √ p ≈ −1.16 and s 2 /p ≈ 1.25, so the curve was not exceptional, in the sense that it was not too close to the border of the area of Figure 1 .
Curves of higher genus
The MCT algorithm can be extended to higher genus curves for which the characteristic polynomial of the Frobenius endomorphism is known modulo some integer m. In [11] , different variants of this extension are studied and compared. Our extension of the original genus 2 MCT algorithm also applies to all these variants with a few modifications. Indeed, the number k of unknown coefficients in the characteristic polynomial can be larger than 2 and then a k-dimensional random walk should be designed in order to search for a collision in the intersection of two k-dimensional boxes. It is a tedious task to fill in the details, in particular the expected constants hidden in the O( ), but for fixed genus, we certainly lose only a constant factor compared to the memory-costly algorithms.
Another range of application of our method is the BSGS algorithm developed in [3] for counting points of the Jacobians of Picard curves. Without giving many details, let us mention that their algorithm ends by the search for a collision in two arithmetic progressions; therefore our algorithm applies almost directly to that case and should dramatically reduce the space complexity, which is the main drawback of their method.
Conclusion
We have presented a low-memory, parallelizable analogue of the algorithm by Matsuo, Chao and Tsujii for genus 2 hyperelliptic curves; the method works in other cases, such as the BSGS algorithm of [3] for Picard curves.
The main tool we used is a bidimensional pseudo-random walk. As usual with this kind of algorithms, it is impossible to make a rigorous analysis and heuristics and computer experiments are necessary to validate the approach. Our numerical data are positive in that sense, therefore our algorithm can be used when the memory constraint becomes problematic.
