This paper presents an approach to single-position, intraday automated trading based on a neurogenetic algorithm. An artificial neural network is evolved to provide trading signals to a simple automated trading agent. The neural network uses open, high, low, and close quotes of the selected financial instrument from the previous day, as well as a selection of the most popular technical indicators, to decide whether to take a single long or short position at market open. The position is then closed as soon as a given profit target is met or at market close. Experimental results indicate that, despite its simplicity, both in terms of input data and in terms of trading strategy, such an approach to automated trading may yield significant returns.
INTRODUCTION
Trading is the activity of buying and selling financial instruments for the purpose of gaining a profit [1] . Usually, such operations are carried out by traders by making bids and offers, by using orders to convey their bids and offers to the brokers or, more interestingly, by developing automated trading systems that arrange their trades.
Several works have been carried out in the literature by considering market simulators for program trading. Recently, Brabazon and O'Neill [2] explained that, in program trading, the goal is usually to uncover and eliminate anomalies between financial derivatives and the underlying financial assets which make up those derivatives. Trading rules are widely used by practitioners as an effective mean to mechanize aspects of their reasoning about stock price trends. However, due to their simplicity, individual rules are susceptible of poor behavior in specific types of adverse market conditions. Naive combinations of rules are not very effective in mitigating the weaknesses of component rules [3] . As pointed out in [3] , recent developments in the automation of exchanges and stock trading mechanisms have generated substantial interest and activity within the machine learning community. In particular, techniques based on artificial neural networks (ANN's) [4, 5] and evolutionary algorithms (EAs) [2, 6, 7] have been investigated, in which the use of genetic algorithms and genetic programs has proven capable of discovering profitable trading rules. The major advantages of the evolutionary algorithms over conventional methods mainly regard their conceptual and computational simplicity, their applicability to broad classes of problems, their potential to hybridize with other methods, and their capability of self-optimization. Evolutionary algorithms can be easily extended to include other types of information such as technical and macroeconomic data as well as past prices. For example, genetic algorithms become useful to discover technical trading rules [8] or to find optimal parameter values for trading agents [9] . Some works focused on investigating the relationship between neural network optimization for financial trading and the efficient market hypothesis [10] ; others examined the relationships between economic agents' risk attitude and the profitability of stock trading decisions [11] ; others focused on modeling the mutual dependencies among financial instruments [4] , and recently, other works construct predictive models for financial time series by employing evolutionary neural network modeling approaches [12, 13] .
This work is based on an evolutionary artificial neural network approach (EANN), already validated on several realworld problems [4, 5] . It is applied to providing trading signals to an automated trading agent, performing joint evolution of neural network weights and topology.
The matter is organized as follows. Section 2 describes the trading problem, which is the focus of this work, and the main characteristics of the trading rules and the simulator implemented in this work. Section 3 introduces the artificial neural networks and the evolutionary artificial neural networks, together with some of their previous applications to real-world problems. Then in Section 4, the neurogenetic approach is presented, together with the main aspects of the evolutionary process and information related to the considered financial data. Section 6 presents the experiments carried out on some financial instruments: the stock of Italian car maker FIAT, the Dow Jones Industrial Average (DJIA), the Financial Times Stock Exchange (FTSE 100), and the Nikkei, a stock market index for the Tokyo Stock Exchange (Nikkei 225), together with a comparison with other traditional methods. Finally, Section 7 concludes with a few remarks.
PROBLEM DESCRIPTION
A so-called single-position automated day-trading problem is the problem of finding an automated trading rule for opening and closing a single position within a trading day. In such a scenario, either short or long positions are considered, and the entry strategy is during the opening auction at market price. A profit-taking strategy is also defined in this work, by waiting until market close unless a stop-loss strategy is triggered. A trading simulator is used to evaluate the performance of a trading agent.
While for the purpose of designing a profitable trading rule R, that is, solving any static automated day trading problem, the more information is available the better it is, whatever the trading problem addressed, for the purpose of evaluating a given trading rule, the quantity and granularity of quote information required vary depending on the problem. For instance, for one problem, daily open, high, low, and close data might be enough, while for another tickby-tick data would be required. Such a problem does not happen in this approach, because, in order to evaluate the performance of the rules, the trading simulator only needs the open, high, low, and close quotes for each day of the time series.
An important distinction that may be drawn is the one between static and dynamic trading problems. A static problem is when the entry and exit strategies are decided before or on market open and do not change thereafter. A dynamic problem allows making entry and exit decisions as market action unfolds. Static problems are technically easier to approach, as the only information that has to be taken into account is the information available before market open. This does not mean, however, that they are easier to solve than their dynamic counterparts. The aim of the approach implemented in this work considers the definition of an automated trader in the static case.
Evaluating trading rules
What one is really trying to optimize when approaching a trading problem is the profit generated by applying a trading rule. Instead of looking at absolute profit, which depends on the quantities traded, it is a good idea to focus on returns.
Measures of profit and risk-adjusted return
For mathematical reasons, it is convenient to use log-returns instead of the usual returns, because they are additive under compounding. The annualized log-return of rule R when applied to time series X of length N is
where r(R, X, i) is the log-return generated by the rule R on the ith day of time series X, and Y is the number of market days in a year. This is the most obvious performance index for a trading rule. However, as a performance measure, average log-return completely overlooks the risk of a trading rule.
Following the financial literature on investment evaluation, the criteria for evaluating the performance of trading rules, no matter for what type of trading problem, should be measures of risk-adjusted investment returns. The reason these are good metrics is that, in addition to the profits, consistency is rewarded, while volatile patterns are not. Common measures within this class are the Sharpe ratio [14] and its variants. An extension of the Sharpe ratio implemented in this approach is the Sortino ratio [15] ,
where DSR corresponds to the downside risk of rule R on time series X and is defined by (3) . The Sortino ratio is a measure of a risk-adjusted return of an investment asset. While the Sharpe ratio takes into account any volatility in return of an asset, Sortino ratio differentiates volatility due to up and down movements, since the up movements are considered desirable and not accounted in the volatility. For this reason, the Sortino ratio does not penalize a fund for its upside volatility:
where θ corresponds to the minimum acceptance level of the log-return.
Trading simulator
Static trading problems could be classified according to four different features: the type of positions allowed, the type of entry strategy, the type of profit-taking strategy, and, finally, the strategy for stop-loss or exit.
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A trading simulator is used to evaluate the performance of a trading agent. The trading simulator supports sell and buy operations, and allows short selling. Only one open position is maintained during each trading process.
In this approach, in order to evaluate the performance of the rules, the trading simulator only requires the open, high, low, and close quotes for each day of the time series. The data set X used for trading agent optimization consists of such data, along with a selection of the most popular financial instrument technical indicators.
Each record consists of the inputs to the network calculated on a given day, considering only past information, and the desired output, namely, which action would have been most profitable on the next day.
As explained in detail in Section 4.6, the overall data set has been divided into three sets, respectively, training, test, and validation set, referring to three different time intervals, in order to avoid overlapping of the considered time period, as explained in (4):
All entries of the data set will be described in detail in Section 5; the three data sets show some of the input data used in this problem. All the input data are also summarized in Table 4 .
The log-return generated by rule R on the ith day of time series X depends on a fixed take-profit return r TP . This is a parameter of the algorithm that corresponds to the maximum performance that can be assigned by the automated trading simulation. The constant value of r TP is defined, together with all other parameters, when the population of traders is generated for the first time, and does not change during the entire evolutionary process.
The main steps of the trading simulator are shown by the following pseudocode.
For all days, i of the time series:
(i) opens a single day-trading position, (ii) calculates signal i with neurogenetic approach, (iii) sends to the trading simulator the order decoded from the neurogenetic approach, (iv) calculates the profit r(R, X, i), (v) closes the position. 
Different positions, previously generated by the neural network simulation, are considered in order to obtain the measure of the log-returns on the time series. Equation (6) defines the signal generated by decoding the output of the ANNs processed by the evolutionary approach. For each day, this is defined through two different operation thresholds θ buy and θ sell , that correspond, respectively, to the maximum value of a network output for buying and to the minimum value for selling. In this automated trader application, these threshold are set, respectively, to 0.34 and 0.66, in order to avoid introducing a bias toward one or the other alternative operation the trader can execute:
no operation otherwise.
The trading rules defined in this approach use past information to determine the best current trading action, and return a buy/sell signal for the current day depending on the information available on the previous day. Such a rule is then used to define the log-returns of the financial trading on the current day.
In the trading simulation, the log-returns obtained are then used, together with the risk free rate r f and the downside risk DSR, given by (3), to calculate the Sortino ratio SR d . This value represents the measure of the riskadjusted returns of the simulation, and it will be used by the neurogenetic approach, together with a measure of the network computational cost, in order to evaluate the fitness of an individual trading agent.
At the beginning of the trading day, the trader sends to the trading simulator the order decoded from the output of the neural network. During the trading day, if a position is open, the position is closed as soon as the desired profit (indicated by a log-return r TP ) is attained (in practice, this could be obtained by placing a reverse limit order at the same time as the position-opening order); if a position is still open when the market closes, it is automatically closed in the closing auction at market price. 
ARTIFICIAL NEURAL NETWORKS
Artificial neural networks (ANN's) are well-defined computational models belonging to Soft Computing. The attractiveness of ANNs comes from the remarkable information processing characteristics of the biological system such as nonlinearity, high parallelism, robustness, fault and failure tolerance, learning, ability to handle imprecise information, and their capability to generalize.
Among the different kinds of neural networks, feedforward multilayer perceptron (MLP) neural networks receive great attention due to their relative simplicity and computational capabilities. In a feedforward neural network, an input pattern is transformed into an output pattern through the processing performed by a series of layers of interconnected nodes, defining layers of neurons. The layers between inputs and outputs are defined "hidden layers" and the neurons that belong to these layers are called "hidden nodes," because they are not directly connected to the external system through the inputs and the outputs. Each node computes a transfer function, represented by the following equation:
where g(w · x) is called the activation function. Commonly used continuous transfer functions are linear, hyperbolic tangent, and Gaussian, even if most researchers prefer to use the sigmoid function, whose analytic form is
The sigmoid, as the tangent hyperbolic, is a popular activation function because it is differentiable and it saturates to the horizontal asymptotic axes y = 0 and y = 1. The transfer function implemented in the neurogenetic approach, described in the following chapters, is a kind of sigmoid function, the tan-sigmoid function, that tends asymptotically to −1 and +1 at the extremes. Figure 1 shows the shape of this function. As indicated in [16] , networks of neurons with real-valued inputs and sigmoid transfer function can be used to approximate mathematical functions, allowing the parametrization of the latter. This is very useful in situations where the exact expression of the function is unknown. An example of architecture of a feedforward MLP neural network is depicted in Figure 2 , where each activation function a i depends on the contribution of the previous subnetwork topology.
The expressions of the activation values defined for the example reported in Figure 2 are here defined:
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First layer Second layer Third layer The activation function obtained at each hidden layer will become the input for the successive layer, with the expression reported in (10):
Evolutionary artificial neural networks
The success of an ANN application usually requires a high number of experiments. Moreover, several parameters of an ANN, set during the design phase, can affect how easy a solution is to be found. In this sense, a particular type of evolving systems, namely, neurogenetic systems, has become a very important topic of study in neural network design. They make up so-called Evolutionary Artificial Neural Networks (EANNs) [36, 47, 48] , that is, biologically-inspired computational models that use evolutionary algorithms in conjunction with neural networks to solve problems in a synergetic way. Several approaches presented in the literature have been developed to apply evolutionary algorithms to neural network design. Some consider the setting of the weights in a fixed topology network. Others optimize network topologies, or evolve the learning rules, the input feature selection, or the transfer function used by the network. Several systems also allow an interesting conjunction of the evolution of network architecture and weights, carried out simultaneously. Table 1 summarizes some of the approaches presented in the literature for the different EANN techniques.
The last technique reported in this table also corresponds to that considered in this work. Important aspects of the simultaneous evolution underline that an evolutionary algorithm allows all aspects of a neural network design to be taken into account at once, without requiring any expert knowledge of the problem. Furthermore, the conjunction of weights and architecture evolution overcomes the possible drawbacks of each single technique and joins their advantages. The main advantage of weight evolution is to simulate the learning process of a neural network, avoiding the drawbacks of the traditional gradient descent techniques, such as the backpropagation algorithm (BP). Given then some performance optimality criteria about architectures, as momentum, learning rate, and so on, the performance level of all these forms a surface in the design space. The advantage of such representation is that determining the optimal architecture design is equivalent to finding the highest point on this surface. The simultaneous evolution of architecture and weights limits also the negative effects of a noisy-fitness evaluation in an ANN structure optimization, by defining a one-to-one mapping between genotypes and phenotypes of each individual.
This neurogenetic approach restricts the attention to a specific subset of feedforward neural networks, namely, MLP, presented above, since they have features such as the ability to learn and generalize smaller training set requirements, fast operation, ease of implementation, and simple structures.
THE NEUROGENETIC APPROACH
The approach implemented in this work defines a population of traders, the individuals, encoded through neural network representations. The improvements of the joint evolution of architecture and weights make the evolutionary algorithm considered in this approach to evolve a traders population by using this technique, taking advantage of the backpropagation (BP) as a specialized decoder [5] .
The general idea implemented is similar to other approaches presented in the literature, but it differs from them in the novel aspects implemented in the genetic evolution. This work can be considered a hybrid algorithm, since a local search based on the gradient descent technique, backpropagation, can be used as local optimization operator on a given data set. The basic idea is to exploit the ability of the EA to find a solution close enough to the global optimum, Weights matrix of the input layer neurons of the network Var (0) Variance matrix of the input layer neurons of the network W (i) Weights matrix for the ith layer, i = 1, . . . , l Var (i) Variance matrix for the ith layer, i = 1, . . . , l b ij Bias of the jth neuron in the ith layer Var(b ij )
Variance of the bias of the jth neuron in the ith layer together with the ability of the BP algorithm to finely tune a solution and reach the nearest local minimum. BP becomes useful when the minimum of the error function currently found is close to a solution but not close enough to solve the problem; BP is not able to find a global minimum if the error function is multimodal and/or nondifferentiable. Moreover, the adaptive nature of NN learning by examples is a very important feature of these methods, and the training process modifies the weights of the ANN, in order to improve a predefined performance criterion, that corresponds to an objective function over time. In several methods to train neural networks, BP has emerged as a suitable solution for finding a set of good connection weights and biases.
Evolutionary algorithm
The idea proposed in this work is close to the solution presented in EPNet [36] : a new evolutionary system for evolving feedforward ANNs, that puts emphasis on evolving ANNs behaviors. This neurogenetic approach evolves ANNs architecture and connection weights simultaneously, as EPNet, in order to reduce noise in fitness evaluation.
Close behavioral link between parent and offspring is maintained by applying different techniques, like weight mutation and partial training, in order to reduce behavioral disruption. Genetic operators defined in the approach include the following.
In this context, the evolutionary process attempts to mutate weights before performing any structural mutation; however, all different kinds of mutation are applied before the training process. Weight mutation is carried out before topology mutation, in order to perturb the connection weights of the neurons in a neural network. After each weight mutation, a weight check is carried out, in order to delete neurons whose contribution is negligible with respect to the overall network output. This allows to obtain, if possible, a reduction of the computational cost of the entire network before any architecture mutation.
Particular attention has to be given to all these operators, since they are defined in order to emphasize the evolutionary behavior of the ANNs, reducing disruptions between them.
It is well known that recombination of neural networks of arbitrary structure is a very hard issue, due to the detrimental effect of the permutation problem. No satisfactory solutions have been proposed so far in the literature. As a matter of facts, the most successful approaches to neural network evolution do not use recombination at all [36] . Therefore, in this approach the crossover operator is not applied either, because of the disruptive effects it could have on the neural models, after the cut and recombination processes on the network structures of the selected parents.
Individual encoding
For each simulation a new population of MLPs is created. As described in detail in [5] , individuals are not constrained to a preestablished topology, and the population is initialized with different hidden layer sizes and different numbers of neurons for each individual according to two exponential distributions, in order to maintain diversity among all the individuals in the new population. Such dimensions are not bounded in advance, even though the fitness function may penalize large networks. A normal distribution is also applied to determine the weights and bias values, and variance is initialized to one for all weights and biases. Variances are applied in conjunction with evolutionary strategies in order to perturb network weights and bias. Each individual is encoded in a structure in which basic information is maintained as illustrated in Table 2 .
The values of all these parameters are affected by the genetic operators during evolution, in order to perform incremental (adding hidden neurons or hidden layers) and decremental (pruning hidden neurons or hidden layers) learning. Table 3 lists all the parameters of the algorithm, and specifies the values that they assume in this problem.
The setting of the mutation probability parameters p + layer , p − layer , and p + neuron is defined in this work equal to the default values shown in Table 3 , since, as indicated by previous experiences [4, 49, 50] , their setting is not critical for the performance of the evolutionary process. 
The evolutionary process
The general framework of the evolutionary process can be described by the following pseudocode. Individuals in a population compete and communicate with other individuals through genetic operators applied with independent probabilities, until termination conditions are not satisfied. The application of the genetic operators to each network is described by the following pseudocode. For each generation of the population, all the information of the best individual is saved.
Selection
The selection method implemented in this work is taken from the breeder genetic algorithm [51] , and differs from natural probabilistic selection in that evolution considers only the individuals that best adapt to the environment. Elitism is also used, allowing the best individual to survive unchanged in the next generation and solutions to monotonically get better over time.
The selection strategy implemented is truncation. This kind of selection is not a novel solution, indeed, several approaches consider evolutionary approaches describing the truncation selection, in order to prevent the population from remaining too static and perhaps not evolving at all. Moreover, this kind of selection is a very simple technique and produces satisfactory solutions through conjunction with other strategies, like elitism.
In each new generation a new population has to be created, and the first half of such new population corresponds to the best parents that have been selected with the truncation operator, while the second part of the new population is defined by creating offspring from the previously selected parents.
Mutation
The main function of this operator is to introduce new genetic materials and to maintain diversity in the population. Generally, the purpose of mutation is to simulate the effect of transcription errors that can occur with a very low probability, the mutation rate, when a chromosome is duplicated. The evolutionary process applies two kinds of neural network perturbations.
(i) Weights mutation, that perturbs the weights of the neurons before performing any structural mutation and applying BP. This kind of mutation defines a Gaussian distribution for the variance matrix values Var (i) of each network weight W (i) , defined in Table 2 . This solution is similar to the approach implemented by Schwefel [52] , who 8 Journal of Artificial Evolution and Applications defined evolution strategies, algorithms in which the strategy parameters are proposed for self-adapting the mutation concurrently with the evolutionary search. The main idea behind these strategies is to allow a control parameter, like mutation variance, to self-adapt rather than changing their values by some deterministic algorithm. Evolution strategies perform very well in numerical domains, since they are dedicated to (real) function optimization problems.
This kind of mutation offers a simplified method for self-adapting each single value of the variance matrix Var (i) j , whose values are defined as log-normal perturbations of their parent parameter values. The weight perturbation implemented in this neurogenetic approach allows network weights to change in a simple manner, by using evolution strategies.
(ii) Topology mutation, that is defined with four types of mutation by considering neurons and layer addition and elimination. It is implemented after weight mutation because a perturbation of weight values changes the behavior of the network with respect to the activation functions; in this case, all neurons whose contribution becomes negligible with respect to the overall behavior are deleted from the structure. The addition and the elimination of a layer and the insertion of a neuron are applied with independent probabilities, corresponding, respectively, to three algorithm parameters p + layer , p − layer , and p + neuron . Also these parameters are set at the beginning and maintained unchanged during the entire evolutionary process.
All the topology mutation operators are aimed at minimizing their impact on the behavior of the network; in other words, they are designed to be as little disruptive, and as much neutral, as possible, preserving the behavioral link between the parent and the offspring better than by adding random nodes or layers.
Fitness
An important aspect that has to be considered in the overall evolutionary process is that the depth of the network structure could in principle increase without limits under the influence of some of the topology mutation operators, defining a so-called bloating effect. In order to avoid this problem, some penalization parameters are introduced in the fitness function in order to control the structure growth, reducing the corresponding computational cost.
In this application, the fitness function depends on the risk-adjusted return obtained by the considered trader, and is calculated, at the end of the training and evaluation process, by
where λ corresponds to the desired tradeoff between network cost and accuracy, and has been set to 0.2 after some preliminary experiments. This parameter also represents the measure of the correlation between the fitness value and the measure of the risk-adjusted return considered e −SRd . k is a scaling constant set to 10 −6 , and c models the computational cost of a neural network, defined by
where N hn is the number of hidden neurons, N syn is the number of synapses, and α = 2 and β = 4 represent, respectively, the costs of each hidden neuron and of each synapsis. This term has been introduced to keep the demand of computational resources at a reasonable level by penalizing large networks. In this work, we have assumed these values in order to give more weight to the number of synapses of the neural network.
It is important to emphasize that the Sortino ratio used in the fitness function defines "risk" as the risk of loss.
Following the commonly accepted practice of machine learning, the problem data are partitioned into three sets, respectively, training set, for network training, test set, used to decide when to stop the training and avoid overfitting, and validation set, used to test the generalization capabilities of a network. There is no agreement in the literature on the way test and validation sets are named, and here the convention that validation set is used to assess the quality of the neural networks is adopted, while test set is used to monitor network training.
The fitness is calculated according to (11) over the test set. The training set is used for training the networks with BP and the test set is used to stop BP.
INPUT AND OUTPUT SETTINGS
The data set of the automated trader simulation is created by defining input data and the corresponding target values for the desired output.
The input values of the data set are defined by considering the quotes of the daily historical prices and 24 different technical indicators for the same financial instrument, that correspond to the most popular indicators used in technical analysis. These indicators also summarize important features of the time series of the financial instrument considered, and they represent useful statistics and technical information that otherwise should be calculated by each individual of the population, during the evolutionary process, increasing the computational cost of the entire algorithm.
The list of all the inputs of a neural network is shown in Table 4 , and a detailed discussion about all these technical indicators can be easily found in the literature [53] . In this approach, the values of all these technical indicators are calculated for each day based on the time series up to and including the day considered.
In all the time series considered, for each day i one target value is defined, corresponding to the operation that would have been most profitable to carry out for a trader on the next day. In the output definition, only two possible operations are taken into account, namely to buy and sell, respectively, encoded with the values 0 (for buy) and 1 (for sell): The choice between them depends on the value of the corresponding return for buy and sell operations, as follows:
EXPERIMENTS AND RESULTS
The automated trader presented in this work has been applied to four financial instruments: the stock of Italian car maker FIAT, traded at the Borsa Italiana stock exchange, the Dow Jones Industrial Average (DJIA), the Financial Times Stock Exchange (FTSE 100), and a stock market index for the Tokyo Stock Exchange Nikkei, namely the Nikkei 225. All the four databases were created by considering all daily quotes and the 24 technical indicators described in Table 4 . Each database has been divided into three sets, in order to define the training, test, and validation sets for the neurogenetic process. In each of the considered financial instrument, training, test, and validation sets have been created by considering, respectively, the 66, 27, and 7% of all available data. All time series of the three data sets are preprocessed by rescaling them so that they are normally distributed with mean 0 and standard deviation σ equal to 1.
The risk free rate r f has been set for all runs to the relevant average discount rate during the time span covered by the data. Different settings have been also considered for the log-return values of the take profit, for both target output and trading simulator settings, in order to define the combination that better suits to the results obtained by the evolutionary process to provide the best automated trader. For each of the considered financial instrument, three settings are considered and set, respectively, to 0.0046, 0.006, and 0.008, in order to more or less cover the range of possible target daily returns.
A first round of experiments, whose results are summarized in Table 5 , was aimed at determining the most promising setting of the neurogenetic algorithm parameters for three distinct settings of the take-profit log-return. Indeed, the neurogenetic parameters are set to the constant values defined in the evolutionary approach, previously reported in Table 3 . In order to find out optimal settings of the genetic parameters p + layer , p − layer , and p + neuron , several runs of the trading application have been carried out by using FIAT, the first financial instrument considered in this work. For each run of the evolutionary algorithm, up to Table 5 reports the average and standard deviation of the test fitness of the best solutions found for each parameter setting over 10 runs, as well as their Sortino ratio, for reference.
What these results tell us is that for each different setting of the genetic parameters there is no high difference of the mean fitness f avg . The choice has been carried out by considering the solution that could satisfy the aim of low fitness, maintaining satisfactory values for the Sortino Ratio. However, as indicated in previous works [4, 49, 50] , the actual setting of the neurogenetic parameters is not critical; therefore, from that point on, we decided to adopt the standard setting corresponding to row 1 in the table, with A second round of experiments was aimed at determining whether using a different take-profit log-return for generating the target in the learning data set used by backpropagation than the one used for simulating and evaluating the trading rules could bring about any improvement of the results. For this reason, in this second round of experiments, the best individual found for each setting is saved, and the Sortino ratio and the correlated log-returns on the validation set are reported.
The time series considered for each of the four financial instruments are shown in Table 6 . Note that the time series considered for these instruments also cover the recent credit crunch bout of volatility, as it is the case for the last 90 days of the DJIA and FTSE validation sets (cf., Table 13 ). Nevertheless, the strategy implemented has shown satisfactory performance and robustness with respect to such a volatility crisis. The values of worst, average, and best Sortino Ratio and log-returns found are shown in Tables 7, 8, 9 , and 10, respectively for FIAT, DJIA, FTSE, and Nikkei instruments.
The conclusion is that runs in which the take profit used to construct the target is greater than or equal to the actual target used by the strategy usually lead to more profitable trading rules, with few exceptions.
Tenfold crossvalidation
To further validate the generalization capabilities of the automated trading rules found by the approach, a tenfold crossvalidation has been carried out as follows.
The training and test sets have been merged together into a set covering the period from March 31, 2003 to August 30, 2006 . That set has been divided into 10 equal-sized intervals. Each interval has been used in turn as the validation set, while the remaining 9 intervals have been used to create a training set (consisting of 6 intervals) and a test set (3 intervals).
Each record of the sets can be regarded as independent of the others, since it contains a summary of the whole past history of the time series, as seen through the lens of the technical indicators used. Therefore, any subset of the records can be used to validate models trained on the rest of the set, without violating the constraint that only past data be used by a model to provide a signal for the next day.
The 10 (training, test, and validation) data sets thus obtained have been used to perform 10 runs each of the evolutionary algorithm, for a total of 100 runs. The best performing take-profit settings found during the previous round of experiments have been used for all 100 runs, namely, a target take profit of 0.006 and a simulation take profit of 0.008. Table 11 reports the average and standard deviation of the best fitness obtained during each run; the best individual found in each run was applied to its relevant validation set, and the resulting Sortino ratio and log-return are reported in the table.
It can be observed that the results are consistent for all ten data sets used in the cross-validation, with Sortino ratios often greater than one, meaning that the expected return outweighs the risk of the strategy. This is a positive indication of the generalization capabilities of the neurogenetic approach.
Discussion
The approach to automated intraday trading described above is minimalistic in two respects:
(i) the data considered each day by the trading agent to make a decision about its action is restricted to the open, low, high, and close quotes of the last day, plus the close quote of the previous day; any visibility of the rest of the past time series is filtered through a small number of popular and quite standard technical indicators; (ii) the trading strategy an agent can follow is among the simplest and most accessible even to the unsophisticated individual trader; its practical implementation does not even require particular kinds of information technology infrastructures, as it could very well be enacted by placing a couple of orders with a broker on the phone before the market opens; there is no need to monitor the market and react in a timely manner.
Nonetheless, the results clearly indicate that, despite its simplicity, such an approach may yield, if carried out carefully, significant returns, in the face of a risk that is, to be sure, probably higher than the one the average investor would be eager to take, but all in all proportionate with the returns expected. By simulating individual trading rules, we observed that the signal given by the neural network is correct most of the times; when it is not, the loss (or draw-down) tends to be quite severe-which is the main reason for the low Sortino ratios exhibited by all the evolved rules.
However, a simple but effective technique to greatly reduce the risk of the trading rules is to pool a number of them, discovered in independent runs of the algorithm, perhaps using different parameter settings, and adopt at any time the action suggested by the majority of the rules in the pool. In case of tie, it is safe to default to no operation. Table 12 shows the history of a simulation of a trading strategy carried out on the FIAT instrument, combining by majority vote the seven best trading rules discovered when using a target take profit of 0.006 and a simulation take profit of 0.008 on the validation set. Only days in which the majority took a position are shown.
The compounded return is really attractive: the annualized log-return of the above strategy, obtained with target take profit of 0.006 and actual take profit of 0.008, corresponds to a percentage annual return of 39.87%, whereas the downside risk is almost zero (0.003). Similar results are obtained when applying the same technique to the other instruments considered, as shown in the bottom line of Table 14 . This table shows a comparison of the percentage annual returns obtained by the automated trader of this approach with a "Buy & Hold" strategy, which opens a long position on the first day at market open and closes it on the last day at market close.
CONCLUSION
An application of a neurogenetic algorithm to the optimization of a simple trading agent for static, single-position, intraday trading has been described. The approach has been validated on time series of four diverse financial instruments, namely, the stock of Italian car maker FIAT, the Dow Jones Table 12 : A simulation of the strategy dictated by the majority of the best trading rules (one for each of the 7 parameter settings of Table 5 ) obtained by running the algorithm with a combination of target take profit of 0.006 and a simulation take profit of 0.008. The action in the Action column refers to the (short)-selling or buying of FIAT. The r column shows the log-return realized by the strategy for each day. Only days in which the strategy took a position are shown. As previously defined, each ANN output has been decoded into one of the three operations buy, no operation, and sell, corresponding, respectively, to the three output ranges: output < 0.34, 0.34 ≤ output ≤ 0.66, and output > 0.66.
Industrial Average, which is an index designed to reflect the New York Stock Exchange, the FTSE index of the London Stock Exchange, and the Nikkei 225 index of the Tokyo Stock Exchange.
Experimental results indicate that, despite its simplicity, both in terms of input data and in terms of trading strategy, such an approach to automated trading may theoretically yield significant returns while effectively reducing risk.
Traditional finance theory asserts that investors can buy/sell any quantity of stock without affecting price. Contemporary microstructure literature [1] provides a wealth of evidence that this is not the case and that trade size and other important determinants like trade type, trading strategy, industry sector, and trading time can have significant price impact and affect the profitability of trading [54] . This is evidenced by the recent growth in large brokers providing trading platforms to clients to access dark liquidity pools and specialist firms promising trade execution services which minimize price impact. In this work no price impact has been assumed, mainly due to difficulties in correctly estimating it, even if, in the real world, a strategy trading significant volumes of shares or contracts will influence the market [55] , thus reducing its effectiveness. Therefore, the performance data presented should not been construed to reflect the performance of those strategies when applied to the market, but to provide evidence of the capability of the neurogenetic approach to extract useful knowledge from data. A realistic assessment of risks and returns associated with applying such knowledge goes beyond the scope of our work. The main contribution of this work is demonstrating that it is possible to extract meaningful and reliable models of financial time series from a collection of popular technical indicators by means of evolutionary algorithms coupled with artificial neural networks.
The introduction of a neurogenetic approach to the modeling of financial time series opens up opportunities for many extensions, improvements, and sophistications both on the side of input data and indicators, and of the technicalities of the trading strategy.
A natural extension would consist of enriching the data used for modeling with more sophisticated technical indicators. Novel indicators might be evolved or coevolved by means of other evolutionary techniques like genetic programming.
Other extensions could involve applying the approach to more complex trading problems. These might be dynamic intraday trading problems, or static problems that require higher-resolution data to be evaluated.
Finally, it would be interesting to compare the neurogenetic approach with other evolutionary modeling approaches, for example using fuzzy logic to express models [56] .
