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Irreducible highest-weight modules and
equivariant quantization
E. Karolinsky ⋄, A. Stolin, and V. Tarasov ∗
1 Introduction
The notion of deformation quantization, motivated by ideas coming from both
physics and mathematics, was introduced in classical papers [2, 7, 8]. Roughly
speaking, a deformation quantization of a Poisson manifold (P, { , }) is a formal
associative product on (FunP )[[~]] given by f1 ⋆f2 = f1f2+~c(f1, f2)+O(~
2) for
any f1, f2 ∈ FunP , where the skew-symmetric part of c is equal to { , }, and the
coefficients of the series for f1 ⋆ f2 should be given by bi-differential operators.
The fact that any Poisson manifold can be quantized in this sense was proved
by Kontzevich in [15]. However, finding exact formulas for specific cases of Pois-
son brackets is an interesting separate problem. There are several well-known
examples of such explicit formulas. One of the first was the Moyal product quan-
tizing the standard symplectic structure on R2n. Another one is the standard
quantization of the Kirilov-Kostant-Souriau bracket on the dual space g∗ to a Lie
algebra g (see [10]). Relations between this quantization and the Yang-Baxter
equation was shown by Gekhtman and Stolin in [9].
Despite the formula for the standard quantization of the Kirilov-Kostant-
Souriau bracket is known already for a long time, the problem of finding explicit
formulas for equivariant quantization of its symplectic leaves, i.e., coadjoint orbits
on g∗, was open. Recently this problem was solved in important cases in [1, 3,
4, 14] using the relationship with the dynamical Yang-Baxter equation and the
Shapovalov form on Verma modules.
This paper is a continuation of [14]. One of the main results obtained in [14] is
the connection between quantum dynamical twists and equivariant quantization.
More precisely, let g = n−⊕h⊕n+ be a finite-dimensional complex semisimple Lie
algebra with a fixed triangular decomposition, F = C[G] the algebra of all matrix
elements of all finite dimensional representations of g, M(λ) the Verma module
with highest weight λ ∈ h∗, J(λ) the universal fusion element that corresponds
to λ. Assume that λ is generic, i.e., M(λ) is irreducible. We have a natural
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map Homg(M(λ),M(λ) ⊗ F ) → F [0] which is an isomorphism of vector spaces.
The translation onto F [0] of the natural product on Homg(M(λ),M(λ) ⊗ F ) is
given by the formula f1 ⋆λ f2 = µ
(−−→
J(λ)(f1 ⊗ f2)
)
, where µ is the initial product
on F restricted onto F [0]. We may treat the obtained algebra as an equivariant
quantization of the coadjoint orbit Oλ ⊂ g
∗ equipped with the Kirillov-Kostant-
Souriau bracket.
The main goal of this paper is to present some generalizations of the above
mentioned results to the case of non-generic λ. In fact, we give explicit formulas
for star-products on certain subspaces of F [0], which are in general not closed
under the original multiplication on F .
Consider the irreducible g-module V (λ) with highest weight λ ∈ h∗. We
have V (λ) = M(λ)/Kλ1λ, where Kλ ⊂ Un−, and 1λ is the generator of M(λ).
Consider also the opposite Verma module M˜(−λ) with the lowest weight −λ ∈ h∗
and the lowest weight vector 1˜−λ. Note that the maximal g-submodule in M˜(−λ)
is of the form K˜λ · 1˜−λ, where K˜λ ⊂ Un+. We get a vector space isomorphism
Homg(V (λ), V (λ)⊗F ) ≃ F [0]
Kλ+K˜λ , which allows one to consider the product on
F [0]Kλ+K˜λ induced by the natural multiplication in Homg(V (λ), V (λ)⊗F ). One
can express this product on F [0]Kλ+K˜λ as f1 ⋆λ f2 = µ
(−−−−→
Jred(λ)(f1 ⊗ f2)
)
, where
the “reduced fusion element” Jred(λ) can be computed in terms of the Shapovalov
form on V (λ).
For a special case when λ ∈ h∗ satisfies 〈λ, α∨〉 = 0 for any α in some simple
root subset ∆ and generic otherwise we show that F [0]Kλ+K˜λ ≃ F [0]Kλ. In this
case F [0]Kλ is closed under the original multiplication on F . In fact, this is
the algebra of regular functions on the coadjoint orbit Oλ. Hence the algebra
(F [0]Kλ, ⋆λ) can be viewed as an equivariant quantization of Oλ.
Finally, we investigate limiting properties of the universal fusion element J(λ).
In particular we show that for some values of λ0 ∈ h
∗ we can guarantee that
f1 ⋆λ f2 → f1 ⋆λ0 f2 as λ → λ0. We also show that for any λ0 having a “good
limiting property” of this type the action map Ug→ (EndV (λ0))
r
fin is surjective
(here (EndV (λ0))
r
fin stands for the locally finite part of EndV (λ) with respect to
the adjoint action of Ug). Note that this surjectivity question is known as the
classical problem of Kostant (see [11, 12]). The complete answer to this question is
still unknown. However, there are examples of λ0 such that Ug→ (End V (λ0))
r
fin
is not surjective (see [12]). There is also a known class of simple highest weight
modules for which this map is surjective. We comment on the Kostant problem
in other parts of the paper as well.
We also notice that most of the results of this paper have analogues for quan-
tized universal enveloping algebras. We will discuss these questions in details
elsewhere.
This paper is organized as follows. Section 2 contains some general Hopf-
algebraic constructions that will be useful in the sequel. In Section 3 we provide
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a construction of a star-product on F [0]Kλ+K˜λ by means of the Shapovalov form on
V (λ). Subsection 3.1 is devoted to the general construction, and in Subsection 3.2
we discuss applications to symmetric spaces and coadjoint orbits. Finally, Section
4 is devoted to study of limiting properties of fusion elements and corresponding
star-products.
Throughout this paper all Lie algebras are assumed to be finite-dimensional,
and the ground field is C.
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2 Hopf algebra preliminaries
Let A be a Hopf algebra. As usual, we will denote by ∆ (resp. ε, S) the comulti-
plication (resp. counit, antipode) in A. We will systematically use the Sweedler
notation for comultiplication, i.e., ∆(x) =
∑
(x) x(1) ⊗ x(2), (∆ ⊗ id)∆(x) =
(id⊗∆)∆(x) =
∑
(x) x(1) ⊗ x(2) ⊗ x(3), etc.
Assume M is a (left) A-module. An element m ∈ M is called locally finite
if dimAm < ∞. Denote by Mfin the subset of all locally finite elements in
M . Clearly, Mfin is a submodule in M . Similarly, we can consider locally finite
elements in a right A-module N . For convenience, we will use the notation N rfin
for the submodule of all locally finite elements in this case.
Recall that the left (resp. right) adjoint action of A on itself is defined by the
formula adx a =
∑
(x) x(1)aS(x(2)) (resp. ad
r
x a =
∑
(x) S(x(1))ax(2)). We denote
by Afin (resp. A
r
fin) the corresponding submodules of locally finite elements. Since
adx(ab) =
∑
(x) adx(1)(a) adx(2)(b), we see that Afin is a (unital) subalgebra in
A; the same holds for Arfin. If the antipode S is invertible, then S defines an
isomorphism between Afin and A
r
fin. We will assume that S is invertible.
Fix a Hopf subalgebra F of the Hopf algebra A⋆ dual to A. In the sequel we
will use the left and right regular actions of A on F defined respectively by the
formulas (−→a f)(x) = f(xa) and (f←−a )(x) = f(ax).
Now let M be a (left) A-module. Equip F with the left regular A-action and
consider the space HomA(M,M ⊗ F ). For any ϕ, ψ ∈ HomA(M,M ⊗ F ) define
ϕ ∗ ψ = (id⊗µ) ◦ (ϕ⊗ id) ◦ ψ, (1)
where µ is the multiplication in F . It is straightforward to verify that ϕ ∗ ψ ∈
HomA(M,M ⊗ F ), and this definition equips HomA(M,M ⊗ F ) with a unital
associative algebra structure.
3
Consider the map Φ : HomA(M,M ⊗ F ) → EndM , ϕ 7→ uϕ, defined by
uϕ(m) = (id⊗ε)(ϕ(m)); here ε(f) = f(1) is the counit in F . In other words, if
ϕ(m) =
∑
imi⊗fi, then uϕ(m) =
∑
i fi(1)mi. Using the fact that ε is an algebra
homomorphism it is easy to show that Φ is an algebra homomorphism as well.
Lemma 1. The map Φ embeds HomA(M,M ⊗ F ) into EndM .
Proof. If ϕ ∈ HomA(M,M ⊗ F ), ϕ(m) =
∑
imi ⊗ fi, then
ϕ(am) = aϕ(m) =
∑
i
∑
(a)
a(1)mi ⊗
−→a(2)fi,
and
uϕ(am) =
∑
i
∑
(a)
(−→a(2)fi)(1)a(1)mi =
∑
(a)
a(1)
(∑
i
f(a(2))mi
)
.
Assume now that uϕ = 0, i.e.,
∑
(a) a(1)
(∑
i f(a(2))mi
)
= 0 for any a ∈ A and
m ∈M . Then, in particular,
0 =
∑
(a)
S(a(1))a(2)
(∑
i
f(a(3))mi
)
=
∑
(a)
ε(a(1))
(∑
i
f(a(2))mi
)
=
∑
i
fi(a)mi
for any a ∈ A and m ∈M . Obviously, this means that ϕ = 0.
From now on we assume that F contains all matrix elements of the (left)
adjoint action of A on Afin. Since F is closed under the antipode (Sf)(x) =
f(S(x)), we see that this assumption is equivalent to the fact that F contains all
matrix elements of the right adjoint action of A on Arfin.
Let a ∈ Arfin, i.e., for any x ∈ A we have ad
r
x a =
∑
i fi(x)ai, where fi ∈ A
⋆,
ai ∈ A. In fact, we see that fi ∈ F by the assumption above. Define a linear
map ϕa : M → M ⊗ F by the formula ϕa(m) =
∑
i aim⊗ fi. Clearly, ϕa is well
defined.
Lemma 2. For any a ∈ Arfin we have ϕa ∈ HomA(M,M ⊗ F ).
Proof. Let b ∈ A. Notice that∑
(b)
b(1) ad
r
b(2)
y =
∑
(b)
b(1)S(b(2))yb(3) = y
∑
(b)
ε(b(1))b(2) = yb
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for any y ∈ A. Therefore for any x ∈ A we have∑
i
fi(x)aib = (ad
r
x a)b =
∑
(b)
b(1) ad
r
b(2)
adrx a =
∑
(b)
b(1) ad
r
xb(2)
a =
∑
(b)
b(1)
(∑
i
fi(xb(2))ai
)
=
∑
(b)
∑
i
(
−→
b(2)fi)(x)b(1)ai,
and
ϕa(bm) =
∑
i
aibm⊗ fi =
∑
(b)
∑
i
b(1)aim⊗
−→
b(2)fi = bϕa(m).
Denote by Ψ : Arfin → HomA(M,M ⊗ F ) the linear map constructed above
(i.e., Ψ : a 7→ ϕa).
Lemma 3. The map Ψ is an algebra homomorphism.
Proof. Let a, b ∈ Arfin, x ∈ A, ad
r
x a =
∑
i fi(x)ai, ad
r
x b =
∑
j gj(x)bj . Then
adrx(ab) =
∑
(x)
adx(1)(a) adx(2)(b) =∑
i,j
∑
(x)
fi(x(1))gj(x(2))aibj =
∑
i,j
(figj)(x)aibj .
Thus
ϕab(m) =
∑
i,j
aibjm⊗ figj = (ϕa ∗ ϕb)(m)
for any m ∈M .
Remark 1. It follows directly from the definitions that the composition ΦΨ
equals the restriction to Arfin of the canonical homomorphism A→ EndM , a 7→
aM .
Now consider Arfin, HomA(M,M ⊗ F ) and EndM as right A-modules: A
r
fin
via right adjoint action, HomA(M,M ⊗ F ) via right regular action on F (i.e.,
(ϕ · a)(m) = (id⊗←−a )(ϕ(m))), and EndM in a standard way (i.e., u · a =∑
(a) S(a(1))Mua(2)M). Note that A
r
fin, HomA(M,M ⊗ F ) and EndM equipped
with these structures are indeed right A-module algebras, i.e., the multiplication
map is a module morphism, and the unit is invariant.
Lemma 4. The maps Φ and Ψ are morphisms of right A-modules.
Proof. Straightforward.
Corollary 5. We have the following morphisms of right A-module algebras:
Arfin
Ψ
−→ HomA(M,M ⊗ F )
r
fin
Φ
−→ (EndM)rfin,
and ΦΨ is the restriction of the canonical morphism A→ EndM .
Now let us assume that F contains all matrix elements of the canonical right
A-action on (EndM)rfin (in particular, it is enough to require that F contains all
matrix elements of all finite dimensional representations of A).
Proposition 6. The map
Φ : HomA(M,M ⊗ F )
r
fin −→ (EndM)
r
fin
is an isomorphism of right A-module algebras.
Proof. We already know that Φ is an embedding and homomorphism of right
A-module algebras. Now let u ∈ (EndM)rfin. Then u · x =
∑N
i=1 fi(x)ui, where
fi ∈ F and ui ∈ (EndM)
r
fin. We define Ξ : (EndM)
r
fin → HomA(M,M ⊗ F )
by the formula Ξ(u)(m) =
∑N
i=1 ui(m) ⊗ fi. It is straightforward to verify that
Ξ is a morphism of right A-module algebras. Therefore the image of Ξ lies in
HomA(M,M ⊗ F )
r
fin. Since u =
∑N
i=1 fi(1)ui, we conclude that ΦΞ = id. Thus
Φ is surjective and it follows that Φ is an isomorphism.
Suppose that the canonical map Arfin → (EndM)
r
fin is an epimorphism.
Proposition 7. Let N be a submodule of M . Then u(N) ⊂ N for any u ∈
(EndM)rfin and ϕ(N) ⊂ N ⊗ F for any ϕ ∈ HomA(M,M ⊗ F )
r
fin.
Proof. In this case there exists a ∈ Arfin such that u(m) = am for any m ∈ M .
Hence u(n) = an ∈ N for any n ∈ N . The second statement follows now from
Proposition 6.
3 Irreducible highest weight modules and equi-
variant quantization for non-generic λ
3.1 General construction
Let g be a finite-dimensional complex semisimple Lie algebra, h its Cartan sub-
algebra. Fix a triangular decomposition
g = n+ ⊕ h⊕ n−. (2)
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Let R be the root system of g with respect to h, Π the set of simple roots that
corresponds to (2), and R+ the corresponding set of positive roots. We denote
by ρ the sum of fundamental weights. For any α ∈ R+ fix non-zero elements
Xα ∈ gα and Yα ∈ g−α.
For any λ ∈ h∗ let M(λ) be the Verma module with the highest weight λ and
the highest weight vector 1λ.
Let Ug be the universal enveloping algebra of g equipped with the standard
Hopf algebra structure. Clearly, (Ug)rfin = Ug and it is well known that the
canonical map Ug→ (EndM(λ))rfin is epimorphic for any λ ∈ h
∗.
Let F = C[G], that is, F consists of all matrix elements of all fi-
nite dimensional representations of Ug. Then Homg(M(λ),M(λ) ⊗ F )
r
fin =
Homg(M(λ),M(λ)⊗ F ).
Let K(λ) be the maximal g-submodule of M(λ) and V (λ) = M(λ)/K(λ) be
the irreducible g-module with highest weight λ ∈ h∗. Applying Proposition 7 we
get the canonical maps (EndM(λ))rfin → (End V (λ))
r
fin and Homg(M(λ),M(λ)⊗
F )→ Homg(V (λ), V (λ)⊗ F ).
We have the following
Proposition 8. Let ΦM be the map from Proposition 6. Then the diagram
Homg(M(λ),M(λ)⊗ F )
ΦM(λ)

// Homg(V (λ), V (λ)⊗ F )
ΦV (λ)

(EndM(λ))rfin
// (EndV (λ))rfin
is commutative.
Denote by 1λ the image of 1λ in V (λ). For any ϕ ∈ Homg(V (λ), V (λ) ⊗ F )
the formula ϕ(1λ) = 1λ⊗fϕ+
∑
µ<λ vµ⊗fµ defines a map Θ : Homg(V (λ), V (λ)⊗
F )→ F [0], ϕ 7→ fϕ.
Theorem 9. Θ is an embedding.
We want also to describe the image of Θ. We will need some extra notation.
Denote by x 7→ (x)0 the projection Ug→ Uh along n− ·Ug+Ug ·n+. For any
λ ∈ h∗ consider a pairing πλ : Un+ ⊗ Un− → C defined by πλ(x⊗ y) = (xy)0(λ)
(here S : x 7→ x is the antipode in Ug). Denote by ω the Chevalley involution
in Ug. Then the map θ : x 7→ ω(x) is an isomorphism Un− → Un+, and
Sλ(x⊗ y) = πλ(θ(x)⊗ y) = (ω(x)y)0(λ) is the Shapovalov form on Un−.
Set
Kλ = {y ∈ Un− | πλ(x⊗ y) = 0 for all x ∈ Un+},
K˜λ = {x ∈ Un+ | πλ(x⊗ y) = 0 for all y ∈ Un−}.
Clearly, Kλ is the kernel of Sλ, K˜λ = ω(Kλ). Notice also that K(λ) = Kλ · 1λ.
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For any g-module L and subset P ⊂ Ug define
L[0]P = {l ∈ L[0] | al = ε(a)l for all a ∈ P}
(here ε stands for the standard counit in Ug). In particular,
F [0]P = {f ∈ F [0] | −→a f = ε(a)f for all a ∈ P}
Theorem 10. The image of Θ is F [0]Kλ+K˜λ.
In order to prove Theorems 9 and 10 we need some preparations.
In the sequel L stands for a g-module which is a direct sum of finite dimen-
sional g-modules.
For a g-module M which is a direct sum of finite-dimensional h-weight spaces
we will denote by M∗ its restricted dual.
Let M˜(λ) be the “opposite Verma module” with the lowest weight λ ∈ h∗ and
the lowest weight vector 1˜λ. It is clear that K˜−λ · 1˜λ is the maximal g-submodule
in M˜(λ).
Lemma 11. Homn−(M(λ), L) = (M(λ)
∗ ⊗ L)n− , Homn+(M˜(λ), L) = (M˜(λ)
∗ ⊗
L)n+ .
Proof. For any ϕ ∈ Homn−(M(λ), L) the image of ϕ is equal to the finite-
dimensional n−-submodule Un− ·ϕ(1λ). Therefore for any x ∈ Un− such that x1λ
is a weight vector whose weight is large enough we have ϕ(x1λ) = xϕ(1λ) = 0.
Thus ϕ corresponds to an element in (M(λ)∗ ⊗ L)n− .
The second part of the lemma can be proved similarly.
Choose vectors 1∗λ ∈ M(λ)
∗[−λ] and 1˜∗−λ ∈ M˜(−λ)
∗[λ] such that 〈1∗λ, 1λ〉 =
〈1˜∗−λ, 1˜−λ〉 = 1. Define maps ζ : Homg(M(λ), M˜(−λ)
∗ ⊗ L) → L[0] and ζ˜ :
Homg(M˜(−λ),M(λ)
∗ ⊗ L) → L[0] by the formulas ϕ(1λ) = 1˜
∗
−λ ⊗ ζϕ+ lower
order terms, ϕ(1˜−λ) = 1
∗
λ ⊗ ζ˜ϕ+ higher order terms.
Consider also the natural maps
r : Homg(M(λ)⊗ M˜(−λ), L)→ Homg(M(λ), M˜(−λ)
∗ ⊗ L),
r˜ : Homg(M(λ)⊗ M˜(−λ), L)→ Homg(M˜(−λ),M(λ)
∗ ⊗ L).
Proposition 12. Maps ζ, ζ˜, r, and r˜ are vector space isomorphisms, and the
diagram
Homg(M(λ)⊗ M˜(−λ), L)
r˜

r
// Homg(M(λ), M˜(−λ)
∗ ⊗ L)
ζ

Homg(M˜(−λ),M(λ)
∗ ⊗ L)
ζ˜
// L[0]
is commutative.
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Proof. First of all notice that we have the natural identifications
Homg(M(λ), M˜(−λ)
∗ ⊗ L) = (M˜(−λ)∗ ⊗ L)n+ [λ],
Homg(M˜(−λ),M(λ)
∗ ⊗ L) = (M(λ)∗ ⊗ L)n−[−λ].
Further on, we have
Homg(M(λ)⊗ M˜(−λ), L) = Homg(M(λ),Homg(M˜(−λ), L)) =
Homn+(M˜(−λ), L)[λ] = L[0].
On the other side, Homn+(M˜(−λ), L)[λ] = (M˜(−λ)
∗ ⊗ L)n+ [λ] by Lemma 11.
Now it is easy to see that the map r (resp. ζ) corresponds to the identification
Homg(M(λ)⊗M˜ (−λ), L) = (M˜(−λ)
∗⊗L)n+ [λ] (resp. (M˜(−λ)∗⊗L)n+ [λ] = L[0]).
The second part of the proposition concerning r˜ and ζ˜ can be verified similarly.
Now note that the pairing πλ : Un+ ⊗Un− → C naturally defines the pairing
M˜(−λ) ⊗ M(λ) → C. Denote by χλ : M(λ) → M˜(−λ)
∗ the corresponding
morphism of g-modules. The kernel of χλ is equal to K(λ) = Kλ · 1λ, and the
image of χλ is (K˜λ·1˜−λ)
⊥. Therefore, (K˜λ·1˜−λ)
⊥ ≃ V (λ), and χλ can be naturally
represented as χ′′λ ◦ χ
′
λ, where
M(λ)
χ′
λ−→ V (λ)
χ′′
λ−→ M˜(−λ)∗.
The morphisms χ′λ and χ
′′
λ induce the commutative diagram of inclusions
Homg(V (λ), V (λ)⊗ L)

// Homg(M(λ), V (λ)⊗ L)

Homg(V (λ), M˜(−λ)
∗ ⊗ L) // Homg(M(λ), M˜(−λ)
∗ ⊗ L).
It is clear that the following lemma holds:
Lemma 13. The image of Homg(V (λ), V (λ)⊗L) in Homg(M(λ), M˜(−λ)
∗⊗L)
under the inclusion above consists of the morphisms ϕ : M(λ) → M˜(−λ)∗ ⊗ L
such that ϕ(Kλ1λ) = 0 and ϕ(M(λ)) ⊂ (K˜λ1˜−λ)
⊥ ⊗ L.
Proposition 14. Let ϕ ∈ Homg(M(λ), M˜(−λ)
∗ ⊗ L). Then ϕ(M(λ)) ⊂
(K˜λ1˜−λ)
⊥ ⊗ L iff K˜λζϕ = 0.
Proof. First notice that ϕ(M(λ)) ⊂ (K˜λ1˜−λ)
⊥ ⊗ L iff ϕ(1λ) ∈ (K˜λ1˜−λ)
⊥ ⊗ L.
Indeed, for any x ∈ Ug we have ϕ(x1λ) =
∑
(x)(x(1) ⊗ x(2))ϕ(1λ) and Ug ·
(K˜λ1˜−λ)
⊥ = (K˜λ1˜−λ)
⊥.
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Denote by ψ the element in Homn+(M˜(−λ), L) that corresponds to ϕ(1λ) ∈
(M˜(−λ)∗⊗L)n+ (see Lemma 11). Under this notation ϕ(1λ) ∈ (K˜λ1˜−λ)
⊥⊗L iff
ψ(K˜λ1˜−λ) = 0. On the other hand, ζϕ = ψ(1˜−λ) and ψ(K˜λ1˜−λ) = K˜λψ(1˜−λ) =
K˜λζϕ. This completes the proof.
Proposition 15. Let ϕ ∈ Homg(M(λ), M˜(−λ)
∗ ⊗ L). Then ϕ(Kλ1λ) = 0 iff
Kλζϕ = 0.
Proof. Consider ϕ̂ = r−1(ϕ) : Homg(M(λ) ⊗ M˜(−λ), L) and ϕ˜ = r˜(ϕ̂) =
r˜(r−1(ϕ)) : Homg(M˜(−λ),M(λ)
∗⊗L) (see Proposition 12). Clearly, ϕ(Kλ1λ) = 0
iff ϕ̂(Kλ1λ ⊗ M˜(−λ)) = 0 iff ϕ˜(M˜(−λ)) ⊂ (Kλ1λ)
⊥ ⊗ L.
Arguing as in the proof of Proposition 14 we see that ϕ˜(M˜(−λ)) ⊂ (Kλ1λ)
⊥⊗
L iff Kλζ˜ϕ˜ = 0. Now it is enough to notice that ζ˜ϕ˜ = ϕ̂(1λ ⊗ 1˜−λ) = ζϕ.
Define a map u : Homg(V (λ), V (λ)⊗ L) → L[0] via ϕ 7→ uϕ, where ϕ(1λ) =
1λ ⊗ uϕ+ lower order terms.
Proposition 16. The map u defines the isomorphism Homg(V (λ), V (λ)⊗ L) ≃
L[0]Kλ+K˜λ.
Proof. Observe that u can be decomposed as
Homg(V (λ), V (λ)⊗ L) −→ Homg(M(λ), M˜(−λ)
∗ ⊗ L)
ζ
−→ L[0],
where the first arrow is the natural inclusion considered in Lemma 13. Now it is
enough to apply the above mentioned lemma and Propositions 14 and 15.
Applying the last proposition to the case L = F we get Theorems 9 and 10.
Now we describe Θ−1 : F [0]Kλ+K˜λ → Homg(V (λ), V (λ) ⊗ F ) explicitly. We
are going to obtain a formula for Θ−1 in terms of the Shapovalov form. By means
of the standard identification M(λ) ≃ Un− we can regard Sλ as a bilinear form
on M(λ). Denote by Sλ the corresponding bilinear form on V (λ). Set
Q+ =
(∑
α∈Π
Z+α
)
\ {0}.
For any β ∈ Q+ denote by S
β
λ the restriction of Sλ to V (λ)[λ− β]. Let x
i
β · 1λ be
an arbitrary basis in V (λ)[λ− β], where xiβ ∈ Un−[−β].
Take f ∈ F [0]Kλ+K˜λ and set ϕ = Θ−1(f), i.e.,
ϕ(1λ) = 1λ ⊗ f +
∑
β∈Q+
∑
i
xiβ · 1λ ⊗ f
β,i.
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Proposition 17. fβ,i =
∑
j
(
S
β
λ
)−1
ij
−−−−→
ω
(
xjβ
)
f .
Proof. Set ξ = ϕ(1λ). Clearly, ξ is a singular element in V (λ)⊗F . In particular,
(e⊗ 1+ 1⊗ e)ξ = 0, i.e., (e⊗ 1)ξ = (1⊗ e)ξ for any e ∈ n+. By induction we get
(x⊗ 1)ξ = (1⊗ x)ξ for any x ∈ Un+. Therefore(
Sλ ⊗ id
) (
1λ ⊗
(
ω
(
xjβ
)
⊗ 1
)
ξ
)
=
(
Sλ ⊗ id
) (
1λ ⊗
(
1⊗ ω
(
xjβ
))
ξ
)
.
Calculating both sides of this equation we get∑
i
Sλ(x
j
β ⊗ x
i
β)f
β,i =
−−−−→
ω
(
xjβ
)
f,
and the proposition follows.
Let us define an associative product ⋆λ on F [0]
Kλ+K˜λ by means of Θ. We are
going to obtain an explicit formula for ⋆λ in terms of the Shapovalov form.
Theorem 18. For any f1, f2 ∈ F [0]
Kλ+K˜λ we have
f1 ⋆λ f2 = µ
(−−−−→
Jred(λ)(f1 ⊗ f2)
)
, (3)
where
Jred(λ) = 1⊗ 1 +
∑
β∈Q+
∑
i,j
(
S
β
λ
)−1
ij
xiβ ⊗ ω
(
xjβ
)
. (4)
Proof. We have f1 ⋆λ f2 = Θ(ϕ1 ∗ ϕ2), where ϕ1 = Θ
−1(f1), ϕ2 = Θ
−1(f2), and ∗
is the product on Homg(V (λ), V (λ)⊗ F ) given by (1). Now observe that
(ϕ1 ∗ ϕ2)(1λ) = (id⊗µ)(ϕ1 ⊗ id)(ϕ2(1λ)) =
(id⊗µ)(ϕ1 ⊗ id)
1λ ⊗ f2 + ∑
β∈Q+
∑
i
xiβ · 1λ ⊗ f
β,i
2
 =
(id⊗µ)
ϕ1(1λ)⊗ f2 + ∑
β∈Q+
∑
i
(∆(xiβ)ϕ1(1λ))⊗ f
β,i
2
 =
1λ ⊗
f1f2 + ∑
β∈Q+
∑
i
(−→
xiβf1
)
fβ,i2
+ lower order terms.
Therefore
f1 ⋆λ f2 = f1f2 +
∑
β∈Q+
∑
i
(−→
xiβf1
)
fβ,i2 .
To finish the proof it is enough now to apply Proposition 17 to f2.
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3.2 Application to symmetric spaces
Now let us apply the construction above to some specific values of λ ∈ h∗.
Let ∆ ⊂ Π. Assume that λ ∈ h∗ is such that 〈λ, α∨〉 = nα ∈ Z+ for any
α ∈ ∆, and 〈λ+ ρ, β∨〉 6∈ N for β ∈ R+ \ span∆.
Proposition 19. Let L be a g-module which is a direct sum of finite-dimensional
g-modules, l ∈ L[0]. Then l ∈ L[0]Kλ iff l ∈ L[0]K˜λ.
Proof. Recall that in our case Kλ (resp. K˜λ) is generated by Y
nα+1
α (resp. X
nα+1
α )
for all α ∈ ∆.
Now take any α ∈ ∆ and regard L as an sl(2)α-module, where sl(2)α ⊂
g is a subalgebra generated by Xα and Yα. By standard structure theory of
finite-dimensional sl(2)-modules we see that Y nα+1α l = 0 iff X
nα+1
α l = 0, which
completes the proof.
Corollary 20. F [0]Kλ+K˜λ = F [0]Kλ.
Therefore in this case we get the associative algebra (F [0]Kλ, ⋆λ).
Now assume additionally that nα = 0 for all α ∈ ∆. In this case F [0]
Kλ is
closed under the original product in F . Moreover, F [0]Kλ ≃ Fun(G/U), where
U ⊂ G is the reductive Levi subgroup that corresponds to ∆. Notice that in
this case formula (3) defines an equivariant quantization of the Kirillov-Kostant-
Souriau bracket on the coadjoint orbit through λ. A formula of this type appears
also in [1].
Remark 2. Assume again that λ ∈ h∗ is as decribed in the beginning of this
subsection (nα should not necessary be 0). It is known that in this case M(λ) is
projective (see [11]). In particular, the natural map Homg(M(λ),M(λ) ⊗ F ) →
Homg(M(λ), V (λ) ⊗ F ) is surjective. This map factors as Homg(M(λ),M(λ) ⊗
F ) → Homg(V (λ), V (λ) ⊗ F ) → Homg(M(λ), V (λ) ⊗ F ), where the first
map defined by Proposition 7. Hence the map Homg(M(λ),M(λ) ⊗ F ) →
Homg(V (λ), V (λ) ⊗ F ) is also surjective. By Proposition 8 the canonical
map (EndM(λ))rfin → (EndV (λ))
r
fin is also surjective. Since the natural map
Ug → (EndM(λ))rfin is surjective for any λ, we recover the fact that the map
Ug → EndV (λ))rfin is also surjective in this case (see [12]).
4 Limiting properties of the fusion element
In this section we will freely use the notation of the previous one. For any
generic λ ∈ h∗ (i.e., 〈λ0+ρ, β
∨〉 6∈ N for all β ∈ R+) we denote by J(λ) the fusion
element related to the Verma module M(λ) (see, e.g., [5]). Notice that in this
case V (λ) = M(λ) and Jred(λ) = J(λ).
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4.1 One distinguished root case
Fix α ∈ R+. Take λ0 ∈ h
∗ such that 〈λ0 + ρ, α
∨〉 = n ∈ N, 〈λ0 + ρ, β
∨〉 6∈ N for
all β ∈ R+ \ {α}.
Theorem 21. Let N be an arbitrary n+-module. Consider the family of operators
J(λ)N : F [0]
Kλ0 ⊗ N → F ⊗ N naturally defined by J(λ). Then this family is
regular at λ = λ0.
Proof. Fix an arbitrary line l ⊂ h∗ through λ0, l = {λ0 + tν | t ∈ C}, transversal
to the hyperplane 〈λ+ ρ, α∨〉 = n.
IdentifyM(λ) with Un− in the standard way. Recall that we have a basis x
i
β ∈
Un−[−β] for β ∈ Q+. Let L
(
S
β
λ
)
∈ EndUn−[−β] be given by the matrix
(
S
β
λ
)
ij
in the basis xiβ . Notice that KerL
(
S
β
λ0
)
= Ker Sβλ0 = Kλ0 [−β] := Kλ0∩Un−[−β].
For any λ ∈ l sufficiently close to λ0, λ 6= λ0 we have M(λ) is irreducible, and
L
(
S
β
λ
)
is invertible for any β ∈ Q+. In this notation we have
J(λ) = 1⊗ 1 +
∑
β∈Q+
∑
j
L
(
S
β
λ
)−1
xjβ ⊗ ω
(
xjβ
)
.
Take λ = λ0 + tν ∈ l. Fix any β ∈ Q+ and set V = Un−[−β], At = L
(
S
β
λ
)
,
V0 = KerA0 = Kλ0 [−β] ⊂ V . Write At = A0 + tBt, where Bt is regular at t = 0.
It is known (see, e.g., [6]) that we have A−1t =
1
t
C +Dt, where Dt is regular at
t = 0.
Lemma 22. ImC ⊂ V0.
Proof. We have AtA
−1
t = id for any t 6= 0, i.e.,
1
t
A0C+A0Dt+BtC+ tBtDt = id.
Since the left hand side should be regular at t = 0, we have A0C = 0, which
proves the lemma.
For t 6= 0 set Jt =
∑
j A
−1
t xj ⊗ ω(xj) (from now on we are omitting the index
β for the sake of brevity). By Lemma 22 we have Cxj ∈ V0 = Kλ0 [−β]. Hence
for f ∈ F [0]Kλ0 we have
−−→
Cxjf = 0. Therefore
−−−→
A−1t xjf =
1
t
−−→
Cxjf +
−−→
Dtxjf =
−−→
Dtxjf . This proves the regularity of (Jt)N (f ⊗ ·) at t = 0, i.e., the regularity of
J(λ)N(f ⊗ ·) at λ = λ0.
Similarly to Theorem 21 one can prove the following
Theorem 23. LetM be an arbitrary n−-module. Consider the family of operators
J(λ)M : M ⊗ F [0]K˜λ0 → M ⊗ F naturally defined by J(λ). Then this family is
regular at λ = λ0.
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Theorem 24. Let f ∈ F [0]Kλ0 , g ∈ F [0]K˜λ0 . Then
−−→
J(λ)(f⊗g)→
−−−−−→
Jred(λ0)(f⊗g)
as λ→ λ0.
Proof. We will use the notation defined in the proof of Theorem 21.
Lemma 25. D0A0 = id on V/V0.
Proof. Arguing in the same manner as in the proof of Lemma 22 but starting
from A−1t At = id and setting t = 0, we get D0A0 + CB0 = id. Now notice that
for any v ∈ V we have CB0v ∈ V0, which proves the lemma.
Since the Shapovalov form is symmetric, we may choose V1 ⊂ V such that
V = V0 ⊕ V1, A0(V1) = V1, and A0 is non-degenerate on V1. Assume that the
basis xj is compatible with this decomposition. We see that
−−−→
A−1t xjf →
−−−→
D0xjf as
t→ 0.
For any xj ∈ V0 we have ω(xj) ∈ K˜λ0 ∩ Un+[β]. This implies that
−−−→
D0xjf ⊗
−−−→
ω(xj)g = 0 by our assumptions on g.
For any xj ∈ V1 we see, by Lemma 25, that
−−−→
D0xjf =
−−−→
A−10 xjf . Thus
−→
Jt (f ⊗ g)→
∑
j:xj∈V1
−−−→
A−10 xjf ⊗
−−−→
ω(xj)g.
Clearly, this means, by definition of Jred(λ0), that
−−→
J(λ)(f ⊗ g)→
−−−−−→
Jred(λ0)(f ⊗ g)
as λ→ λ0.
Corollary 26. Let f1, f2 ∈ F [0]
Kλ0+K˜λ0 . Then f1⋆λf2 → f1⋆λ0 f2 as λ→ λ0.
Example 1. Let g = sl(2). In [14] we considered the star-product on polynomial
functions on coadjoint orbits Oλ of g defined by the natural action of the fusion
element J(λ). In particular, we obtained the formula
fa ⋆λ fb =
(
1−
1
λ
)
fafb +
1
2
f[a,b] +
λ
2
〈a, b〉,
where fx is the restriction onto Oλ of the linear function on g
∗ defined by x ∈ g,
and 〈a, b〉 = Tr(ab). Despite J(λ) has a singularity at λ = 1 we see that fa ⋆1 fb
is well defined, and the set {fx | x ∈ g} generates an algebra under ⋆1 isomorphic
to End V (1) ≃ Mat(2,C).
Similarly, one can also show that for any λ ∈ Z+ the set {fx | x ∈ g} generates
an algebra under ⋆λ isomorphic to EndV (λ) ≃ Mat(λ + 1,C). Corollary 26
explains these phenomena.
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4.2 Regularity properties
Let λ0 ∈ h
∗. We will say that λ0 has the good regularity property if for any
n−-module M the family of operators J(λ)
M :M ⊗ F [0]K˜λ0 → M ⊗ F naturally
defined by J(λ) is regular at λ = λ0. Clearly, if λ0 is generic (i.e., V (λ0) = M(λ0)
is irreducible), then λ0 has the good regularity property. We have seen that λ0
as in Subsection 4.1 also has the good regularity property.
Theorem 27. Assume that λ0 ∈ h
∗ has the good regularity property. Then for
any f ∈ F [0]Kλ0 , g ∈ F [0]K˜λ0 we have
−−→
J(λ)(f ⊗ g)→
−−−−−→
Jred(λ0)(f ⊗ g) as λ→ λ0.
Proof. For any λ ∈ h∗ we may naturally identify M(λ) with Un− as n−-modules.
Therefore we know by definition of a good regular property that J(λ)M(λ)(1λ⊗g)
is regular at λ = λ0. Thus J(λ)
M(λ)(1λ⊗ g)→ Z ∈M(λ0)⊗F as λ→ λ0. In an
arbitrary basis xiβ ∈ Un−[−β] we have
J(λ)M(λ)(1λ ⊗ g) = 1λ ⊗ g +
∑
β∈Q+
∑
i,j
(
S
β
λ
)−1
ij
xiβ1λ ⊗
−−−−→
ω
(
xjβ
)
g,
and
Z = 1λ0 ⊗ g +
∑
β∈Q+
∑
i,j
aβij
(
xiβ1λ0
)
⊗
−−−−→
ω
(
xjβ
)
g
for some coefficients aβij ∈ C.
Now choose a basis xiβ ∈ Un−[−β] in the following way: first take a basis in
Kλ0 [−β] = Kλ0 ∩Un−[−β] and then extend it arbitrarily to a basis in the whole
Un−[−β]. In this basis the projection Z ∈ V (λ0) ⊗ F of the element Z is given
by
Z = 1λ0 ⊗ g +
∑
β∈Q+
∑
xi
β
,x
j
β
6∈Kλ0 [−β]
aβij
(
xiβ1λ0
)
⊗
−−−−→
ω
(
xjβ
)
g. (5)
Now notice that Z, being the limit of singular vectors of weight λ inM(λ)⊗F ,
defines the intertwining operator ϕZ ∈ Homg(M(λ0),M(λ0)⊗ F ), ϕZ(1λ0) = Z.
Under the natural map Homg(M(λ0),M(λ0) ⊗ F ) → Homg(V (λ0), V (λ0) ⊗ F )
we have ϕZ 7→ ϕZ , where ϕZ(1λ0) = Z. Therefore Z = Jred(λ0)
M(λ0)(1λ0 ⊗ g)
by Proposition 17 and the definition of Jred(λ0). Comparing this with (5) we
conclude that for all i, j such that xiβ, x
j
β 6∈ Kλ0 [−β] we have a
β
ij =
(
S
β
λ0
)−1
ij
.
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Finally,
−−→
J(λ)(f ⊗ g)→ fg +
∑
β∈Q+
∑
i,j
aβij
−→
xiβf ⊗
−−−−→
ω
(
xjβ
)
g =
fg +
∑
β∈Q+
∑
xi
β
,x
j
β
6∈Kλ0 [−β]
aβij
−→
xiβf ⊗
−−−−→
ω
(
xjβ
)
g =
fg +
∑
β∈Q+
∑
xi
β
,x
j
β
6∈Kλ0 [−β]
(
S
β
λ0
)−1
ij
−→
xiβf ⊗
−−−−→
ω
(
xjβ
)
g =
−−−−−→
Jred(λ0)(f ⊗ g)
as λ→ λ0.
Remark 3. Theorem 27 provides another proof of Theorem 24.
Corollary 28. Assume that λ0 ∈ h
∗ has the good regularity property. Let f1, f2 ∈
F [0]Kλ0+K˜λ0 . Then f1 ⋆λ f2 → f1 ⋆λ0 f2 as λ→ λ0.
Proposition 29. Assume that λ0 ∈ h
∗ has the good regularity property. Then
F [0]Kλ0 = F [0]K˜λ0 = F [0]Kλ0+K˜λ0 .
Proof. Let u ∈ F [0]K˜λ0 . If λ ∈ h∗ is generic, then the element J(λ)M(λ)(1λ⊗u) is a
singular vector of weight λ in M(λ)⊗ F . Therefore Z := limλ→λ0 J(λ)
M(λ)(1λ ⊗
u) is a singular vector of weight λ0 in M(λ0) ⊗ F , and hence we have ϕZ ∈
Homg(M(λ0),M(λ0)⊗ F ), ϕZ(1λ0) = Z.
Under the natural map Homg(M(λ0),M(λ0)⊗F )→ Homg(V (λ0), V (λ0)⊗F )
we have ϕZ 7→ ϕZ , where ϕZ(1λ0) = Z = the projection of Z onto V (λ0) ⊗ F .
Now notice that u = Θ(ϕZ) ∈ F [0]
Kλ0+K˜λ0 , which proves the proposition.
Proposition 30. Assume that λ0 ∈ h
∗ has the good regularity property. Then the
natural map Homg(M(λ0),M(λ0)⊗F )→ Homg(V (λ0), V (λ0)⊗F ) is surjective.
Proof. Recall that we have the isomorphism
Θ : Homg(V (λ0), V (λ0)⊗ F )→ F [0]
Kλ0+K˜λ0 = F [0]Kλ0 .
Now take u ∈ F [0]K˜λ0 . Consider Z = limλ→λ0 J(λ)
M(λ)(1λ ⊗ u) ∈ M(λ0) ⊗ F .
Since Z a singular vector of weight λ0, we have ϕZ ∈ Homg(M(λ0),M(λ0) ⊗
F ), ϕZ(1λ0) = Z. Clearly, under the mapping Homg(M(λ0),M(λ0) ⊗ F ) →
Homg(V (λ0), V (λ0) ⊗ F ) the image of ϕZ equals to Θ
−1(u), which proves the
proposition.
Proposition 31. Assume that λ0 ∈ h
∗ has the good regularity property. Then
the action map Ug → (End V (λ0))
r
fin is surjective.
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Proof. Recall that by Proposition 6 we have the isomorphisms
Homg(M(λ0),M(λ0)⊗ F ) ≃ (EndM(λ0))
r
fin,
Homg(V (λ0), V (λ0)⊗ F ) ≃ (End V (λ0))
r
fin.
It is well known that the action map Ug → (EndM(λ0))
r
fin is surjective for
any λ0 ∈ h
∗ (see [12]). Since by Proposition 30 the map (EndM(λ0))
r
fin →
(EndV (λ0))
r
fin is surjective, the map Ug→ (EndV (λ0))
r
fin is also surjective.
4.3 Symmetric space case
Let ∆ ⊂ Π. Assume that λ0 ∈ h
∗ is such that 〈λ0, α
∨〉 = 0 for any α ∈ ∆, and
〈λ0 + ρ, β
∨〉 6∈ N for β ∈ R+ \ span∆.
Theorem 32. Let N be an arbitrary n+-module. Consider the family of operators
J(λ)N : F [0]
Kλ0 ⊗ N → F ⊗ N naturally defined by J(λ). Then this family is
regular at λ = λ0.
Proof. It is known (see, e.g., [6]) that the only singularities of J(λ) near λ0 are
simple poles on the hyperplanes 〈λ, α∨〉 = 0 for α ∈ R+ ∩ span∆. Therefore it
is enough to show that for any f ∈ F [0]Kλ0 the operator J(λ)N(f ⊗ ·) has no
singularity at any such hyperplane.
Let ∆ = {α1, . . . , αl}. For each i = 1, . . . , l take an arbitrary λi ∈ h
∗ such
that 〈λi, α
∨
i 〉 = 0, and 〈λi + ρ, β
∨〉 6∈ N for β ∈ R+ \ {αi}. It is well known
that Kλ0 = Kλ1 + . . .+Kλl. In particular, Kλi ⊂ Kλ0. Also, F [0]
Kλi ⊃ F [0]Kλ0 .
Therefore we may apply Theorem 21 and conclude that J(λ)N(f ⊗ ·) is regular
at λ = λi for each i.
Now consider a hyperplane 〈λ, α∨〉 = 0 for α ∈ R+ ∩ span∆ which may be
composite. Take an arbitrary λ′ ∈ h∗ such that 〈λ′, α∨〉 = 0, and 〈λ′+ ρ, β∨〉 6∈ N
for β ∈ R+ \ {α}. It follows from the results of [16] that Kλ′ ⊂ Kλ1 + . . .+Kλl ,
i.e., Kλ′ ⊂ Kλ0 . Arguing as above we see that J(λ)N(f ⊗ ·) is regular at λ = λ
′,
which completes the proof.
By similar considerations one can prove the following
Theorem 33. LetM be an arbitrary n−-module. Consider the family of operators
J(λ)M : M ⊗ F [0]K˜λ0 → M ⊗ F naturally defined by J(λ). Then this family is
regular at λ = λ0.
Hence we conclude that any λ0 as described at the beginning of this subsection
has the good regularity property. In particular, all results of Subsection 4.2 are
applicable to this situation.
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Remark 4. Recall that for λ0 as described above the formula f1 ⋆λ0 f2 =
µ
(−−−−−→
Jred(λ0)(f1 ⊗ f2)
)
gives an equivariant quantization of the Kirillov-Kostant-
Souriau bracket on the coadjoint orbit through λ0. Applying results of Subsection
4.2 we conclude that
f1 ⋆λ0 f2 = lim
λ→λ0
f1 ⋆λ f2 = lim
λ→λ0
µ
(−−→
J(λ)(f1 ⊗ f2)
)
.
4.4 Concluding remarks
Let ∆ ⊂ Π. It would be interesting to investigate whether our good regularity
property still holds for any λ0 ∈ h
∗ such that 〈λ0, α
∨〉 = nα ∈ Z+ for any
α ∈ ∆, and 〈λ0 + ρ, β
∨〉 6∈ N for β ∈ R+ \ span∆. This would imply that the
action map Ug → (EndV (λ0))
r
fin is surjective. The latter fact is known for λ0
of consideration (cf. also Remark 2). Proving the good regularity property will
provide a new explanation of this result.
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