Abstract Adequate measurement of thickness of sheetlike materials or membranes is most important for quantifying their properties such as density, barrier properties and mechanical strength. Depending on the surface roughness of the membrane, the thickness measured by standard micrometre devices (apparent thickness) may considerably overestimate the actual geometrical mean thickness (intrinsic thickness) required for such purposes. In this work, we present a method for correcting the measured apparent thickness value of thin membranes for their surface roughness, thereby obtaining an improved estimate of the intrinsic thickness. The surface roughness data required for the correction can be obtained by common surface profiling techniques. The method includes a calibration parameter, the value of which can be found experimentally by independent measurements, or can be estimated theoretically using results from standard mechanical contact theory. The method is tested on a set of nanofibrillated cellulose films with varying roughness levels controlled by pulp fibre content. The surface topography of film samples was measured using laser profilometry, and the method was calibrated experimentally using data from X-ray microtomographic images for one type of film. The intrinsic thickness estimates given by the new method are generally in good accordance with independent results obtained from X-ray microtomography.
Introduction
The thickness of a rough sheet material or membrane, e.g. nanofibrillated cellulose film, paper, or rubber plate, is traditionally measured by a micrometre following the standard ISO534 [1] . The method is based on pressing the membrane between two smooth steel plates with a predetermined force and recording the distance between the plates. The result of this measurement is commonly referred to as the apparent thickness while the term intrinsic thickness (also called effective thickness) is used to denote the mean of the local thickness distribution. The intrinsic thickness can be approximated using, e.g. micrometre with soft rubber plates, mercury immersion method or two-sided profilometry. A review of various methods and their limitations can be found e.g. in [2] .
For membranes with the same intrinsic thickness, the apparent thickness tends to increase with roughness. Generally, this happens when only a small number of contacts between the highest peaks on a rough surface, and the pressing plates can carry the total compressing load used in the apparent thickness measurement. Recently, it was demonstrated that the roughness of cellulose nanopapers has a major influence on the apparent thickness [3] . Overestimation of the thickness of the film may, in turn, lead to underestimation of important bulk properties such as density, tensile strength and gas barrier characteristics (see e.g. [4] [5] [6] [7] ).
The topography of a given surface can be quantified using various techniques, e.g. Parker Print Surf (PPS), atomic force microscopy (AFM), white light interferometry, stylus and laser profilometry, confocal laser scanning microscopy (CLSM) and scanning electron microscopy (SEM) (see e.g. [8] [9] [10] ). Laser profilometry is a widely used technique for assessing the roughness of many types of sheet materials and membranes. The method can assess relatively large areas (in centimetre scale), and with suitable lateral and z-resolution, typically of the order of 1 lm and 10 nm, respectively. The thickness and the surface roughness of a membrane sample can be independently found using X-ray microtomography (X-lCT). The method yields a three-dimensional volume image of the sample where contrast is based on the local X-ray absorption coefficient [11] . Based on the image, it is possible to estimate the local thickness and the surface topography of both sides of the sample with good resolution. A disadvantage of the method is that it is relatively time-consuming and expensive as compared to micrometre and profilometer measurements.
In this study, we propose a method for correcting the results from the micrometric apparent thickness measurements thereby finding estimates for the intrinsic thickness of rough membranes. The correction is based on measuring the surface roughness of the membrane using any standard laboratory equipment with appropriate resolution and measuring area. We consider two limiting cases related to the assumed behaviour of the membrane under compression in micrometric thickness measurement, the inflexible case and the freely flexible case. This leads to two different correction formulas, both including a material-dependent coefficient which remains as a free calibration parameter of the method. The method is tested on a set of nanofibrillated cellulose (NFC) film samples with varying degree of roughness, measured here using laser profilometry. The value of the calibration parameter is estimated both theoretically using a correlation formula and elastic material properties found in the literature and experimentally utilizing X-ray microtomographic techniques on a single calibration sample. The intrinsic thickness estimates thereby obtained are compared with those from independent three-dimensional analysis of X-ray microtomographic images.
Estimation of intrinsic thickness based on apparent thickness and surface topography
Referring to the qualitative cross-sectional geometry of a rough membrane shown in Fig. 1 , we express the local thickness d(x) of the membrane at position x 2 R 2 in a form
Here, hdi is the intrinsic thickness of the membrane (i.e. the mean thickness over membrane area), and D t ðxÞ and D b ðxÞ are the local height of the top and bottom surfaces, respectively, measured from their average positions. When applying a micrometre device in measuring the thickness, the membrane sample is compressed between rigid flat parallel plates of total area A 0 . The force applied on the plates is small enough such that no significant overall compression of the membrane occurs. Depending on the material properties and roughness of the surfaces, the plates may be in contact only with isolated peaks on the membrane surfaces. Small scale deformation of membrane material takes place near the contact points, and the total contact area A c ( A 0 . Consequently, the distance between the plates, i.e. the measured apparent thickness d app may differ from the intrinsic thickness hdi, typically such that d app [ hdi. The objective here is to find a correction e to the apparent thickness so as to obtain the intrinsic thickness in a form
In addition to material properties and the surface topography of the membrane sample, the result of the apparent thickness measurement may be affected by local bending of the sample in the measurement condition. Such bending can, in principle, take place in subregions where the sample is in contact with only one of the two compressing plates. Evaluating the effects of such bending seems quite intricate, in general. It appears, however, that two limiting cases, namely the case of an inflexible sample and the case of a freely flexible sample can be analysed in a relatively straightforward manner. Below, we derive the required correction terms for the inflexible case and for the freely flexible case separately.
Inflexible case
By the inflexible case, we refer here to a situation where the local bending of the membrane sample can be neglected in apparent thickness measurement such that, e.g. the geometric centre plane of the original (unloaded) sample remains planar when compressed between the plates. Such an assumption is appropriate for samples for which the lateral size scale of surface roughness is small enough so that the typical distance between neighbouring contact points on both sides of the sample is small as compared to membrane thickness. In this case, the small scale deformation and the contact area between the sample and the compressing plates on the two sides are independent. Consequently, the contribution to the thickness correction e can be obtained independently for the two sides and is given as
where e t and e b are the distances between the mean surface position and the plate position for the top and bottom sides, respectively (both taken to be positive in the case that the mean surface position is located between the plate position and the centre plane of the membrane).
In order to find the thickness correction for each of the two sides, we assume that the height distribution function of surface area
is known for both sides of the sample (see ''Surface height distributions and calibration of the method'' section). Here, A i denotes the area of surface i, and D is a surface height variable referred to the mean position of the surface. Assuming further that the compressing force used in the apparent thickness measurement conditions is small enough such that the deformations at the contact locations are small, the relative contact area can be written as
where P i is the complementary cumulative surface height distribution function. On the other hand, based on multiple treatments (e.g. [12] [13] [14] [15] [16] [17] ), for randomly rough surface, the contact area between a flat plate and a rough surface is proportional to the applied force and inversely proportional to the rootmean square of the surface slope. As the force used in the apparent thickness measurement is a device-dependent constant, the relative contact area at the final plate position can be written as
where k is a constant that depends on the measuring force and the properties of the material, and
is the root-mean square of the surface slope. Here, hÁi denotes average over the horizontal sample area A 0 . Using Equation 6, we thus get
Inverting this equation yields the surface-specific thickness corrections in the form
Given the independent contributions from the two surfaces by Eq. 10, the total correction for the inflexible case is given by Eq. 3 and the estimate for the intrinsic thickness by Eq. 2.
Flexible case
By the flexible case, we refer here to a situation where the membrane sample is able to bend such that significant contact force between the plates and the sample occurs only where the points of contact coincide at the opposite sides of the sample. Such an assumption is appropriate for thin and coarse membranes when the typical distance between contact points is large as compared to membrane thickness. In order to analyse such a limiting case, we consider an equivalent sample with one side taken to be even and the other surface rough with surface height given as the sum of the local heights of the top and bottom surfaces of the actual sample as
According to Eq. 1, D d ðxÞ equals the local thickness variation dðxÞ À hdi. The thickness correction of the flexible sample can now be calculated analogously with the correction due to one of the sides of an inflexible sample A straightforward approach would be to measure the surface heights D t ðxÞ and D b ðxÞ for the top and bottom side at exactly the same locations x on opposite sides of the membrane such that they can be directly added to get D d ðxÞ, which would then yield p d . It appears, however, that in the present case, it is not necessary to determine D d ðxÞ explicitly in order to find the required thickness correction. Instead, we assume that the surface height functions D t ðxÞ and D b ðxÞ are uncorrelated and measured at random locations of the top and bottom sides of the sample. The distribution function p d , being related to the sum of these two independent variables, is thus given by convolution of the distribution functions for the top and bottom surfaces, i.e. p d ðDÞ ¼ ðp t Ã p b ÞðDÞ. Furthermore, it is straightforward to verify that in the case of uncorrelated measurements of top and bottom surface shapes, the rootmean square of the slope of the surface profile D d ðxÞ is given by
Defining the complementary cumulative thickness distribution function of surface area by
the thickness correction for the flexible case is given by
and the corresponding estimate for the intrinsic thickness by Eq. 2.
Surface height distributions and calibration of the method
We now turn to finding the surface height distributions p i ðDÞ, the root-mean square surface slopes r rms i and the calibration parameter k assuming the apparent thickness d app and the surface maps D i ðxÞ for top and bottom surfaces to be known. In principle, the surface maps used to evaluate the thickness correction should be determined from a globally flat sample. In practice, the effects of moderate global curvature that may be present in the physical samples, are best removed by highpass filtering the original surface maps with an appropriate selection of filtering threshold wavelength. Figure 2a shows an example of an original surface height map obtained by laser profilometry for a nanofibrillated cellulose film sample. In Fig. 3 , the standard deviation of a high-pass filtered surface height profile is plotted as a function of the filter threshold. The high slope part of the curve at small threshold values is related to the global curvature of the sample (large spatial scales) while the low slope part at high threshold values arises from the small scale roughness relevant for the present purpose. A natural choice of the threshold value for removing global curvature with minimal effect on roughness is thus at the point of cross-over from large-to small-scale behaviour, indicated by a solid vertical line in Fig. 3 . It has been verified that the filtered surface map and the final calculated thickness values show only weak dependence on the threshold value. In the test case discussed below, varying the threshold value by 50 % from its optimal value leads to variation less than 20 % in the calculated intrinsic thickness value. Figure 2b shows the optimally filtered surface map corresponding to the original measured surface map shown in Fig. 2a .
The surface maps of the top and bottom surfaces, filtered with the optimal choice of the threshold value as discussed above, are used to compute the root-mean square surface slope values r rms i according to Eqs. 8 and 12 by finite differences. The height distribution functions p i ðDÞ, defined by Eq. 4, are obtained from the same surface maps by a straightforward binning. The complementary cumulative distributions P i ðeÞ for the flexible and inflexible cases are finally obtained from Eqs. 6 and 13, respectively (see Fig. 4 below) .
The calibration parameter k can be determined experimentally by using some independent method such as XlCT. Based on a three-dimensional X-lCT image of the sample material, it is straightforward to find the geometrical mean thickness hdi CT by considering the borders between the sample material and the ambient air in the tomographic image. Substituting hdi for hdi CT in Eq. 2 with the correction e defined by Eqs. 10 or 14 yields the value of k for inflexible and flexible case, respectively. Similar calibration could be done using other techniques such as electron microscopy of membrane cross sections.
The value of the calibration parameter can also be estimated theoretically. Assuming that the compressing plates used in the apparent thickness measurement are very stiff and smooth compared to the membrane surfaces and that the surface roughness of the membrane consists of spherical asperities with constant radius and constant mechanical properties, the theoretical results derived by Greenwood and Williamson [13] can be applied, to find that
Here F is the compressing force, and E and m are the Young's modulus and Poisson's ratio of the material, respectively. The constant j is dimensionless, and its exact value depends on the distribution of asperity heights. For exponentially and normally distributed asperity height, the (a) (b) value is approximately j % 2. A result similar to Eq. 15 can be derived also from the work of Persson [15, 16] .
The basic assumption leading to Eq. 7, and underlying the present method, is that the contact between the membrane and the pressing plate can be described by elastic Herzian theory. This, in turn, requires that the two materials can be considered as elastic half-infinite bodies with constant elastic material properties at contact points. These assumptions may be violated, e.g. by possible irregular surface structures of the membrane such as protruding long filaments or lamellae as well as by large pores near the surface which, nevertheless, contribute to results from surface profilometer. The method may thus not be directly applicable to materials with such surface irregularities. These may include, e.g. certain paper grades, non-woven materials and very porous membranes. At the least, with such materials, special attention should be paid in calibration and in interpretation of profilometer data.
Results
The method discussed above was applied in estimating the intrinsic thickness of nanofibrillated cellulose films manufactured from never dried Pinus radiata market kraft pulp fibres [18] . The films also contained varying amounts of NFC pretreated with TEMPO-mediated oxidation, as described by Saito et al. [19] . As reported in [20] , the mass fraction of TEMPO-pretreated NFC controls the smoothness of the film. By keeping the grammage of the films constant at 20 g/m 2 , films with approximately constant mean thickness but varying roughness were obtained. Details of the manufacturing process and the structural and chemical composition of the films and the precursors may be found in [3, 18, 20] . Total of five sets of films were manufactured, titled T0, T30, T50, T70, and T100, where the numerical part denotes the mass fraction of TEMPO NFC. Consequently, the sets T0 and T100 constitute of the roughest and the smoothest film samples of the series, respectively (see Table 1 ). The apparent thickness of each film was measured using L & W Micrometer 51 from ten local areas, and the results were averaged to yield the apparent thickness for each film type (see Fig. 6 ).
For laser profilometry imaging, a set of samples of 10 mm Â 10 mm were cut from each film and coated with a thin layer of gold. Ten laser profilometry images (of size 1 mm Â 1 mm) were acquired from each sample surface using a Lehmann laser profilometer (Lehman Mess-Systeme AG, Baden-Dättwil, Germany). Images with marked artefacts were discarded, and the remaining ones (4-10 for each surface) were filtered as described in ''Surface height distributions and calibration of the method'' section and binned to obtain the surface height distributions and the root-mean square surface slope r rms . An example of the resulting complementary cumulative surface height distributions is shown in Fig. 4 . The experimental values of rootmean square surface slope are given in Table 1 with uncertainty limits obtained as the standard error of the mean over the replicate samples.
In order to obtain the reference intrinsic thickness hdi CT for the film sets and to calibrate the present method using X-lCT, film samples of approximately 1 mm Â 4 mm were cut from each material and glued onto the top of a sample holder rod. Tomographic images of three samples of type T0 and T30 and four samples of type T50, T70, and T100 were taken using XRadia lCT-400 device (XRadia, Concord, California, USA) with voxel size of 0.58 lm , see Fig. 5 . The size of the three-dimensional image was thus approximately 1 mm Â 1 mm Â 1 mm with spatial resolution of approximately 1 lm. The images were binarized using the Otsu method [21] , keeping the threshold value constant for all the images. The reference thickness hdi CT was determined for each film type as the mean vertical distance between locations of the upper and lower boundaries between the film material and the ambient air, averaged over the set of samples. The calibration parameter k was determined experimentally based on the value hdi CT for the film type T50, resulting in k ¼ ð18 þ14 À9 Þ Â 10 À5 for the inflexible case and k ¼ ð0:9 þ2:0 À0:7 Þ Â 10 À5 for the flexible case. The uncertainty limits were obtained as probabilistically symmetric 68 % coverage intervals, estimated using a Monte Carlo method based on the statistical distribution of all experimental data for d app and hdi CT [22] . Figure 6a shows the estimated values of intrinsic thickness according to the inflexible model, Eq. 10, and the flexible model, Eq. 14 with experimental calibration based on samples of film type T50. The values of the apparent thickness and the reference intrinsic thickness obtained from the X-lCT images are also shown. The uncertainty limits shown for the intrinsic thickness for the flexible and inflexible cases were obtained using the Monte Carlo method as in the case of calibration parameter discussed above. The uncertainty estimates given for the apparent thickness d app and the reference thickness hdi CT were obtained as the experimental standard error of the mean over the set of samples measured.
As expected on the basis of approximately the same grammage of the five film types, the measured values of hdi CT are approximately the same for all sample types. Furthermore, the values of apparent thickness d app are larger than hdi CT for all film types. The deviation between these two values is significant for all but perhaps the smoothest film type T100, being more than a factor of two for the roughest film types. The estimates of intrinsic thickness given both by the flexible and the inflexible models agree well with the reference values hdi CT for film types T0, T30, T70 and T100. The difference between the estimates and the X-lCT result is largest for the roughest films, but even then the estimated values are much closer to the reference value hdi CT than the measured apparent thickness.
In addition to X-lCT-based calibration, a theoretical estimate of calibration parameter k according to Eq. 15 was calculated using the values of Young's modulus E ¼ 11 AE 1 GPa, Poisson's ratio m ¼ 0:3 AE 0:1 [23, 24] , j ¼ 2, F ¼ 20 N and A 0 ¼ 2 cm 2 leading in k ¼ ð1:7 AE 0:2Þ Â 10 À5 . The resulting estimates of intrinsic thickness together with the apparent and reference thickness values are shown in Fig. 6b . In general, the estimates given by the flexible model still agree reasonably well with the X-lCT results for all film types. The deviation of the intrinsic thickness given by the inflexible model from the reference value hdi CT grows with T0  T30  T50  T70  T100  0   10   20   30   40   Thickness [µm]   T0  T30  T50  T70  T100  0   10   20   30   40 Thickness [µm] (a) (b) Fig. 6 Comparison of thickness estimates for NFC films. d app is the apparent thickness, hdi CT is the intrinsic thickness measured from the X-lCT images, hdi inflexible and hdi flexible are the intrinsic thicknesses obtained using Eqs. 10 and 14, respectively. In a, the calibration has been determined from X-lCT data and in b from the theory of contact mechanics using Eq. 15 increasing roughness and is conspicuous for the film type T0 which also is the most porous one of all the five film types studied here [20] . The flexible model thus appears better suited for the present film samples. Notice that unlike with the experimental calibration, the same value of calibration parameter was used here for both the flexible and the inflexible cases.
Conclusions
A method for correcting the (apparent) membrane thickness obtained by a standard micrometric method (ISO534) for membrane surface roughness is introduced, so as to obtain a better estimate of the actual geometrical mean thickness (intrinsic thickness) of a rough membrane. The method can be applied to membranes and sheet materials with no irregular surface structures such as long protruding filaments or lamellae and large surface pores. It is based on surface profilometric data and includes a single materialdependent calibration parameter which should be determined experimentally. An alternative method for estimating the calibration parameter based on previous theoretical results is also introduced. The correction depends on the (generally unknown) mechanical behaviour of the membrane in the micrometric thickness measurement. Here, two limiting cases, the inflexible case and the freely flexible case, were considered and found to yield very similar results to each other and to the experimentally determined dataset. The method was tested on a set of nanofibrillated cellulose film samples representing five different levels of roughness. The surface topology of both sides of the samples was measured using laser profilometry. The value of the calibration parameter was estimated for the test material both theoretically and experimentally. The experimental calibration was obtained by utilizing X-ray microtomographic data from a subset of film samples representing the same intermediate roughness level. The intrinsic thickness estimates thereby obtained were compared with reference values obtained from independent three-dimensional analysis of X-ray microtomographic images.
For the test film set used here, the standard micrometric thickness measurement overestimated the intrinsic thickness, the deviation being roughly a factor of two for all but the smoothest film type. The estimates of intrinsic thickness given both by the flexible and the inflexible models with experimental calibration agree well with the reference values obtained from X-lCT. The difference between the estimates and the reference values is largest for the roughest films (*15 %), but even in that case, the correction provides clear improvement as compared to the deviation of *230 % of the original apparent thickness value. For the present nanocellulose film materials, the estimates of intrinsic thickness obtained appear reasonably accurate for both the experimentally and theoretically calibrated measurements, especially when using the flexible model.
As the method introduced here is based on standard techniques commonly available in many laboratories, a micrometric thickness measurement and surface profilometry, it can provide a practical method for improved estimation of the intrinsic thickness of rough membranes and thereby for more realistic quantification of other important membrane properties such as bulk density, gas barrier properties and various mechanical and optical characteristics.
