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Uniform finite-dimensional approximation of
basic capacities of energy-constrained channels
M.E. Shirokov∗
Abstract
We consider energy-constrained infinite-dimensional quantum chan-
nels from a given system (satisfying a certain condition) to any other
systems. We show that dealing with basic capacities of these channels
we may assume (accepting arbitrarily small error ε) that all channels
have the same finite-dimensional input space – the subspace corre-
sponding to the m(ε) minimal eigenvalues of the input Hamiltonian.
We also show that for the class of energy-limited channels (map-
ping energy-bounded states to energy-bounded states) the above result
is valid with substantially smaller dimension m(ε).
The uniform finite-dimensional approximation allows to prove the
uniform continuity of the basic capacities on the set of all quantum
channels with respect to the strong (pointwise) convergence topology.
For all the capacities we obtain continuity bounds depending only on
the input energy bound and the energy-constrained-diamond-norm
distance between quantum channels (generating the strong conver-
gence on the set of quantum channels).
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1 Introduction
When we consider transmission of classical or quantum information over
infinite-dimensional quantum channels we have to impose energy constraints
on states used for encoding information to be consistent with the physical
implementation of the process [5, 6, 24].
The energy constraint for a single channel Φ : A → B is expressed by
the inequality
TrHAρ ≤ E, ρ ∈ S(HA), (1)
where HA is the Hamiltonian of the input system A.
We will assume that HA is a positive operator having discrete spectrum
{EAk }k≥0 of finite multiplicity such that EAk → +∞ as k → +∞.1 In this
case HA determines the special family {HmA }+∞m=1 of finite-dimensional sub-
spaces of the input space HA, where HmA is the linear hull of the eigenvectors
of HA corresponding to its m minimal eigenvalues. The subspace HmA can
be treated as the minimal energy m-dimensional subspace of HA. So, the
states supported by HmA are more relevant to the constraint (1) than states
supported by other m-dimensional subspaces of HA. At the same time, it is
easy to show that all the states satisfying (1) can be uniformly approximated
by states in S(HmA ) satisfying (1) for large m.
So, it is reasonable to ask what happens if we will use for encoding infor-
mation only states in S(HmA ) satisfying (1) for sufficiently large m (for block
encoding this means the use of the states in S([HmA ]⊗n) satisfying (1) with
HA replaced by the Hamiltonian of n copies of A and E replaced by nE).
It is clear that this additional restriction on the choice of codes-states (we
will call it them-restriction) can not increase the ultimate rate of information
1This assumption holds for quantum systems used in applications, in particular, for a
system of quantum oscillators.
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transmission through a channel. On the other hand, the above observations
give a reason to conjecture that the loss of the information transmission rate
caused by the m-restriction can be made arbitrarily small by increasing m.
For a fixed channel Φ this conjecture can be easily verified for each of
the basic capacities either by using operational definition of the capacity
or by exploiting expressions of this capacity via entropic characteristics of
a channel. In the paper we prove the channel-independent version of this
assertion: the loss of each of the basic capacities caused by the m-restriction
tends to zero as m → +∞ uniformly on the set of all channels from the
system A to any other systems provided the Hamiltonian HA satisfies the
condition2
lim
λ→+0
[
Tre−λHA
]λ
= 1,
which holds, in particular, for a system of quantum oscillators playing a
central role in continuous variable quantum information theory [5, 21].
We also show that the vanishing rate of the loss of the basic capacities
caused by the m-restriction can be increased substantially by restricting at-
tention to the class of quantum channels mapping energy-bounded states to
energy-bounded states (called energy-limited channels in [27]).
The uniform finite-dimensional approximation allows to prove the uniform
continuity of the basic capacities on the set of all quantum channels with
respect to the strong (pointwise) convergence topology.3
2 Preliminaries
Let H be a separable infinite-dimensional Hilbert space, B(H) the algebra
of all bounded operators in H with the operator norm ‖ · ‖ and T(H) the
Banach space of all trace-class operators in H with the trace norm ‖·‖1. Let
S(H) be the set of quantum states (positive operators in T(H) with unit
trace) [5, 23].
Denote by IH the unit operator in a Hilbert space H and by IdH the
identity transformation of the Banach space T(H).
We will repeatedly use the inequality
‖(IH − P ) ρP‖1 ≤
√
Tr(IH − P )ρ (2)
2I would be grateful for any comments concerning physical sense of this condition.
3I would be grateful for any comments about other applications of the uniform finite-
dimensional approximation of energy-constrained channel capacities.
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valid for any state ρ ∈ S(H) and any orthogonal projector P ∈ B(H),
which can be easily proved via the operator Cauchy-Schwarz inequality (see
the proof of Lemma 11.1 in [5]).
If quantum systems A and B are described by Hilbert spaces HA and
HB then the bipartite system AB is described by the tensor product of these
spaces, i.e. HAB = HA⊗HB. A state in S(HAB) is denoted ρAB, its marginal
states TrBρAB and TrAρAB are denoted ρA and ρB respectively.
4
A quantum channel Φ from a system A to a system B is a completely
positive trace preserving linear map from T(HA) into T(HB) [5, 23].
For any quantum channel Φ : A → B the Stinespring theorem implies
existence of a Hilbert space HE and of an isometry VΦ : HA → HB ⊗ HE
such that
Φ(ρ) = TrEVΦρV
∗
Φ , ρ ∈ T(HA). (3)
The quantum channel
T(HA) ∋ ρ 7→ Φ̂(ρ) = TrBVΦρV ∗Φ ∈ T(HE) (4)
is called complementary to the channel Φ [5, Ch.6].
In finite dimensions (i.e. when dimHA and dimHB are finite) the distance
between quantum channels from A to B generated by the diamond norm
‖Φ‖⋄ .= sup
ρ∈S(HAR)
‖Φ⊗ IdR(ρ)‖1 (5)
of a Hermitian-preserving superoperator Φ : T(HA)→ T(HB) is widely used
[1, 15, 23]. But this metric becomes singular in the case dimHA = dimHB =
+∞: there are infinite-dimensional channels with close physical parameters
such that the diamond-norm distance between them equals to 2 [27]. In this
case it is natural to use the distance between quantum channels generated
by the energy-constrained diamond norm
‖Φ‖E⋄ .= sup
ρ∈S(HAR),TrHAρ≤E
‖Φ⊗ IdR(ρ)‖1, E > EA0 , (6)
of a Hermitian-preserving superoperator Φ : T(HA) → T(HB), where HA is
the Hamiltonian of the input system A and EA0
.
= inf
‖ϕ‖=1
〈ϕ|HA|ϕ〉 [20, 27].
4Here and in what follows TrX means TrHX .
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The von Neumann entropy H(ρ) = Trη(ρ) of a state ρ ∈ S(H), where
η(x) = −x log x if x > 0 and η(0) = 0, is a concave nonnegative lower
semicontinuous function on the set S(H) [5, 14, 22]. The concavity of the
von Neumann entropy is supplemented by the inequality
H(pρ+ (1− p)σ) ≤ pH(ρ) + (1− p)H(σ) + h2(p), (7)
where h2(p) = η(p) + η(1 − p) is the binary entropy, valid for any states
ρ, σ ∈ S(H) and p ∈ (0, 1) [5, 23].
The quantum conditional entropy
H(A|B)ρ = H(ρAB)−H(ρB) (8)
of a bipartite state ρAB with finite marginal entropies is essentially used in
analysis of quantum systems [5, 23]. It is concave and satisfies the following
inequality
H(A|B)pρ+(1−p)σ ≤ pH(A|B)ρ + (1− p)H(A|B)σ + h2(p) (9)
for any states ρ, σ ∈ S(HAB) and p ∈ (0, 1). Inequality (9) follows from
concavity of the entropy and inequality (7).
The quantum relative entropy for two states ρ and σ in S(H) is defined
as
H(ρ‖σ) =
∑
i
〈i| ρ log ρ− ρ log σ |i〉,
where {|i〉} is the orthonormal basis of eigenvectors of the state ρ and it is
assumed that H(ρ‖σ) = +∞ if the support of ρ is not contained in the
support of σ [5, 14, 22].5
The quantum mutual information of a state ρAB of a bipartite quantum
system is defined as
I(A :B)ρ = H(ρAB ‖ρA ⊗ ρB) = H(ρA) +H(ρB)−H(ρAB), (10)
where the second expression is valid if H(ρAB) is finite [13, 23].
Basic properties of the relative entropy show that ρ 7→ I(A : B)ρ is a
lower semicontinuous function on the set S(HAB) taking values in [0,+∞].
It is well known that
I(A :B)ρ ≤ 2min {H(ρA), H(ρB)} (11)
5The support of a positive operator is the orthogonal complement of its kernel.
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for any state ρAB [13, 23].
By using the quantum mutual information the conditional entropy (8) can
be extended the set of all bipartite states ρAB with finite H(ρA) as follows
H(A|B)ρ = H(ρA)− I(A :B)ρ. (12)
This extension preserves all the basic properties of the conditional entropy
(including concavity and inequality (9)) [10],[16, Sect.5].
A finite or countable collection {ρi} of states with the corresponding
probability distribution {pi} is conventionally called ensemble and denoted
{pi, ρi}. The state ρ¯ =
∑
i piρi is called the average state of this ensemble.
The Holevo quantity of an ensemble {pi, ρi}mi=1 of m ≤ +∞ quantum
states is defined as
χ ({pi, ρi}mi=1) .=
m∑
i=1
piH(ρi‖ρ¯) = H(ρ¯)−
m∑
i=1
piH(ρi),
where the second formula is valid if H(ρ¯) < +∞. This quantity plays im-
portant role in analysis of information properties of quantum systems and
channels [5, 23].
Let HA = H and {|i〉}mi=1 be an orthonormal basis in a m-dimensional
Hilbert space HB. Then
χ({pi, ρi}mi=1) = I(A :B)ρˆ, where ρˆAB =
m∑
i=1
piρi ⊗ |i〉〈i|. (13)
The quantum conditional mutual information (QCMI) of a state ρABC of
a tripartite finite-dimensional system is defined as
I(A :B|C)ρ .= H(ρAC) +H(ρBC)−H(ρABC)−H(ρC). (14)
This quantity plays important role in quantum information theory [3, 23],
its nonnegativity is a basic result well known as strong subadditivity of von
Neumann entropy [12]. If system C is trivial then (14) coincides with (10).
In infinite dimensions formula (14) may contain the uncertainty ”∞−∞”.
Nevertheless the conditional mutual information can be defined for any state
ρABC by one of the equivalent expressions
I(A :B|C)ρ = sup
PA
[I(A :BC)QAρQA − I(A :C)QAρQA ] , QA = PA ⊗ IBC , (15)
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I(A :B|C)ρ = sup
PB
[I(B :AC)QBρQB − I(B :C)QBρQB ] , QB = PB ⊗ IAC , (16)
where the suprema are over all finite rank projectors PA ∈ B(HA) and
PB ∈ B(HB) correspondingly and it is assumed that I(X : Y )QXρQX =
λI(X :Y )λ−1QXρQX , where λ = TrQXρABC [16].
Expressions (15) and (16) define the same lower semicontinuous function
on the set S(HABC) possessing all basic properties of the quantum condi-
tional mutual information valid in finite dimensions [16, Th.2]. In particular,
the following relation (chain rule)
I(X :Y Z|C)ρ = I(X :Y |C)ρ + I(X :Z|Y C)ρ (17)
holds for any state ρ in S(HXY ZC) (with possible values +∞ in both sides).
To prove (17) is suffices to note that it holds if the systems X, Y, Z and C
are finite-dimensional and to apply Corollary 9 in [16].
We will use the upper bound
I(A :B|C)ρ ≤ 2min {H(ρA), H(ρB), H(ρAC), H(ρBC)} (18)
valid for any state ρABC . It directly follows from upper bound (11) and the
expression I(X : Y |C)ρ = I(X : Y C)ρ − I(X :C)ρ, X, Y = A,B, which is a
partial case of (17).
The quantum conditional mutual information is not concave or convex
but the following relation∣∣pI(A :B|C)ρ + (1− p)I(A :B|C)σ − I(A :B|C)pρ+(1−p)σ∣∣ ≤ h2(p) (19)
holds for p ∈ (0, 1) and any states ρ, σ ∈ S(HABC) with finite QCMI. If ρ
and σ are states with finite marginal entropies then (19) can be easily proved
by noting that
I(A :B|C)ρ = H(A|C)ρ −H(A|BC)ρ,
and by using concavity of the conditional entropy and inequality (9). The
validity of inequality (19) for any states ρ and σ with finite QCMI is proved
by approximation (using Theorem 2B in [16]).
Let HA be a positive operator in a Hilbert space HA treated as a Hamil-
tonian of quantum system A. Then TrHAρ is the (mean) energy of a state
ρ ∈ S(HA).6 So,
CHA,E = {ρ ∈ S(HA) |TrHAρ ≤ E}, E ≥ EA0 .= inf
‖ϕ‖=1
〈ϕ|HA|ϕ〉,
6The value of TrHAρ (finite or infinite) is defined as supnTrPnHAρ, where Pn is the
spectral projector of HA corresponding to the interval [0, n].
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is a closed convex subset of S(HA) consisting of states with mean energy not
exceeding E.
It is well known that the von Neumann entropy is continuous on the set
CHA,E for any E ≥ EA0 if (and only if) the Hamiltonian HA satisfies the
condition
Tre−λHA < +∞ for all λ > 0 (20)
and that it achieves the maximal value on this set at the Gibbs state γA(E) =
e−λ(E)HA/Tre−λ(E)HA , where the parameter λ(E) is determined by the equal-
ity TrHAe
−λ(E)HA = ETre−λ(E)HA [22].
Condition (20) implies that HA is an unbounded operator having a dis-
crete spectrum of finite multiplicity, i.e. it can be represented as follows
HA =
+∞∑
k=0
EAk |τk〉〈τk|, (21)
where {EAk } is the nondecreasing sequence of eigenvalues of HA tending to
+∞ and {|τk〉} – the corresponding basis of eigenvectors.
In what follows we will use the function
FHA(E)
.
= sup
ρ∈CHA,E
H(ρ) = H(γA(E)).
It is easy to show that FHA is a strictly increasing concave function on
[EA0 ,+∞) such that FHA(E0) = log d0, where d0 is the multiplicity of the
eigenvalue EA0 [17, 26].
In this paper we will use the modification of the Alicki-Fannes-Winter
method7 adapted for the set of states with bounded energy [19]. This mod-
ification makes it possible to prove uniform continuity of any locally almost
affine function8 f on the set
C extHA,E
.
= {ρ ∈ S(HAB)| ρA ∈ CHA,E } (B is any given system)
such that |f(ρAB)| ≤ CH(ρA) for some C ∈ R+ provided that
FHA(E) = o(
√
E) as E → +∞. (22)
7This method is widely used in finite-dimensions for proving uniform continuity of
functions on the set of quantum states [2, 26].
8This means that |f(pρ+ (1− p)σ)− pf(ρ)− (1− p)f(σ)| ≤ r(p) = o(1) as p→ +0.
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By Lemma 1 in [19] condition (22) holds if and only if
lim
λ→+0
[
Tre−λHA
]λ
= 1. (23)
Condition (23) is stronger than condition (20) (equivalent to FHA(E) =
o(E) ) but the difference between these conditions is not too large. In
terms of the sequence {EAk } of eigenvalues of HA condition (20) means that
limk→∞E
A
k / log k = +∞, while (23) is valid if lim infk→∞EAk / logq k > 0 for
some q > 2 [19, Pr.1].
It is essential that condition (23) holds for the Hamiltonian of the multi-
mode quantum oscillator playing central role in continuous variable quantum
information theory [5, 21].
If A is the ℓ-mode quantum oscillator with frequencies ω1, ..., ωℓ then
FHA(E) = max
{Ei}
ℓ∑
i=1
g(Ei/~ωi − 1/2), E ≥ E0 .= 1
2
ℓ∑
i=1
~ωi,
where g(x) = (x + 1) log(x + 1) − x log x and the maximum is over all
ℓ-tuples E1,...,Eℓ such that
∑ℓ
i=1Ei = E and Ei ≥ 12~ωi [5, Ch.12][26]. The
exact value of FHA(E) can be calculated by applying the Lagrange multiplier
method which leads to a transcendental equation. But following [26] one
can obtain ε-sharp upper bound for FHA(E) by using the inequality g(x) ≤
log(x+ 1) + 1 valid for all x > 0. It implies
FHA(E) ≤ max∑ℓ
i=1 Ei=E
ℓ∑
i=1
log(Ei/~ωi + 1/2) + ℓ.
By calculating this maximum via the Lagrange multiplier method we obtain
FHA(E) ≤ F̂ℓ,ω(E) .= ℓ log
E + E0
ℓE∗
+ ℓ, E∗ =
[
ℓ∏
i=1
~ωi
]1/ℓ
. (24)
It is clear that the function F̂ℓ,ω satisfies condition (22). So, it can be used
in the role of FHA in all the results obtained by the modified Alicki-Fannes-
Winter method (in particular, in the below Lemmas 2 and 3).
We will use the following simple lemma (see Corollary 12 in [26]).
Lemma 1. If f is a concave nonnegative function on [0,+∞) then for
any positive x < y and any z ≥ 0 the following inequality holds
xf(z/x) ≤ yf(z/y).
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3 Basic lemmas
In the following two lemmas essentially used in the paper we will employ the
function g(x)
.
=(1 + x)h2
(
x
1+x
)
= (x+ 1) log(x+ 1)− x log x, x > 0.
By applying the modification of the Alicki-Fannes-Winter method men-
tioned in Section 2 to the QCMI defined in (15),(16) we obtain the following
Lemma 2. Let ρ and σ be states in S(HABCD) s.t. 12‖ρ− σ‖1 ≤ ε < 12 .
Let H∗ be a subspace of HAD containing the supports of ρAD and σAD. If
TrH∗ρAD, TrH∗σAD ≤ E < +∞ for some positive operator H∗ in H∗ satis-
fying condition (23) then I(A :B|C)ρ and I(A :B|C)σ are finite and
|I(A :B|C)ρ − I(A :B|C)σ| ≤ 2
√
2εFH∗(E/ε) + 2g(
√
2ε), (25)
where FH∗(E)
.
= sup{H(ρ) | suppρ ⊆ H∗, TrH∗ρ ≤ E}.
If ρBC = σBC then (25) holds with 2g(
√
2ε) replaced by g(
√
2ε).
If ρ and σ are pure states then (25) and its specification for the case
ρBC = σBC hold with ε replaced by ε
2/2.
Since condition (23) implies that FH∗(E) = o(
√
E) as E → +∞, the
right hand side of (25) tends to zero as ε→0+.
Proof. We may consider I(A : B|C) as a function on S(HBC ⊗ H∗).
Continuity bound (25) and its specification for pure states ρ and σ can be
directly obtained from Proposition 1 in [19] by using inequality (19) and the
inequalities
0 ≤ I(A :B|C)ω ≤ I(A :BC)ω ≤ I(AD :BC)ω ≤ 2H(ωAD)
valid for any state ω in S(HABCD), which follow from the basic properties
of QCMI and upper bound (11).
To prove the specification of (25) for the case ρBC = σBC we have to
repeat several steps from the proof of Theorem 1 in [19].
Assume first that rankρB = rankσB < +∞. Then
I(A :B|C)ω = H(B|C)ω −H(B|AC)ω, ω = ρ, σ, (26)
where H(X|Y ) is the extended conditional entropy defined in (12).
Let ρˆ and σˆ be purifications of the states ρ and σ such that 1
2
‖ρˆ− σˆ‖1 =
δ
.
=
√
2ε and τˆ± = δ
−1[ ρˆ− σˆ ]±. Then
1
1 + δ
ρ+
δ
1 + δ
τ− = ω∗ =
1
1 + δ
σ +
δ
1 + δ
τ+, (27)
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where τ± = [τˆ±]ABCD (see [19]). It is easy to see that rank[τ±]B < +∞.
So, representation (26) holds for ω = τ± as well. Since the assumption
ρBC = σBC and (27) imply [τ+]BC = [τ−]BC , we obtain from (26) that
I(A :B|C)ω1 − I(A :B|C)ω2 = H(B|AC)ω2 −H(B|AC)ω1 (28)
for (ω1, ω2) = (ρ, σ), (τ+, τ−).
By applying concavity of the conditional entropy and inequality (9) to the
convex decompositions (27) of ω∗ and taking (28) into account we obtain
(1− p) [I(A :B|C)ρ − I(A :B|C)σ] = (1− p) [H(B|AC)σ −H(B|AC)ρ]
≤ p [H(B|AC)τ− −H(B|AC)τ+]+ h2(p)
= p
[
I(A :B|C)τ+ − I(A :B|C)τ−
]
+ h2(p),
where p = δ
1+δ
. Similarly,
(1− p) [I(A :B|C)σ − I(A :B|C)ρ] ≤ p
[
I(A :B|C)τ− − I(A :B|C)τ+
]
+ h2(p).
Since 0 ≤ I(A : B|C) ≤ I(AD :B|C), these inequalities show that the left
hand side of (25) does not exceed
δmax
{
I(AD :B|C)τ−, I(AD :B|C)τ+
}
+ g(δ). (29)
By the proof of Theorem 1 in [19] the assumption TrH∗ρAD,TrH∗σAD ≤ E
implies TrH∗[τ±]AD ≤ E/ε. So, by using (18) we obtain
I(AD :B|C)τ± ≤ 2H([τ±]AD) ≤ 2FH∗(E/ε)
and hence the quantity in (29) does not exceed the right hand side of (25)
with 2g(
√
2ε) replaced by g(
√
2ε).
Assume now that ρ and σ are arbitrary states such that ρBC = σBC . Let
{P nB} be a sequence of finite rank projectors in HB strongly converging to
the unit operator IB . Consider two sequences consisting of the states
ρn = r−1n P
n
B ⊗ IADC ρP nB ⊗ IADC and σn = r−1n P nB ⊗ IADC σP nB ⊗ IADC ,
where rn = TrP
n
BρB = TrP
n
BσB (here and in what follows we assume that n
is sufficiently large). It is easy to see that rnρ
n
AD ≤ ρAD and rnσnAD ≤ σAD
for all n. So, we have
TrH∗ρ
n
AD, TrH∗σ
n
AD ≤ r−1n E.
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Take any sequence {εn} tending to ε such that 12‖ρn − σn‖1 ≤ εn < 12 for all
n. Since ρnBC = σ
n
BC and rankρ
n
B = rankσ
n
B < +∞, the above part of the
proof implies that
|I(A :B|C)ρn − I(A :B|C)σn | ≤ 2
√
2εnFH∗(E/(rnεn)) + g(
√
2εn). (30)
By using the lower semicontinuity of the function ω → I(A :B|C)ω and its
monotonicity under local operations (Th.2 in [16]) it is easy to show that
lim
n→∞
I(A :B|C)ωn = I(A :B|C)ω, ω = ρ, σ.
So, passing to the limit in (30) implies (25) with 2g(
√
2ε) replaced by
g(
√
2ε).
If ρ and σ are pure states then we can take pure states ρˆ = ρ ⊗ ̺ and
σˆ = σ ⊗ ς such that 1
2
‖ρˆ− σˆ‖1 = ε and repeat the above arguments. 
By using Lemma 2 and the Leung-Smith telescopic trick from [11] one
can prove the following lemma in which we will assume that HA is the Hamil-
tonian of system A having form (21). We will use the function
F¯HA(E) = FHA(E + E
A
0 ), where FHA(E)
.
= sup
TrHAρ≤E
H(ρ),
and the notations E¯ = E − EA0 , E¯Am = EAm − EA0 for all m > 0.
Lemma 3. Let Πm(ρ) = PmρPm+[Tr(IA−Pm)ρ]|τ0〉〈τ0|, where Pm is the
projector on the subspace HmA corresponding to the minimal m eigenvalues
EA0 , .., E
A
m−1 of HA and τ0 is any eigenvector corresponding to the eigenvalue
EA0 . Let ρ be a state in S(H⊗nA ⊗HR) such that
∑n
k=1TrHAρAk ≤ nE. If
HA satisfies condition (23) then∣∣∣I(Bn :R)Φ⊗n⊗IdR(ρ) − I(Bn :R)Ψ⊗nm ⊗IdR(ρ)∣∣∣ ≤ nf(E,m), (31)
for any channel Φ : A→ B, where Ψm = Φ ◦ Πm and
f(E,m)
.
= 4 4
√
E¯
E¯Am
F¯HA
(
1
2
√
E¯E¯Am
)
+ g
(
2 4
√
E¯
E¯Am
)
+
32E¯
E¯Am
F¯HA
(
E¯Am
16
)
. (32)
is a quantity tending to zero as m→ +∞ for each E > EA0 .
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If E¯ < E¯Am/16 and TrHAρAk ≤ E for all k = 1, n then the last term
in (32) can be removed. If n = 1 and s
.
= E¯/E¯Am +
√
E¯/E¯Am < 1/2 then
f(E,m) in (31) can be replaced by the quantity
2
√
2sF¯HA
(
E¯
s
)
+ g
(√
2s
)
.
If A is the ℓ-mode quantum oscillator with frequencies ω1, ..., ωℓ then the
function F¯HA(E) in all the above formulas can be replaced by its upper bound
F̂ℓ,ω(E + E
A
0 ), where F̂ℓ,ω(E) is defined in (24). In this case the sequence
{EAk }k≥0 consists of the numbers
∑ℓ
i=1 ~ωi(ni − 1/2), n1, ..., nℓ ∈ N arranged
in the nondecreasing order.
Remark 1. The below proof of Lemma 3 shows that its assertion can
be generalized by replacing the quantum mutual information I(Bn : R) in
(31) by the (extended) quantum conditional mutual information I(Bn :R|C)
defined by the equivalent expressions (15) and (16).
Proof. The assumption of the lemma implies H(ρAk) < +∞ for k = 1, n.
Let E be an environment for the channel Φ, so that the Stinespring
representations (3) holds with some isometry VΦ from HA into HBE .
Following the Leung-Smith telescopic method from [11] consider the states
σk = Φ
⊗k ⊗Ψ⊗(n−k)m ⊗ IdR(ρ), k = 0, 1, ..., n.
We have
|I(Bn :R)σn− I(Bn :R)σ0 | =
∣∣∣∣∣
n∑
k=1
I(Bn :R)σk− I(Bn :R)σk−1
∣∣∣∣∣
≤
n∑
k=1
∣∣I(Bn :R)σk− I(Bn :R)σk−1∣∣ . (33)
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By using the chain rule (17) we obtain for each k
I(Bn :R)σk− I(Bn :R)σk−1= I(B1...Bk−1Bk+1...Bn :R)σk
+ I(Bk :R|B1...Bk−1Bk+1...Bn)σk
− I(B1...Bk−1Bk+1...Bn :R)σk−1
− I(Bk :R|B1...Bk−1Bk+1...Bn)σk−1
= I(Bk :R|B1...Bk−1Bk+1...Bn)σk
− I(Bk :R|B1...Bk−1Bk+1...Bn)σk−1 ,
(34)
where it was used that TrBkσk = TrBkσk−1. Note that the finite entropy
of the states ρA1, ..., ρAn , upper bound (18) and monotonicity of the QCMI
under local channels guarantee finiteness of all the terms in (33) and (34).
To estimate the last difference in (34) consider the states
σˆk = V
⊗n
Φ ⊗ IR ̺k [V ⊗nΦ ]∗ ⊗ IR
in S(HBnEnR), where ̺k = Id⊗kA ⊗ Π⊗(n−k)m ⊗ IdR(ρ), k = 0, 1, 2, ..., n. The
state σˆk is an extension of the state σk for each k, i.e. TrEnσˆk = σk. Note
that [̺k]Aj = ρAj for j ≤ k and [̺k]Aj = Πm(ρAj ) for j > k. Hence
TrHA[̺k]Aj ≤ xj .= TrHAρAj for all k and j. (35)
By using monotonicity of the trace norm under action of a channel and
Lemmas 4,5 below we obtain
‖σˆk − σˆk−1‖1 = ‖̺k − ̺k−1‖1
=
∥∥∥Id⊗kA ⊗Π⊗(n−k)m ⊗ IdR (ρ− Id⊗(k−1)A ⊗Πm ⊗ Id⊗(n−k)A ⊗ IdR(ρ))∥∥∥
1
≤ ‖ρ− Id⊗(k−1)A ⊗Πm ⊗ Id⊗(n−k)A ⊗ IdR(ρ)‖1
≤ 2Tr(IA − Pm)ρAk + 2
√
Tr(IA − Pm)ρAk ≤ 2εk,
(36)
where εk
.
= 2
√
x¯k/E¯
A
m, x¯k = xk − EA0 .
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Let N1 be the set of all indexes k for which x¯k < E¯
A
m/16 and N2 =
{1, .., n} \ N1.9 Let ni = ♯(Ni) and Xi = 1ni
∑
k∈Ni
xk and X¯i = Xi − EA0 ,
i = 1, 2. It follows from (33) and (34) that the left hand side of (31) do not
exceed S1 + S2, where
Si =
∑
k∈Ni
|I(Bk :R|Yk)σk − I(Bk :R|Yk)σk−1 |, Yk = B1...Bk−1Bk+1...Bn.
For each k ∈ N1 we have εk < 1/2. So, by using (35) and (36) and
by noting that TrBkσk = TrBkσk−1 we obtain from Lemma 2 with H∗ =
VΦHAk ⊆ HBkEk and H∗ = VΦHAV ∗Φ − EA0 IH∗ that
|I(Bk :R|Yk)σk − I(Bk :R|Yk)σk−1 | ≤ 2
√
2εkF¯HA(x¯k/εk) + g(
√
2εk)
= 4 4
√
x¯k/E¯Am F¯HA
(
1
2
√
x¯kE¯Am
)
+ g
(
2 4
√
x¯k/E¯Am
)
.
Hence, by using the concavity10 of the functions 4
√
x F¯HA(
√
x), 4
√
x and g(x)
along with the monotonicity of g(x) we obtain
S1 ≤
∑
k∈N1
4 4
√
x¯k/E¯Am F¯HA
(
1
2
√
x¯kE¯m
)
+
∑
k∈N1
g
(
2 4
√
x¯k/E¯Am
)
≤ n14 4
√
X¯1/E¯Am F¯HA
(
1
2
√
X¯1E¯Am
)
+ n1g
(
2 4
√
X¯1/E¯Am
)
.
(37)
For each k ∈ N2 the inequality I(Bk :R|Yk) ≤ I(BkEk :R|Yk) and upper
bound (18) imply
|I(Bk :R|Yk)σk − I(Bk :R|Yk)σk−1| ≤ 2max{H([σˆk]BkEk), H([σˆk−1]BkEk)}
= 2max{H([̺k]Ak), H([̺k−1]Ak)} ≤ 2FHA(xk),
where the last inequality follows from (35). Since (n− n2)X1 + n2X2 ≤ nE
and X1 ≥ EA0 , we have X2 ≤ nE¯/n2 + EA0 . So, by using concavity and
monotonicity of the function FHA we obtain
S2 ≤
∑
k∈N2
2FHA(xk) ≤ 2n2FHA(X2) ≤ 2n2F¯HA(nE¯/n2). (38)
9Similar splitting is used in the proof of Lemma 7 in [27].
10The concavity of the function 4
√
x F¯HA(
√
x) follows from the concavity and nonnega-
tivity the function F¯HA (x). This can be shown by calculation of the second derivative.
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It is easy to see that X¯1 ≤ E¯. Since x¯k > E¯Am/16 for all k ∈ N2 and
(n − n2)EA0 +
∑
k∈N2
x¯k + n2E
A
0 ≤
∑
k∈N1
xk +
∑
k∈N2
xk ≤ nE, we have
n2/n ≤ 16E¯/E¯Am. So, it follows from (37),(38) and Lemma 1 that
S1 + S2
n
≤ 4 4
√
E¯
E¯Am
F¯HA
(
1
2
√
E¯E¯Am
)
+ g
(
2 4
√
E¯
E¯Am
)
+
32E¯
E¯Am
F¯HA
(
E¯Am
16
)
.
The vanishing of the quantity f(E,m) as m→ +∞ follows from Lemma
1 in [19] stating the equivalence of (22) and (23).
The assertion concerning the case TrHAρAk ≤ E for all k = 1, n follow
from the above proof, since in this case the set N2 is empty. In the case
n = 1 one can directly apply Lemma 2 with trivial C, H∗ = VΦHA ⊆ HBE
and H∗ = VΦHAV
∗
Φ − EA0 IH∗ by using (36) with k = 1. 
Lemma 4. Let Π : A → A be the channel defined by the formula
Π(ρ) = PρP+[Tr(IA−P )ρ]τ , ρ ∈ T(HA), where P is an orthogonal projector
and τ is any state in S(HA). Then for arbitrary state ω ∈ S(HAB), where
B is any system, the following inequality holds
‖ω − Π⊗ IdB(ω)‖1 ≤ 2Tr(IA − P )ωA + 2
√
Tr(IA − P )ωA.
Proof. The required inequality is easily obtained from inequality (2).
Lemma 5. Let HA be a positive operator in HA having form (21)
and Pm the projector on the subspace HmA corresponding to the minimal m
eigenvalues EA0 , .., E
A
m−1 of HA. Then for any state ρ ∈ S(HA) such that
TrHAρ ≤ E the following inequality holds
Tr(IA − Pm)ρ ≤ (E − EA0 )/(EAm − EA0 ).
Proof. Since Tr(IA − Pm)ρ = 1 − TrPmρ, the required inequality follows
directly from the inequalities
EA0 TrPmρ ≤ TrPmHAρ, EAmTr(IA − Pm)ρ ≤ Tr(IA − Pm)HAρ. 
4 Capacities of energy-constrained infinite-
dimensional channels and their approxima-
tion
In this section we show that dealing with basic capacities of energy con-
strained infinite-dimensional channels from a given system to any other sys-
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tems we may consider (accepting arbitrarily small error ε > 0) that all these
channels have the same finite-dimensional input space – the subspace corre-
sponding to the minimal eigenvalues of the input Hamiltonian. For each of
the capacities the dimension of this subspace is explicitly determined by ε.
4.1 Survey of basic capacities
When we consider transmission of classical or quantum information over
infinite-dimensional quantum channels we have to impose constraints on
states used for encoding information. A typical physically motivated con-
straint is the requirement of boundedness of states-codes average energy.
For a single channel this constraint is expressed by the inequality
TrHAρ ≤ E, ρ ∈ S(HA), (39)
where HA is the Hamiltonian of the input quantum system A, for n-copies
of a channel it can be written as follows
TrHAnρ ≤ nE, ρ ∈ S(H⊗nA ), (40)
where HAn = HA⊗IA⊗ . . .⊗IA+ . . .+IA⊗ . . .⊗IA⊗HA is the Hamiltonian
of the system An (n copies of A) [5, 6, 24].
We will assume that the Hamiltonian HA satisfies condition (20).
The Holevo capacity of a channel Φ : A → B with the (input) energy
constraint is defined as:
Cχ(Φ, HA, E) = sup
TrHAρ¯≤E
χ({pi,Φ(ρi)}),
where the supremum is over all input ensembles {pi, ρi} with the average
energy
∑
i piTrHAρi = TrHAρ¯ not exceeding E. This quantity determines
the ultimate rate of transmission of classical information through the channel
Φ by using nonentangled block encoding, for many channels it coincides with
the classical capacity under the energy constraint [4, 5, 6].
Operational definition of the classical capacity of energy-constrained infinite-
dimensional channels is presented in [6]. By the Holevo-Schumacher-Westmore-
land theorem adapted for constrained channels ([6, Proposition 3]) the clas-
sical capacity of any channel Φ : A→ B with constraint (40) is given by the
regularized expression
C(Φ, HA, E) = lim
n→+∞
n−1Cχ(Φ
⊗n, HAn, nE).
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The entanglement-assisted classical capacity of a quantum channel de-
termines the ultimate rate of transmission of classical information when an
entangled state between the input and the output of a channel is used as
an additional resource (see details in [5, 23]). Operational definition of
the entanglement-assisted classical capacity of energy-constrained infinite-
dimensional channels is presented in [6]. By the most general version of
the Bennett-Shor-Smolin-Thaplyal theorem for energy-constrained infinite-
dimensional channels ([7, Theorem 1]) the classical entanglement-assisted
capacity of any channel Φ : A → B with constraint (40) determined by
arbitrary positive operator HA is given by the expression
Cea(Φ, HA, E) = sup
TrHAρ≤E
I(Φ, ρ),
in which I(Φ, ρ) is the quantum mutual information of a channel Φ at a state
ρ defined as
I(Φ, ρ) = I(B :R)Φ⊗IdR(ρˆ),
where HR ∼= HA and ρˆ is a pure state in S(HAR) such that ρˆA = ρ.
Detailed analysis of the energy-constrained quantum and private capac-
ities in the context of general-type infinite-dimensional channels11 has been
made recently by Wilde and Qi in [24]. The results in [24] and [25] give
considerable reasons to conjecture validity of the following generalizations of
the Lloyd-Devetak-Shor theorem and of the Devetak theorem to constrained
infinite-dimensional channels:
• the quantum capacity of any channel Φ : A→ B with constraint (40)
is given by the regularized expression
Q(Φ, HA, E) = lim
n→+∞
n−1Q¯(Φ⊗n, HAn, nE),
where Q¯(Φ, HA, E) is the supremum of the coherent information
Ic(Φ, ρ)
.
= I(Φ, ρ) − H(ρ) on the set of all input states ρ ∈ S(HA)
satisfying (39).
• the private capacity of any channel Φ : A→ B with constraint (40) is
given by the regularized expression
Cp(Φ, HA, E) = lim
n→+∞
n−1C¯p(Φ
⊗n, HAn, nE),
11There are many papers devoted to analysis of these capacities for Gaussian channels,
see [8, 28] and the surveys in [21, 24].
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where
C¯p(Φ, HA, E) = sup
TrHAρ¯≤E
[
χ({pi,Φ(ρi)})− χ({pi, Φ̂(ρi)})
]
(41)
(the supremum is over all input ensembles {pi, ρi} with the average
energy not exceeding E and Φ̂ is the complementary channel to the
channel Φ defined in (4)).
4.2 Uniform finite-dimensional approximation theorem.
Assume that HA is an unbounded operator in HA with dense domain having
discrete spectrum of finite multiplicity, i.e. it can be represented as follows
HA =
+∞∑
k=0
EAk |τk〉〈τk|,
where {EAk } is the nondecreasing sequence of eigenvalues of HA tending to
+∞ and {|τk〉} – the corresponding basis of eigenvectors. Denote by HmA
the linear span of the vectors |τ0〉, ..., |τm−1〉, i.e. HmA is the subspace corre-
sponding to the minimal m eigenvalues of HA (taking the multiplicity into
account). Let Pm be the projector onto HmA .
For a given channel Φ : A → B denote by Φm the restriction of Φ to
the Banach space T(HmA ) of all operators in T(HA) supported by HmA . The
channel Φm can be called the subchannel of Φ corresponding to the subspace
HmA . Since HmA = PmHA is a positive (bounded) operator in B(HmA ), we may
consider the capacities
C∗(Φm, H
m
A , E), C∗ = Cχ, C, Cea, Q, Cp.
These capacities can be treated as the corresponding capacities of Φ obtained
by block encoding used only states supported by the tensor powers of the m-
dimensional subspace HmA . We will call they m-restricted capacities and will
use the notations Cm∗ (Φ, HA, E)
.
= C∗(Φm, H
m
A , E), C∗ = Cχ, C, Cea, Q, Cp.
The following theorem states that anym-restricted capacity Cm∗ (Φ, HA, E)
tends to the corresponding capacity C∗(Φ, HA, E) as m→ +∞ uniformly on
the set of all channels from a given system A to any other systems and gives
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explicit estimates for the rate of this convergence. In this theorem we use
the function
F¯HA(E) = FHA(E + E
A
0 ), where FHA(E)
.
= sup
TrHAρ≤E
H(ρ),
and the notations E¯ = E − EA0 , E¯Am = EAm − EA0 for all m > 0.
Theorem 1. Let C∗ be one of the capacities Cχ, C, Cea, Q and Cp. If the
Hamiltonian HA satisfies condition (23) and E ≥ EA0 then for any ε > 0
there exists natural number mC∗(ε) such that
|C∗(Φ, HA, E)− Cm∗ (Φ, HA, E)| ≤ ε ∀m ≥ mC∗(ε) (42)
for arbitrary channel Φ from the system A to any system B.
The above mC∗(ε) is the minimal natural number such that fC∗(E,m) ≤ ε
and E¯Am ≥ 16E¯, where12
fCχ(E,m) = 2
√
2sF¯HA
(
E¯
s
)
+ g
(√
2s
)
, s =
E¯
E¯Am
+
√
E¯
E¯Am
,
fC(E,m) = 4
4
√
E¯
E¯Am
F¯HA
(
1
2
√
E¯E¯Am
)
+ g
(
2 4
√
E¯
E¯Am
)
,
fCea(E,m) = 2sF¯HA
(
2E¯
s2
)
+ 2g(s), s =
E¯
E¯Am
+
√
E¯
E¯Am
,
fQ(E,m) = fC(E,m) +
32E¯
E¯Am
F¯HA
(
E¯Am
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)
, fCp(E,m) = 2fQ(E,m).
If A is the ℓ-mode quantum oscillator with frequencies ω1, ..., ωℓ then the
function F¯HA in all the above formulas can be replaced by its upper bound
F̂ℓ,ω(E + E
A
0 ), where F̂ℓ,ω(E) is defined in (24). In this case the sequence
{EAk }k≥0 consists of the numbers
∑ℓ
i=1 ~ωi(ni− 1/2), n1, ..., nℓ ∈ N arranged
in the nondecreasing order.
Remark 2. The existence of solutions of the inequalities fC∗(E,m) ≤ ε,
C∗ = Cχ, ..., Cp, for any ε > 0 is guaranteed by condition (23), since it
implies that F¯HA(E) = o(
√
E) as E → +∞ by Lemma 1 in [19].
12 g(x)
.
=(1 + x)h2
(
x
1+x
)
= (x+ 1) log(x + 1)− x log x.
20
The number mC∗(ε) will be called ε-sufficient input dimension for C∗.
Proof. Let Pm =
∑m−1
k=0 |τk〉〈τk| be the projector on the subspace HmA and
Πm : A→ A the channel introduced in Lemma 3.
C∗ = Cχ. If {pi, ρi} is an ensemble of input states such that TrHAρ¯ ≤ E
then the ensemble {pi, ρmi }, where ρmi = Πm(ρi) for all i, satisfies the same
condition for all m. So, the last assertion of Lemma 3 and representation
(13) show that
|χ({pi,Φ(ρi)})− χ({pi,Φ(ρmi )})| ≤ fCχ(E,m).
This implies the assertion of the theorem for C∗ = Cχ, since all the states
ρmi are supported by the subspace HmA .
C∗ = C. Note that
Cχ(Φ
⊗n, HAn, nE) = supχ({pi,Φ⊗n(ρi)}),
where the supremum is over all ensembles {pi, ρi} of states in S(H⊗nA ) with
the average state ρ¯ such that TrHAρ¯Aj ≤ E for all j = 1, n. This can be
easily shown by using the symmetry arguments and the following well known
property of the Holevo quantity:
1
n
n∑
j=1
χ
({qji , σji }i) ≤ χ
{qji
n
, σji
}
ij

for any collection {q1i , σ1i }, ..., {qni , σni } of discrete ensembles.
If {pi, ρi} is an ensemble of states in S(H⊗nA ) satisfying the above condi-
tion then the ensemble {pi, ρmi }, where ρmi = Π⊗nm (ρi) for all i, satisfies the
same condition for all m. So, the last assertion of Lemma 3 and representa-
tion (13) show that∣∣χ({pi,Φ⊗n(ρi)})− χ({pi,Φ⊗n(ρmi )})∣∣ ≤ fC(E,m).
This implies the assertion of the theorem for C∗ = C, since all the states ρ
m
i
are supported by the subspace [HmA ]⊗n.
C∗ = Cea. Let ρ be any state in S(HA) such that TrHAρ ≤ E and ρˆ its
purification in S(HAR). Then ρm .= (1 − rm)−1PmρPm, rm = 1 − TrPmρ, is
a state in S(HA) satisfying the same condition for all m such that EAm > E
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and ρˆm
.
= (1 − rm)−1Pm ⊗ IR ρˆ Pm ⊗ IR is a purification of this state. It
follows from inequality (2) that
‖ρˆ−ρˆm‖1 ≤ ‖ρˆ−Pm⊗IR ρˆ Pm⊗IR‖1+‖Pm⊗IR ρˆ Pm⊗IR−ρˆm‖1 ≤ 2rm+2√rm.
By Lemma 5 the condition TrHAρ ≤ E implies rm ≤ E¯/E¯Am ≤ 1/16. So,
by using the Stinespring representation (3) and the last assertion of Lemma
2 with trivial C, H∗ = VΦHA ⊆ HBE and H∗ = VΦHAV ∗Φ − EA0 IH∗ one can
show that∣∣I(B :R)Φ⊗IdR(ρˆ) − I(B :R)Φ⊗IdR(ρˆm)∣∣ ≤ 2sF¯HA(2E¯/s2) + 2g(s).
This implies the assertion of the theorem for C∗ = Cea, since the state ρm is
supported by the subspace HmA .
C∗ = Q. Let Ψm = Φ ◦ Πm, ρ be any state in S(H⊗nA ) such that∑n
k=1TrHAρAk ≤ nE and ρˆ its purification in S(HAnR). Then Lemma 3
implies∣∣Ic(Φ⊗n, ρ)− Ic(Ψ⊗nm , ρ)∣∣ = ∣∣∣I(Bn :R)Φ⊗n⊗IdR(ρˆ) − I(Bn :R)Ψ⊗nm ⊗IdR(ρˆ)∣∣∣ ≤ fQ(E,m)
This implies the assertion of the theorem for C∗ = Q, since the operational
definition of the quantum capacity with the energy constraint (see Section
III in [24]) and the implication
TrHAnρ ≤ nE ⇒ TrHAnΠ⊗nm (ρ) ≤ nE (43)
valid for any state ρ ∈ S(H⊗nA ) and E ≥ EA0 show that
Q(Ψm, HA, E) ≤ Qm(Φ, HA, E) ≤ Q(Φ, HA, E).
C∗ = Cp. If {pi, ρi} is an ensemble of states in S(H⊗nA ) such that∑n
k=1TrHAρ¯Ak ≤ nE then the ensemble {pi, ρmi }, where ρmi = Π⊗nm (ρi) for
all i, satisfies the same condition for all m. So, Lemma 3 and representation
(13) show that∣∣χ({pi,Φ⊗n(ρi)})− χ({pi,Φ⊗n(ρmi )})∣∣ ≤ fCp(E,m)/2.
and ∣∣∣χ({pi, Φ̂⊗n(ρi)})− χ({pi, Φ̂⊗n(ρmi )})∣∣∣ ≤ fCp(E,m)/2.
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This implies the assertion of the theorem for C∗ = Cp, since all the states ρ
m
i
are supported by the subspace [HmA ]⊗n. 
Unfortunately, the values of mC∗(ε) given by Theorem 1 for real physical
systems are extremely high.
Example 1. Let A be the one-mode quantum oscillator with the fre-
quency ω. In this case the Hamiltonian HA has the spectrum {EAk =
(k + 1/2)~ω}k≥0 and FHA(E) = g(E/~ω − 1/2) [5, Ch.12]. The results
of numerical calculations of mC∗(ε) for different values of the input energy
bound E are presented in the following tables corresponding to two values
of the relative error ε/FHA(E) equal respectively to 0.1 and 0.01.
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Table 1. The approximate values of mC∗(ε) for ε = 0.1FHA(E).
E/~ω mCχ(ε) mC(ε) mCea(ε) mQ(ε) mCp(ε)
3 5.0 · 109 2.0 · 1010 8.6 · 104 2.0 · 1010 5.2 · 1011
10 3.2 · 109 1.3 · 1010 1.3 · 105 1.3 · 1010 3.4 · 1011
100 5.5 · 109 2.2 · 1010 5.3 · 105 2.2 · 1010 5.5 · 1011
Table 2. The approximate values of mC∗(ε) for ε = 0.01FHA(E).
E/~ω mCχ(ε) mC(ε) mCea(ε) mQ(ε) mCp(ε)
3 2.1 · 1014 8.2 · 1014 1.7 · 107 8.2 · 1014 1.8 · 1016
10 1.3 · 1014 5.3 · 1014 2.6 · 107 5.3 · 1014 1.7 · 1016
100 2.0 · 1014 8.1 · 1014 1.0 · 108 8.1 · 1014 1.8 · 1016
We see that the values of the ε-sufficient input dimension mC∗(ε) are
extremely high for all the capacities excepting Cea. It is clear that this is
explained by inaccuracy of the used estimates rather than physical reasons.
In a sense, this is a cost of the universality of Theorem 1 in which the class of
all channels from a given system A to arbitrary systems B are considered. In
the next subsection we show that estimates of the ε-sufficient input dimension
can be decreased substantially by restricting the class of channels Φ for which
the validity of (42) is required.
4.3 Specifications for energy-limited channels
Theorem 1 gives estimates of the ε-sufficient input dimensions for all quantum
channels from a given system A to arbitrary system B, which do not depend
on system B at all. Unfortunately, for a real quantum system (quantum
13The capacities C∗(Φ, HA, E), C∗ = Cχ, C,Q,Cp, take values in [0, FHA(E)], the ca-
pacity Cea(Φ, HA, E) takes values in [0, 2FHA(E)].
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oscillator) in the role of A these estimates are extremely hight (see Exam-
ple 1 and the comments below). In this section we show that estimates of
the ε-sufficient input dimensions can be decreased substantially by imposing
constraints on the class of quantum channels used for communications.
Assume that B is a quantum system with the Hamiltonian HB satisfying
condition (20) while A is any quantum system with the Hamiltonian HA
having form (21). Consider quantum channels Φ from A to B such that
TrHBΦ(ρ) ≤ αTrHAρ+ Ec for any ρ ∈ S(HA), (44)
where α and Ec are nonnegative parameters. Such channels are called energy-
limited in [27], where it is mentioned that any quantum channel mapping
energy-bounded states to energy-bounded states satisfies (44) with some α
and Ec.
Let F̂HB be any upper bound for the function
FHB(E)
.
= sup
TrHBρ≤E
H(ρ) = H(γB(E)), E ≥ EB0 .= inf
‖ϕ‖=1
〈ϕ|HB|ϕ〉,
defined on [0,+∞) such that
F̂HB(E) > 0, F̂
′
HB
(E) > 0, F̂ ′′HB(E) < 0 for all E > 0. (45)
and
F̂HB(E) = o(E) as E → +∞. (46)
Since HB satisfies condition (20), one can use the function E 7→ FHB(E+EB0 )
in the role of F̂HB [17]. If B is the ℓ-mode quantum oscillator with the
frequencies ωi ([5, Ch.12]) then the function F̂ℓ,ω defined in (24) also satisfies
the above requirements for F̂HB .
Denote by Fα,Ec(A,B) the class of all quantum channels from A to B
satisfying (44). The following theorem is a version (specification) of Theorem
1 for energy-limited channels and all the basic capacities excepting Cp.
Theorem 2. Let C∗ be one of the capacities Cχ, C, Cea and Q. If the
Hamiltonian HB satisfies condition (20) and E ≥ EA0 then for any α > 0,
Ec ≥ 0 and ε > 0 there exists natural number mC∗(ε|α,Ec) such that
|C∗(Φ, HA, E)− Cm∗ (Φ, HA, E)| ≤ ε ∀m ≥ mC∗(ε|α,Ec)
for arbitrary channel Φ from the class Fα,Ec(A,B).
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If C∗ = Cχ, C, Cea then mC∗(ε|α,Ec) is the minimal natural number such
that fα,EcC∗ (E,m| t) ≤ ε for some t ∈ (0, 12 ], where
fα,EcCχ (E,m| t) = (2t+ sm(t))F̂HB
(
αE + Ec
t
)
+ 2g(sm(t)) + 2h2(t),
fα,EcC (E,m| t) = fα,EcCea (E,m| t) = (4t+2sm(t))F̂HB
(
αE + Ec
t
)
+2g(sm(t))+4h2(t),
where sm(t) =
E¯/E¯Am+
√
E¯/E¯Am+t/2
1−t
, E¯ = E − EA0 , E¯Am = EAm − EA0 .
The above mQ(ε|α,Ec) is the minimal natural number s.t. fα,EcQ (E,m| p, t) ≤
ε for some p > 1 and t ∈ (0, 1
2
], where
fα,EcQ (E,m| p, t) = (4t+ 2sm(t))F̂HB
(
Ep
t
)
+ 2g(sm(t)) + 4h2(t) +
2
p
F̂HB(Ep),
where Ep = αpE + Ec.
Remark 3. The existence of solutions of the inequalities determining
mC∗(ε|α,Ec), C∗ = Cχ, ..., Q, for any ε > 0 is guaranteed by condition
(46).
Proof. Let Ψm = Φ ◦ Πm, where Πm : A → A is the channel defined
in Lemma 3. By Lemmas 4,5 and definition (6) of the energy-constrained
diamond norm we have
1
2
‖Φ−Ψm‖E⋄ ≤ 12‖IdA − Πm‖E⋄ ≤ sup
TrHAρ≤E
[
TrP⊥mρ+
√
TrP⊥mρ
]
≤ E¯/E¯m +
√
E¯/E¯m, where P
⊥
m = IA − Pm.
(47)
So, by using Proposition 6 in [20] and the change of variables t 7→ t/ε we
obtain
|Cχ(Φ, HA, E)− Cχ(Ψm, HA, E)| ≤ fα,EcCχ (E,m| t)
for any t ∈ (0, 1
2
]. This implies the assertion of the theorem for C∗ = Cχ,
since the definition of the Holevo capacity and the implication (43) show that
Cχ(Ψm, HA, E) ≤ Cmχ (Φ, HA, E) ≤ Cχ(Φ, HA, E).
The assertions of the theorem for C∗ = C and C∗ = Cea are proved similarly
by using Proposition 6 and 7B in [20].
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The assertions of the theorem for C∗ = Q is proved by repeating the
corresponding arguments from the proof of Theorem 1 with the use of Lemma
6 below instead of Lemma 3. 
The following lemma is a version of Lemma 3 in Section 3 adapted for
energy limited channels.
Lemma 6. Let Πm : A → A be the channel defined in Lemma 3 and
ρ a state in S(H⊗nA ⊗ HR) such that
∑n
k=1TrHAρAk ≤ nE < +∞. If the
Hamiltonian HB of system B satisfies condition (20) then∣∣∣I(Bn :R)Φ⊗n⊗IdR(ρ) − I(Bn :R)Ψ⊗nm ⊗IdR(ρ)∣∣∣ ≤ nfα,EcQ (E,m| p, t) (48)
for any p > 1, t ∈ (0, 1
2
] and any channel Φ ∈ Fα,Ec(A,B), where Ψm =
Φ ◦ Πm, fα,EcQ (E,m| p, t) is the quantity defined in Theorem 2 and F̂HB is
any upper bound for the function FHB with properties (45) and (46).
If TrHAρAk ≤ E for all k = 1, n then (48) holds with fα,EcQ (E,m| p, t)
replaced by the quantity fα,EcC (E,m| t) defined in Theorem 2 for all t ∈ (0, 12 ].
Proof. All the assertions of the lemma are easily derived from Lemma 7
in the Appendix with trivial C by using (47). 
Example 2. Let A = B be the one-mode quantum oscillator with the
frequency ω. In this case {EAk = EBk = (k + 1/2)~ω}k≥0 and FHA(E) =
FHB(E) = g(E/~ω − 1/2) [5, Ch.12]. The function defined in (24) with
ℓ = 1, i.e. F̂1,ω(E)
.
= log(E/~ω + 1/2) + 1 can be used in the role of the
upper bound F̂HB .
Consider first the case α = 1, Ec = 0. The set F1,0(A,B) consists of
channels not increasing the energy of a state, which can be called energy
attenuators. The results of numerical calculations of mC∗(ε| 1, 0) for different
values of the input energy bound E are presented in the following tables
corresponding to different values of the relative error ε/FHA(E).
Table 3. The approximate values of mC∗(ε|α,Ec) for ε = 0.1FHA(E),
α = 1, Ec = 0.
E/~ω mCχ(ε|α,Ec) mC(ε|α,Ec) mCea(ε|α,Ec) mQ(ε|α,Ec)
3 3.1 · 104 7.8 · 104 7.8 · 104 1.9 · 105
10 4.8 · 104 1.3 · 105 1.3 · 105 2.9 · 105
100 1.9 · 105 5.3 · 105 5.3 · 105 1.1 · 106
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Table 4. The approximate values of mC∗(ε|α,Ec) for ε = 0.01FHA(E),
α = 1, Ec = 0.
E/~ω mCχ(ε|α,Ec) mC(ε|α,Ec) mCea(ε|α,Ec) mQ(ε|α,Ec)
3 5.6 · 106 1.3 · 107 1.3 · 107 3.1 · 107
10 8.5 · 106 2.0 · 107 2.0 · 107 4.7 · 107
100 3.3 · 107 8.3 · 107 8.3 · 107 1.8 · 108
Comparing these results with the approximate values of mC∗(ε) presented
in Tables 1 and 2 we see that the estimates of the ε-sufficient input dimensions
given by Theorem 2 for the class F1,0(A,B) of energy attenuators are signif-
icantly less than the estimates of the ε-sufficient input dimensions given by
Theorem 1 for the class of all channel from the one-mode quantum oscillator
to any other systems.
It is clear that mC∗(ε|α,Ec) increases to +∞ as either α or Ec tends
to +∞. But numerical calculations show that (in the case when A = B is
the one-mode quantum oscillator) the rate of increasing of mC∗(ε|α,Ec) is
quite low for all the capacities. This is illustrated by the following tables
corresponding to different values of the relative error ε/FHA(E).
Table 5. The approximate values of mC∗(ε|α,Ec) for ε = 0.1FHA(E),
α = 106, Ec = 10
6
~ω.
E/~ω mCχ(ε|α,Ec) mC(ε|α,Ec) mCea(ε|α,Ec) mQ(ε|α,Ec)
3 9.0 · 104 2.7 · 105 2.7 · 105 4.7 · 105
10 1.4 · 105 4.2 · 105 4.2 · 105 7.1 · 105
100 5.2 · 105 1.7 · 106 1.7 · 106 2.7 · 106
Table 6. The approximate values of mC∗(ε|α,Ec) for ε = 0.01FHA(E),
α = 106, Ec = 10
6
~ω.
E/~ω mCχ(ε|α,Ec) mC(ε|α,Ec) mCea(ε|α,Ec) mQ(ε|α,Ec)
3 1.3 · 107 3.6 · 107 3.6 · 107 6.4 · 107
10 1.9 · 107 5.4 · 107 5.4 · 107 9.7 · 107
100 7.2 · 107 2.1 · 108 2.1 · 108 3.6 · 108
Comparing Tables 5 and 6 with the Tables 3 and 4 shows that the change
of the parameters α : 1 → 106 and Ec : 0 → 106~ω does not lead to
significant growth of the ε-sufficient input dimensions for all the capacities.
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5 Uniform continuity of basic capacities of
energy-constrained channels with respect
to the strong convergence topology
Real physical channels are always prepared with a finite accuracy. So, in
study of their capacities we should be able to estimate variations of the
capacities caused by all possible perturbations of a channel. In other words,
we have to quantitatively analyse continuity of quantum channel capacities
as functions of a channel with respect to appropriate topology (convergence)
on the set of all channels.
In finite dimensions this problem is solved by Leung and Smith who ob-
tained in [11] (uniform) continuity bounds for basic capacities of quantum
channels with finite-dimensional output with respect to the distance between
quantum channels generated by the diamond norm (5).
Speaking about generalizations of the Leung-Smith results to energy-
constrained infinite-dimensional channels we have to choose appropriate met-
ric on the set of quantum channels, since the diamond-norm distance can not
properly describe all physical perturbations of infinite-dimensional channels
(this is illustrated by the examples of channels with close physical parameters
having the diamond-norm distance equal to 2 [27]).
Mathematically, the drawback of the diamond-norm distance in infinite-
dimensions follows from Theorem 1 in [9] stating that the closeness of two
quantum channels in the diamond-norm distance means the operator norm
closeness of the corresponding Stinespring isometries. To take into account
deformations of the Stinespring isometry in the strong operator topology one
can consider the strong convergence topology on the set of quantum channels
defined by the family of seminorms Φ 7→ ‖Φ(ρ)‖1, ρ ∈ S(HA) [20]. The
strong convergence of a sequence of channels Φn to a channel Φ0 means that
lim
n→∞
Φn(ρ) = Φ0(ρ) for all ρ ∈ S(HA).
The separability of the set S(HA) implies that the strong convergence topol-
ogy on the set of quantum channels is metrisable (can be defined by some
metric). Moreover, it is shown in [20] that this topology is generated by any
of the energy-constrained diamond norms (6) provided the operator HA has
discrete spectrum {EAk }k≥0 of finite multiplicity such that EAk → +∞ as
k → +∞.
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In [20, 27] continuity bounds for basic capacities of infinite-dimensional
energy-constrained channels with respect to the energy-constrained diamond
norms (6) are obtained under the condition of boundedness of the energy am-
plification factor of these channels. The continuity bound for the entanglement-
assisted capacity Cea obtained in [20] holds for arbitrary quantum channels
and hence implies uniform continuity of this capacity on the set of all quan-
tum channels with respect to the strong convergence topology provided the
input Hamiltonian HA satisfies condition (20). The finite-dimensional ap-
proximation theorem makes it possible to obtain similar result for other basic
capacities under slightly stronger condition on HA.
Theorem 3. If the Hamiltonian HA of input system A satisfies condition
(23) then for any E > EA0 all the functions
Φ 7→ C∗(Φ, HA, E), C∗ = Cχ, C,Q, Cp,
are uniformly continuous on the set of all channels from A to arbitrary system
B with respect to the strong convergence topology. Quantitatively, if Φ and
Ψ are any channels from A to B such that 1
2
‖Φ−Ψ‖E⋄ ≤ ε then
|C∗(Φ, HA, E)− C∗(Ψ, HA, E)| ≤ vC∗(ε, E), C∗ = Cχ, C,Q, Cp, (49)
where vC∗(ε, E) is a function vanishing as ε → 0+ for any E > EA0 defined
for each of the capacities by the formulas
vCχ(ε, E) = min
m∈N∗
[√
k(m)ε log(2m) + 2g
(√
k(m)ε
)
+ 2fCχ(E,m)
]
,
vC(ε, E) = min
m∈N∗
[
2
√
k(m)ε log(2m) + 2g
(√
k(m)ε
)
+ 2fC(E,m)
]
,
vQ(ε, E) = min
m∈N∗
[
2
√
k(m)ε log(2m) + 2g
(√
k(m)ε
)
+ 2fQ(E,m)
]
,
vCp(ε, E) = min
m∈N∗
[
4
√
k(m)ε log(2m) + 4g
(√
k(m)ε
)
+ 2fCp(E,m)
]
,
where N∗
.
= {m ∈ N |EAm ≥ 16E−15EA0 }, the functions fCχ, fC, fQ and fCp
are defined in Theorem 1 and k(m) = 2(EAm − EA0 )/(E −EA0 ).14
Proof. The first assertion of the theorem follows from continuity bounds
(49), since the energy-constrained diamond norm ‖ · ‖E⋄ with any E > EA0
14EAm is the m-th eigenvalue of HA (taking the multiplicity into account).
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generates the strong convergence topology on the set of all quantum channels
from A to B by Proposition 3 in [20].
For given natural m let Φm and Ψm be the restrictions of the channels
Φ and Ψ to the set S(HmA ). By repeating the arguments from the proof of
Proposition 5 in [18] one can show that
|Cχ(Φm, HmA , E)− Cχ(Ψm, HmA , E)| ≤ ǫ log(2m) + 2g(ǫ),
|C(Φm, HmA , E)− C(Ψm, HmA , E)| ≤ 2ǫ log(2m) + 2g(ǫ),
|Q(Φm, HmA , E)−Q(Ψm, HmA , E)| ≤ 2ǫ log(2m) + 2g(ǫ),
|Cp(Φm, HmA , E)− Cp(Ψm, HmA , E)| ≤ 4ǫ log(2m) + 4g(ǫ),
(50)
where ǫ = ‖Φm − Ψm‖1/2⋄ and HmA = HAPm (here Pm is the projector onto
HmA ). Since ‖Φm − Ψm‖⋄ = sup
ωA∈S(H
m
A
)
‖(Φ − Ψ) ⊗ IdR(ω)‖1, by noting that
TrHAρ ≤ EAm for any ρ ∈ S(HmA ) and by using monotonicity and concavity
of the function E 7→ ‖Φ‖E⋄ (proved in [27]) we obtain
ǫ2 ≤ ‖Φ−Ψ‖EAm⋄ ≤ 12k(m)‖Φ−Ψ‖E⋄ ≤ k(m)ε.
If C∗ is one of the capacities Cχ, C,Q and Cp then
|C∗(Φ, HA, E)− C∗(Ψ, HA, E)| ≤ |C∗(Φm, HA, E)− C∗(Ψm, HmA , E)|
+|C∗(Φ, HA, E)− C∗(Φm, HmA , E)|+ |C∗(Ψ, HmA , E)− C∗(Ψm, HmA , E)|.
Thus, the continuity bounds in the theorem follow from continuity bounds
(50) and Theorem 1.
The vanishing of all the functions vC∗(ε, E) as ε → 0+ follows from the
vanishing of the functions fC∗(E,m) as m→ +∞. 
Remark 4. Continuity bounds (49) are universal (valid for any channels)
but they give too rough estimates for variations of the capacities because of
the low decreasing rate of the functions fC∗(E,m) as m→ +∞. So, dealing
with quantum channels produced in a physical experiment it is reasonable
to use the continuity bounds for basic capacities depending on the energy-
constrained diamond norm distance obtained in [20, 27] for classes of channels
with bounded energy amplification factor.
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Appendix
The following lemma is the QCMI-version of Lemma 7 in [27].15
Lemma 7. Let Φ and Ψ be channels from A to B satisfying condition
(44), C,D any systems, n ∈ N and ρ a state in S(H⊗nA ⊗ HCD) such that∑n
k=1TrHAρAk ≤ nE < +∞. If 12‖Φ−Ψ‖E⋄ ≤ ε then16
(1/n)
∣∣I(Bn :D|C)Φ⊗n⊗IdCD(ρ) − I(Bn :D|C)Ψ⊗n⊗IdCD(ρ)∣∣
≤ (4t+ 2r(t, ε))F̂HB
(
Ep
t
)
+ 2g(r(t, ε)) + 4h2(t) +
2
p
F̂HB(Ep)
(51)
for any p > 1 and t ∈ (0, 1
2
], where Ep = αpE +Ec, r(t, ε) =
ε+t/2
1−t
and F̂HB
is any upper bound for the function FHB with properties (45) and (46).
If TrHAρAk ≤ E for all k = 1, n then (51) holds with p = 1 without the
last term in the right hand side.
Proof. Denote by ∆n(Φ,Ψ, ρ) the left hand side of (51). By the proof
of Proposition 3B in [17] (based on the Leung-Smith telescopic method), we
have
n∆n(Φ,Ψ, ρ) ≤
n∑
k=1
|I(Bk :D|X)σk − I(Bk :D|X)σk−1 |,
where X = B1...Bk−1Bk+1...BnC and σk = Φ
⊗k ⊗ Ψ⊗(n−k) ⊗ IdCD(ρ), k =
0, 1, ..., n. The proof of Proposition 3B in [17] also implies
‖σk − σk−1‖1 ≤ sup {‖(Φ−Ψ)⊗ IdR(ω)‖1 | ωA = ρAk} ≤ ‖Φ−Ψ‖xk⋄ , (52)
where xk = TrHAρAk .
Since [σk]Bk = Φ(ρAk) and [σk−1]Bk = Ψ(ρAk), we have
TrHB[σk]Bk ,TrHB[σk−1]Bk ≤ αxk + Ec. (53)
Let N1 be the set of indexes k for which xk ≤ pE and N2 = {1, .., n}\N1.
Thus,
n∆n(Φ,Ψ, ρ) ≤
∑
k∈N1
Dk +
∑
k∈N2
Dk, Dk = |I(Bk :D|X)σk − I(Bk :D|X)σk−1|.
15The proof of this lemma differs from the proof of Lemma 7 in [27] (containing similar
continuity bound for the conditional entropy) by the way of splitting of {1, 2, ..., n} into
the sets N1 and N2. This makes the resulting continuity bound more accurate in the case
of logarithmic growth of FHB (in particular, when B is a multi-mode quantum oscillator).
16‖ · ‖E⋄ is the energy-constrained diamond norm defined in (6).
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For each k ∈ N1 Proposition 2 in [17] along with (52) and (53) imply
Dk ≤
(
4εktk +
2εk + εktk
1− εktk
)
F̂HB
(
αxk + Ec
εktk
)
+2g
(
εk + εktk/2
1− εktk
)
+4h2(εktk),
for any tk ∈ (0, 12εk ], where εk = 12‖Φ − Ψ‖xk⋄ . By choosing free parameters
tk such that εktk = t for all k ∈ N1 we obtain∑
k∈N1
Dk ≤
∑
k∈N1
((
4t+
2εk + t
1− t
)
F̂HB
(
αxk + Ec
t
)
+ 2g
(
εk + t/2
1− t
))
+ 4n1h2(t)
≤ n1
(
4t+
2ε¯1 + t
1− t
)
F̂HB
(
αpE + Ec
t
)
+ 2n1g
(
ε¯1 + t/2
1− t
)
+ 4n1h2(t),
where n1 = ♯(N1) and ε¯1
.
= n−11
∑
k∈N1
εk. The last inequality follows from
monotonicity of the function F̂HB (since xk ≤ pE for all k ∈ N1) and con-
cavity of the function g(x).
By using monotonicity and concavity of the function E 7→ ‖Φ‖E⋄ (proved
in [27]) it is easy to show that ε¯1 ≤ 12‖Φ−Ψ‖E⋄ ≤ ε. So, by monotonicity of
g(x) we have
n−1
∑
k∈N1
Dk ≤
(
4t+
2ε+ t
1− t
)
F̂HB
(
αpE + Ec
t
)
+ 2g
(
ε+ t/2
1− t
)
+ 4h2(t).
For each k ∈ N2 upper bound (18), nonnegativity of QCMI and inequal-
ities (53) imply
Dk ≤ 2max{H([σk]Bk), H([σk−1]Bk)} ≤ 2F̂HB(αxk + Ec).
So, by concavity of F̂HB we have∑
k∈N2
Dk ≤ 2
∑
k∈N2
F̂HB(αxk + Ec) ≤ 2n2F̂HB(αX2 + Ec),
where n2 = ♯(N2) and X2 = n
−1
2
∑
k∈N2
x2. Since
∑
k∈N2
xk ≤ nE and
xk > pE for all k ∈ N2, we have X2 ≤ nE/n2 and n2/n ≤ 1/p. By using
monotonicity of F̂HB and applying Lemma 1 to the concave nonnegative
function x 7→ F̂HB(αx+ Ec) on R+ we obtain
n−1
∑
k∈N2
Dk ≤ 2(n2/n)F̂HB(α(n/n2)E + Ec) ≤ (2/p)F̂HB(αpE + Ec).
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This and the above estimate for n−1
∑
k∈N1
Dk imply (51).
The last assertion of the lemma follows from the above arguments with
p = 1, since in this case the set N2 is empty. 
Acknowledgments. I am grateful to the participants of the work-
shop ”Recent advances in continuous variable quantum information the-
ory”, Barcelona, April, 2016 for the stimulating discussion. I am grateful
to A.Winter for sending me a preliminary version of the paper [27] used in
this work. I am also grateful to A.S.Holevo and G.G.Amosov for useful com-
ments and to M.M.Wilde for valuable communication concerning capacities
of infinite-dimensional channels with energy constraints. Special thanks to
Yu.V.Andreev and L.V.Kuzmin for the help with MathLab.
The research is funded by the grant of Russian Science Foundation (project
No 14-21-00162).
References
[1] D.Aharonov, A.Kitaev, N.Nisan, ”Quantum circuits with mixed
states”, in: Proc. 30th STOC, pp. 20-30, ACM Press, 1998;
arXiv:quant-ph/9806029.
[2] R.Alicki, M.Fannes, ”Continuity of quantum conditional information”,
Journal of Physics A: Mathematical and General, V.37, N.5, L55-L57
(2004); arXiv: quant-ph/0312081.
[3] I.Devetak, J.Yard, ”The operational meaning of quantum conditional
information”, Phys. Rev. Lett. 100, 230501 (2008).
[4] V.Giovannetti, A.S.Holevo, R.Garcia-Patron, ”A solution of Gaussian
optimizer conjecture for quantum channels”, Commun. Math. Phys.,
V.334, N.3, 1553-1571 (2015); arXiv:1312.2251.
[5] A.S.Holevo ”Quantum systems, channels, information. A mathematical
introduction”, Berlin, DeGruyter, 2012.
[6] A.S.Holevo, ”Classical capacities of quantum channels with constrained
inputs”, Probability Theory and Applications. V.48, N.2, 359-374
(2003); arXiv:quant-ph/0211170.
33
[7] A.S.Holevo, M.E.Shirokov, ”On classical capacities of infinite-
dimensional quantum channels”, Problems of Information Transmission,
V.49, N.1, 15-31, (2013); arXiv:1210.6926.
[8] A.S. Holevo, R.F.Werner, ”Evaluating capacities of bosonic
Gaussian channels”. Physical Review A, 63(3):032312, (2001);
arXiv:quant-ph/9912067.
[9] D.Kretschmann, D.Schlingemann, R.F.Werner, ”A Continuity Theorem
for Stinespring’s Dilation”, arXiv:0710.2495.
[10] A.A.Kuznetsova, ”Quantum conditional entropy for infinite-dimensional
systems”, Theory of Probability and its Applications, V.55, N.4, 709-717
(2011).
[11] D.Leung, G.Smith, ”Continuity of quantum channel capacities”, Com-
mun. Math. Phys., V.292, 201-215 (2009).
[12] E.H.Lieb, M.B.Ruskai, ”Proof of the strong suadditivity of quantum
mechanical entropy”, J.Math.Phys. V.14. 1938 (1973).
[13] G.Lindblad ”Entropy, information and quantum measurements”,
Comm. Math. Phys. V.33. 305-322 (1973).
[14] G.Lindblad ”Expectation and Entropy Inequalities for Finite Quantum
Systems”, Comm. Math. Phys. V.39. N.2. 111-119 (1974).
[15] V.I.Paulsen, ”Completely Bounded Maps and Operator Algebras”,
Cambridge Studies in Advanced Mathematics, Cambridge University
Press, Cambridge, 2002.
[16] M.E.Shirokov, ”Measures of correlations in infinite-dimensional quan-
tum systems”, Sbornik: Mathematics, V.207, N.5, 724-768 (2016);
arXiv:1506.06377.
[17] M.E.Shirokov, ”Tight continuity bounds for the quantum conditional
mutual information, for the Holevo quantity and for capacities of quan-
tum channels”, arXiv:1512.09047 (v.7).
[18] M.E.Shirokov, ”Continuity bounds for information characteristics of
quantum channels depending on input dimension”, arXiv:1604.00568.
34
[19] M.E.Shirokov, ”Adaptation of the Alicki-Fannes-Winter method for the
set of states with bounded energy and its use”, arXiv:1609.07044 (v.4).
[20] M.E.Shirokov, ”Energy-constrained diamond norms and their use in
quantum information theory”, arXiv:1706.00361 (v.2).
[21] C.Weedbrook, S.Pirandola, R.Garcia-Patron, N.J.Cerf, T.C.Ralph,
J.H.Shapiro, S.Lloyd, ”Gaussian Quantum Information”, Rev. Mod.
Phys. 84, 621 (2012); arXiv:1110.3234.
[22] A.Wehrl, ”General properties of entropy”, Rev. Mod. Phys. 50, 221-250,
(1978).
[23] M.M.Wilde, ”From Classical to Quantum Shannon Theory”,
arXiv:1106.1445 (v.7).
[24] M.M.Wilde, H.Qi, ”Energy-constrained private and quantum capacities
of quantum channels”, arXiv:1609.01997.
[25] M.M.Wilde, private communication.
[26] A.Winter, ”Tight uniform continuity bounds for quantum entropies:
conditional entropy, relative entropy distance and energy constraints”,
Comm. Math. Phys., V.347, N.1, 291-313 (2016); arXiv:1507.07775
(v.6).
[27] A.Winter, et al., ”On the energy bounded diamond norm”, to appear.
[28] M.M.Wolf, D.Perez-Garcia, G.Giedke, ”Quantum capacities of
bosonic channels”, Physical Review Letters, 98(13):130501 (2007);
arXiv:quant-ph/0606132.
35
