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ABSTRACT 
Knowledge of the noise parameters that contaminate the signal sent is very important for 
many communication systems. In this work, we propose a new method to estimate the 
dispersion parameter of a symmetric α-stable impulse noise (SαS) of Cauchy, from the 
received signal only at the iterative decoder (turbo decoder). This method is based on the 
FLOS (Fractional Lower Order Statistics) and the probability that binds the received signal 
and the signal sent in BPSK modulation (Binary Phase Shift Keying). The results obtained, in 
terms of RMSE (Root Mean Square Error) and BER (Bit Error Rate) show the precision and 
the efficiency of our approach. 
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1. INTRODUCTION 
Différentes méthodes ont été proposées dans la littérature pour estimer les paramètres α, β, γ  
et δ  d’une variable aléatoire α-stable. Fama et Roll [1] ont proposé une méthode basée sur 
les quantiles pour estimer le paramètre de forme  et le paramètre de dispersion   d’une 
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variable aléatoire SαS. Cependant, cette méthode est applicable uniquement pour 1  . 
Cette méthode a été modifiée par McCulloch [2] pour inclure même les variables aléatoires à 
distribution non symétrique avec   dans l’intervalle[0.6, 2.0] . Koutrouvelis [3] a proposé 
une méthode basée sur la fonction caractéristique qui implique une procédure de régression 
itérative pour estimer les paramètres d’une variable aléatoire α-stable. Kogon et Williams [4] 
ont amélioré cette méthode en éliminant la procédure itérative et en simplifiant la régression. 
Ma et Nikias [5] et Tsihrintzis et Nikias [6] ont proposé l’utilisation de statistiques d’ordre 
inférieur fractionnel FLOS pour estimer les paramètres d’une variable aléatoire α-stable 
symétrique. Bates et McLaughlin [7] ont étudié les performances des méthodes proposées par 
McCulloch [2], Kogon et Williams [4], Ma et Nikias [5], et Tsihrintzis et Nikias [6] en 
utilisant deux ensembles de données réelles. Ils ont constaté qu’il existe de différences 
marquées entre les résultats obtenus à l’aide de différentes méthodes. 
Cependant, la plupart de ces travaux considèrent que le cas particulier des variables aléatoires 
α-stables symétriques. Or la plupart des signaux de la vie réelle sont biaisés. En plus, toutes 
les techniques existantes soit elles exigent trop de calcul, soit leurs estimations possèdent des 
variances élevées. Dance et Kuruoğlu [8] ont résolu analytiquement le problème général de 
l’estimation des paramètres d’une variable aléatoire α-stable. Ils ont présenté trois nouvelles 
classes d’estimateurs des quatre paramètres  α, β, γ  et δ. Ces nouvelles classes 
d’estimateurs sont basées sur les FLOS positives et négatives d’une distribution α-stable 
asymétrique. Ce sont des généralisations des méthodes précédemment citées pour une 
variable aléatoire α-stable symétrique.  
Dans [9] les paramètres d’une variable aléatoire α-stable sont estimés en utilisant une 
procédure d’optimisation en minimisant la somme des carrés de la différence entre la CDF 
(Cumulative Distribution Function) observée ou empirique et la CDF théorique de la 
distribution α-stable. 
Une étude comparative récente en termes d’erreur entre quelques méthodes d’estimation déjà 
citées, a été présentée par Wang et al. [10]. 
Pour un DCS (Digital Communication System) avec décodeur itératif et qui est contaminé par 
un bruit impulsif de type SαS de Cauchy par exemple, si nous essayons d’appliquer une 
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méthode d’estimation parmi les méthodes sus-citées pour estimer le paramètre de dispersion 
  du bruit, il faut à partir du signal reçu, séparer le bruit du signal transmis, parce que toutes 
ces méthodes d’estimation sont applicables pour un nombre d’échantillons du bruit qui 
représente la variable aléatoire SαS. Néanmoins, c’est irréalisable de séparer deux signaux 
aléatoires superposés. 
Malheureusement, jusqu’à présent, aucune méthode n’est présentée dans la littérature qui 
permet d’estimer les paramètres d’un bruit SαS à partir d’un signal reçu qui représente la 
superposition de ce bruit et un signal transmis, comme dans le cas d’un DCS avec turbo code. 
Pour ce motif, nous présentons dans ce paragraphe une approche originale qui permet de 
surmonter ce problème pour un bruit SαS de Cauchy. 
Cet article est organisé comme suit. Dans la deuxième section, nous présentons le système de 
communication étudié où nous considérons un bruit impulsif à SαS de Cauchy et le décodeur 
itératif qui utilise l’algorithme MAP (Maximum A Posteriori). Dans la troisième section nous 
présentons L’effet de la disparité des paramètres du bruit sur les performances du décodeur 
MAP. La méthode d’estimation proposée qui est utilisée par le décodeur MAP est ensuite 
présentée dans la section 4. Les résultats de simulation sont présentés dans la section 5. Enfin, 
dans la section 6, nous exposerons la conclusion du travail. 
 
2. MODELE DU DCS (Digital Communication System) 
Le système de communication numérique considéré contient un canal à modulation BPSK 
perturbé par un bruit impulsif additif de type SαS de Cauchy, et décodeur itératif (ou turbo 
décodeur) qui utilise l’algorithme MAP. Le signal au niveau de l’entrée du décodeur itératif 
est donné par 
k k kR Y W                              (1)  
1, 2, ,k N  , où 1kY    est la séquence de bits transmis, kW  est un bruit impulsif 
additif de type SαS de Cauchy. On suppose que les échantillons du bruit considéré sont 
indépendants et identiquement distribués i.i.d. 
Un bruit X  de type SαS de Cauchy possède une fonction de densité de probabilité 
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et facilement nous ôtons 1F  comme suit 
1( ) tan( ( 1/ 2))x F u u                           (4)  
La relation (4) nous permet de générer d’échantillons d’un bruit de type SαS de Cauchy, car si 
u une échantillon d’une variable aléatoire U  distribuée uniformément dans [0,1] , alors 
x est une échantillon d’une variable aléatoire X  suit la loi SαS de Cauchy. 
La figure 1 montre le tracé de 5000 échantillons d’un bruit impulsif SαS de Cauchy générés à 
l’aide de l’équation (4) pour deux valeurs de  . Un simple coup d’œil sur cette figure montre 












Pour un bruit à variance infinie comme le bruit SαS de Cauchy de puissance géométrique 
2
0S  [11], le rapport signal sur bruit géométrique défini par 
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3. L’EFFET DE LA DISPARITE DES PARAMETRES DU BRUIT SUR LES 
PERFORMANCES DU DECODEUR MAP 
Il est notoire de signaler que l’algorithme MAP est basé dans sur le rapport logarithmique de 
vraisemblance LLR conditionnel [12-14], appelé aussi le LLR du canal, défini par 
2 2
2 2
( 1) ( 1)
( ) ln ln
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             (6) 
Le signe de ( )kcLLR R  indique si le bit transmis kd  est plus vraisemblablement d’être 0 ou 
1, et sa valeur donne une indication sur la qualité de la décision prise en basant sur son signe. 
Par conséquent, pour étudier la sensibilité du décodeur itératif à la disparité du paramètre de 
dispersion du bruit de SαS de Cauchy, nous pouvons utiliser ce rapport logarithmique défini 
précédemment, en calculant la valeur absolue de sa dérivée partielle 





fonction de   ou 1/  . Nous avons à partir de l’équation (6) 
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Le signal reçu k k kR Y W   où  1, 1kY     est le signal envoyé, 
1
k kW W   et 
1
kW  
est un bruit de Cauchy de paramètre de dispersion égal 1, donc kW  est de paramètre de 
dispersion égal à  . Dans ces conditions, la valeur absolue de la dérivée partielle 




 est une variable aléatoire qui s’écrit sous la forme suivante : 
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et pour étudier la sensibilité de ( )kcLLR R  à la disparité de  , nous devons prendre 
l’espérance mathématique de l’équation (7), qui est replacée pratiquement par la moyenne 
arithmétique. Pour cela, nous utilisons la méthode de Monte Carlo [15] avec un nombre 
d’essais 10 000eN  . La figure 2 montre le tracé de la sensibilité de ( )kcLLR R  par rapport 
à   en fonction de 1/   en dB. 
La figure 2 nous confirme que dans la zone des faibles rapports 1/  , c’est-à-dire si   est 
grand, la quantité ( )kcLLR R  n’est pratiquement pas sensible à la disparité de  . Par contre, 
dans la zone des forts rapports 1/  , ce qui correspond aux  petites valeurs de  , la 
grandeur ( )kcLLR R  est sensible à la disparité de  . 
Par conséquent, pour des faibles rapports 1/  , les performances du décodeur itératif ne 
subissent presque pas à des variations remarquables si le paramètre   est mal estimé. En 
revanche, pour des forts rapports 1/  , ces performances souffrent une dégradation 
relativement grande pour une mauvaise estimation de  . 
Pour cette raison, dans le turbo décodage avec l’algorithme MAP et dans un environnement à 
bruit additif SαS de Cauchy, une méthode précise d’estimation du paramètre de dispersion   
est nécessaire. 
 
4. ESTIMATION SEMI-AVEUGLE DU PARAMETRE DE DISPERSION 
UTILISANT FLOS 
Dans ce paragraphe nous présentons le principe de notre nouvelle approche pour estimer 
directement le paramètre de dispersion d’un bruit SαS de Cauchy à partir du signal reçu. Cette 
approche est basée sur les FLOS et sur la probabilité   liant le signal reçu et le signal 
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transmis. Nous allons montrer que cette méthode est très efficace en termes de précision. 
Bien entendu, pour toiser l’efficacité de notre approche il est indispensable de la comparée 
avec d’autres méthodes d’estimation semi-aveugle du paramètre de dispersion d’un bruit 
impulsif SαS de Cauchy, mais malheureusement, jusqu’à présent, aucune méthode 
d’estimation n’est présentée dans la littérature qui permet d’estimer les paramètres d’un bruit 














4. 1. Les FLOS d’un bruit impulsif SαS  
Soit rm  le moment d’ordre r  d’un bruit SαS de Cauchy qui est donné par [16] 
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Pratiquement, comme indique [17], ce moment est approximé par le moment empirique 
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Fig. 2. La sensibilité de ( )kcLLR R  à la disparité du paramètre   






























A. Chemsa et al.              J Fundam Appl Sci. 2018, 10(2), 67-83               74 
 
 
Il est notoire que le moment rm est existé que si l’ordre r  vérifie la condition 1 r     
[12]. Par conséquent, tous les moments d’un bruit SαS de Cauchy (donc 1  ) sont de type 
FLOS. 
A. Chemsa [12] a montré que pour un bruit impulsif SαS de Cauchy, l’erreur d’approximation 
entre rm  et ˆ rm  est très faible quand on travaille dans le cas où r  est proche de 0, et ceci 
même si le nombre d’échantillons N  est petit. Par contre, si r  est proche de 1, il faut 
augmenter considérablement N  pour avoir une erreur d’approximation faible. 
4. 2. Approche proposée 
On considère les équations (1) et (2) et on calcul la probabilité Pr( ( ))k kY sign R   . On a 
Pr( ( )) Pr( 0)k k k kY sign R Y R      , alors 
Pr(1 0) Pr( 1)k k k kY W Y W          car k k kR Y W   et 
2 1kY  , alors 
Pr( 1 1) Pr( 1) Pr( 1 1) Pr( 1)k k k k k k k kY W Y Y Y W Y Y                    et avec     
Pr( 1) Pr( 1) 1/ 2k kY Y      , nous trouvons 
   
1 1
Pr( 1) Pr( 1) 1 Pr( 1 1)
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Nous remarquons que cette probabilité est toujours supérieure à 1/2. 
La figure 3 illustre la variation de   de la relation (12) en fonction du paramètre de 
dispersion  . Cette figure nous permet de conclure que la probabilité   varie inversement 
avec la dispersion du bruit. Néanmoins, cette probabilité reste strictement supérieur à 1/2 
quelque soit la dispersion du bruit. 
 
















Nous cherchons maintenant à exprimer le moment FLOS rm  en fonction de  . Tout 
d’abord, nous avons 
( )   avec probabilité 
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alors, pour tout 0 1r   nous avons 
( )    avec probabilité 
( )    avec probabilité 1
r
r r k k
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et nous pouvons approximer dans ce cas  
r
kW par sa valeur moyenne comme suit   
       sign 1 sign
r rr
k k k k kW R R R R                   (15) 
Donc, le moment rm  d’ordre 0 1r   est approximé par 
          sign 1 signr rrr k k k k km E W E R R E R R        
 
   (16) 
ou sous la forme simplifiée suivante 
(1 ) ( )r r r r r rm b c b c c                           (17.a) 
où           sign rr k kb E R R      et     sign rr k kc E R R           (17.b) 
Fig. 3. La probabilité   en fonction du paramètre de dispersion   
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Nous signalons que la formule (17.a) reste valable pour tout 0r  , bien entendu à condition 
que le moment rm  soit fini. 
En utilisant les deux propriétés suivantes de la fonction Γ  
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Nous posons 1/r n  avec 2n   ( n  ). L’équation (18) devient 
 1/
r
n nm a                              (19) 
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et aussi les formules (4.17) deviennent 
    1/ 1n n n n n nm b c b c c                         (21) 
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L’indentification de (19) et (23) nous permet d’écrire l’approximation 
  
11
arctan  0 
2
n n n n n
n




     
 
                (24) 
Il faut noter que l’espérance mathématique  E   dans l’équation (22), est considérée comme 
étant la moyenne arithmétique. 




  , et nous pouvons montrer par simulation 
que si 10n   la quantité  n nb c  est toujours négative et relativement petite. Or la 





































 , ce qui signifie que     est strictement décroissante pour tout 0  . 










  , alors le théorème des valeurs 
moyennes implique l’existence d’une solution unique notée ̂  de l’équation (24), qui 
représente la valeur estimée du paramètre de dispersion  . 
Notre nouvelle approche s’appuyait alors sur deux points, à savoir  
 Le calcul des moments de type FLOS nb  et nc  de l’équation (22) à partir des 
observations du signal reçu  kR ; 
 La résolution numérique de l’équation (24) sachant qu’elle a une solution unique ̂ . 
 
5. RESULTATS DE SIMULATION  
Dans cette partie nous allons montrer l’avantage de notre nouvelle approche pour estimer le 
paramètre de dispersion   d’un bruit W  de type SαS de Cauchy. Pour ce faire, nous avons 
besoin d’une comparaison en termes de RMSE, c’est-à-dire de précision, et en termes de 
simplicité des calculs, avec une autre méthode qui fait l’estimation de ce paramètre à partir du 
signal reçu R Y W  . Malheureusement, jusqu’à ce moment, nulle méthode n’est présentée 
dans la littérature sur ce contexte. 
Pour surmonter ce problème de comparaison, nous avons un autre moyen pour toiser 
l’efficacité de notre approche, c’est le maniement de la racine carrée de l’erreur quadratique 
















                      (25) 
où eN  est le nombre d’essais et ˆn  est l’estimation du   au n
ème essai.  
Pour étudier la relRMSE  nous avons pris l’ordre de moment 1/10r   et le nombre 
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d’essais 10 000eN  . Le nombre des échantillons N  prend trois valeurs : 
32 32 1024N    , 64 64 4096N     et 128 128 16384N    . Le modèle simulation 
adopté pour cette étude est illustré dans la figure 4. La figure 5 montre les tracés de la 










La figure 5 montre la variation de la relRMSE  en fonction de la valeur exacte de  . 
L’analyse de cette figure montre que relRMSE  se diminue si nous augmentons le nombre 
d’échantillons, ce qui est prévisible. Avec un nombre d’échantillons 4096N  , et pour les 
grandes valeurs de   ( 2  ), la relRMSE  est très petite et ne dépasse pas 4%, par contre, 
pour les petites valeurs ( 2  ), la relRMSE  se multiplie mais elle ne dépasse pas 15%. 
Cependant, d’après ce que nous avons vu dans la section 3, le décodeur itératif est sensible à 
la disparité du paramètre   si ce dernier est petit, et ceci en termes du rapport donné par la 
relation (6). Dans ce contexte, nous pouvons aussi étudier sans équivoque l’effet de l’erreur 
d’estimation de notre approche sur les performances du décodeur itératif en termes du taux 
d’erreur par bit BER. Pour ce faire, nous étudions la variation du BER en fonction de 1/   








Génération d’un bruit additif 
SαS de Cauchy de paramètre   
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Pour l’étude du BER nous considérons le turbo code de polynôme générateur (35, 23) et avec 
un entrelaceur 15 aléatoire de taille 64 64  et qui possède un rendement de 1/3 [12], un. 
Le décodage itératif est effectué avec trois itérations (#3) en utilisant l’algorithme MAP. 
La figure 6 montre les performances en termes de BER du décodeur itératif en fonction de 
1/   (en dB) pour les trois contextes : une mauvaise estimation de   où ̂  est supposé 
égal à 2 , une estimation de   par notre approche et pour ̂  égal à la valeur exacte de  . 
A partir de la figure 6 nous constatons que la disparité du paramètre de dispersion exprimée 
par l’erreur d’estimation de   dégrade les performances du décodeur itératif, et cette 
dégradation augmente au fur et à mesure que la valeur estimée ̂  s’écarte de la valeur exacte 
de  . Dans le cas où la valeur de ̂  est calculée par l’approche proposée, nous remarquons 
une très légère dégradation au prorata du rapport 1/  . Par exemple, a un BER de 10-3 et en 
comparant avec le cas où le décodeur itératif utilise la valeur exacte de  , nous obtenons une 
perte de gain de 0.092 dB. Dans le cas d’une mauvaise estimation où ˆ 2  , nous observons 






















Fig. 5. La relRMSE  en fonction de la valeur exacte de   
  pour trois valeurs du nombre d’échantillons N  
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une dégradation importante en termes du rapport 1/  . Au même BER de 10-3, nous trouvons 
une perte de gain de 0.55 dB. 
A la fin, pour le décodage itératif avec l’algorithme MAP sous l’effet d’un bruit impulsif SαS 
de Cauchy, nous concluons que l’approche d’estimation semi-aveugle proposée prodigue des 














Dans cet article nous avons présenté une approche originale pour estimer le paramètre de 
dispersion   d’un bruit impulsif SαS de Cauchy où 1   à partir du signal reçu 
directement.  Pour cette raison elle est qualifiée de semi-aveugle. Cette approche est basée 
sur les FLOS et sur la probabilité que les deux signaux reçu et transmis soient de même signe. 
Comme il n’y a pas une autre méthode qui traite le même problème dans la littérature jusqu’à 
présent, nous avons utilisé la RMSE relative pour évaluer cette approche. Nous avons vu que 
cette dernière est très efficace en termes de précision et prodigue, pour le décodage itératif 
avec l’algorithme MAP, des performances très proches des celles où le paramètre   du bruit 
est connu exactement. 
Fig. 6. Le BER du décodeur itératif pour un bruit impulsif SαS de Cauchy dans les trois contextes : 
(□)   estimé 2  (une mauvaise estimation) (*)   estimé (par notre approche) (◊)   exacte 





















 estimé = 2  (mauvaise estimation)
 estimé (par notre approche)
 exacte
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NOUVELLE APPROCHE SEMI-AVEUGLE POUR OPTIMISER LE TURBO 
DECODAGE POUR UN CANAL A BRUIT IMPULSIF STABLE DE CAUCHY 
 
RESUME 
La connaissance des paramètres du bruit qui contamine le signal envoyé est très important 
pour plusieurs systèmes de communication. Dans ce travail, nous proposons une nouvelle 
méthode pour estimer le paramètre de dispersion d’un bruit impulsif de type α-stable 
symétrique SαS de Cauchy à partir du signal reçu seulement au niveau du décodeur itératif ou 
turbo décodeur. Cette méthode est basée sur les FLOS (Fractional Lower Order Statistics) et 
sur la probabilité liant le signal reçu et le signal envoyé en modulation BPSK (Binary Phase 
Shift Keying). Les résultats obtenus, en termes de RMSE (Root Mean Square Error), et 
termes de BER (Bit Error Rate) montrent la précision de et l’efficacité de notre approche. 
Mot clés : Bruit impulsif SαS de Cauchy, Paramètre de dispersion,  Décodeur itératif, 
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