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Nollala¨mpo¨tilassa fysikaaliset systeemit ovat perustilassa, jonka ominaisuu-
det ma¨a¨ra¨a¨va¨t systeemin ka¨ytta¨ytymisen hyvin pitka¨lti myo¨s a¨a¨rellisissa¨
la¨mpo¨tiloissa. Yleisesti ottaen systeemin perustilaa vastaavan parametri-
joukon lo¨yta¨minen on vaativa laskennallinen tehta¨va¨, joka vaikeutuu entises-
ta¨a¨n, jos systeemissa¨ on sisa¨ista¨ epa¨ja¨rjestysta¨. Staattisen epa¨ja¨rjestyksen
tapauksessa perustila voidaan kuitenkin usein lo¨yta¨a¨ tehokkaasti ka¨ytta¨en
kombinatorista optimointia. Ta¨ssa¨ va¨ito¨skirjassa tutkitaan kahta ta¨llaista
systeemia¨ – suunnattuja polymeereja ja Isingin satunnaiskentta¨mallia.
Suunnatut polymeerit ovat viivamaisia joustavia objekteja, jotka kuvaavat
muun muassa magneettisia vuoviivoja toisen tyypin suprajohteissa. Supra-
johtavuuden sa¨ilymisen kannalta ta¨rkea¨a¨ on staattinen epa¨ja¨rjestys, joka es-
ta¨a¨ vuoviivoja liikkumasta sa¨hko¨virran aiheuttaman voiman alaisena. Myo¨s
vuoviivojen keskina¨isen kietoutumisen uskotaan kasvattavan virran maksimi-
arvoa, joka voidaan johtaa suprajohteen la¨pi siten, etta¨ suprajohtavuus sa¨ilyy.
Va¨ito¨skirjassa tutkitaan numeerisesti kaksi- ja kolmiulotteisten vuoviivasys-
teemien karhenemista, kolmiulotteisessa tapauksessa myo¨s kietoutumista,
ympa¨risto¨issa¨ jotka sisa¨lta¨va¨t joko korreloimatonta piste-epa¨ja¨rjestysta¨ tai
vinoja viivadefekteja¨. Piste-epa¨ja¨rjestyksessa¨ kahdessa ulottuvuudessa viivat
karhenevat logaritmisesti systeemin leveyden kasvaessa, kun taas kolmessa
ulottuvuudessa ne noudattavat satunnaiska¨vely -tyyppista¨ ka¨yto¨sta¨. Kolmi-
ulotteisista viivasysteemeista¨ tulee ta¨ysin kietoutuneita viivojen suuntaisen
systeemin koon (korkeuden) ylitettya¨ tietyn kriittisen arvon. Numeeristen tu-
losten perusteella ta¨ma¨ transitio kuuluu tavallisen perkolaatiotransition luok-
kaan. Piste-epa¨ja¨rjestyksessa¨ viivojen perustila ei ole separoituva, eli perusti-
laan ei pa¨a¨sta¨ lisa¨a¨ma¨lla¨ viivoja systeemiin toisistaan riippumatta. Jos taas
epa¨ja¨rjestys koostuu viivadefekteista¨, perustila on separoituva. Ta¨ma¨ johtaa
satunnaiska¨vely -tyyppiseen viivojen karhenemiseen kahdessa ulottuvuudessa
ja niin sanottuun ballistiseen ka¨yto¨kseen kolmessa ulottuvuudessa. Lisa¨ksi,
viivat kietoutuvat vain, jos systeemiin lisa¨ta¨a¨n myo¨s piste-epa¨ja¨rjestysta¨.
Kombinatorisen optimoinnin ka¨ytto¨ perustilan laskemiseen edellytta¨a¨, etta¨
tutkittava fysikaalinen ongelma ensin kuvataan vastaavalle kombinatoriselle
ongelmalle. Kaikissa tapauksissa ta¨llaista kuvausta ei va¨ltta¨ma¨tta¨ edes lo¨ydy.
Viime vuosina kvanttija¨a¨hdytys on kiinnostanut optimointimenetelma¨na¨, jo-
ka on yhta¨ laajasti sovellettavissa kuin perinteinen simuloitu ja¨a¨hdytys, mut-
ta jonka uskotaan lo¨yta¨va¨n tutkittavan systeemin perustilan huomattavasti
nopeammin. Ta¨ssa¨ va¨ito¨skirjassa testataan kvanttija¨a¨hdytyksen toimivuutta
yksi-, kaksi- ja kolmiulotteisen Isingin satunnaiskentta¨mallin tapauksessa.
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Abstract
The behavior of many physical systems, especially at low temperatures, is
governed by the properties of their ground states. Usually it is not a trivial
task to find the ground state configuration, especially in the case of disor-
dered, complex systems. However, with quenched disorder this can be often
done efficiently with the means of combinatorial optimization. In this thesis
we study two such problems – directed polymers and the random field Ising
model.
Directed polymers are elastic line-like objects which provide a simple model
for magnetic flux lines (vortices) in type-II superconductors. The pinning
of flux lines by static disorder is crucial for sustaining the superconductivity
upon the insertion of an external current. Also the topological entanglement
of flux lines is believed to increase the maximal amount of the current that can
be applied to the sample without losing superconductivity. We investigate
the roughening of two- and three-dimensional systems of elastic lines in the
presence of two types of randomness in the media: uncorrelated point-like
disorder and splayed columnar defects. In addition, in three dimensions also
the mutual entanglement of the lines is considered. For point disorder we
find that the roughness of lines grows logarithmically with the increasing
system width in two dimensions whereas in three dimensions lines exhibit
random walk -like behavior. As the consequence of increasing wandering
in three dimensions lines become completely entangled above the critical
system height. Numerical evidence implies that this transition is in the
ordinary percolation universality class. In point disorder the ground state is
not separable, i.e. it can not be considered as a set of many independent lines.
For splay disorder the ground state is separable leading to a random walk
-like roughening in two dimensions and ballistic behavior in three dimensions.
Furthermore, we find that in splay disorder lines exhibit the entanglement
transition only when the original system is perturbed with point disorder.
When applying combinatorial optimization for finding the ground states of
physical systems one has to find a mapping from the physical problem to the
corresponding combinatorial one. This means that each case has to be treated
individually. During the recent years quantum annealing has gained a lot of
attention as a promising candidate for a common optimization method, like
simulated annealing but with a promise of a faster convergence to the optimal
configuration for a given problem. The random field Ising model serves as a
test problem for the quantum annealing the performance of which is analyzed
numerically in one, two and three dimensions.
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In a broad range of optimization problems one can identify a function of a
configuration of problem variables which measures the quality of the given
configuration. In physics the value of this function is recognized as the energy
of the system. The space of all possible configurations spans the energy
landscape associated with a given problem. Typically one is interested in the
configuration that corresponds to the lowest energy state or ground state.
The real physical systems fall into their ground state when the temperature
is reduced to zero. Often the ground state properties govern the general
system’s behavior, especially at low temperature. Usually it is not a trivial
task to find the ground state configuration, it depends on the complexity
of the energy landscape of the problem. One could compare this to a hilly
landscape where one has to find the the lowest lying spot. The shape of the
hills determines the difficulty of this task.
In recent years it has been found that the ground states of many systems with
quenched disorder are accessible numerically in polynomial time [1]. This gift
is not for free: first a mapping of the problem of finding the exact ground state
of the model Hamiltonian under consideration onto a standard combinatorial
optimization problem has to be found. This means that each problem has
to be treated individually. If one is lucky, a given problem falls into the
P-class of problems which are solvable in polynomial time (i.e. required time
increases at most polynomially with the size of the problem). If not, the
problem is in NP-class1 which means that the calculation time increases faster
1So far, there has not been found any algorithm that can solve a NP-class problem
polynomially or faster. On the other hand there is also no proof – forth or against –
whether such algorithms can exist at all.
1
than polynomially (exponentially, for instance) with the problem size. A
classical example of such systems is the three dimensional Edward-Anderson
spin-glass model [2, 3]. In practice this limits the numerical studies of such
models to rather small system sizes which often are not sufficient for obtaining
conclusive results.
Sometimes it is better to get a good approximation in reasonable time than
wait for the exact ground state. A well known and widely used method for
this purpose is simulated annealing [4] which mimics the real world cooling.
In simulated annealing thermal fluctuations make it possible to escape from
local minima configurations. During the annealing process the amplitude of
the thermal fluctuations is gradually reduced which decreases the chance of
unfavorable excitations and the system converges to the optimal configura-
tion. However, many systems have very high inter-minima barriers which
reduces heavily the transition probabilities. In these cases as the annealing
time is increased the energy difference between the obtained configuration
and the exact ground state decreases only logarithmically [5]. Simulated
annealing can be, however, applied to a very broad range of optimization
problems, including NP-class optimization problems, and it performs almost
always with a same efficiency.
During the recent years quantum annealing, a possible application of quantum
computing [6], has gained a lot of attention as a promising candidate for a
method applicable for as wide range of problems as simulated annealing,
with a promise of a faster convergence to the optimal configuration for a
given problem. Instead of thermally overcoming the barriers one can now
quantum mechanically tunnel through them.
This thesis considers two models of disordered systems – directed polymers
(Chapter 2) and random field Ising model (Chapter 3). For both of them
the exact ground state can be found in a polynomial time with the means
of combinatorial optimization [1]. Directed polymers provide a simple model
for magnetic vortices in type-II superconductors. This thesis presents inten-
sive numerical ground state studies of systems consisting of many directed
polymers with a special focus on their geometrical properties. While the
ground state properties of the random field Ising model are already rather
well known it serves as an ideal test problem for the quantum annealing which
performance is analyzed based on the numerical calculations in one, two and
three dimensions. The summary of central results and a brief discussion for
both of the models are given in Chapter 4.
2
Chapter 2
Elastic lines in random media
In the terms of energy landscapes one could think again a hilly terrain
through which one should find a path such that it follows the valleys as
much as possible (high up its windy and cold) but on the other hand it
should not have sharp turns or altitude changes (so it would be safe to ride a
bike too). In a variety of physically relevant systems one encounters a similar
set up which results to the formation of essentially line-like elastic objects.
The statistical properties of these elastic lines present interesting and useful
information about the underlying systems.
2.1 Single elastic line – directed polymer
2.1.1 Basic concepts
First, consider a single elastic line [7], a single magnetic flux line in a dirty
type-II superconductor, for instance. The physics of such lines in most cases
is encaptured in their elastic and pinning energy. The pinning energy de-
scribes how the line is coupled to its environment which can be usually taken
to be described by a random potential. With these two ingredients in the















where γ is the line tension and Vr is the random potential. In this Hamil-
tonian the configuration of an elastic line is described by the transverse co-
ordinate r(z) as a function of the longitudinal coordinate z (see Fig. 2.1).
This parameterization excludes overhangs which, however, are shown to be
irrelevant [8, 9]. This Hamiltonian leads typically to an almost straight line
which fluctuates in direction perpendicular to its preferred direction. This is






Figure 2.1: An elastic line of height H with roughness w (see Sec. 2.1.3).
The random potential, which often represents localized pinning centers, is
illustrated with dots.
2.1.2 Lattice formulation
In the lattice version of Eq.(2.1) the lines correspond to directed paths on
a regular lattice starting from a specific lattice site and proceed only in
“forward” direction. For concreteness one could consider two dimensional
tilted square lattice (see Fig. 2.2) where the line starts from the corner on
the bottom and can proceed only by taking steps to up-right or up-left.
eiji
j
Figure 2.2: A directed polymer (bold line) on the tilted square lattice.
To the each bond of the lattice is assigned a random variable eij – the energy
cost of bond (i, j). The lattice Hamiltonian is now simply the sum over
4





The ground state configuration thus corresponds to the globally lowest energy
path through the lattice. The elastic term of Eq.(2.1) is now taken into
account by the requirement that that within the directed path each step in the
forward direction moves only one step in transverse direction. For instance
on the tilted square lattice this requirement is satisfied automatically. In the
case of regular lattices the optimal path can be easily found by the means of
transfer matrix method [10].
Alternatively the shortest path can be found by using so called Dijkstra’s
algorithm [11] which can be successfully applied also in the case of non-regular
lattices with no restrictions to the geometry of the underlying graphs. The
only draw-back is the requirement of positivity of the energy costs which on
the other hand automatically takes care of the elasticity requirement. The
positivity of all energy costs by itself gives rise to an effective line tension.
Figure 2.3 shows the optimal paths found by Dijkstra’s algorithm through
the square lattice from each point at z = 0 level of the square lattice.







Figure 2.3: Lowest energy paths from each point at the bottom to the top of
the square lattice of size 256× 256 for the same realization of randomness.
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2.1.3 Scaling relations
In the standard analysis of directed polymers one is interested in the fluctu-
ations of the transverse position and of the energy of the directed polymer.
Spatial fluctuations of the polymer can be described by the disorder averaged
line roughness. The mean square displacement of a single line in one sample
is defined as
w2 = r2 − r2 (2.3)
with rn = H−1
∑H
z=1 r
n(z) for n = 1, 2. The roughness w is defined as the
square root of the disorder averaged mean square displacement w =
√〈w2〉.
Correspondingly, energy fluctuations δE are defined to be the standard de-
viation of energy over the realizations of disorder
δE2 = 〈E2〉 − 〈E〉2 , (2.4)
where E is the energy of a single line and brackets stand for disorder averages.
The following scaling relations hold for systems consisting of single polymers
in random media:
w ∼ Hζ (2.5)
δE ∼ Hω , (2.6)
where H describes the height of the sample as illustrated in Fig. 2.1. The
existence of such scaling relations indicates that directed polymers are self-
affine objects [12], i.e. they look same on the all length scales after they
are rescaled according to Eq.(2.5). For the random walker the exponents are
ζRW = 1/2 and ωRW = 0 whereas for directed polymers one gets faster grow-
ing fluctuations. In the two-dimensional case the exact values of the scaling
exponents are known, roughness exponent ζ2d = 2/3 and energy fluctuation
exponent ω2d = 1/3 [13]. In three dimensions the exponents are obtained
numerically: ζ3d ≈ 0.625 and ω3d ≈ 0.25 [14–17]. These two exponents, ζ
and ω, are not independent but are connected with the following relation
θ = 2ζ − 1 [18, 19].
Also the corresponding probability distributions P (w, H) and P (E, H) should
scale with the exponents given above which was first checked numerically for
two dimensional systems [20]. According to Refs. [20–22] P (w) ∼ exp(−(w/H 2/3)ρ)
is symmetric but not Gaussian with ρ > 2 whereas P (E) is an asymmetric
distribution with stretched exponential tails [23, 24]. In higher dimensions
one expects similar results which has been confirmed for P (E) [23, 25].
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2.1.4 Connection to other models
Random bond Ising model
The most straightforward connection can be made to the random bond Ising






At zero temperature due to the positivity of the coupling constants the spins
want to be aligned. If the spins are forced to be “up” (s = 1) on the one
edge of the sample and “down” (s = −1) on the other end, there must be
a domain wall between these two edges. At zero temperature domain wall
is formed such that the sum over bonds with spins of opposite orientation is
minimized. Hence, in two dimensions it is nothing but the minimum energy
path, that is a directed polymer.
Stochastic surface growth
The kinetic roughening of surfaces obeys the equation (2.1) as well since it can
be derived from the so called KPZ equation which describes the stochastic
surface growth [7, 26, 27]
∂h
∂t
= γ∇2h + λ
2
(∇h)2 + η(x, t) (2.8)
where h(x, t) is the surface’s position, x is a coordinate in the (d − 1)-
dimensional base space, η is the time and space-dependent stochastic noise
and γ is the surface tension. The relation to the systems of non-interacting
directed polymers is the following. The longitudinal coordinate z corresponds
to time in surface growth problems. Since the directed polymer is a path
that gives globally minimum energy path through the system, the polymer
of longitudinal length H represents the path of the surface evolution to its
highest point at a given time t = H.
Magnetic flux lines in type-II superconductors
Perhaps the most important and intriguing connection [28] to the real world
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Figure 2.4: (a) Mean-field phase diagram for type-II superconductors. (b)
Due to disorder Abrikosov lattice is destroyed and the mixed phase splits
into several sub-phases.
ductors the external magnetic field can penetrate the superconducting sample
in the form of magnetic flux lines (vortices) which interact with disorder and
among themselves. This leads to interesting phenomenological properties of
type-II superconductors [29]. From the practical point of view it is useful to
emphasize that many high-Tc superconductors are of type II.
In the mean field picture type-II superconductors are characterized by two
critical magnetic fields Bc1 and Bc2 (Fig. 2.4(a)). When the magnetic field
B < Bc1 the superconductor is in a Meissner phase. When the magnetic field
B exceeds Bc1, the magnetic field partially penetrates the superconductor in
the form of vortices each of which carries one flux quantum φ0 = hc/2e.
In this, so called, mixed or Shubnikov phase in the absence of disorder flux
lines form a two-dimensional triangular lattice known as the Abrikosov lat-
tice. With increasing field the density of flux lines increases until the vortex
cores overlap when the critical field Bc2 is reached. Beyond this field the
superconductivity is lost.
When an external current density j is applied to the vortex system, the flux
lines start to move under the action of the Lorentz force. The movement of
flux lines causes dissipation in the system and the superconducting property
of dissipation-free current flow is lost. Fortunately, flux lines can be pinned
by a static disorder up the critical de-pinning current density. At low tem-
8
perature the pinned flux lines form the vortex glass phase [30, 31], which is
superconducting (or has at least an extremely small resistivity) and in which
the Abrikosov flux line lattice is destroyed as in the non-superconducting vor-
tex liquid state. At weaker disorder or at smaller magnetic fields a transition
to a Bragg glass [32–34], in which the positions of the flux lines show quasi-
long-range order, takes place. This has been observed experimentally [35–38]
and in simulations [39]. In contrast to this (quasi)-ordered solid, the lines in
the vortex glass phase are expected to be strongly entangled [40, 41]. The
corresponding phase diagram is sketched in Fig. 2.4(b).
2.2 Multiple interacting elastic lines
In the case of a N -line system one has to take into account also the inter-line



















where the first summation goes over all lines and the second over all line
pairs. The interaction term gives a rise of collective behavior which can not
be described by a single line belonging to the directed polymer universality
class. Thus, in the case of many line systems it is more appropriate to refer
simply to elastic lines instead of directed polymers.
Usually, the studies of many line systems are described by an elastic the-
ory [42–45] which is based on the assumption of weak disorder and low line
density that is correct for the Bragg glass [32–34]. Perturbative approaches
that start from a ground state with long range order and assume small fluc-
tuations turn out to be inappropriate in a strongly disordered situation and
one has to rely on numerical calculations to study the low temperature prop-
erties.
Interaction potential of flux lines has a form of the modified Bessel function
Vint(r) ∼ K0(r/λ) which decays exponentially K0(x) ∼ x−1/2e−x for x →∞.
Thus, in the case of strong screening (λ ≈ 0) Vint can be approximated with
hard core repulsive potential. Within this approximation it is possible to cal-
culate the exact ground state configurations of many line systems. However,
even in this approximation the ground state of many lines does not reduce
to the problem of many independent lines as shown in Publication I. The
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numerical method that is applied in this thesis for calculating the many line
ground state is described in the next section.
2.2.1 Computing exact ground states
The ground state of many hard-core repulsive lines corresponds to N non-
overlapping directed paths traversing the graph along the bonds from one
side to another. One has to minimize the total energy of the whole set of the
paths and not of each path individually. If this problem is approached from
the perspective of the transfer matrix method one ends up to the enumeration
of all possible configurations, which proliferate rapidly with the number of
inserted lines.
This optimization task is convenient to formulate as an integer valued flow
problem, more precisely as the minimum-cost-flow problem [1, 46]. Similarly
to the single line case the random media is modeled with a graph to the bonds
of which are assigned positive (random) energy costs. In addition, each bond
represents a “pipe” which can carry one unit of flow in both directions. Since
each bond can carry only one unit of flow one can distinguish N separate flow
lines when N units of flow is pushed through the graph from the source node
s to the target node t (see Fig. 2.5). This should be made so that the total
energy of bonds that are occupied by flow is minimized. The corresponding





where eij indicates the energy cost of the given bond as in Eq. 2.2 and
variables xij ∈ {0, 1} determine the flow configuration, xij = 1 indicating
that one unit of flow is going along bond (i, j), and xij = 0 indicating that no
flow is going through this bond. Note, that now in Eq.(2.10) the summation
goes over all bonds.
The optimal configuration of N flow lines can be find by applying Dijkstra’s
algorithm successively on a residual graph instead of the original graph as
illustrated in Fig. 2.5. In the residual graph the properties of occupied bonds
are modified as follows: If xij = 1 we set e
res
ij = −eij , i.e. negative, and require
that the direction of a new flow path must be in the opposite direction with
respect to the direction of previously inserted flow lines. If xij = 0 the
properties of the bond are not altered and eresij = eij. An example of the
10
resulting graph is shown in Fig. 2.5(b). Now, one has to find the shortest
path through this residual graph. After a new path is successfully inserted
to the residual graph one has to cancel the flow on the bonds where the flow
is going in two opposite directions.
Since Dijkstra’s algorithm works only with positive costs, introducing the
negative costs to the residual graph must be taken care of. The positivity




ij + pi(i)− pi(j) . (2.11)
Now, Dijkstra’s algorithm is applied to the residual graph with costs epiij.
Potentials are calculated iteratively as follows:
piN+1(i) = piN(i) + dN(i)− dN(t) , (2.12)
where dN(t) and dN(i) are the shortest distances from the source s to the
target node t and to node i in the residual graph with positive energy costs






































































Figure 2.5: Schematic figure of adding lines to the graph. (a) The ground
state of a single line with arrows indicating the direction of the optimal path
with d(t) = 5. (b) The residual graph with modified energy costs eresij . In
addition, the direction of paths in the residual graph has to be opposite to the
direction of the previously inserted path as emphasized with the bold arrows.
(c) Node potentials pi(i) = d(i)− d(t). (d) The residual graph with positive
residual costs epiij, small arrows indicate the allowed path directions. The
bold line marks the shortest path from s to t. (e) The final line configuration
after the path segments with opposite directions are canceled.
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already inserted to the graph. In the beginning of the iteration all potentials
are set to zero. Whether or not to include d(t) to the definition of pi(i) is a
matter of taste, it just rescales the potential of the target node to zero.
Now, one has to show that the residual graph with positive costs epiij gives the
optimal solution as well. The residual graph with costs eresij corresponds to the
optimal solution if and only if there is no directed cycle C such that the sum
of residual energies eresij along C following only the allowed bond directions is
negative (see Fig. 2.5(b)) [1]. From the definition (2.11) it follows that for






Since the potentials are defined such that epiij ≥ 0 there are no negative
cycles and the residual graph corresponds to the optimal solution. Thus, the
optimal solution is found also with the use of potentials pi as illustrated in
Fig. 2.5. A more detailed proof of the optimality one can find in Ref. [1].
The augmentation of one flow line requires the search of the shortest path
through the residual network which for sparse graphs with Dijkstra’s algo-
rithm can be roughly done with the complexity of O(|A|), where A is the
set of the bonds [11]. So, the total complexity is O(N |A|) where N is the
number of inserted lines. The program implemented for the calculations that
are overviewed in this thesis has been found to scale like O(NL2.2) for the
square graphs and for the cubic graphs O(NL3.4) where L is the linear size
of the graph.
2.3 Point disorder
2.3.1 Separability of the ground state
As the first approximation to the ground state configuration of many re-
pulsive elastic lines one can consider the following construction. Lines are
inserted to the system independently such that each line corresponds to the
optimal path in the graph where the bonds occupied by previously inserted
lines are erased. It is obvious that as the density of lines grows this approx-
imative method fails excessively as illustrated in Fig. 2.6.
It turns out that already the problem of two lines is not separable (Publica-
tion I). This is tested in the square and cubic lattices where two lines start
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next to each other at the basal plane (z = 0) but have arbitrary endpoints
at the top of the system (z = H). In order to avoid any boundary effects
the width of the systems is equal to their height: L = H. The separability
is measured in terms of effective interaction energy of two lines for which it
is defined as the energy difference between the true ground state of two lines
E2 and the state obtained by using the approximative construction described
above E ′2 :
Vint = E
′
2 − E2 = E1 + E ′1 − E2 , (2.14)
where E1 is the ground state energy of a single line system and E
′
1 is the
energy of the first excited state (the second line in the approximation). The
interaction energy can be described also as:
Eint = E2 − 2E1 , (2.15)
following the definition given in Ref. [47] which provided the first numerical
results concerning the systems of two hard-core repulsive lines. Disorder
averages of these interaction energies are expected to scale with a power law
as a function of system size L:
Vint ∼ LθV , Eint ∼ LθE , (2.16)
Figure 2.6: Top: true ground states. Bottom: separate single lines with
increasing energy.
with the exponents θV and θE defining the scaling of the effective interaction
energies. Positivity of θV and θE would automatically imply that the ground
state of two lines is not separable which is clearly demonstrated in Fig. 2.7.
Recall that the energy fluctuation exponents for a single line are ω2d = 1/3
and ω3d ≈ 0.25 in two and three dimensions respectively. The earlier re-
sults on two dimensional systems [47–49] suggest that the interaction energy
between two lines should grow like Lω2d . The numerical data presented in
Fig. 2.7 strongly supports this scenario, and it seems to hold also in three
dimensions. Thus one can conclude that:
θE = θV = ω . (2.17)
More details are presented in Publication I. As a follow-up to this analysis
one could consider the separability of the systems with finite line densities.
Also the studies of topological properties of the overlap between the ground
state and the excited states could give some new information concerning the














Figure 2.7: Doubly logarithmic plot of the effective interaction energies Vint
(ovals) and Eint (squares) as a function of system size L for the square (filled
symbols) and cubic lattices (open symbols) with uniformly distributed energy
costs. The straight lines are guides for an eye, full lines with slope 0.25 and
dashed lines with slope 0.33.
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2.3.2 Roughening
The geometrical properties of single line systems are rather well understood
as described in Sec. 2.1 but the effects of the collective behavior on the
roughening of lines need some clarification. It is interesting to know whether
the elastic theories [45], which are limited for long range interactions, weak
disorder and low line-densities, give the correct behavior in a strong disorder,
short range interaction limit.
In two dimensions elastic manifolds exhibit a super-rough behavior with log-
arithmically diverging displacements. This was shown analytically for the
surfaces of crystals with quenched bulk disorder where the fluctuations of the
interface position diverge like log L as the length of the surface L →∞ [50].
This scaling is also obtained with numerical calculations [51]. As a starting
point for the analysis in 3d is usually an ordered lattice of lines. In the elastic
approximation one assumes that the displacement (from the lattice) of a line
is varying slowly on the scale of the lattice. In this description the difference
between the displacements separated by distance L grows like
√
log L [33, 42–
44]. Simulations, where the 3d elastic manifold is represented by an interface
in a (3 + 1)-dimensional system, agree with this analytical result [52].
In the numerical work presented in Publication II the roughness is calculated
for N lines which are confined in a box of width L and height H. First, the
squared roughness w2 is calculated for the each line individually according
to the definition given in Eq.(2.3). w2 is averaged over the all lines of a
given sample, which is then subsequently averaged over the randomness.
The number of lines threading the sample is fixed by a prescribed density ρ
which is defined as ρ = N/L and ρ = N/L2 in two and three dimensions,
respectively.
In the case of a non-vanishing line density one expects to observe the single
line behavior (see Sec. 2.1.3) as long as the transverse fluctuations of the
individual lines are smaller than the average line-to-line distance a, which is
given by the line density ρ = 1/a in two dimensions and ρ = 1/a2 in three
dimensions. This means that one can expect w ∼ H ζ for H  a1/ζ which
is also confirmed by numerical results both in two and three dimensions,
whereas the collective behavior turned out to be totally different.
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Two dimensions
Once the transverse fluctuations of the individual lines have reached the
size of average line-to-line distance one expects a collective behavior of the
lines that restricts the individual line roughness due to the presence of the
others. If the line system behaves like an elastic medium the roughness in
the collective regime is expected to behave like w ∼ log L [50, 51]. According
to the data collapse of the numerical data shown in Fig. 2.8 for fixed line
density ρ the roughness has the two following scaling regimes:
w ∼
{
Hζ , (H  a1/ζ)
log L , (H  a1/ζ) (2.18)
This means that in the collective regime the elastic description is valid even
if the lines have just a hard core repulsion.
Line density enters to the scaling properties simply considering the the crossover
from single-line to multi-line scaling which takes place when H ζ ∼ a. For
fixed but large lateral system size L the scaling form (2.18) predicts
w ≈ a · g2d(H/a1/ζ) (2.19)
where the scaling function g2d(x) has the asymptotic behaviors g2d(x) ∼ xζ
for x  1 and g2d(x) ∼ const. for x  1. This is also confirmed with the
numerical results shown in Publication II.
Three dimensions
On the basis of extensive numerical calculations presented in Publication II




Hζ , (H  a1/ζ)
H1/2 , (a1/ζ  H  L2)
L , (L2  H)
(2.20)
While in two dimensions the scaling of the single line regime continuously
crosses over to the stage of saturation as H is increased, in three dimensions
one has an intermediate regime where the roughness has a random walk like
scaling w ∼ H1/2. Further, according to the elastic theory one would have
expected that the roughness in the collective regime would scale like w ∼
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Figure 2.8: Scaling plot of the roughness in 2d with the line density ρ = 0.05
according to Eq.(2.18) with the roughness exponent ζ = 2/3.
√




These properties of the collective behavior can be explained as a consequence
of the fact that in three dimensions lines can bend around each other which
diminishes the effects of the steric repulsion. One can visualize this result
also by looking at the disorder averaged position of the center of mass of the
individual lines (which is r as defined below Eq.(2.3)). In 2d they constitute
a regular array with lattice spacing a when the entrance points of lines are
fixed at z = 0 in each sample to the same positions with spacing a. In
3d, as it is shown in Fig. 2.10, they still constitute a regular array, but it
concentrates, with increasing height, more and more in the central region
of the basal plane of the system. In the limit H → ∞ the average center
of mass position of each individual line will be exactly at the center of the
system since nothing restricts it from traversing the system from the one side
to the other.
Eq.(2.20) defines two cross-overs density dependencies of which have to be
treated separately. The first cross-over corresponds the change from the
single- to multi-line regime. Here the relevant length scale in the H-direction
is a1/ζ , and in analogy to the 2d case we expect for L  a the L-independent
scaling form


















Figure 2.9: Scaling plot for the roughness in 3d with the line density ρ = 0.2
for the transition from the collective regime to the saturation roughness.




































Figure 2.10: Average positions of center of masses of lines with fixed starting
points. From left: H=10, H=100, H=1000. Note that the center of mass
position is averaged over the disorder, here 1000 samples.
with the asymptotics g3d(x) = x
ζ for x  1 and g3d(x) = x1/2 for x  1.
Hence we get the expected single line behavior w ∼ H ζ when H  a1/ζ , and
for the collective regime, where w  L and H  a1/ζ , one obtains
w = a1−(1/2ζ)H1/2 = (H/a1/ζ−2)1/2 . (2.22)
From this one can conclude that the cross-over from the intermediate regime
to the saturation regime takes place at H ∼ a1/ζ−2L2. The corresponding
data collapses can be found in Publication II.
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2.3.3 Entanglement
In 2d it was sufficient to measure the roughness of lines in order to get a
rather complete picture about the geometrical properties of the system. This
is not the case in three dimensions. Due to the increased dimensionality
of the system lines can bend around each other resulting in complicated
configurations of entangled lines.
The existence of entangled state due to thermal flux-line wandering was first
discussed in Ref. [53], and shortly after that also the disorder-induced entan-
glement was considered [28]. The topological entanglement of the magnetic
flux lines in high-Tc superconductors is believed to enhance the critical cur-
rent [40, 54]. Thus, the understanding this topologically highly non-trivial
state, including the the conditions under which it occurs, is highly desirable.
For a single line the entanglement has been measured in terms of winding an-
gle φ [41, 55] which in point disorder is found to grow like φ ∼ √log H. In the
thermal case the result for the winding of a random walk is φ ∼ log H [56, 57].
For the analytical studies of the collective entanglement there has been pro-
posed a random braiding model [58] which was used for computing character-
istic disentanglement times. To our knowledge there have not been reported
any other results from this model.
In this thesis the entanglement of lines is analyzed by computing the winding
angle of all line pairs as indicated in Fig. 2.11(a). We define two lines to be
entangled when the winding angle becomes larger than 2pi. This measures
entanglement from the topological perspective [41, 58], arising from the re-
quirement that an entangled pair of lines can not be separated by a suitable
linear transformation in the basal plane (ie. the lines almost always would
cut each other, if one were shifted).
Sets or bundles of pairwise entangled lines are formed so that a line belongs
to a bundle if it is entangled at least with one other line in the set. In the
case of point disorder such bundles are spaghetti-like — i.e. topologically
complicated and knotted sets of one-dimensional objects which grow with
increasing system height leading finally to one giant bundle. The structure
of the resulting bundles, or cluster, is illustrated in Fig. 2.11(b) which shows
the 2d projection of a typical multi-line system. For clarity, only the mass
centers of the lines are shown (ovals). There is a link between two mass
centers if the lines are entangled. The resulting clusters grow and merge as
the system hight H is further increased.
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(a)







Figure 2.11: (a) Left: Definition of the winding angle of two flux lines: For
each z-coordinate the vector connecting the two lines is projected onto that
basal plane. The vector at z = 0 is the reference line with respect to which
the consecutive vectors for increasing z-coordinate have an angle φ(z). Once
φ(z) > 2pi the two lines are said to be entangled. Right: A configuration
of three lines that are entangled. (b) L=24 H=120 ρ = 0.3, mass centers of
lines, entangled lines connected.
In Fig. 2.12 is shown the probability Pperc of the clusters of entangled bundles
to percolate as a function of the height H of the system. The curves for
different lateral system sizes L intersect at Hc, which gives our estimate for






with ν = 4/3 which is the exponent of conventional bond percolation in two
dimensions. Thus, one can conclude that the transition is in the universality
class of conventional 2d percolation. This result is confirmed by considering
other quantities such as the bundle size distribution and the fractal dimension
of the bundle at the criticality (Publication III). Also the density ρ can be
used as a control parameter giving similar results for the transition.
This result corresponding to the 2d percolation problem is somewhat sur-
prising, since one could expect the entanglement of two lines to have corre-
lations. These, if long ranged, change the percolation universality class [59].
Why this is not true is seen from the probability for two lines with mass cen-
ter distance r to be entangled, Pφ>2pi(r) (Fig. 2.13). It decays exponentially
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Figure 2.12: Percolation probability for different lateral system sizes L as a
function of the system height H, the line density is ρ = 0.3. Inset: Scaling
plot of the data with Hc = 134 and ν = 4/3.

























Figure 2.13: Probability Pφ>2pi(r) that two lines at a mass center distance r
have a winding angle larger than 2pi, i.e. are entangled. Inset: Scaling plot,
according to Pφ>2pi(r) = H
ζ p˜(r/Hζ). ζ = 0.62 is the single line roughness
exponent. The lateral system size is L = 60, since r  L there is no finite L
effect.
with r, implying at least for two-line-entanglement only short range corre-
lations. It scales with the transverse fluctuations of a single line H ζ , where
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ζ = 0.62 is the single-line roughness exponent in 3d (see Sec. 2.1.3), so that
Pφ>2pi(r) = H
ζ p˜(r/Hζ). It is noteworthy that the “really entangled” lines
follow a scaling stemming from single-line behavior. Three-line correlations
(e.g. the probability of a third line to be entangled with one or two others,
given that these two are entangled or not), are also only short-ranged.
It should be pointed out that thermally fluctuating lines have the same en-
tanglement transition as discussed above. The only difference is that the
data for Pφ>2pi(r) collapses with the random walk exponent ζRW = 1/2. This
is shown numerically in Publication III.
2.4 The effects of splay disorder
It was proposed by Hwa et al. [60] that splayed columnar defects resulting
from heavy ion irradiation of superconducting samples, would significantly
enhance the vortex pinning, and thus reduce the vortex creep leading to a
higher critical current density jc. The predictions concerning jc have been
been verified in experiments on samples with different sources of splayed
defects [61–63].
Kwok et al. [63] reported that well above the matching field Bφ, where the
density of vortices equals to the density of columnar defects, the irreversibility
line of sample with splay is below of the one without splay defects. As
evidence of strong entanglement above the matching field it was discovered
[63] that although the irreversibility is decreased in samples with splay defects
values of jc are still greatly increased compared to unirradiated samples. On
the other hand the comparison of samples with one and two families of splay
defects with different tilt angles did not reveal any differences in the values
of jc below Bφ [64]. From this result one could conclude that lines are not
entangled in this particular set up.
Single flux line properties in the presence of tilted columnar defects at zero
temperature were studied by Lidmar et al. [65]. They show that the rough-
ness exponent ζ is sensitive to the shape of the tilt angle and energy distri-
butions of the defects [65]. For instance with an opening angle of 90◦ and
for a uniform energy distribution the roughness exponent in 2d is ζ = 3/4,
in contrast to the point-disorder result 2/3 [13, 18]. In samples with a fixed
starting point a single line has the following geometry. It occupies a splay
defect until a jump to a energetically more favorable one takes place. The
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lines undergo jumps from splay defect to splay defect so that the average
distance between two successive jumps grows as ∆z ∼ z [65]. Though the
jump density decreases with growing z the roughening exhibits a non-trivial
scaling.
The natural question arises how the single-line physics outlined above changes
in the presence of many interacting lines, at a constant line density ρ. On
the other hand it is interesting to know how the results differ from the case
of point disorder discussed earlier in this thesis.
2.4.1 Model
In principle we use the same model as in the case of point disorder, the ground
state configuration is calculated with the same algorithm as described in Sec.
2.2.1. However, now the underlying graph is constructed of an ensemble of
splayed columns embedded in a box with a width L and a height H (Fig.
2.14). Each column is described with a transverse coordinate r(z) at height
z from the bottom level:
r(z) = r0 + a z (2.24)
where r0 is a random point on the basal plane and a is a randomly chosen
variable that defines the magnitude and the orientation of the tilt of a given
column.
The number of columnar defects M is set to M = L and M = L2 in two
and three dimensions respectively. The average distance between two nearby
columnar defects defines the in-plane length unit of the model. In the case
of point disorder boundary conditions on entry and exit plains do not alter
the many line configurations whereas this is not so for splay disorder. The
case of a fixed entry point and a free exit point is that considered by Lidmar
et al. for a single line [65].
2.4.2 Roughness
In order to make comparisons to single line results by Lidmar et al. we use
the following distribution for the energy costs u per unit length of the splayed
defects





Figure 2.14: Schematic figure of the graph consisting of splayed columns in
two and three dimensions. In the latter case note the two additional bonds
connecting the columns.
for 0 < u < 1 and otherwise P (u) = 0. With ν = 1 this is a uniform
distribution. The energy cost eij (see Fig. 2.14) of a particular bond is
eij = u rij, where rij is the length of the bond. When the energy cost u is
drawn independently (from the uniform distribution in this case) for each
bond, no matter whether they are on the same splayed defect or not, one
ends up to the point disordered system in which lines have the same scaling
properties as discussed in Sec. 2.3. As shown in Fig. 2.15 our numerical
results for single line systems are in a good agreement with those of Lidmar
et al.
Figure 2.16 shows the typical line configurations for point and splay disorder.
The underlying graph in the both cases is the same apart from the energy cost
distributions of the bonds. In splay disorder lines change the defects relatively
close to the basal plane after which they stick to one defect resulting a ballistic
behavior in the collective regime. For many line systems we propose the
following simple scenario. At small z lines do not see each other and exhibit
single line behavior. Beyond some value of z, which depends on the density
ρ, the lines cannot further optimize their configurations and stay on the same
defects. This leads to a linear growth of the roughness both as a function of
the width and height of the system. In 3d this scenario is confirmed with the
data collapse shown in Fig. 2.17. According to the data collapse of Fig. 2.18
in 2d the collective regime has a random walk like behavior since when two
neighboring occupied splay defects meet, the flux lines change defects. Thus,
one gets for the crossover from the collective behavior to the saturation of
roughness the following scaling form
w(L, H) ∝ Lζf(H/L), (2.26)























Figure 2.15: (a) A doubly logarithmic plot of single line roughness in 2d (a)
and 3d (b) in systems with splay disorder corresponding to ν = 0 (triangle
down), ν = 1 (square) and ν = 2 (triangle up). For comparison also the data
for point disorder (ovals) are shown. Straight lines with the expected slopes
given in Ref. [65] are guides for the eye.
2d and 3d, this scenario is independent of the splay energy distribution.
It is obvious that with periodic boundary conditions and the full freedom of
choosing the most favorable starting point the lines pick up the defects in
the order of their total energy cost from the source to the target. Hence,
no rearrangements of flux line configurations is needed. This implies that
the ground state of many lines in splay disorder is separable. However, in-
troducing boundaries or any other distortions to the pure columnar disorder
reduces the separability of the ground state.
2.4.3 Entanglement
A priori it is not clear whether the jumping of lines close to the basal plane
and in the vicinity of the system boundaries combined with the ballistic bulk
behavior could enhance or diminish the total entanglement. It turns out
that the boundary effects alone can not generate the entangled state in the
thermodynamical limit. Similarly to the case of point disorder one can define
the percolation probability Pperc which is shown as a function of H for several
system widths L. As one can see from Fig. 2.19 Hc does not saturate for the
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Figure 2.16: Left: a typical line configuration in point disorder. Right: splay
disorder.
computationally accessible system sizes (L . 120). From the inset one can
also see that the width of the transition does not decrease.
Detailed analysis given in Publication IV shows that in the case of splayed
columnar disorder the spanning bundles are formed mostly by few lines which
bounce from the boundaries of the system. Thus the percolation in splay
disorder resembles the finite size effects in point disordered systems caused
by single line percolation. However, the entanglement can be triggered by
perturbing the pure splay system with point defects. If the perturbing point
disorder is strong enough the percolation-type entanglement transition to the


















Figure 2.17: Scaling plot for the roughness in 3d for the data corresponding
to ρ = 0.2 and ν = 1. At this density (inter-line distance a = 1/
√
ρ ≈ 2.2)
the single line regime is not visible.






















Figure 2.18: Scaling plot for the roughness in 2d for the data corresponding
to ρ = 0.1 and ν = 1. Inset: the un-scaled date, note the crossover from the
single lines to the collective regime.
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Figure 2.19: Percolation probability Pperc vs. system height H. Inset: the
transition does not sharpen with increasing system widths, Hc is defined as





It is desirable to have an optimization method which can be easily applied
to a wide range of problems. An example of such method is the classical
simulated annealing (SA) for which a convenient measure of the effectiveness
is the residual energy eres. It is defined as the energy difference between
the true ground state and the configuration that is obtained in the end of
the annealing process. Another important quantity is the annealing time τ ,
during which the temperature of the system is reduced to zero. When τ is
increased the energy of the resulting configuration approaches the ground
state energy. In the case of SA the residual energy eres decreases with the
annealing time τ as [5]
eres ∼ log(τ)−ζ . (3.1)
For large time scales the upper limit for the decay of the residual energy
in two-level systems is given by ζ ≤ 2 [5]. This is considered as a generic
result for disordered systems since in many cases they can be coarse grained
to a two-level system. In some cases the annealing can be even slower. For
instance, when a random field magnet is cooled through the phase boundary
from the disordered to the ordered phase the annealing slows down to ζ = 1
[5]. Thus, the wide applicability of SA is hindered by its un-effectiveness –
logarithmically slow convergence towards the optimal solution.
A quantum annealing (QA), the quantum mechanical version of SA, turned
out to be a promising method sharing the benefits of SA with a faster con-
vergence [66, 67]. In SA the annealing process exploits thermal fluctuations
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which are tuned by changing the temperature. Similarly, in QA one takes
advantage of quantum fluctuations which requires that one works in the ideal
case at zero temperature. In the case of spin systems quantum fluctuations
can be tuned by a transverse (magnetic) field. The research of QA has been
partly motivated by its real world realizations, demonstrated in experiments
by Brooke et al. [68, 69]. They found that when a disordered ferromagnet
is put into a strong transverse magnetic field which is then slowly reduced
to zero the system relaxes faster than in the case of pure thermal annealing.
Thus, it seems that by tuning the quantum fluctuations instead of thermal
fluctuations the annealing process can be more efficient.
In Ref. [66] Santoro et al. have derived a theoretical estimate for the de-
cay rate of the residual energy. They argued that the residual energy comes
from tunnelings at (avoided) Landau-Zener (LZ) crossings. The correspond-




dΓ Z(Γ)Eex(Γ) exp(τ/τc(Γ)) where Z(Γ) is the density of LZ
crossings and Eex(Γ) is the corresponding average excitation energy. The
term exp(τ/τc(Γ)) gives the probability that the system tunnels during the
annealing to a higher energy eigen-state due to LZ crossings, and τc(Γ) ∼
exp(A/ξ(Γ)) where ξ is a typical wave localization length. Ref. [66] now
considers the limit Γ → 0 which is expected to dominate the annealing be-
havior. With the assumptions ξ(Γ) ∼ Γϕ and Z(Γ)Eex(Γ) ∼ Γω one gets
eres ∼ log(τ)−ζ with ζ = (1 + ω)/ϕ. With the estimates ϕ = 1/2 and
ω = 2 given in Ref. [66] one gets ζ = 6. The value for ϕ comes from a
quasi-classical consideration of a particle’s wave length, whereas ω = 2 can
be reasoned for as follows. In the limit Γ → 0 the tranverse field can be
considered as a perturbation for which only the second order correction to
the energy has a non-zero value. From this follows that Eex ∼ Γ2. If the
density of LZ crossings in the limit Γ → 0 is assumed to be at most the
density of the classical states at Γ = 0 one gets ω = 2. Thus the residual
energy decreases logarithmically but now with much larger exponent ζ ≈ 6.
This implies a considerable speed-up compared to ζ = 2, the upper limit of
SA. It is useful to emphasize that this estimate for ζ is obtained without any
problem–specific assumptions.
The best way to see the usefulness of QA in solving optimization problems is
to test its performance in practice. Test problems for QA can be found from
many problem–specific optimization algorithms which find the exact ground
state in a polynomial time, as for instance the random field Ising model or
the Ising spin glass in two dimensions [1]. When the optimal solution is
available the residual energy can be calculated straightforwardly.
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The numerical results of Santoro et al. [66] show that the residual energy of
the 2d Edwards-Anderson spin glass converges indeed at a much faster rate
and to lower values with QA, compared to SA, though no empirical values
of ζ were given. In addition, the performance of QA has been tested also on
the traveling salesman problem [67] for which similarly to the 2d spin glass
QA gives a faster decay of the residual energy than SA. However, this is
not generally valid for all optimization problems. Battaglia et al. [70] have
found that in the case of the three-satisfiability problem quantum annealing
is outperformed by simulated annealing. In small systems, it is possible to see
a power law decay of the residual energy eres ∼ τ−α, e.g. by solving the time-
dependent Schro¨dinger equation adiabatically [71, 72]. The exact value of α
seems to depend on the underlying system and the details of the annealing.
For a double well potential α = 1/3 [72] whereas for small spin systems
(N=9) α = 2 [71], which is confirmed with the density matrix renormalization
group [73] to hold also for a random Ising chain of 80 spins [74]. However,
with increasing system sizes the energy gap for the Landau-Zener crossings
decreases [75], which means that the probability of staying in the ground
state decreases as well leading to the logarithmic behavior discussed above.
3.2 Random field Ising model
In this thesis we study the quantum annealing applied to the random field








where J > 0 is the coupling constant, si = ±1 are classical spin variables and
hi is the random field at site i. In the first term of Eq.(3.2) 〈i, j〉 denotes the
summation over the nearest neighbor spin pairs. One of the advantages of
RFIM as a test problem is the fact that its exact ground state can be found
in a polynomial time with an efficient graph algorithm from combinatorial
optimization [1].
Another advantage of RFIM is a tunability of the strength of disorder. It is
well known that in the absence of the random field one has long range order in
one dimension only at zero temperature whereas in two and three dimensions
the system has a second order phase transition at non-zero temperature. The
presence of the random field destroys the long range order in one and two
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dimensions [76], also at zero temperature. However, in three dimensions
one has a temperature dependent critical strength of the random field hc(T )
below which the system is ordered [77, 78]. At zero temperature its value
has been calculated numerically: hc(T = 0) = 2.27 for Gaussian random
field distribution [79]. Though there is no long range order either in one
or two dimensions, systems of a finite size may have ordered ground states
when the typical cluster size exceeds the system size. This finite size effect
is especially emphasized in two dimensions [80, 81]. The structure of the 2d
RFIM ground state is illustrated in Fig. 3.1. The values of random field hi
are taken from the fixed Gaussian distribution PG(hi) with the parameters
〈hi〉 = 0 and 〈h2i 〉 = 1. The strength of the random field is tuned by varying
the ferromagnetic coupling J .
The quantum version of Eq. (3.2) is obtained by replacing the spin variables si
with Pauli spin operators σzi . Quantum fluctuations are tuned by changing
















In the quantum annealing one starts with a large value of Γ so that spins in
the z direction are totally uncorrelated. By decreasing Γ gradually towards
zero spins fall into the ground state configuration provided that T = 0.
Figure 3.1: Ground states of random field Ising model with decreasing cou-
pling constant from left to right. Black pixels represent spins with orientation
“down” and white with orientation “up”. In the middle, one can recognize
some remnants of the left configuration.
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3.3 Numerical implementation
With the Suzuki–Trotter mapping [82] the d-dimensional quantum system
described by Eq. (3.3) can be represented by P coupled replicas of the classi-






























The resulting system has periodic boundary conditions in the extra dimen-
sion. It is convenient to set periodic boundaries also for the original classical
system. It should be emphasized that in the Suzuki-Trotter mapping one
J1 J J3 J42
J1 J J3 J42
J1 J J3 J42
J1 J J3 J42
J1 J J3 J42
1D quantum Ising model
after Suzuki−Trotter mapping









Figure 3.2: Bottom: 1d Ising model consisting of 4 spins (black dots). Top:
Corresponding quantum system represented as 1+1 dimensional classical
model with coupling constant J⊥ denoted by the dashed line segments.
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assumes that P →∞. For finite values of P there is an approximation error
proportional to O(1/(PT )2) [82, 83].
The annealing of the quantum Hamiltonian (Eq. (3.3)) can be now simulated
by a standard Monte Carlo sampling of Eq. (3.4) at the effective temperature
PT with gradually decreasing Γ. In the computer implementation this has
to be done step-wise. The total number of the (Monte Carlo) steps NMC now
corresponds to the annealing time τ . The residual energy eres is calculated
as
eres(NMC) = 〈Ecl(NMC)〉k − EGS, (3.6)
where 〈Ecl〉k is the average energy of all replicas and EGS is the ground state
energy. The GS energy and configuration are computed for each sample, as
noted in the introduction, by using a combinatorial optimization algorithm.
Both 〈Ecl(NMC)〉k and EGS from the definition in Eq. (3.6) are normalized
per spin.
A priori it is naturally not clear which is the best way to reduce the value of
Γ. The three following annealing schedules have been tested:
ΓLin(N) = Γ0(1− N
NMC
), (3.7)
ΓR(N) = Γ0/(1 + R
N
NMC












atanh(e−Γ0)− atanh(e−Γf )) ]}.
The residual energies decay more or less with the same slope for all anneal-
ing schedules (Publication V). However, the logarithmic schedule (Eq. (3.9))
gives the lowest residual energy and hence the rest of the calculations are
performed with this schedule only.
3.4 Convergence of the residual energy
In order to judge the performance of quantum annealing one has to be sure
that the approximation error due to Suzuki-Trotter mapping does not have




















Figure 3.3: A doubly logarithmic plot of residual energies in 1d with J =
1, L = 104, PT = 4, P = 8...1024. For comparison we also show the data
corresponding to the classical simulated annealing (SA). In order to compare
the used Monte Carlo time, in the case of QA NMC has to be multiplied with
the number of replicas P .
values of P have been considered. Fig. 3.3 shows the residual energies for
1d system of 104 spins with J = 1 and PT = 4. The results are averaged
over 10 samples. For comparison, in the same figure are presented also the
residual energies obtained with SA.
When P is increased sufficiently (P > 32) one can observe a region where the
annealing rate of QA is considerably higher compared to SA. With increasing
P this region grows and we expect that this is the asymptotic behavior for
P → ∞. Since the Suzuki-Trotter mapping is exact in this limit, one can
assume that this region reflects the properties of quantum annealing with a
finite, non-zero quench rate. For finite values of P the system falls out of
this quantum annealing regime to the classical Metropolis behavior as NMC is
increased. In the classical regime the system is fully correlated in the Trotter
direction and the annealing process cannot anymore take an advantage of the
extra, non-classical dimension. This means that in order to maintain a fast


















Figure 3.4: A doubly logarithmic plot of 1d residual energies, L = 104,
PT = 4, P = 1024. The J = 0 case is a problem of Ld independent
spins for which eres ∼ (NMC)−α with α ≈ 2. For J > 0 eres seems to
decay logarithmically. With increasing J the RFIM becomes more difficult
to anneal.
was also observed in Ref. [84]. Due to the finite simulation temperature the
residual energy finally saturates to some non-zero value.
As indicated in Fig. 3.4 the decay rate of eres depends on the actual value
of the coupling constant J . The case with J = 0 and 〈h2〉 = 1 is a problem
of Ld independent spins for which the results depend on the used annealing
schedule [85]. For the logarithmic and rational schedules we find a polynomial
decay of the residual energy eres ∼ (NMC)−α with α ≈ 2 whereas in the case
of the linear annealing schedule α ≈ 1. For J > 0 the quantum annealing
goes over to the logarithmic regime eres ∼ log(NMC)−ζ . The numerical values
of ζ roughly agrees with the estimate ζmax = 6 given by Santoro et al. [66].
As J grows, and hence the cluster sizes of the ground state, the annealing
efficiency seems to diminish. When no random field is applied the dynamics
of the quantum annealing in the limit Γ → 0 for P >> L corresponds to a
case of a strongly anisotropic Ising model. According to Ref. [86] in the two
dimensional anisotropic Ising system with Jx >> kBT >> Jy the width of
the interfaces perpendicular to x–direction saturates to some finite value in
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(a) (b)
Figure 3.5: The spin configurations of 1d system of size L = 100 after the
annealing of NMC = 10 (left) and NMC = 1000 (right) Monte Carlo steps for
the system with a finite random field (a) [J = 2, h = 1, PT = 4, P = 1000]
and with zero field (b) [J = 2, h = 0, PT = 4, P = 1000]. Black color denotes
correctly aligned spins with respect to the ground state.
the large time limit. As illustrated in Fig. 3.5(b) in same limit the quantum
annealing ends up in a situation where the residual energy comes from rough,
fluctuating boundaries, positioned perpendicular to the Trotter direction.
For low values of J , where the size of the clusters is well below the system
size, the QA performs in 2d similarly to the one dimensional case giving
ζ ≈ 6 for J = 0.33 (see Fig. 3.6). With J also the cluster sizes of the ground
state grow reaching the system size (128 × 128) approximately at J = 1.5.
From Fig. 3.6 one can see that for J & 1 one has ζ = 2. Whereas in the
case of one dimensional systems with extremely weak disorder the value of ζ
could be raised by increasing the effective temperature PT this seems not to
work in two dimensions. This suggests that there is a fundamental difference
in the performance of QA depending whether the system has a disordered or
ordered ground state. This conclusion is supported by the observation that
with J = 1 for a larger system (L = 128, squares in Fig. 3.6) one gets lower















Figure 3.6: A doubly logarithmic plot of residual energies in 2d, PT = 12,
P = 1024, L = 128, and one data set corresponding to L = 16. The straight
lines are guides for the eye. For J & 1 the residual energy decays with ζ ≈ 2.
With growing J no further decrease of ζ is observed. For comparison see the
results for classical simulated annealing (SA).
that already has an ferromagnetically ordered ground state.
The results for 3d RFIM shown in Publication V agree with the proposal that
QA is sensitive to the ordering of the underlying system. For low values of J
(J < Jc ≈ 0.44 [79]) where the system is in the paramagnetic phase also at
T = 0 we find the same QA is considerably faster than SA and ζ can be tuned
towards 6 by increasing PT , whereas for a system with an ordered ground
state ζ ≈ 2 for all values of values of PT . The general observation is that the
better efficiency of QA is most clear when the ground state consists of small
clusters, i.e. the correlation length of the ground state is short compared to
the number of the Trotter replicas. Such benefits vanish with an increasing
correlation length of the ground state configuration.
In the above analysis the residual energy eres is defined as the average over all
replicas (Eq.(3.6)). Alternatively, one could consider only the replica with
the lowest energy. It is clear that in this case one will get lower residual
energies. For h = 0 one would certainly end up to a zero residual energy as
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Figure 3.7: A doubly logarithmic plot of residual energies in 1d, PT = 4, P =
1024, L = 104 and J = 0.5 (ovals), J = 1.0 (squares), J = 2.0 (diamonds).
Open symbols correspond to the residual energy eres defined in Eq. 3.6, filled
symbols correspond to the residual energy of the best replica eres,min.
it is evident from Fig. 3.5. Due to strong correlations in Trotter direction
in the case of non-zero random field the residual energy is decreased only by
a factor, no qualitative change in the behavior of the residual energy as a





This thesis provides new information about the ground state properties of
systems consisting many repulsive lines. As shown in Publication I already
the ground state of two lines is not separable which makes the use of a simple
approximation of independent lines inappropriate. The means of combina-
torial optimization make it possible to calculate efficiently the ground states
of multi-line systems both in two and three dimensions. The roughening of
lines in point disorder is studied in Publication II. The saturation roughness
wsat of 2d systems grows logarithmically with the system width L in agree-
ment with the predictions of elastic theories [50, 51]. In 3d the saturation
roughness grows linearly: wsat ∼ L in contrast to the results coming from the
elastic description [33, 42–45]. As a consequence of the individual, random
walk -like wandering of lines in 3d we find that the lines get entangled. There
is a transition height at which a cluster of pairwise entangled lines is formed
and spans the system in the plane. Numerical evidence implies that the
phenomenon is in the ordinary 2d percolation universality class (Publication
III).
When point disorder is replaced by splayed columnar defects we find that the
ground state is changed fundamentally (Publication IV). In contrast to point
disorder it is now essentially separable which reflects up on the roughening
and entanglement. Lines now exhibit a ballistic behavior (in 2d radom walk)
resulting in the absence of the entanglement transition in 3d if no point
disorder is included. These findings, both in point and splay disorder, are
relevant for the understanding of the behavior of magnetic flux lines in type-
II superconductors. It would be interesting, though not trivial, to extend the
40
presented studies to the lines with long range interactions which would make
it possible to model systems corresponding to the Bragg glass.
The second part of the thesis considers the performance of the quantum
annealing (QA) in the random field Ising model in comparison with the con-
ventional simulated annealing (SA). Our results presented in Publication V
provide direct evidence that the efficiency of QA depends on the ordering of
the underlying system. When the system is in the paramagnetic phase the
numerical results suggest that asymptotically QA provides a better decay rate
of the residual energy eres ∼ log(NMC)−ζQA with ζQA up to 6 in agreement
with the Landau-Zener -picture based scaling argument of non-adiabatic evo-
lution [66]. This is a considerable speed-up compared to eres ∼ log(NMC)−2
of SA. However, when J is increased such that the ground state is ferromag-
netically ordered ζQA drops to ζQA = 2. This shows that the efficiency of
QA depends on the ordering of the underlying system even within the same
model. It still remains to be shown more rigorously why it is not possible to
have adiabatic quantum annealing in the case of RFIM and what is the origin
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