Abstract. Osteoporosis is an age-associated bone disease characterised by low bone mass. An improved understanding of the underlying mechanism for age-related bone loss could lead to enhanced preventive and therapeutic strategies for osteoporosis. In this work, we propose a fully automatic pipeline for developing a spatio-temporal atlas of ageing bone. Bone maps are collected using a dual-energy X-ray absorptiometry (DXA) scanner. Each scan is then warped into a reference template to eliminate morphological variation and establish a correspondence between pixel coordinates. Pixel-wise bone density evolution with ageing was modelled using smooth quantile curves. To construct the atlas, we amalgamated a cohort of 1714 Caucasian women (20-87 years) from five different centres in North Western Europe. As a systematic difference exists between different DXA manufacturers, we propose a novel calibration technique to homogenise bone density measurements across the centres. This technique utilises an alternating minimisation technique to map the observed bone density measurements into a latent standardised space. To the best of our knowledge, this is the first spatio-temporal atlas of ageing bone.
Introduction
Ageing is associated with a gradual and progressive bone loss, which predisposes to osteoporosis. Osteoporosis is a bone disease characterised by low bone mass and micro-architectural deterioration. Given the close relationship between involutional bone loss and the underlying mechanism of osteoporosis, improving the understanding of the bone ageing process has been of interest for the osteoporosis research community [1, 2] . To facilitate this understanding, we propose a method to develop a spatio-temporal atlas of ageing bone in the femur.
Spatio-temporal atlases are useful tools for visualising and accessing a wide range of data in Medical Image Computing. For example, brain atlases demonstrated great potential for visualising age-related pathology in Alzheimer's disease [3] . However, to the best of our knowledge, no bone ageing atlas has been developed in osteoporosis research so far. Developing a comprehensive model of involutional bone loss is a challenging task. Firstly, this requires a robust and accurate quantification technique for bone mineral density (BMD) measurement and its spatial distribution. Dual-energy X-ray Absorptiometry (DXA) is the reference gold standard to measure BMD in clinical practice [4] . In conventional DXA analysis, BMD values are averaged in a priori specified Regions of Interest (ROIs) to compensate for shape variation between scans ( Fig. 1 ). This data averaging, however, may reduce our insight on more focal BMD deficits. The second challenge is the ability to homogenise BMD across different technologies, as a systematic difference exists between different DXA manufacturers [5, 6] . We address these challenges as follows: To maintain fidelity to high-resolution pixel BMD values, we develop a group-wise image warping technique termed region free analysis (RFA). This image warping eliminates the morphological variation between scans and establishes a correspondence between pixel coordinates. Farzi et al. presented a similar approach to analysing periprosthetic BMD change [7] . However, their method is semi-automatic and is not applicable to large-scale datasets. To amalgamate data from different scanner technologies, we propose a novel cross-calibration technique by minimising the mutual difference between the BMD probability distributions measured by each proprietary DXA scanner. This paper describes the development of the first spatio-temporal atlas of ageing bone in the femur. To this end, we propose a fully automatic pipeline to ensure high-throughput computing applicable to large-scale datasets (Fig. 2) . We also derive a set of reference quantile curves per each pixel to model the BMD evolution with ageing. The developed atlas provides new insights into the spatial pattern of bone loss, for which the conventional DXA analysis is insensitive.
Methods

Preprocessing
The raw data from a DXA scanner is not immediately usable for analysing BMD maps. To export BMD maps, the raw data requires processing using a computer software package specific to its vendor. We used Apex v3. 2 
Region Free Analysis
RFA aims to find a set of coordinate transformations such that the warped scans are aligned with each other in the template domain ( Fig. 3 ). This warping allows pixel level inference at each coordinate in the template domain. Automatic Landmark Extraction: Statistical shape models (SSMs) are a robust and accurate approach to automatically locate and segment the femur in radiographic imaging [8] . Here, we used a software package, called BoneFinder, to automatically select 65 controlling landmark points around the femur.
Template Generation: Generalised Procrustes analysis is utilised to find the reference template [9] . First, all scans are aligned to a common position, scale, and orientation. Next, the reference template is updated as the average of the aligned shapes. The algorithm iterates between these two steps until convergence.
Pairwise Registration: To eliminate morphological variation between scans, each individual scan is warped to the template domain using a thin plate spline (TPS) registration technique [10] . Since image resolution varies between different manufacturers, the space grid at the template domain was set to the finest resolution available, i.e. 0.25 × 0.25 mm 2 .
Quantile Regression
Assume the real-valued random variable X with the cumulative distribution function (CDF) F X (x) = P (X ≤ x) represents a response variable of interest, e.g. BMD at one pixel coordinate, and the real-valued random variable T represents an explanatory covariate, e.g. age. Then, the conditional quantile function (u, t) −→ Q X|T (u, t) is defined as
For fitting the quantile curves from scattered points {(x n , t n )} N n=1 , we deployed the R-package 'VGAM' using the LMS technique [11] . In this technique, a Box-Cox transformation of the response variable X with parameters λ, µ, and σ is applied to obtain normality, i.e. Z = ψ µ,σ,λ (X). Given that Q Z (u) is known for a normal distribution, if smooth curves λ(t), µ(t), and σ(t) are estimated, then Q X|T (u, t) can be simply estimated using the inverse transformation, i.e.
The smoothness of the fitted parameter curves is controlled using a vector smoothing spline. We modelled λ(t) and σ(t) as intercept terms and µ(t) as a smooth function with the equivalent degree of freedom 3. To assess the precision of the estimated quantile curves, we used a bootstrapping procedure. We randomly sampled subjects with replacement and re-estimated the quantile curves. We repeated this procedure 1000 times collecting a distribution of possible quantile curves. From these observations, we estimated the confidence intervals at 5% significance level [12] . [6] . using BMD measurements based on a common group of individuals. This method cannot be used if everyone is scanned only once on each machine and no repeated measurements are available. Requiring repeated measurements of each subject across all machines is an implausible assumption in large-scale multi-centre studies. Alternatively, calibration against phantom measurements is a common pragmatic approach. However, using human measurements is preferred for calibration purposes as a significant disagreement exists between the model parameters fitted to the phantom measurements and those fitted to the human measurements [5] .
Comparative Calibration
Here, we propose a novel calibration technique based on human measurements where no repeated measurements are required (cf. [6] ). The new technique is developed based on two assumptions. First, a unique distribution of BMD values exists independent of the manufacturers. Assuming different cohorts measured on different scanners are sampled from the same population, the estimated distributions of calibrated BMD values should match one another. Second, the signal to noise ratio is sufficiently large such that
Note that if the noise power is zero, then the approximation would be replaced with equality in Eq. 3. With this assumption, estimation of the model parameters Θ = {a c , b c } can be decoupled from the estimation of noise variances, i.e. {σ 2 c }.
The parameters Θ are estimated by minimizing the cost function 
Optimisation: To convert the constrained optimization problem into an unconstrained one, we can simply express the parameters a C and b C based on the other parameters:
To estimate the parameters, an alternating minimisation technique is adopted: Given the model parameters, the latent variable x n for each of the N scanned subjects can be estimated as (step 1),
where c n is the corresponding machine. To update the model parameters, we set the gradients ∂ ∂ac J and
Computing Q X (u) from step 1, Eq. 7 and Eq. 8 are linear with respect to the model parameters. Hence, we have 2(C − 1) linear equations with 2(C − 1) parameters for which a closed-form solution exists (step 2). The algorithm iterates between these two steps until the ℓ 2 -norm of the difference between estimated parameters at two consecutive iterations is less than a user-defined tolerance ǫ.
Results and Experiments
To construct atlas, we used N = 1714 femoral scans (left side) of women aged 20-87 years collected as part of the Osteoporosis and Ultrasound study (OPUS) [13] . Five centres were involved in this study: Sheffield (N = 504), Aberdeen (N = 158), Berlin (N = 187), Kiel (N = 399), and Paris (N = 466). Scans are collected using either a Hologic QDR 4500A (Sheffield, Paris, and Kiel) or a GE-Lunar Prodigy scanner (Aberdeen and Berlin).
DXA Cross-Calibration
We validated the proposed technique using synthetic and experimental data. Synthetic data: The parameters chosen to synthesise BMD measurements are as follows: C = 3, N 1 = 200, N 2 = 300, and N 3 = 100. The latent true BMD values were sampled randomly from a Gaussian distribution with µ 0 = 1.3 and σ 0 = 0.25. We tested the performance at low, medium, and high noise levels; signal-to-noise ratio (SNR) were set to 28dB, 16dB, and 8dB, respectively. A Monte Carlo procedure with 1000 iterations was conducted and the mean and the standard deviation of the estimated parameters are reported in Table 1 .
Parameter estimation: A prospective cohort from those scanned on each machine were selected such that they were matched for gender, age, body mass index (BMI), scan side, ethnicity, and the geographical location. Fig. 4 shows the estimated calibration parameters per each pixel coordinate, i.e. the slop a c and the intercept b c , for the Hologic scanner. Experimental data: Fig. 5 demonstrates the effect of calibration on fitting quantile curves. Amalgamation of Hologic and GE-Lunar scans with no calibration enforces a distinct distortion at the age of 80s onwards where the black line tilted toward the blue line ( Fig. 5(a) ). Following calibration, the median curves show a consistent pattern in the standardised BMD (sBMD) space (Fig. 5(b) ). The fitted curves on the standardised amalgamated dataset can be mapped back to either the Hologic or the GE-Lunar space (see Fig 5(c) and Fig. 5(d) ).
The standardised spatio-temporal ageing atlas
We tested the RFA precision using a set of 25 scan pairs, each pair collected from the same subject on the same day with repositioning between scans. The precision expressed as the coefficient of variation (CV) at the total hip was 1.1%. Fig. 6(a) shows the constructed atlas. Cortical thinning was observed consistently with ageing around the shaft from the 60s onwards. A widespread bone loss was also observed in the trochanteric area. Fig. 6 (b) presents the animated atlas to visualise the gradual bone loss with ageing. Fig. 4(b-d) show quantile curves at the superior, mid, and inferior femoral neck. These curves demonstrated different rates of bone loss. Bone loss was observed consistently in the mid-femoral neck, whilst bone mass was preserved the most in the inferior femoral neck cortex.
Conclusion
This work presented the first spatio-temporal atlas of ageing bone in the femur using a large-scale multi-centre dataset (N=1,714). We presented a region free analysis technique for DXA enabling statistical inference at the pixel level. We presented a novel cross-calibration technique to integrate data from different DXA manufacturers into an amalgamated large-scale dataset, enabling better representativeness of the estimated maps. The developed atlas provides detailed insights on spatially-complex bone loss patterns. 
