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Abstract
We present natural (invariant) definite and indefinite scalar prod-
ucts on the N = 1 superspace which turns out to carry an inher-
ent Hilbert-Krein structure. We are motivated by supersymmetry in
physics but prefer a general mathematical framework.
1 Introduction
Supersymmetries generalize the notion of a Lie algebra to include algebraic
systems whose defining relations involve commutators as well as anticommu-
tators. Denoting by Qα, Q¯α˙ the odd (anticommuting) generators, physical
considerations require that (see [1]) the operators Qα, Q¯α˙ = (Qα)
+ act in a
bona fide Hilbert space H of states with positive definite metric. Here (Qα)
+
means the operator adjoint to Qα in H. From the commutation relations [1]
{Qα, Q¯α˙} = 2σ
l
αα˙Pl
where σl, l = 0, 1, 2, 3 are the Pauli matrices with σ0 = −1 as in [1] and Pl is
the momentum, it follows that for any state Φ in H we have
‖QαΦ‖
2 + ‖Q¯α˙Φ‖
2 = (Φ, {Qα, Q¯α˙}Φ) = 2σ
l
αα˙(Φ, PlΦ)
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Summing over α = α˙ = 1, 2 and using trσ0 = −2, trσl = 0, l = 1, 2, 3 yields
for the Minkowski metric (−1, 1, 1, 1)
(Φ, P0Φ) > 0
i.e. in a supersymmetric theory the energy H = P0 is always positive. This
positivity argument doesn’t require any detailed knowledge of the Hilbert
space H which is an imperative of any quantum theory. In this paper we
present indefinite but also definite (invariant) inner products on N = 1 su-
perspace, i.e. defined on supersymmetric functions on the N = 1 superspace
and show that the inherent Hilbert space in supersymmetric theories appears
in conjunction with an indefinite (Krein) scalar product. Roughly speaking
each function on superspace can be decomposed in a chiral, antichiral and
a transversal contribution. It turns out that in order to obtain positivity of
the scalar product the transversal contribution has to be substracted instead
of adding it to the chiral/antichiral part.
Despite of the previous positivity argument leading to the energy positivity
which relies on physical arguments, we prefer for this paper a general math-
ematical framework and even do not explicitely assume supersymmetry; in
particular we do not assume Lorentz invariance. Comments on physics ap-
pear at the end of the paper. We use the notation and conventions of [1]
with the only difference that from now on σ0, σ¯0 are the identity instead of
minus identity (our notations coincide with [2]). In particular our Minkowski
metric ηlm is (−1,+1,+1,+1). The Fourier transform f˜(p) of f(x) is defined
through
f(x) =
1
(2π)2
∫
eipxf˜(p)dp
where px = plx
l = plη
lmxm.
We use the Weyl spinor formalism in the Van der Waerden notations as in the
references cited above although for our purposes 4-component spinors would
be better suited (see [3]). Working with Weyl spinors we have to assume
for consistency reasons anticommutativity of their components which in our
case are regular (test) functions (or distributions). This will be not the case
at the point we define sesquilinear form (inner products) by integration on
superspace connecting to the usual L2-scalar product on functions. Certainly
this is not a serious problem as it is clear to the reader (see also Section 3).
2 The supersymmetric functions
We restrict to the N = 1 superspace. We write the most general superspace
(test) function X = X(z) = X(x, θ, θ¯) as in [1, 2]
2
X(z) = X(x, θ, θ¯) =
= f(x) + θϕ(x) + θ¯χ¯(x) + θ2m(x) + θ¯2n(x)+
θσlθ¯vl(x) + θ
2θ¯λ¯(x) + θ¯2θψ(x) + θ2θ¯2d(x) (2.1)
where the coefficients are functions of x in Minkowski space of certain regu-
larity which will be specified below (by the end of the paper we will admit
distributions too ). For the time being suppose that the coefficient functions
are in the Schwartz space S of infinitely differentiable (test) functions with
faster than polynomial decrease at infinity. For the vector component v we
can write equivalently
θσlθ¯vl = θ
αθ¯α˙vαα˙
where
vαα˙ = σ
l
αα˙vl, v
l = −
1
2
σ¯lα˙αvαα˙
which is a consequence of the ”second” completeness equation
σl
αβ˙
σ¯
γ˙ρ
l = −2δ
ρ
αδ
γ˙
β˙
.
Let us introduce the supersymmetric covariant (and invariant [1, 2]) deriva-
tives D, D¯ with spinorial components Dα, D
α, D¯α˙, D¯
α˙ given by
Dα = ∂α + iσ
l
αα˙θ¯
α˙∂l (2.2)
Dα = ǫαβDβ = −∂
α + iσlαα˙ θ¯
α˙∂l (2.3)
D¯α˙ = −∂¯α˙ − iθ
ασlαα˙∂l (2.4)
D¯α˙ = ǫα˙β˙D¯β˙ = ∂¯
α˙ − iθασlα˙α ∂l (2.5)
We accept on the way notations like
ǫαβσlβα˙ = σ
lα
α˙
etc. but in the end we come back to the canonical index positions σl =
(σlαα˙), σ¯
l = (σ¯lα˙α).
Note that Dα does not contain the variable θ and D¯
α˙ does not contain the
variable θ¯ such that we can write at the operatorial level:
D2 = DαDα = −(∂
α∂α − 2i∂αα˙θ¯
α˙∂α + θ¯2) (2.6)
D¯2 = D¯α˙D¯
α˙ = −(∂¯α˙∂¯
α˙ + 2iθα∂αα˙∂¯
α˙ + θ2 ) (2.7)
3
where
 = ηlm∂l∂m
is the d’alembertian, η is the Minkowski metric tensor and
∂αα˙ = σ
l
αα˙∂l
Here we used the ”first” completeness relation for the Pauli matrices σ, σ¯:
Tr(σlσ¯m) = σl
αβ˙
σ¯mβ˙α = −2ηlm (2.8)
We make use of the operators [1, 2]
c = D¯2D2, a = D2D¯2, T = DαD¯2Dα = D¯α˙D
2D¯α˙ = −8+
1
2
(c+ a) (2.9)
which are used to construct formal projections
Pc =
1
16
c, Pa =
1
16
a, PT = −
1
8
T (2.10)
on chiral, antichiral and transversal supersymmetric functions. These op-
erators are, at least for the time being, formal because they contain the
d’alembertian in the denominator. Problems with the d’alembertian in (2.10)
in the denominator will be explained later. Chiral, antichiral and transversal
funtions are linear subspaces of general supersymmetric functions which are
defined by the conditions [1, 2]
D¯α˙X = 0, α˙ = 1, 2, ;DαX = 0, α = 1, 2;D2X = D¯2X = 0
respectively. It can be proven that these relations are formally equivalent to
the relations
PcX = X,PaX = X,PTX = X
(we mean here that Pi, i = c, a, T are applicable to X and the relations above
hold).
We have formally
P 2i = Pi, PiPj = 0, i 6= j; i, j = c, a, T
and Pc + Pa + PT = 1. Accordingly each supersymmetric function can be
formally decomposed into a sum of a chiral, antichiral and transversal con-
tribution (from a rigorous point of view this statement may be wrong and
has to be reconsidered because of the problems with the d’alembertian in the
4
denominator; fortunately we will not run into such difficulties as this will be
made clear later in the paper).
Let us specify the coefficient functions in (2.1) for the chiral, antichiral and
transversal supersymmetric functions.
For the chiral case Xc we have:
χ¯ = ψ = n = 0, vl = ∂l(if) = i∂lf,
λ¯ = −
i
2
∂lϕσ
l =
i
2
σ¯l∂lϕ, d =
1
4
f (2.11)
Here f, ϕ and m are arbitrary functions. For notations and relations see
(2.23)-(2.27).
For the antichiral Xa case:
ϕ = λ¯ = m = 0, vl = ∂l(−if) = −i∂lf,
ψ =
i
2
σl∂lχ¯ = −
i
2
∂lχ¯σ¯
l, d =
1
4
f (2.12)
Here f, χ¯ and n are arbitrary functions.
For the transversal case XT [2]:
m = n = 0, ∂lv
l = 0,
λ¯ =
i
2
∂lϕσ
l = −
i
2
σ¯l∂lϕ, ψ =
i
2
∂lχ¯σ¯
l = −
i
2
σl∂lχ¯, d = −
1
4
f (2.13)
Here f, ϕ, χ¯ are arbitrary and v satisfies ∂lv
l = 0.
Later on we will need the θ2θ¯2− coefficients [X¯iXi](x1, x2) of the quadratic
forms X¯i(x1, θ, θ¯)Xi(x2, θ, θ¯) for i = c, a, T where X0 = X is arbitrary super-
symmetric. They coincide with the Grassmann integrals
∫
d2θ1d
2θ¯1d
2θ2d
2θ¯2X¯i(x1, θ1, θ¯1)δ
2(θ1 − θ2)δ
2(θ¯1 − θ¯2)Xi(x2, θ2, θ¯2) (2.14)
where δ2(θ1 − θ2) = (θ1 − θ2)
2, δ2(θ¯1 − θ¯2) = (θ¯1 − θ¯2)
2, d2θ = 1
2
dθ1dθ2, d2θ¯ =
−1
2
dθ¯1¯dθ¯2¯ and are listed below in the order of i = c, a, T :
[X¯cXc](x1, x2) = f¯(x1)(
1
4
f(x2))− ϕ¯(x1)(
i
2
σ¯l∂lϕ(x2)) + m¯(x1)m(x2)−
−
1
2
∂lf¯(x1)∂lf(x2)− (−
i
2
∂lϕ¯(x1)σ¯
l)ϕ(x2) + (
1
4
f¯ (x1))f(x2)) (2.15)
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[X¯aXa](x1, x2) = f¯(x1)(
1
4
f(x2))− χ(x1)(
i
2
σl∂lχ¯(x2)) + n¯(x1)n(x2)−
−
1
2
∂lf¯(x1)∂lf(x2)− (−
i
2
∂lχ(x1)σ
l)χ¯(x2) + (
1
4
f¯(x1))f(x2)) (2.16)
[X¯TXT ](x1, x2) = f¯(x1)(−
1
4
f(x2))− ϕ¯(x1)(−
i
2
σ¯l∂lϕ(x2))−
−(
i
2
∂lϕ¯(x1))σ¯
lϕ(x2)−
1
2
v¯l(x1)vl(x2)− χ(x1)(−
i
2
σl∂lχ¯(x2))−
−(
i
2
∂lχ(x1)σ
l)χ¯(x2) + (−
1
4
(f¯ (x1))f(x2)) (2.17)
where we have used relations quoted in (2.23)-(2.27). The conjugate X¯ is
given in (2.34).
As an useful exercise let us put x1 = x2 in [X¯iXi](x1, x2), i = c, a, T and
compute the integral
∫
d4x[X¯iXi](x)
We want to make clear that this computation is done only for pedagogical
reasons; we perform it because we will need a similar computation in mo-
mentum space (!) at a later stage in this paper. We integrate by parts and
use the faster than polynomial decrease of the coefficient functions and of
their derivatives to obtain for the chiral case:
∫
d4x[X¯cXc](x) =
=
∫
d4xf¯(x)f(x)−
∫
d4xϕ¯(x)iσ¯l∂lϕ(x) +
∫
d4xm¯(x)m(x) (2.18)
For the antichiral case:
∫
d4x[X¯aXa](x) =∫
d4xf¯(x)f(x)−
∫
d4xχ(x)iσl∂lχ¯(x) +
∫
d4xn¯(x)n(x) (2.19)
and for the transversal case:
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∫
d4x[X¯TXT ](x) = −
1
2
∫
d4xf¯(x)f(x)+∫
d4xϕ¯(x)iσ¯l∂lϕ(x) +
∫
d4xχ(x)iσl∂lχ¯(x)−
1
2
∫
d4xv¯l(x)vl(x) (2.20)
Certainly the best we can expect in our paper is to find a Hilbert space
structure on supersymmetric functions such that the decomposition formally
suggested by Pc + Pa + PT = 1 is a direct orthogonal sum of chiral, antichi-
ral and transversal functions, but this is definitely not the case as will be
clear soon. In this paper we are going to uncover the exact mathematical
structure of this decomposition in its several variants. This will be done
by explicit computations. We start computing the action of the opertators
Dα, D
α, D¯α˙, D¯
α˙, D2, D¯2, c, a, T on X . Usually in physics one doesn’t need
the results of all these elementary but long computations in an explicit way
and this is the reason they are not fully recorded in the literature. It turns
out that for our purposes we need at least some of them.
For a given X as in (2.1) the expressions DβX,D
γX, D¯β˙X, D¯γ˙X are easily
computed but are not given explicitely here because they are in fact not nec-
essary in order to compute higher covariant derivatives used in this paper (in
order to compute higher derivatives we use (2.6) and (2.7)).
We start recording the results for D2, D¯2 applied on X :
D¯2X = −4n+ θ(−4ψ − 2iσl∂lχ¯) + θ
2(−4d− 2i∂lv
l −f) + θσlθ¯(−4i∂ln)+
+θ2θ¯(−2iσ¯l∂lψ −χ¯) + θ
2θ¯2(−n)
D2X = −4m+ θ¯(−4λ¯− 2iσ¯l∂lϕ) + θ¯
2(−4d+ 2i∂lv
l −f) + θσlθ¯(4i∂lm)+
+θ¯2θ(−2iσl∂lλ¯−ϕ) + θ
2θ¯2(−m)
or in a more suggestive way taking into account the chirality/antichirality of
D¯2X,D2X (see (2.11), (2.12)):
D¯2X = −4n+ θ(−4ψ − 2iσl∂lχ¯) + θ
2(−4d− 2i∂lv
l −f) + θσlθ¯(−4i∂ln)+
+θ2θ¯(
1
2
iσ¯l∂l)(−4ψ − 2iσ
l∂lχ¯) + θ
2θ¯2(−n) (2.21)
D2X = −4m+ θ¯(−4λ¯− 2iσ¯l∂lϕ) + θ¯
2(−4d+ 2i∂lv
l −f) + θσlθ¯(4i∂lm)+
+θ¯2θ(
1
2
iσl∂l)(−4λ¯− 2iσ¯
l∂lϕ) + θ
2θ¯2(−m) (2.22)
We have used the following notations and relations (see for instance the
standard references mentioned above):
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(ψσl)β˙ = ψ
ασl
αβ˙
, (σlχ¯)β = σ
l
βρ˙χ¯
ρ˙, (χ¯σ¯l)α = χ¯ρ˙σ¯
lρ˙α, (σ¯lψ)α˙ = σ¯lα˙βψβ (2.23)
with (σlχ¯)α = −(χ¯σ¯l)α etc. as well as
ψσlχ¯ = ψασl
αβ˙
χ¯β˙ = −χ¯σ¯lψ = −χ¯α˙σ¯
lα˙βψβ (2.24)
where σ¯lα˙β = σ
l
βα˙.
As far as the complex conjugation is concerned we have:
(ψσl)∗α˙ = (σ
lψ¯)α, (χ¯σ¯
l)α∗ = (σ¯χ)α˙, (ψσlχ¯)∗ = χσlψ¯ (2.25)
where ∗ is the complex conjugation defined such that
(ψα)∗ = ψ¯α˙ (2.26)
(ψα)
∗ = ψ¯α˙ (2.27)
The unusual properties of the Grassmann derivative were taken into account;
in particular ∂∗α = −∂¯α˙ etc..
As expected D¯2X and D2X are chiral and antichiral functions respectively.
We continue with c = D¯2D2, a = D2D¯2:
cX = D¯2D2X = 16d− 8i∂lv
l + 4f + θ(8ϕ+ 16iσl∂lλ¯)+
+θ2(16m) + θσlθ¯(16i∂ld+ 8∂l∂mv
m + 4i∂lf)+
θ2θ¯(8λ¯+ 4iσ¯l∂lϕ) + θ
2θ¯2(4d− 2i∂lv
l +2f) (2.28)
aX = D2D¯2X = 16d+ 8i∂lv
l + 4f + θ¯(8χ¯ + 16iσ¯l∂lψ)+
+θ¯2(16n) + θσlθ¯(−16i∂ld+ 8∂l∂mv
m − 4i∂lf)+
θ¯2θ(8ψ + 4iσl∂lχ¯) + θ
2θ¯2(4d+ 2i∂lv
l +2f) (2.29)
and finally obtain T = −8+ 1
2
(c+ a) applied on X as follows:
TX = 16d− 4f + θ(−4ϕ + 8iσl∂lλ¯) + θ¯(−4χ¯ + 8iσ¯
l∂lψ)+
+θσlθ¯(8∂l∂
mvm − 8vl) + θ
2θ¯(−4λ¯ + 2iσ¯l∂lϕ)+
+θ¯2θ(−4ψ + 2iσl∂lχ¯) + θ
2θ¯2(−4d+2f) (2.30)
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or
TX = 16d− 4f + θ(−4ϕ + 8iσl∂lλ¯) + θ¯(−4χ¯ + 8iσ¯
l∂lψ)+
+θσlθ¯(8∂l∂
mvm − 8vl) + θ
2θ¯(−
i
2
σ¯l∂l)(−4ϕ + 8iσ
l∂lλ¯)+
+θ¯2θ(−
i
2
σl∂l)(−4χ¯ + 8iσ¯
l∂lψ) + θ
2θ¯2(−4d+2f) (2.31)
Here we have used the relations
(σ∂)(σ¯∂) = (σ¯∂)(σ∂) = −12×2 (2.32)
where we briefly write
σ∂ = σl∂l, σ¯∂ = σ¯
l∂l (2.33)
The relation (2.32) as well as the relation (2.8) follows from
σlσ¯m + σmσ¯l = −2ηlm12×2
where 12×2 is the unit 2× 2 matrix. Written in the spinor notation it reads
σlαα˙σ¯
mα˙β + σmαα˙σ¯
lα˙β = −2ηlmδβα
As expected D¯2D2X is chiral, D2D¯2X is antichiral and TX is transversal.
The transversality (2.13) of TX was put in evidence in (2.31).
In order to construct inner products in integral form we also need the con-
jugates X¯, D¯2X,D2X, etc. of X, D¯2X,D2X etc. where the conjugation
includes besides the usual complex conjugation the Grassman conjugation
too. We have
X¯ = X¯(x, θ, θ¯) =
= f¯(x) + θχ(x) + θ¯ϕ¯(x) + θ2n¯(x) + θ¯2m¯(x)+
+θσlθ¯v¯l(x) + θ
2θ¯ψ¯(x) + θ¯2θλ(x) + θ2θ¯2d¯(x) (2.34)
where f¯ , χ, ϕ¯, etc. are the complex conjugate functions to f, χ¯, ϕ, etc.. Note
that if X is chiral then X¯ is antichiral and viceversa. If X is transversal
than X¯ is transversal. Although not absolutely necessary we record here
other expressions too which can be used to give alternative proofs of results
to follow by making use of partial integration in superspace. They are (use
(χσlψ¯)∗ = ψσlχ¯ where ∗ is the complex conjugation which could have been
written as bar too):
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D¯2X = D2X¯ = −4n¯ + θ¯(−4ψ¯ − 2iσ¯l∂lχ) + θ¯
2(−4d¯+ 2i∂lv¯
l −f¯)+
+θσlθ¯(4i∂ln¯) + θ¯
2θ(−2iσl∂lψ¯ −χ) + θ
2θ¯2(−n¯) (2.35)
D2X = D¯2X¯ = −4m¯+ θ(−4λ− 2iσl∂lϕ¯) + θ
2(−4d¯− 2i∂lv¯
l −f¯)+
+θσlθ¯(−4i∂lm¯) + θ
2θ¯(−2iσ¯l∂lλ−ϕ¯) + θ
2θ¯2(−m¯) (2.36)
or in a more suggestive way as chiral and antichiral function respectively
D¯2X = −4n¯ + θ¯(−4ψ¯ − 2iσ¯l∂lχ) + θ¯
2(−4d¯+ 2i∂lv¯
l −f¯ ) + θσlθ¯(4i∂ln¯)+
+θ2θ¯(
i
2
σl∂l)(−4ψ¯ − 2iσ¯
l∂lχ) + θ
2θ¯2(−n¯) (2.37)
D2X = −4m¯+ θ(−4λ− 2iσl∂lϕ¯) + θ
2(−4d¯− 2i∂lv¯
l −f¯) + θσlθ¯(4i∂lm¯)+
+θ2θ¯(
i
2
σ¯l∂l)(−4λ− 2iσ
l∂lϕ¯) + θ
2θ¯2(−m¯) (2.38)
Further
cX = D¯2D2X = 16d¯+ 8i∂lv¯
l + 4f¯ + θ¯(8ϕ¯ + 16iσ¯l∂lλ)+
+θ¯2(16m¯) + θσlθ¯(−16i∂ld¯+ 8∂l∂
mv¯m − 4i∂lf¯)+
θ¯2θ(8λ + 4iσl∂lϕ¯) + θ
2θ¯2(4d¯+ 2i∂lv¯
l +2f¯) (2.39)
aX = D2D¯2X = 16d¯− 8i∂lv¯
l + 4f¯ + θ(8χ + 16iσl∂lψ¯)+
+θ2(16n¯) + θσlθ¯(16i∂ld¯+ 8∂l∂
lv¯m + 4i∂lf¯)+
θ2θ¯(8ψ¯ + 4iσ¯l∂lχ) + θ
2θ¯2(4d¯− 2i∂lv¯
l +2f¯) (2.40)
and finally
TX = T¯ X¯ = TX¯ = 16d¯− 4f¯ + θ(−4χ + 8iσl∂lψ¯) + θ¯(−4ϕ¯+
+8iσ¯l∂lλ) + θσ
lθ¯(8∂l∂
mv¯m − 8v¯
l) + θ2θ¯(−4ψ¯ + 2iσ¯l∂lχ)+
+θ¯2θ(−4λ + 2iσl∂lϕ¯) + θ
2θ¯2(−4d¯ +2f¯) (2.41)
or
TX = 16d¯− 4f¯ + θ(−4χ + 8iσl∂lψ¯)¯ + θ¯(−4ϕ¯+
+8iσ¯l∂lλ) + θσ
lθ¯(8∂l∂
mv¯m − 8v¯l) + θ
2θ¯(−
i
2
σ¯l∂l)(−4χ + 8iσ
l∂lψ¯)+
+θ¯2θ(−
i
2
σl∂l)(−4ϕ¯+ 8iσ¯
l∂lλ) + θ
2θ¯2(−4d¯+2f¯) (2.42)
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We start to look for (invariant) supersymmetric kernel functions K(z1, z2) =
K(x1, θ1, θ¯1; x2, θ2, θ¯2) which formally induce inner products on supersym-
metric functions by
(X1, X2) =
∫
d8z1d
8z2X¯1(z1)K(z1, z2)X2(z2) =
∫
X¯1KX2 (2.43)
where the bar on the r.h.s means conjugation (including Grassmann), zi =
(xi, θi, θ¯i) and d
8z = d4xd2θd2θ¯. In the r.h.s of the last equality we have
used a sloppy but concice notation of the integral under study. The simplest
choice for K would be the identity kernel K(z1, z2) = k(z1 − z2) = δ
2(θ1 −
θ2)δ
2(θ¯1 − θ¯2)δ
4(x1 − x2) but it turns out that this choise is not sound. We
settle down soon for more appropriate choices. Formally we have if K¯ = K:
(X1, X2) = (X¯2, X¯1)
where the bars include Grassmann conjugation. The action of K on X is
defined formally as
YK(z1) = (KX)(z1) =
∫
d8z2K(z1, z2)X(z2)
Note that the general dependence of K on z1, z2 we admit is not necessarily
through the difference z1 − z2. We assume that the coefficient functions of
the supersymmetric functions involved belong to the Schwartz function space
S of infinitely differentiable rapidly decreasing functions.
Now we are starting to induce positivity of the inner product by a proper
choice of the kernel K. By positivity in this section we mean non-negativity.
The first candidate is
K(z1, z2) = K0(z1 − z2) = δ
2(θ1 − θ2)δ
2(θ¯1 − θ¯2)D
+(x1 − x2) (2.44)
where δ2(θ1−θ2) = (θ1−θ2)
2, δ2(θ¯1− θ¯2) = (θ¯1− θ¯2)
2 are the supersymmetric
δ-functions and D+(x) is the Fourier transform of a positive measure dρ(p)
supported in the backward light cone V¯ − (not necessarily Lorentz invariant):
D+(x) =
1
(2π)2
∫
eipxdρ(p) (2.45)
which is of polynomial growth i.e. there is an integer n such that
∫
dρ(p)
(1 + |p|2)n
<∞ (2.46)
where |p| =
√
p20 + p
2
1 + p
2
2 + p
2
3 . Here px is the ”most positive” Minkowski
scalar product. Usually (for instance in quantum field theory) the Minkowski
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scalar product is ”most negative” and as a consequence the measure dρ(p)
is concentrated in the forward light cone V¯ +. For the time being we do not
necessarily assume Lorentz invariance of the measure. The special kernel
K0 depends only on the difference z1 − z2. In order to understand the idea
behind this choice note first that for f and g functions of x in S the integral
(f, g) =
∫
d4xd4yf¯(x)D+(x− y)g(y) (2.47)
where D+(x) is given by (2.45) induces a positive definite scalar product (cer-
tainly in order to exclude zero-vectors we have to require the support of f and
g in momentum space in V¯ − to be concentrated on the support of dρ(p) which
is equivalent with factoring out zero-vectors and completion in (2.47)). In-
deed the right hand side of (2.47) equals in momentum space
∫ ¯˜
f(p)g˜(p)dρ(p)
where f˜ is the Fourier transform of f given by f(x) = 1
(2pi)2
∫
eipxf˜(p)dp. Note
further that positivity is preserved if we multiply the measure dρ(p) by −p2
or for the case of two-spinor functions f and g by σp or σ¯p. In configuration
space it means that we can accomodate the operators  and −iσ∂,−iσ¯∂
in the kernel of the integral without spelling out the positivity (we have as
usually 1
i
∂ = p).
It is clear that in spite of the positivity properties induced by the kernel D+
the scalar product in (2.43) with kernel (2.44) cannot be positive definite in
superspace for general coefficient functions (for X1 = X2 = X) because the
coefficient functions are mixed up in the process of Grassmann integration in
an uncontrolled way. Fortunately there are other kernels deduced from K0
which do the job. In order to keep the technicalities aside for the moment
let us assume that the measure dρ(p), besides being of polynomial growth,
satisfies the stronger condition
|
∫
1
p2
dρ(p)
(1 + |p|2)n
| <∞ (2.48)
with the integer n appearing in (2.46).
Certainly the condition above is relatively strong; it allows measures like
dρ(p) = θ(−p0)δ(p
2 + m2)dp with m > 0 but excludes the case m = 0 (in
physics the massive and massless case respectively). The case m = 0 will be
studied at the end of this section.
We arrived at the level of explaning our message. For this we introduce
besides K0(z1 − z2) three other kernels as follows
Kc(z1, z2) = PcK0(z1 − z2) (2.49)
Ka(z1, z2) = PaK0(z1 − z2) (2.50)
KT (z1, z2) = −PTK0(z1 − z2) (2.51)
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with actions
Yi(z1) = (KiX)(z1) =
∫
d8z2Ki(z1, z2)X(z2)
In (2.49)-(2.51) the operators Pi are understood to act on the first variable
z1 (see also (2.52)-(2.57) to follow). The condition (2.48) makes the formal
definition Y =
∫
KX (with K replaced by one of the derived kernels Ki
,i = c, a, T as written above) safe from a rigorous point of view because it
takes care of the d’alembertian in the denominators introduced by the formal
projections Pi, i = c, a, T . We will remove this condition soon by slighty
restricting the set of supersymmetric (test) functions but let us keep it for
the time being. Note that the projections destroy the translation invariance
in the Grassmann variables but not in the space coordinates. Because Pi, i =
c, a, T contain Grassmann variables and derivatives thereof we have to specify
on which variables they act in K0(z1 − z2). By convention let us define by
D21K0(z1 − z2), D¯
2
1K0(z1 − z2), T1K0(z1 − z2) the action of the operators D
2
and D¯2, T on K0(z1−z2) on the first variable respectively and by D
2
2K0(z1−
z2), D¯
2
2K0(z1− z2), T2K0(z1− z2) the action of these operators on the second
variable. If indices are not specified, we understand the action on the first
variable.
It can be proven (for similar computations see for instance [2]) that
D21K0(z1 − z2) = D
2
2K0(z1 − z2) (2.52)
D¯21K0(z1 − z2) = D¯
2
2K0(z1 − z2) (2.53)
D21D¯
2
1K0(z1 − z2) = D¯
2
2D
2
2K0(z1 − z2) (2.54)
D¯21D
2
1K0(z1 − z2) = D
2
2D
2
2K0(z1 − z2) (2.55)
T1K0(z1 − z2) = T2K0(z1 − z2) (2.56)
T¯1K0(z1 − z2) = T¯2K0(z1 − z2) (2.57)
where in fact the relations (2.56), (2.57) coincide because T¯ = T . We have
used
[D21, D
2
2] = 0, [D¯
2
1, D¯
2
2] = 0
Note the minus sign in front of PT in (2.51) which will be of utmost im-
portance for us. Because of it the kernels Ki, i = c, a, T do not sum up
to K. This is at the heart of the matter being at the same time not too
much embarassing. We will prove by direct computation that the kernels
Ki, i = c, a, T produce, each for itself, a positive definite scalar product in
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the space of supersymmetric functions (at this stage we prove only nonneg-
ativity; the problem of zero vectors is pushed to Section 3). Whereas this
assertion is to be expected for Ki for i = c, a, the minus sign in KT comes
as a surprise. It will be the reason for the natural Krein (more precisely
Hilbert-Krein) structure of the N = 1 supersymmetry which we are go-
ing to uncover (first under the restrictive condition (2.48) on the measure).
Denoting by (., .)i, i = 0, c, a, T the inner products induced by the kernels
Ki, i = 0, c, a, T :
(X1, X2)i =
∫
X¯1KiX2 (2.58)
we could compute them by brute force using the expressions (2.28)-(2.30) but
it is not easy to get the positive definiteness of these inner products in the
cases i = c, a, T . Alternatively we will proceed as follows. Let us start with
the cases i = c, a. We use (2.52)-(2.57) and integrate by parts in superspace
(see for instance [2]). This gives (in the sloppy integral notation) by partial
integration in superspace
(X1, X2)c =
∫
X¯1KcX2 =
∫
X¯1PcK0X2 = (D
2
1X1,
1
16
D22X2)0 (2.59)
(X1, X2)a =
∫
X¯1KaX2 =
∫
X¯1PaK0X2 = (D¯
2
1X1,
1
16
D¯22X2)0 (2.60)
where we have also used D2X = D¯2X¯ etc. The last equality follows from
obvious ones supplemented by iσl∂lϕ¯ = (iσ
l∂lϕ¯)
∗ = −i∂lϕσ
l = iσ¯l∂lϕ, etc..
In (2.59) D¯2 from Pc was moved to X¯1, the remaining D
2 (acting on K0 on
the first variable) was transfered by (2.52) to the second variable on K0, and
then moved on X2 such that finally we get the last expression. The same
procedure was applied for (2.60). The d’alembertian in the denominator can
be absorbed in Fourier space in the measure dρ(p) which is supposed to satisfy
condition (2.48). Using the δ-function property in the Grassmann variables
in K0 we see that for instance in the antichiral case we get for X1 = X2 = X
(X,X)a =
∫
X¯KaX =
=
∫
d4x1d
4x2[(D¯2X)(D¯
2X)](x1, x2)
1
16
D+(x1 − x2) (2.61)
where [.], as before, gives the coefficient of the highest power in the Grass-
mann variables.
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Note that D¯2X is chiral such that for [(D¯2X)(D¯2X)](x1, x2) we can apply
(2.15). We integrate by parts in the usual coordinates using the faster than
polynomial decrease of the involved functions and their derivatives and ob-
tain in momentum space
∫
X¯KaX =
=
∫
[f˜c(p)f˜c(p) + ϕ˜c(p)(σp)ϕ˜c + m˜c(p)m˜c(p))](
1
−p2
)dρ(p) (2.62)
where fc, ϕc, mc are the coefficients of the chiral D¯
2X given by (2.21). We
have used the translation invariance ofD+(x) which enables us to read up the
result in momentum space from the computation conducting to (2.18) which
was performed in coordinate space (this is an unusual way to keep track of
the δ-function in momentum space generated by translation invariance which
quickly gives the result).
From (2.62) we obtain by inspection the positivity of
∫
X¯KaX = (X,PaX)0.
We use the positivity of −p2, σp and σ¯p. The same argument works for the
chiral integral
∫
X¯KcX = (X,PcX)0.
Now we go over to the transversal integral
∫
X¯1KTX2. Here we cannot split
the kernel in a useful way as we did in the chiral and antichiral cases but the
following similar procedure can be applied.
We write using P 2T = PT , the relation (2.56) and integration by parts in
superspace
−(X1, X2)T = −
∫
X¯1KTX2 =
∫
X¯1PTK0X2 =
∫
X¯1P
2
TK0X2 =
= (PTX1, PTX2)0 =
1
64
(
1

TX1,
1

TX2)0 (2.63)
Here, as in the antichiral case above, one of PT in P
2
T acting on the first vari-
able was moved to X¯1 and the second one was pushed through K0 (modulo
changing the variable) to X2. In (2.63) we take X1 = X2 = X , integrate
the θ, θ¯-variables and use for [(TX)(TX))(x1, x2) the expression (2.17). We
can use now (2.20) by analogy in momentum space as above too. Note that
by integration by parts we have enough derivatives in the numerator in or-
der to cancel one of the two inverse d’alembertians in (2.63). By (2.48) the
second d’alembertian is under control and the computation is safe. We pro-
pose to the reader to go this way in order to explicitely convince himself
that the integral −
∫
X¯1KTX2 =
∫
X¯1PTK0X2 (in contradistinction to the
chiral/antichiral case) is negative for X1 = X2! A hint is necessary. Indeed
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the only contribution which has to be looked up beyond the chiral/antichiral
case is the vector contribution stemming from v-coefficients of the transversal
supersymmetric function and this produces a negative contribution. In fact
the negativity of the transversal contribution rests on the following property
in momentum space. Let v(p) = (vl(p)) be a vector function (not necessary
real) such that plv
l(p) = 0. It means that the vector with components vl(p)
is orthogonal (in the euclidean meaning) to the (real) vector pl. But the
momentum vector p is confined to the light cone (it must be in the support
of dρ(p)) such that the vector fuction v(p) must satisfy v¯l(p)vl(p) ≥ 0. More-
over if dρ intersects the light cone p2 = 0 the equality may be realized. We
repeat here an old argument which was recognized in the frame of the rig-
orous version of the Gupta-Bleuler quantization in physics [4, 5]. But there
is a new aspect: whereas in [4, 5] the free divergence condition plv(p) = 0
was introduced ad hoc in order to force the Gupta-Bleuler definite metric, it
comes in for free here as a consequence of supersymmetry.
The last part of this section is dedicated to the more delicate question of
abolishing the unpleasant restrictive condition (2.48) such that we can in-
clude in our analysis, from a physical point of view, the interesting ”mass-
less” case. From the consideration above it is clear that this is generally not
possible. More precisely, if we want to retain the interpretation of supersym-
metric quantum fields as operator-valued (super)distributions as this is the
case for the usual quantum fields [6] (an interpretation which we subscribe
to) we are forced to restrict the set of allowed test functions such that the
d’alembertian in the denominator is annihilated. Restricting the set of test
funtions in quantum field theory is not a problem and is not at all new; it
appeared even long time ago in the rigorous discussion of the Gupta-Bleuler
quantization [4, 5].
Suppose that the coefficient functions in (2.1) satisfy the following restrictive
conditions:
d(x) = D(x) (2.64)
λ¯(x) = iσ¯l∂lΛ(x) (2.65)
ψ(x) = iσl∂lΨ¯(x) (2.66)
v(x) = gradρ(x) + ω(x), divω(x) = 0 (2.67)
where D(x),Λ(x),Ψ(x), ρ(x), ω(x) are arbitrary functions (in S). In the last
equation gradρ = (∂lρ), divω = ∂lω
l.
The functions ρ(x), ω(x) can be constructed as follows: let ρ be a solu-
tion of ρ = divv and let ω = v − gradρ. Then v = gradρ + ω with
divω = divv −ρ = 0.
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We claim that under these conditions the results above concerning the posi-
tivity in the chiral/antichiral sectors and negativity in the transversal sector
remain valied without the restrictive condition (2.48) on the measure dρ. The
conditions (2.64) to (2.67) produce the missing d’alembertian in
∫
X¯1KiX2, i = c, a, T (2.68)
such that the condition (2.48) becomes superfluous. Indeed let us consider
for example the chiral case (with the antichiral kernel Ka). From (2.21) we
see that the following expressions appear in the integral (2.62):
(−4n¯)(−4n)
(−4ψ¯ − 2iσ¯l∂lχ)(iσ¯
n∂n)(−4ψ − 2iσ
m∂mχ¯)
(−4d¯+ 2i∂lv¯
l −f¯)(−4d− 2i∂mv
m −f)
It is clear that under the conditions (2.64) to (2.67) the missing d’alembertian
in the integral (2.60) can be factorized such that the condition (2.48) on the
measure dρ is no longer needed. The result remains positive. Similar argu-
ments work for the chiral and transversal case. In the transversal case the
interference between ρ and ω in v¯lvl disappears (because divω = 0) and one
can use (besides the positivity of the d’alembertian) again the Gupta-Bleuler
argument with divω = 0.
The problem of possible zero-vectors for the non-negative inner products in-
duced by the kernels Ki, i = c, a, T will be disscussed in the next section. For
the moment note that there are plenty of them in each sector from the adia-
cent ones. The ”massles” case in which the measure is dρ(p) = θ(−p0)δ
2(p2)
i.e. it is concentrated on the light cone deserves special attention. By putting
together the non-negative inner products (., .)i, i = c, a, T all zero vectors
simply dissappear (see Section 3). We will construct the natural unique
supersymmetric positive definite scalar product and obtain in the next sec-
tion our rigorous Hilbert-Krein decomposition of the set of supersymmetric
functions where the conditions (2.64) to (2.67) will play a central role.
3 Hilbert-Krein Superspace
In this section we present, on the basis of the results of Section 2, the generic
Krein structure of supersymmetries. Let V be an inner product space with
inner product < ., . > and ω an operator on V with ω2 = 1 (do not confuse
this ω with the one in (2.67)). If (φ, ψ) =< φ, ωψ >;φ, ψ ∈ V is a (positive
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definite) scalar product on V than we say that V has a Krein structure.
By completing in the scalar product (.,.) we obtain an associated Hilbert
space structure (if (., .) has zero vectors we have in addition to factorize
them before completing). We obtain what we call a Hilbert-Krein space
(or Hilbert-Krein structure). Hilbert-Krein structures naturally appear in
gauge theories (including the well understood case of electrodynamics; see
for instance the book [7]).
Suppose the condition (2.48) on the measure dρ(p) is satisfied ans, as always,
X and Y are concentrated on its support. We decompose X = X1+X2+X3
where X1 = Xc = PcX,X2 = Xa = PaX,X3 = XT = PTX . Then the
simplest supersymmetric Hilbert-Krein structure which emerges from the
considerations of the preceding section is given by
< X, Y >=
∫
d8z1d
8z2X¯
T (z1)K0(z1 − z2)Y (z2) (3.1)
in the notations XT = (X1, X2, X3), Y =

Y1Y2
YT

 , K0(z) = K0(z)I3. Here I3
is the 3x3 identity matrix and XT is the transpose of X .
Now let
(X, Y ) =< X,ωY > (3.2)
with
ω =

1 0 00 1 0
0 0 −1


Certainly (., .) is positive definite on the basis of results obtained in Section
2. It is clear that although each inner product (., , )i has zero vectors this
will be no longer the case for (3.2).
Although very general the scalar product (3.4) is obstructed by the (from the
point of view of applications) unnatural restriction (2.48) of the measure dρ.
It holds for the massive but fails for the massless case. Now the restrictions
(2.62)-(2.67) on (test) supersymmetric functions come into play. Indeed,
under these conditions we can always decompose a supersymmetric function
into its chiral, antichiral and transversal part and write down the indefinite as
well as the definite scalar products (3.1) and (3.2). Note that in the massless
case there is an overlap between chiral/antichiral and transversal sectors
which consists of zero vectors and has to be factorized. From (2.11)-(2.13)
follows that a function X belongs to this overlap if
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X(z) = f(x) + θϕ(x) + θ¯χ¯(x)± iθσlθ¯∂lf(x)
with
∂lϕσ
l = σl∂lχ¯ = 0, f = 0
The restrictive condition on the measure was transfered to a restrictive condi-
tions on (test) functions, a procedure which is common for rigorous quantum
gauge fields (see for instance [7]). In Section 2 we have seen that the content
of the restrictive conditions on test functions in supersymmetry might be of
less extent as compared to similar conditions in the usual case (remember the
zero divergence condition which comes for free). The Hilbert-Krein structure
on supersymmetric functions subjected or not to the conditions (2.64)-(2.67)
is the main result of this paper.
We believe that it justified to call standard Hilbert-Krein supersymmetric
space the space of supersymmetric functions with indefinite and (positive)
definite inner products given as above by
< X, Y >=
∫
X¯TK0Y
(X, Y ) =< X,ωY > (3.3)
It is exactely the supersymmetric analog of the relativistic Hilbert space used
in quantum field theory in order to produce the Fock space of the free theory
[6]. As a first application we mention here that the free chiral/antichiral
supersymmetric quantum field theory (i.e. the quantum field formally gen-
erated by the free part of the Wess-Zumino Lagrangian) is characterized by
the posivive definite (at this stage only non-negative) two point function
(
1
16
D¯2D2 m
4
D¯2
m
4
D2 1
16
D2D¯2
)
K0 (3.4)
where dρ(p) = θ(−p0)δ(p
2 + m2)dp with m > 0. The correspondence to
the two-point functions of the chiral Φ and antichiral Φ¯-quantum fields is
indicated bellow
(
ΦΦ¯ ΦΦ
Φ¯Φ¯ Φ¯Φ
)
∼
(
1
16
D¯2D2 m
4
D¯2
m
4
D2 1
16
D2D¯2
)
K0 (3.5)
The proof of non-negativity of (3.4) is by computation. The factorisation of
the zero-vectors in (3.4) can be made explicit by imposing the equations of
19
motion D¯2Φ = 4mΦ, D2Φ = 4mΦ¯ on the test functions [8].
The supersymmetric vacuum coincide with the function one and the super-
symmetric Fock space is symmetric (note that following our reasoning all
supersymmetric Fock spaces must be symmetric; we expect antisymmetric
Fock spaces for ghost fields).
A non-interacting quantum (free) system consisting of a chiral/antichiral and
a (massive) vector part is characterized by the positive definite operator in
the standard Hilbert-Krein space (remember T = −8PT = D
αD¯2Dα =
D¯α˙D
2Dα˙)


1
16
D¯2D2 m
4
D¯2 0
m
4
D2 1
16
D2D¯2 0
0 0 1
8
T

K0 (3.6)
The massless case is different; one has to take into account the conditions
(2.64)-(2.67) [8]. Oter applications include a supersymmetric Ka¨llen-Lehmann
representation [8].
Before ending let us make two remarks. The first concerns the perspec-
tive of the present work. We succeeded to uncover the inherent Hilbert-Krein
structure of the N = 1 superspace. It means that the formal decomposition
of supersymmetric functions into chiral, antichiral and transversal compo-
nents, which was common tool from the first days of superspace, was turned
here into what we call the Hilbert-Krein structure of the N = 1 superspace
or the standard supersymmetric Hilbert-Krein space. It shows that positiv-
ity (and as such unitarity) requires the substraction of the transversal part
instead of its addition as this might be suggested by the above mentioned
formal decomposition. Problems with the d’alembertian in the denomina-
tor of the projections Pi, i = c, a, T have been disscussed. The natural way
to avoid singularities is to impose some restrictions on the (test) functions.
There are other applications in sight to which we hope to come to (for some
first modest steps see [8]).
The second remark is of technical nature. We worked in the frame of the
van der Waerden calculus using Weys spinors. This is very rewarding from
the point of view of computations in supersymmetry but is not totally satis-
factory from the rigorous point of view. Indeed the components of the Weyl
spinors as coefficient functions for our supersymmetric (test) functions are
supposed to anticommute and this is unpleasant when tracing back the super-
symmetric integrals to usual L2- integrals. Of course this is not a problem. A
reformulation of the results using anticommuting Grassmann variables but
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commuting fermionic components is possible. The net results remain un-
changed as it should be.
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