Abstract-This paper develops and validates an efficient analytical model for evaluating the performance of shared memory architectures with ILP processors. First, we instrument the SimOS simulator to measure the parameters for such a model and we find a surprisingly high degree of processor memory request heterogeneity in the workloads. Examining the model parameters provides insight into application behaviors and how they interact with the system. Second, we create a model that captures such heterogeneous processor behavior, which is important for analyzing memory system design tradeoffs. Highly bursty memory request traffic and lock contention are also modeled in a significantly more robust way than in previous work. With these features, the model is applicable to a wide range of architectures and applications. Although the features increase the model complexity, it is a useful design tool because the size of the model input parameter set remains manageable, and the model is still several orders of magnitude quicker to solve than detailed simulation. Validation results show that the model is highly accurate, producing heterogeneous per processor throughputs that are generally within 5 percent and, for the workloads validated, always within 13 percent of the values measured by detailed simulation with SimOS. Several examples illustrate applications of the model to studying architectural design issues and the interactions between the architecture and the application workloads.
INTRODUCTION
C OMPUTER architects traditionally use detailed simulation to evaluate architecture performance tradeoffs. Detailed simulation of parallel architectures with complex modern processors usually entails a cycle-by-cycle simulation of each processor that precisely captures significant behavior, such as out-of-order instruction issue and speculative instruction execution, that can greatly affect system performance [13] . Detailed simulation, however, is time-consuming. For example, detailed simulation of an 8-processor shared memory architecture, running a single parallel FFT code with a small input data set, can take hours on a Sun UltraSPARC system, even though only seconds of the system execution time are actually simulated.
To design a given memory system architecture, one would like to evaluate alternative memory system architectures for dozens, if not hundreds, of commercial applications and workloads that might be expected to run on the system. Thus, more efficient evaluation methods that can aid in culling the system design space are highly desirable. Analytical models offer the possibility of efficiently computing performance estimates that can be useful in identifying the most promising regions of the architectural design space, which can then be explored more fully using the detailed simulation approach. The key issue is devising an analytical model that is sufficiently accurate for this purpose, over the range of workloads of interest. If such a model can be constructed, it also offers the opportunity to explore how the memory system architecture performs for hypothetical changes in the memory request behavior of the executing workload. Experienced system architects may be interested in exploring such issues, which is difficult to do with simulation of specific benchmarks.
Three recent papers have developed analytical models that contain some of the significant features of complex, modern, and shared memory multiprocessor architectures [3] , [21] , [17] . Of these models, the previous "SM-ILP" model [17] is the only model that 1) includes the impact of instruction window size and dependences between memory accesses, which cause a processor to block after a dynamically changing number of memory requests, and 2) has been validated against simulations of applications running on a parallel shared memory architecture. The model has a number of significant features. First, it is based on a relatively small set of input parameters that are sensitive to changes in the processor and associated cache architecture, but are insensitive to changes in the rest of the memory system architecture. Second, the model captures the key characteristics of a complex modern processor architecture which are important for memory system design, such as speculative memory requests and complex processor blocking behavior. Third, the SM-ILP model produces results for each alternative memory system architecture in a few seconds and these results were shown to predict processor throughput, measured in instructions per cycle (IPC), within 1-12 percent of the detailed simulation estimates for several Splash-2 applications [23] running on the RSIM architecture [12] . This paper extends the SM-ILP model in the following ways in order to create a complete model of system behavior:
. Measurements of several SPMD applications running on RSIM showed that each processor is statistically identical with respect to memory request behavior and that, for each processor, its remote memory requests are approximately equally likely to visit each of the remote memory modules [17] . This paper measures the parameters for some of the same SPMD applications as well as other Splash-2 applications using SimOS, which has been used in several previous architecture, OS, and workload studies [19] , [20] , [4] and includes the operating system workload as well as the application workload. The SimOS measurements show that, although the SGI IRIX operating system executes uniformly across all of the processors, both the SPMD and the other Splash-2 applications have highly heterogeneous memory request behavior. Measured parameters provided in this paper illustrate the types of heterogeneity that occur in the workloads that are simulated using SimOS. More detailed measures are provided to understand the several causes of the observed heterogeneity. . The new model provides parameters for specifying heterogeneous, as well as homogeneous, memory request behavior. That is, each processor can have a different mean time between memory requests, distribution of the number of outstanding requests when the processor blocks, and so forth. Moreover, the memory requests from each processor can have a different distribution of destinations for requests to remote nodes. Since heterogeneous memory request behavior can have a disproportionate impact on system throughput due to nonlinear queuing effects in the memory system, it is important for a model that supports memory system design to capture such behavior. The extensions to the SM-ILP model that are needed to solve the heterogeneous system models are relatively straightforward. One key open question addressed in this work is whether the model remains tractable, both from a programming effort standpoint and a solution-time/convergence standpoint, when the memory request heterogeneity is represented. Another key open question is how well the heterogeneous model validates with respect to individual processor throughput estimates and with respect to estimated mean queuing delays in the memory system. . The SM-ILP parameter measurements revealed that memory requests from modern processors with nonblocking caches are highly bursty and that this burstiness can have a significant impact on the queuing times in the memory systems [17] . The SM-ILP model used a simple analytic approach to represent the performance impact of the bursty requests which was reasonably accurate for estimating overall system throughput, but it overestimated processor utilization and underestimated bus waiting times in the RSIM architecture. Recent work [5] develops new analytic methods that more accurately estimate server utilizations and mean waiting times in simple two-queue networks with bursty departures from one of the queues. The key issues addressed in this paper are how to parameterize the new analytic methods in [5] for the context of bursty memory requests in shared memory system architectures and whether the new methods are accurate in this more complex context. . The SM-ILP model computes total application running time from measured average lock waiting times as well as analytic estimates of the processing rate when the processors are not waiting for locks. Since lock contention delays are affected by delays in the memory system, the average lock waiting time input parameter is, in general, dependent on the output values of the model. This paper develops a submodel that accurately estimates mean lock access delays from fundamental input parameters that are independent of changes in the memory system architecture (below the processor cache hierarchy). With the above extensions, the model presented and validated in this paper is significantly more complete than the SM-ILP model. Moreover, the input parameters themselves provide new understanding of application behavior. While modeling the additional behaviors increases the model's size and complexity over that of the SM-ILP model, the model solution time is still on the order of a couple of seconds. The number of input parameters is increased, but is still manageable.
The model extensions developed in this paper could easily be applied to the RSIM architecture. The new application to the system architecture simulated by SimOS has two significant benefits. First, the new application tests the robustness of the basic analytic approach for a significant change in the memory system architecture, including a different memory consistency model. Second, the measured input parameters for the model show that the SimOS workloads, which include operating system processing, have quite different behavior than RSIM workloads with respect to the memory system.
Validations in this paper show that the new model predicts heterogeneous processor performance that agrees with detailed SimOS estimates for a set of benchmark applications running on the SimOS architecture. The percentage difference between the throughput estimates computed by the model and the throughput reported by SimOS for each processor is typically within 5 percent and always less than 13 percent over the workloads studied in this work. The validation results and example model applications also show that modeling heterogeneity is important for achieving high model accuracy. Thus, this capability is essential both to achieving wider applicability of the model and for increasing confidence in using the model to find the promising regions of the memory system architecture design space that should be investigated using detailed simulation.
Three examples are provided to illustrate the use of the new model. One example illustrates the use of the model to evaluate alternative memory system designs under a heterogeneous workload. The two other examples provide estimates of the (maximum) performance gains that can be achieved if applications are "tuned" to remove the heterogeneity that is observed in the measured parameters for the applications.
Like the previous analytic model, the new model input parameters are derived from a detailed simulation of an application or workload running on a given parallel processor architecture. However, the model input parameters have been carefully chosen so as to be insensitive to large changes in the memory system latency below the processor cache hierarchy. Thus, as shown in [17] , the analytic model can accurately predict system performance when various memory system components below the processor cache hierarchy are modified. Consequently, the analytic model can be used to quickly cull the design space for this part of the memory system for both measured workload parameters and hypothetical variations in the measured workload parameters, thereby greatly extending the region of the design space that can be evaluated as well as reducing the size of the design space that needs to be explored using simulation. More detailed exploration of the promising regions of the design space can be performed using full system simulators, detailed models of caches (e.g., [2] , [15] , [22] ), and/or statistical simulation approaches [11] to obtain additional insights.
The rest of this paper is organized as follows: Section 2 describes the system that will be modeled. Section 3 explains the model parameters and provides measured application parameters that illustrate the types of heterogeneity that occur in the SimOS benchmarks. Section 4 discusses the model and develops new modeling approaches for bursty traffic and synchronization in shared memory multiprocessors. Section 5 presents the model validations and Section 6 discusses applications of the model. Finally, Section 7 summarizes the paper and discusses future research.
SYSTEM ARCHITECTURE
The system architecture of interest in this paper is the architecture modeled by SimOS [14] . This architecture, which is similar to that of the Stanford FLASH [7] and the SGI Origin [8] , is a cache-coherent, sequentially consistent shared-memory multiprocessor system, as shown in Fig. 1 . Differences between this architecture and the RSIM architecture [12] previously modeled in the SM-ILP model are pointed out in the description of the SimOS architecture below.
The MIPS R10000 processor, modeled by SimOS's MXS simulator, is an aggressive implementation of sequential consistency (SC) that exploits instruction level parallelism using multiple functional units, out-of-order execution, nonblocking loads, and speculative execution. Instructions are fetched into the instruction window and they are issued to the functional units after all of their input data dependences are satisfied. Speculative execution is used for (temporarily) unresolved control dependences for up to four branch instructions. The instructions are fetched into, and retired from, the window in program order, but they may be issued to the functional units out of program order.
An instruction can retire from the instruction window only after it completes execution. A key implication of this requirement is that, when a load reaches the top of the instruction window, retirement must stall if the data has not yet returned. SimOS differs from RSIM in that, since SimOS models a sequentially consistent architecture, stores in SimOS only issue to the memory system when they reach the top of the instruction window.
The caches use miss status holding registers (MSHRs) to track the status of all outstanding misses [6] . Misses to the same cache line are coalesced in the MSHRs; only one memory request is generated for such coalesced misses.
As shown in Fig. 1 , all traffic to or from a remote node goes through the directory controller (DC). SimOS models the memory bus and the interconnection network using fixed latencies that account for service time as well as estimated contention delay. In contrast to the RSIM architecture, traffic into the node that only requires accessing the directory and memory does not require use of the bus. SimOS also differs from RSIM in that it does not model a separate network interface since the DC serves that purpose.
Cache coherence is maintained by a fairly standard three-state (MSI) directory-based invalidation protocol. Unlike the RSIM architecture, cache-to-cache transfers require four hops instead of three; the home node is responsible for collecting invalidations before acknowledging a request for exclusive permission.
PARAMETERS
In this section, we describe the input parameters for the model. These parameters include the system architecture parameters and the application parameters. Then, we show that the application parameters exhibit heterogeneity across the processors and we explain several sources of this heterogeneity. 
System Architecture Parameters

Application Parameters
The application parameters for a given processor are summarized in Table 2 . These parameters characterize the memory request behavior (between any two barriers) of an application running on the architecture. For a homogeneous model, the parameter values are the same at all processors, but this will not be true of the heterogeneous model. The first three parameters characterize the rate of requests to the memory system, the burstiness in the memory interrequest times, and the number of outstanding requests when the processor blocks due to a memory request that cannot be retired. Note that the distribution f M accounts for the impact of speculative (as well as nonspeculative) memory requests on processor blocking behavior. The rest of the parameters characterize the types of requests that are being issued to the memory system. Sorin et al. observe that these input parameters are sensitive to instruction window size, processor architecture, organization and size of the processor cache hierarchy, and various aspects of the application code and compiler, but are relatively insensitive to memory system latencies below the processor cache hierarchy [17] .
Heterogeneity in Application Parameters
The homogeneous SM-ILP model assumes that all processors have statistically similar application behavior with respect to the memory system and that each processor's local/remote memory accesses are uniformly distributed across the local/remote memory modules. In the homogeneous model, each processor has the same input parameters, as shown in Table 2 , and no input parameters are needed for frequencies of access to each memory module. Fig. 2 , Fig. 3 , and Fig. 4 illustrate the processor heterogeneity in several key parameters for particular barriers (i.e., interbarrier phases) of a few SPLASH-2 benchmarks [23] , as measured by SimOS. The benchmark name is followed by the number of processors, e.g., FFT-8 is an eight processor run of the FFT benchmark. For each input parameter shown, the eight bars represent the values of that parameter for each of the eight processors, divided by the value of that parameter when measured over all eight processors. The heterogeneity in various measures for particular barriers is also summarized in Table 3 .
The degree of parameter heterogeneity, such as in the measures of ( and P ðLjwÞ in the figures and Table 3 , is perhaps higher than might be expected. Some (irregular) applications, such as Radiosity, are inherently heterogeneous and, thus, the per processor memory request measures simply quantify the degree of memory request heterogeneity that occurs in those applications. However, as can be seen from the figures and the table, significant memory request heterogeneity is also present for SPMD applications, such as FFT and Radix, that are generally thought to be homogeneous and were observed to have homogeneous memory request behavior in RSIM [12] . It is particularly surprising to observe the heterogeneity in the statistics for systems with small numbers of processors, and it is relevant since SMPs with four or eight processors are prevalent in industry. We are not aware of any prior work that shows that SPMD applications have a high degree of statistical heterogeneity.
In an attempt to determine the source of the processor memory request heterogeneity for these SPMD applications on SimOS, we separated the statistics into application and kernel statistics for each processor. For example, the number of memory requests per processor for the transpose phase (barrier 2) of FFT-4 is shown in Table 4 . As expected, the number of memory requests that are issued when a processor is executing the application are quite homogeneous across the processors, with a coefficient of variation of 0.02. What is perhaps surprising is both the high numbers of memory requests that are issued in kernel mode (larger, in fact, than the numbers of application requests) as well as the heterogeneity in this number across processors, as shown by a coefficient of variation of 0.27. For the SPMD applications, other parameters like CV ( exhibit similar heterogeneity in the kernel while remaining homogeneous in the application. 1 A key point is that the kernel executes uniformly across the processors in the SimOS architecture and, thus, the kernel memory request statistics are fairly homogeneous across the processors if measured over a long time interval, such as the execution time for the entire application. However, the memory request heterogeneity observed in the measured intervals between each barrier will impact memory system performance and, therefore, the heterogeneity in this timeframe must be measured and represented in the inputs to the model.
Beyond the heterogeneity inherent in some applications or caused by kernel behavior, some applications can exhibit heterogeneous behavior if they have not been "tuned" to run on a particular architecture and runtime system, which occurs frequently in practice. Heterogeneity in the measured model input parameters can point to the need for such tuning and even indicate what types of tuning are needed. For example, in barrier 1 of FFT-8, three processors have small relative values of ( when the application is executing, indicating that they have especially high level 2 cache miss rates. Those same processors (and one additional processor) have a relatively low probability of local memory access for read and/or write requests. Thus, examining the data layout or comparing the code that runs on those three processors against the code that runs on the other five processors, looking for differences that might cause these effects, may lead to some insight about how to improve performance. Similarly, the heterogeneity in the probability that a write request is local for Radix suggests that data layout should be examined for that application as well.
In general, although there may be intuition that particular applications will exhibit heterogeneous behavior of some form, intuition alone is generally insufficient to estimate the magnitude of the heterogeneity in particular statistics of interest, its magnitude relative to the heterogeneity induced by kernel activity, or the extent to which performance might be improved by particular types of application tuning. Measurements of heterogeneity and the use of models that capture its performance impacts can provide answers to such questions.
The figures and the table indicate that heterogeneity occurs in practice for every model input parameter. Two parameters, though, have notably less extreme heterogeneity: 1) the average of the f M distribution (i.e., the average number of memory requests that are outstanding when the processor blocks because a load or store cannot be retired) and 2) the probability that a remote read request for a dirty block requires invalidating or downgrading the line in a cache at another remote node (P 4hopjr ). However, system performance can be sensitive to the values of these parameters. Thus, the model extensions for processor heterogeneity will allow each processor to have its own value for each of the input parameters.
Methodology for Obtaining the Application Parameters
As mentioned in Section 3.2, previous work has shown that the homogeneous model input parameters are, to first order, insensitive to changes in memory system latency below the processor cache hierarchy. For the new model developed in this paper, we use the same input parameters for each processor, but allow each processor to have a different value for each parameter. Thus, these input parameters will also be insensitive (to first order) to changes in the memory system latencies below the processor-cache hierarchy. One question is whether these parameters are sufficient for accurately computing processor throughputs and mean delays in the memory system for heterogeneous workloads. This question will be investigated by comparing the estimates against the performance measures that are given by SimOS. The set of parameters for a given application/workload of interest executing on a given processor and cache architecture of interest are obtained through simulation of the application on a single memory and interconnection network architecture (e.g., an idealized constant latency interconnect) with memory access latencies that are within a small constant factor of the latencies in the memory architectures to be evaluated with the model. Currently, as shown in [17] , the most accurate way to estimate these parameters is to use the detailed simulator (e.g., SimOS) that will be used to further evaluate the promising memory system architectures identified by the analytic model. 2 A key point in this methodology is that the detailed simulator is run once for each workload and a given processor/cache architecture to obtain the analytic model parameters. The analytic model is then used to evaluate many candidate memory and interconnection network architectures, as illustrated in Section 6 of the paper. The detailed simulator is then used to evaluate further details of the most promising memory/interconnect architectures. Because the detailed simulator is needed for detailed analysis of the more promising architectures, the one run needed per application to obtain the parameters for the analytic model does not add significantly to the total time needed to evaluate the architectures. Conversely, the analytic model is more easily modified for alternative memory/interconnect architectures than the simulator (because the analytic model is more abstract and the equations each have one of several possible forms) and it can significantly speed up evaluation of the alternative architectures.
ANALYTICAL MODEL
In this section, we develop the extended analytical model for the SimOS architecture. The principal output measure computed by the model is the system throughput, measured in instructions retired per cycle (IPC). This throughput, as well as mean waiting time and utilization of each memory system resource, is computed as a function of the input parameters that characterize the workload and the memory architecture.
For simplicity, in the exposition of the model equations, we first present the homogeneous model in Section 4.1 and then present the extensions for the heterogeneous model in Section 4.2. In Section 4.3, we develop the techniques for modeling bursty memory traffic and lock contention.
Homogeneous Model
As in the previous SM-ILP model [17] , we develop a customized Approximate Mean Value Analysis (AMVA) model of homogeneous workloads running on the SimOS architecture. Our experience is that, as claimed in that paper, it is not difficult to modify the basic AMVA equations in the previous model [18] for other shared memory multiprocessor architectures. The most significant issue in developing the new model was how to model the different memory consistency model in the SimOS architecture. Unlike the SM-ILP model which iterated between two submodels to account for two types of processor blocking behavior in the release consistent (RC) RSIM architecture, the model of the sequentially consistent (SC) SimOS architecture developed below is a single model that accounts for all types of blocking behavior.
The processor and cache subsystem are modeled as a black box that-when not completely stalled-issues memory requests at a given rate (1=() and with a given coefficient of variation in interrequest times (CV ( ). The model computes the overall mean system residence time for a memory request, including mean delays and service times at the directory controllers (DCs), split-transaction memory buses, and in the interconnection network.
For readability, we have adopted the following notation of subscripts and superscripts for the variables in the model. The resource is always the first subscript on a variable, whether it is mean residence time (R), mean waiting time (W ), mean utilization (U), or mean service time (S). For example, R dc is the mean residence time at the directory controller. For many terms, there is a subscript of loc or rem to indicate whether the resource is at the local node for a given processor or a remote node. The subscript variable y denotes the transaction type (such as read or write). We first present the equations for the case that f M ¼ 1 for a particular but arbitrary value of M less than or equal to the number of MSHRs. In this case, each processor has M customers that each alternately visit the processor for average time ( and then visit various resources in the memory system, reflecting (statistically) the memory request behavior from the processor. Later, we discuss how to model the more general distribution for f M .
The following equation is for the total mean residence time of a customer for one cycle from the processor, through the memory system, and back to the processor. This includes the mean residence times at the processor, buses (both local and remote), network, and directory controllers,
Each of these terms is derived from lower level equations. For example, the mean residence time at the directory controllers is equal to the sum of the mean residence time at the local DC and at the remote DCs,
The mean residence time at the local (remote) DC is equal to the sum of the weighted mean residence time for each transaction type y at the local (remote) DC, weighted by the probability that the transaction is of type y,
The weighted mean residence time of a transaction of type y at the local (remote) DC is equal to the probability of transaction y times the average number of visits the type y transaction makes to the local (remote) DC (V dir locy ) times the sum of the waiting time at the local (remote) DC (W dc loc ) and the service time at a DC,
Note that the average number of visits to the local (remote) DC is computed for the transaction type using the other probabilities given in Table 2 .
All of the terms in the above equations are inputs, except the waiting times. W dc loc consists of the waiting time at the local DC due to requests from the local node (W loc dc loc ) and due to requests from remote nodes (W rem dc loc ),
The waiting time at the local DC due to requests from the local node equals the sum of the waiting times over all transaction types y that cause waiting, A key question in developing the analytic model is how to compute throughput as a function of the dynamically changing number of outstanding memory requests that can be issued before the processor must stall waiting for data to return from memory. The SM-ILP model resolved this issue by solving the model for each value of M and then taking a weighted average of the results. As will be explained in the next section, a different solution will be necessary for a heterogeneous model.
Modeling Heterogeneity
Given that 1) processor heterogeneity (and memory access nonuniformity) occur quite frequently in practice and 2) the heterogeneity can be expected to have a nonlinear impact on queuing and memory system performance, this section extends the model above for heterogeneous workloads. Results in Section 5 will show that modeling heterogeneity is critical for achieving accurate results.
Three features are needed in order to model heterogeneous processor behavior. First, new model inputs are required. Specifically, each of the model input parameters in Table 2 is measured for each processor. Also, modeling memory access nonuniformity requires additional parameters that specify, for each processor and type of remote memory request, the probability that the request will be directed to each other node.
Second, we require a new model of the varying number of outstanding requests, M, that are issued by the processor before the processor blocks waiting for a memory system response. The SM-ILP model computes system throughput for each possible value of M with the same value of M at every processor and, then, computes a weighted sum of these throughputs, where the weights are computed from the measured distribution of M, f M . This weighted sum approach may be valid if the processors generally have the same value of M at the same time, as might be true for the homogeneous SPMD applications that were modeled in [17] . However, the weighted sum technique is difficult to apply in the case where different nodes have different distributions of M. Computing the throughput for every possible combination of M values at the different processors, as well as computing the weighting factor for each such throughput, is prohibitively complex. An alternate approach is to use the average value of M at each node. The drawback of using the average value is that it may fail to capture the nonlinear effects of varying M; thus, it may not capture a broad distribution of M accurately.
In Table 5 , we compare the accuracy of the estimated processor throughput for the weighted sum approach against simply solving the model once for the average value of M for some of the homogeneous applications that were simulated using RSIM. These results provide some evidence that, for current window sizes and applications, the average M approach achieves similar accuracy to the weighted sum approach. We compute average M from the measured f M , where the f M are measured assuming an infinite number of MSHRs, and we allow each processor to have its own average value of M which is limited by the number of MSHRs, M hw .
The third change is to modify the model equations [18] , [16] to compute performance metrics at each resource within the memory system for heterogeneous processor loads. With homogeneous behavior, it is only necessary to compute performance metrics for a single generic resource of type i and a single generic processor load; the total utilization of the particular memory resource, for example, can then be obtained simply by multiplying by the number of processors. This leads to model complexity on the order of the number of types of resources, as was seen in the equations in Section 4.1. For heterogeneous processor loads, in contrast, each processor may have differing memory referencing behavior and, thus, may contribute to differing extents to utilization and contention at each resource. Computing the N 2 interactions of each processor on each memory system resource increases the complexity of the model equations by a factor of N 2 , which leads to a key question about whether the iterative model will converge in practice. This issue is addressed in Section 5. Efficient coding methods (for both the homogeneous and heterogeneous model) limit the size of the model (measured in C++ code), though, to only about twice that of the homogeneous model. The accuracy improvements that may be obtained by accurately modeling heterogeneous memory request behavior when it exists, rather than assuming homogeneity, are also illustrated in Section 5. At a high level, the heterogeneous equations have a form similar to the homogeneous equations. Terms require extra indices (given in brackets) to indicate the node of the customer and/or the destination. Thus, a utilization term such as U dc loc (the mean utilization of the local DC) becomes U dc loc ½i (the mean utilization of the DC of node i by local customers) to reflect the fact that the utilization of the local DC is different for different nodes. The probabilities of the transaction types (e.g., local read or 4-hop write) use an index in a similar fashion. For example, we now have that the probability of transaction y at node i is P y ½i. So, the total mean residence time for a customer from node i, R½i, is equal to the sum of its mean residence times at the processor (pe), buses, network, and directory controllers (dc).
Examining the DC portion of this equation highlights the differences in the equations between the heterogeneous and homogeneous models. Mean DC residence time is equal to the mean residence time at the local DC plus the mean residence time at the DCs of the other nodes.
Only focusing on the mean residence time at the remote DC, it is the sum of the mean residence times over the different types of transactions, denoted by a subscript of y.
The mean residence times of individual transaction types are equal to the probability of the transaction type (P y ½i) times the visit count (V dc remy ½i½j) times the sum of the mean waiting time (W dc rem ½i½j) and the service time at the DC (S dc ):
R dc rem;y ½i½j ¼ P y ½iV dc remy ½i½jðW dc rem ½i½j þ S dc Þ: Modeling the other resources in the system is similar to what has been shown here for the DC. All of the details of the heterogeneous AMVA equations can be found in [16] .
Modeling Bursty Memory Requests and Lock Contention
In this section, we present two further model extensions. In Section 4.3.1, we adapt the new AMVA techniques proposed in [5] to model bursty memory request traffic observed in the SimOS workload measures. In Section 4.3.2, we develop a method for computing lock synchronization from basic model input parameters.
Burstiness
In the previous SM-ILP model, the mean residual line of a "customer in service" at the processor (i.e., a memory request about to be generated) is computed using an intuitively motivated ad hoc interpolation. In this paper, we instead employ a new and significantly more accurate AMVA technique (called "AMVA-decomp") [5] for computing mean residence time at the processor queue. In addition, we adapt the new AMVA techniques in [5] for computing the mean wait at the "downstream" queue (i.e., the local DC in the SimOS architecture) which has bursty arrivals from the local processor and thus increased average queuing delay compared with the random arrivals assumed in the standard AMVA equations. The use of these new simple AMVA techniques is motivated by the fact that they represent a very favorable balance between accuracy, efficiency, and robustness. Most importantly, they are based on a small number of input parameters for which reliable values are relatively easy to obtain. Furthermore, the solution method is easy to implement and does not add appreciable complexity to the overall AMVA model solution. Finally, the technique is shown in [5] to have very high accuracy over a wide range of system parameters, including parameter values for which it might be expected to have high inaccuracy. More detailed models of the processor service times, with correspondingly more detailed models of the DC arrival process, could be constructed, but such models would require more detailed input parameters that would be more difficult to estimate reliably. The more detailed model would also be more complex to implement and, thus, would only be justified if an appreciable increase in model accuracy could be expected. However, mean delays and system throughput for closed systems are not sensitive to the details of the service distributions (i.e., higher moments of the distribution than the first or second moment) at the various resources in the system [9] , [10] . Thus, a more detailed model of the processor service time distribution is not desirable. Validation results later in the paper confirm that, for the purposes of computing system throughput for alternative memory system architectures, the simple AMVA techniques outlined below capture the bursty behavior in sufficient detail to predict system throughput quite accurately.
The AMVA-decomp technique assumes that the server that has the bursty departures (i.e., the processor nodes in the SimOS architecture) can be modeled with a 2-stage hyperexponential distribution of service times. That is, with probability p, a given customer has a "small" mean service time, ( a , and, with probability 1 À p, the customer has a "large" mean service time, ( b , where ( a < ( b and ( ¼ p( a þ ð1 À pÞ( b . The key question in applying this technique for the processors in the heterogeneous model is how to obtain the parameters of a suitable hyperexponential distribution. Two constraints on the distribution are the measured mean service time (() and the coefficient of variation in the service time (CV ( ). However, this is an underconstrained problem. To apply this technique to modeling heterogeneous bursty processors, we define a third parameter for each processor, ( a , that is equal to the minimum measured value of (. 3 Using (, CV ( , and ( a , we solve for ( b and p.
In the model of bursty requests at the downstream queues, there are bursts of arrivals and intervals between bursts in which there are no arrivals. This scenario is characterized by three parameters:
. k, the average number of customer arrivals within a burst, . I i , the mean interarrival time within a burst, and . I o , the mean time between bursts. In applying the bursty request model to the local DCs in the SimOS architecture, the key question again is how to map the requisite parameters to observable quantities in the system. There are two constraints in determining values for these three parameters. First, the coefficient of variation in the interarrival time is determined by the coefficient of variation in the service time at the processor. Second, the throughput at the downstream queue, and thus the mean interarrival time, is determined during the AMVA solution. We create a third constraint by setting I i equal to the value of ( a since it is reasonable to assume that interarrival time during a burst would be similar to the value of a short service time at the processor. We also assume that downstream burstiness is only caused by requests from the local processor. The superposition of requests from other processors will, on average, be less bursty.
Solving the model with the burstiness equations initially led to some convergence problems. Ensuring that the model converges requires some careful choices of initial values and bounds on the input parameters to make sure that values produced during the iterative solutions are reasonable. For example, k cannot be allowed to be larger than the total number of local customers.
Lock Contention
The previous SM-ILP model measured average lock waiting times, which are affected by the memory system architecture, instead of computing these performance measures from more basic parameters that are independent of the memory system architecture. In this paper, lock synchronization effects are computed from basic inputs with a separate lock contention model.
Contention for a particular lock is most naturally modeled by a queue in which the server is the lock and the service time is the lock holding time. The challenge in constructing this queue for the memory system architecture workloads is that the customers (i.e., application processes) queue for the lock while in service at the processor. Furthermore, while holding the lock, the customer may queue for memory system resources and then for further use of the processor. In addition, the program can release the lock while still holding the processor and it can complete service at a memory system resource or processor while still holding the lock. To model these various behaviors, we initially assume that only one lock is held at a time and then relax this assumption.
Lock contention is modeled in a separate queuing network with one queue per lock that has nonnegligible contention and a delay center which represents mean time between releasing a lock and requesting another lock. An example lock queueing model is shown in Fig. 5 . N customers in the network represent the processors that are vying for the locks. The parameters for mean time at the delay center and mean service time at the lock queue (i.e., mean time the lock is held) are computed from the memory architecture model.
The basic parameters used to characterize lock behavior in the example are the following:
. L: number of locks that have nonnegligible contention . r nolock;j : average number of memory accesses made by processor j between lock requests . P lock i ;j : probability that a lock request from processor j is for lock i . r lock i ;j : average number of memory requests by processor j while holding lock i To incorporate the effects of lock contention in the architecture model, we iterate between the memory architecture model and the lock contention model. The mean service time at each lock queue is set equal to r lock i ;j times the mean total round trip time for processor j in the memory architecture model (R½j). The mean time at the delay center in the lock contention model for customer j is set equal to r nolock;j times R½j. The mean service time at the processor in the architecture model is inflated (i.e., increased to ( j þ ( j =r nolock;j ) to include mean lock waiting time computed from the lock model. The iterative solution again increases the complexity of the model, an issue that will be addressed in Section 5. It also causes solution time to increase slightly, but solution time is still on the order of seconds. Moreover, this iterative technique can be generalized for specific cases of nested lock requests by having a separate lock contention model for the locks at each level of the lock hierarchy and iteratively solving the lock models along with the architecture model. The details of the lock contention equations can be found in [16] .
MODEL VALIDATION
In this section, we present the results of validation experiments that assess the accuracy of the analytic model that is developed in this paper. The validations are performed against SimOS, using SimOS's detailed MXS processor simulator and its NUMA memory system simulator. SimOS runs IRIX 5.3 and all benchmark results include OS behavior that occurred while the benchmark was running. Thus, we measure analytic model inputs and estimate system performance for the complete system behavior instead of for the application alone.
The validation experiments include FFT, LU, Radiosity, and Radix from the Splash-2 suite [23] . Table 6 shows the data sets used for each application. We attempted to obtain SimOS results for the rest of the Splash-2 benchmark suite, but these applications would not run successfully on the version of the SimOS MXS processor simulator used in this study. (This version of the MXS simulator was one of the first versions to be released for use outside of the research group that developed and initially used the simulator for architectural studies. Thus, various steps needed to get the other applications to run may have been missing from the available documentation.) Similarly, we were unable to make this version of the SimOS MXS simulator produce results for greater than eight processors. Although the number of benchmarks that ran successfully is small, the memory access characteristics captured in the model input parameters vary greatly across these applications as well as in the different periods between barriers in a given application and, thus, the analytical model is exercised over a nontrivial region of the input parameter space. Table 3 and Table 5 illustrate some of the variety in the memory request behavior across the applications. As we will show later, the processor throughput varies from 0.1 to 2.4 instructions per cycle across the application barriers against which we were able to validate, indicating that the differences in memory request behavior among these benchmarks is significant. The low processor throughput estimates also indicate that, although the number of processors is relatively small, significant contention occurs in the memory system (particularly at the directory controllers) and, thus, the ability of the analytic model to accurately estimate queuing delays is also exercised. This is confirmed by the measured mean queueing delays reported by SimOS for these applications (with the architectural parameters in Table 1 ).
The validation results for model input parameter values that exhibited the greatest degrees of heterogeneity in processor performance are shown in Fig. 6, Fig. 7 , and Fig. 8 . These results are for specific barriers (i.e., interbarrier phases) of FFT, Radix, and Radiosity running on 8-node and 4-node versions of SimOS. Each graph gives the throughput (in IPC) for each processor estimated by the new heterogeneous system model as well as the average throughput estimated by the homogeneous model. Results for other barriers of the FFT, LU, Radix, and Radiosity benchmarks (both 8-node and 4-node) are presented in Table 7 . The column numbers in the table correspond to node numbers. For each pair of rows, the first row is the IPC reported by SimOS and the second row is the IPC predicted by the model. The rightmost column corresponds to a homogeneous model using the average statistics, where the first row is the average IPC across all nodes reported by SimOS and the second row is the IPC predicted by the previous homogeneous model using input parameters that are averaged across all nodes.
These results show that the analytic estimates of per processor throughput agree quite closely with the SimOS measurements, even when each processor throughput is remarkably different. The model achieves accurate perfor- mance estimates although memory request behavior is modeled statistically and at a high level of abstraction. As mentioned before, the complexity of the new analytic model makes its tractability a key question. In validating the model, however, we discovered no cases where the model did not converge to a solution within a matter of a few seconds, in spite of strong heterogeneity in the model inputs and in the estimated per processor throughputs.
Although the homogeneous analytic model is also often accurate in estimating the average processor throughput, the new estimates of per processor throughput from the heterogeneous model are crucial to accurately estimating the impact of the memory system architecture on application execution times because, for applications employing barriers, the barrier only completes execution when the slowest processor reaches the barrier. Moreover, there are examples, such as LU-4 barrier 4, for which the homogeneous model is not even accurate with respect to the average node behavior reported by SimOS. This is due to the fact that heterogeneity can have nonlinear effects on queuing delays in the memory system and these nonlinear effects are only captured in the heterogeneous model.
Validation of the lock synchronization modeling was difficult in that none of the benchmarks that succeeded in running on the MXS simulator in our version of SimOS exhibited significant lock contention. Instead, we implemented the "Sieve of Eratosthenes" algorithm for finding prime numbers and found that executing this application on SimOS exhibited significant lock contention. The accuracy of the analytic model with complementary service time inflation for lock contention, as compared with SimOS measures for the application, is illustrated by the results in Fig. 9 and Fig. 10 . The application's heavy lock contention is revealed by the high mean lock waiting times reported in Fig. 9 . The mean lock waiting times and processor throughputs (measured in memory requests per cycle) estimated by the analytic model agree reasonably well with the measured values, even in this extreme case.
APPLICATIONS OF THE MODEL
The model developed in this paper can be applied to efficiently obtain initial answers to numerous questions about architectural designs and the interactions between applications and the architecture. Recall that the memory system parameters (below the L2 cache) can be varied to explore the design space without having to rerun the detailed simulator to obtain new input parameters. The model can reveal performance bottlenecks at specific system resources due to heterogeneous and bursty memory request traffic. This section illustrates three applications of the model to such issues, pointing out cases in which the previous homogeneous model provides inaccurate results.
Decoupling the Network Interface from the Directory Controller
As discussed in Section 2, the SimOS architecture requires all traffic into and out of a node to pass through the An interesting architectural question that can be quickly assessed with the model is the performance gain that could be achieved by decoupling the NI from the DC, given that the DC is twice as slow relative to the processor speed as compared to the default values in Table 1 . Fig. 11 shows that, for an 8-way parallel execution of Radix (barrier 2), decoupling the NI and the DC reduces the cycle count of the barrier from 163k to 124k and moves the bottleneck from CPU 3 to CPU 7.
The rightmost pair of bars shows the performance impact predicted by the homogeneous model and there are two key inaccuracies worth noting. Quantitatively, the homogeneous model predicts barrier cycle counts 30 percent less than those predicted by the heterogeneous model.
Qualitatively, the homogeneous model fails to capture the shift in the bottleneck.
Importance of Data Layout
The model input parameter values for a given application or workload can be useful in identifying opportunities for tuning the application (or kernel). For example, the input parameters that characterize where memory requests from each processor are directed reveal insight into data layout issues. More specifically, good data layout schemes maximize the fraction of requests that can be serviced locally. That is, for a given application, if one layout scheme has a higher probability of servicing a memory request locally than another scheme, then it will likely have better performance since local requests have lower latency than remote requests.
For barrier 3 of LU-4, Fig. 12 illustrates the performance gains that can be achieved for a hypothetical 50 percent increase in the probability that a request is satisfied locally. Of interest is the reduction in execution time that is achieved by the hypothetical tuning at the bottleneck processor (i.e., CPU 3 in Fig. 12 ). The magnitude of the decrease in execution time guides how much effort should be expended in looking for opportunities to increase data locality in the LU code.
As shown in Fig. 12 , the homogeneous model predicts a decrease in average processor execution time that is similar in magnitude (although larger in percentage) to the decrease in execution time for the bottleneck processor. However, the decrease in average processor execution time is not generally a reliable estimate for what will occur at the bottleneck center.
Tuning the Operating System
As discussed in Section 3.3, the operating system causes the memory request heterogeneity that is observed in workloads with applications that are generally considered homogeneous. For example, Table 4 shows that barrier 2 of FFT-4 is heterogeneous in ( because of the kernel. To determine the performance gain that could be achieved by hypothetically tuning the kernel for homogeneity, we compared the performance of this barrier against the performance of the same barrier with homogeneous kernel behavior. The OS parameters at each node are assumed to be equal to their averages across all four nodes. Fig. 13 reveals that if the OS can be tuned for greater uniformity in processor usage within the time that the application executes between barriers rather than on a much coarser time scale, this would lead to a 20 percent reduction in cycle count for this barrier. Clearly, this study could not have been performed without a heterogeneous model.
CONCLUSIONS
We have developed and validated a new analytical model for evaluating the performance of shared memory multiprocessors with ILP processors and heterogeneous processor workloads. This work extends prior research in this area in three ways: 1) adapting and validating the model for a different architecture than that considered in previous work, 2) modeling heterogeneous node behavior that was reported by SimOS even when running homogeneous applications, and 3) applying new techniques for modeling bursty memory requests and developing techniques for modeling lock synchronization. Despite the complexity of modeling processor heterogeneity and nonuniform memory access probabilities, bursty memory traffic, and lock contention, the model converges quickly, is still several orders of magnitude faster to solve than detailed simulation, and the number of input parameters remains manageable. The model validates extremely well for individual processor throughput estimates over a range of Splash-2 benchmarks that have a wide variety of memory request behaviors, which leads to a wide range of observed processor throughputs. Examples in Section 6 show how the model can be used to study architectural design issues as well as to study interactions between the architecture and the application. Moreover, the examples show that insight can be gained simply from looking at the input parameter values that are measured for a particular workload. Model parameters reveal application behavior and, in turn, opportunities for architectural and application optimizations that target the bottlenecks revealed by the behavior (such as not enough parallelism in the requests issued to memory).
The model is being made available for use by others in the POEMS environment [1] . The real test of the model is how it performs in a commercial architecture design context for which public data is unavailable. Perhaps in making the model available to commercial systems designers, feedback can be obtained about its accuracy in a real system design setting. Results for systems with more nodes would also be interesting since the model's speed advantage over simulation would be even greater. Future research topics also include investigating methods of coupling the architectural model with a more abstract model of the communication and synchronization behavior in the application. . For more information on this or any computing topic, please visit our Digital Library at http://computer.org/publications/dlib.
