We consider the vertex-cover problem on a finite-connectivity random graph with N vertices and connectivity c. For c smaller than 1/e, we prove that the cardinality of the minimal vertex cover is given by The result is obtained in a very simple way and it is based on the following fact: the cardinality of the minimal vertex-cover in a tree T is given by t(2)-t(3)+t(4)-t(5)+..., where t(k) is the number of subtrees of T with k vertices.
Introduction
A random graph G N,p = (V, E) is a set, V, of N vertices and a set of edges, E, each of them connecting two vertices. Any edge is present, independentely from the other, with probability p.
We consider here random graphs with finite connectivity: more precisely the case in which p = c/N, c fixed, N large. The quantity c is called the connectivity: in fact the average number of edges ending in one vertex is A vertex cover is a set of vertices U such that any edge in E has at least one of its endpoints in a vertex in U. The determination of the existence of a vertex cover with less of a given certain number of vertices is an NP-complete problems according to [5] .
Here we are interested the in the determination of the average cardinality of the minimal vertex cover for a random graph in the limit N → ∞, for c fixed.
In [1] , see also [2, 3, 4] Hartmann and Weigt has considered this problem. In particular they have shown using the replica approach, that for c < e the average minimal vertex cover has cardinality given by
where W is the Lambert W function, which is defined through
Bounds from below on the cardinality of the minimal vertex cover, in terms of the set of edges E, for a generic (non random) graph has been given by Caro and by Wei [6, 7] , and have been refined by [8] .
For random graphs with finite connectivity c, rigorous bounds from below and from above on the cardinality of the minimal vertex cover has been given by Gazmuri [9] , while Frieze [10] has determined the correct asymptotic as c → ∞.
Here we will prove that (1.1) is true (at least up for c < 1/e) using a very simple approach that could be useful also for other problems.
The main arguments used here are the following. First of all, from the theory of Erdos and Renyi [11, 12] on random graphs we know that for c < 1 a random graph is a collection of trees a part for a number of vertex o(N ). This fact allows to write the vertex-cover problem in terms of the vertex-cover problems for the trees composing the graph.
Then we will prove that the cardinality of the minimal vertex-cover in a tree T is given by
where the sum is extended to all the subtrees of T and where |t| denotes the number of vertices of t. This result allows to write the cardinality of the minimal vertex-cover of the graph in a very simple way, and to compute its expected value.
This computation is presented in the following section, while in the Appendix it is proven the formula (1.3).
Minimal Cardinality Vertex-Cover
First of all let us remind some very well known definitions and results in graph theory.
Given a graph G=(V,E), a vertex-cover of G is a set of vertex U such that any edge in E has at least one of its endpoints in a vertex in U. We denote with V c (G) the cardinality of the vertex cover with minimal cardinality.
For our purpose it is convenient to introduce another definition, see [1, 3] , and also [14] for related problem on regular lattices. We define P (G) as the maximal number of particles one can put in the vertex of G, no more than one particle in one vertex, no two particles in two vertices linked by an edge. It is immediate to deduce [1] that V c (G) = N − P (G). For sake of completeness we prove this fact in the Appendix.
Here we are interested in the cardinality of the minimal vertex cover and therefore in computing P c (G). From the theory of Erdos and Renyi [11, 12] on random graphs and from Bollobas [13] we have the following theorem.
where G 0 is a collection of isolated trees and where the cardinality of the vertices of G 1 is a.e. smaller than log log N, as N → ∞.
The average number of isolated trees t in G 0 with a given cardinality k, is given by
ii) If c > 1 then a finite fraction of the vertices of G N,c/N does not belong to subtrees of G N,c/N . More precisely the average cardinality of this set of vertices is (1−t(c))N +o(N ), where t(c) =
Notice that t(c) = 1, for any c ≤ 1.
This means that for c < 1 we can write
Now, being G 0 a collection of isolated trees we have to evaluate the minimal vertex cover in a tree. This is very easy thank to the following theorem which is proven in the Appendix.
Theorem 2.2 Let T be a tree. Then
where we have denoted with |t| the cardinality of the vertex of t.
(ii) Therefore, writing |T | as the sum of 1 on the subtrees with vertex cardinality equal to 1, we get
Therefore, denoting with < > the average on the random graph ensemble, we have
This can be written as
5) The last sentence in (2.5) has to be justified: see the appendix. Then, using the fact (Cayley's formula) that the number of labeled trees with k vertex is k k−2 , that the probability of one of them is (c/N ) k−1 , and that to any labeled tree with k vertices corresponds N k possible choice of the k vertices we get
where we have used the fact that lim N →∞
k! , and the fact that the series in the last of (2.6) is absolutely convergent.
Finally it is easy to show that (2.6) can be written as
where W is the Lambert W function defined as the solution of x = W e W . A way to verify the last assertion is to use the fact that the Taylor expansion of W in x = 0 (whose convergence radius is 1/e) is given by 8) and that (W + W 2 ) ′ = W/x that can be obtained taking the derivative of (1.2) with respect to x.
For mathematical properties and applications to physics of the Lambert W function see [15] .
Conclusions
Here we have seen that for c < 1/e the cardinality of the minimal vertex cover can be easily obtained and coincides with the results by Hartmann and Weigt.
For c ∈ [1/e, 1), we expect that the same result holds. More precisely we expect that
9) The proof of this result require some more technical effort. In particular for c > 1/e the series in the last of(2.6) is not absolutely convergent, and therefore the argument used (see the Appendix) to justify (2.5),(2.6) does not work.
What happens for c ≥ 1? From the computation of Hartmann and Weigt based on the replica approach there is evidence that this solution remains valid for c ≤ e (a similar result is found studying a maximum matching problem in a random bipartite graph [16] ).
It seems difficult to prove this result.
In fact here we used the Erdos and Renyi theory that assures that, as c < 1, almost all the vertices of the random graph belong to trees. This is not true for c > 1. In this case a finite fraction of vertices belong to graphs that contains loops (see Theorem 2.2) and therefore Theorem 2.2 does not applyes.
Therefore it seems to us that a proof of the fact that the solution (1.1) is true for any c < e requires some new and interesting ideas.
Moreover it seems interesting to investigate the extension (if any) of Theorem 2.2 to generic graphs.
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Appendix.
Here we prove Theorem 2.2, equations (2.5),(2.6), and also the fact, almost evident, that V c (G) = N − P (G). Let us begin with prooving this.
Given a graph G with N vertex it is convenient to introduce the square N × N matrix A i,j , defined as follows: A i,j = 1 if the vertex i is connected with the vertex j, and A i,j = 0 otherwise.
Then let us introduce the vertex variables s i ∈ {0, 1} : i = 1, ..., N ; in the sequel s i = 1 means that the vertex i is occupied, otherwise it is empty.
In this way V c (G) corresponds to the following variational principle:
Analagously we can write P (G) in the following way:
Now defining the variables σ i = 1 − s i we get
Now let us prove Theorem 2.2.
Proof of Theorem 2.2. We want to prove that, for any tree T, Γ(T ) = P (T ), where
We prove the result by induction on the number of vertex of the tree. For N = 1 the result is obvious, so we want to prove that it is true for trees with N + 1 vertex if it is true for all the trees with at most N vertex. So let T be a tree with N vertex. Let x be one of the vertex of T and let T ′ be the tree obtained adding to T the vertex y and the edge x − y. Let x 1 , ..., x n the vertex which are linked to x in the tree T. Now let us compute Γ(T ′ ).
Denoting with A x the set of subtree of T ′ which contain the vertex x and with A x,c the set of subtrees of T ′ which do not contain the vertex x, we can write
We can notice that the first sum above is equal to 0. In fact the set of subtrees of T ′ that contain the vertex x can be separated in two classes: the set of subtrees that contains y, and the set of subtrees that does not contain y. These sets are in bijection: to any tree which does not contain y one can add the vertex y obtaining one tree that contains y. But these two trees give a contribution 0 to the sum above because they enter in it with opposite signs. Then
where 1 is the contribution of the tree with only the vertex {y}, and where we have denoted with T i the subtree of T which contains x i but does not contain x. Notice that T is the union of the trees T 1 , ..., T n of the vertex x and of the edges x − x 1 , ..., x − x n . Therefore only the two following possibilities can arise. i) There exists an i such that all the configurations that maximes P (T i ) has the site x i occupied. In this case P (T ) = n i=1 P (T i ). In fact it is not possible to increase P (T ) adding a particle in the site x. This also implies that P (T ′ ) = P (T ) + 1. In fact it is possible to put a particle in the site y. Therefore we have
where we have used the induction to state that P (T i ) = Γ(T i ) : i = 1, ..., n.
ii) For all i there exists a maximal configuration for P (T i ) for which the vertex i is not occupied. In this case it is possible to add a particle to the site x and therefore
. This also implies that P (T ′ ) = P (T ) because it is not possible to increase P (T ′ ) by adding a particle in y. Then
where, as above we have used the induction to state that P (T i ) = Γ(T i ) : i = 1, ..., n.
This concludes the proof of the theorem.
Proof. of Equations (2.5),(2.6). The last sentence in (2.5) has to be justified. In fact we have to show that the sum, extended to the subtrees of G 1 is negligible as N → ∞.
To do this is convenient to write
The first term in (5.11) converges as N → ∞ to (2.6) because for c < 1/e the series is absolutely convergent and because ω(N ) → ∞ as N → ∞. The third term can be easily bounded:
Finally the second term in (5.11) can be bounded using an estimate [13] from above of the number C(n, n + k) of labeled graphs with n vertices and n + k edges as k ≥ −1 (remember that if k = −1 then the graph is a tree and C(n, n − 1) = n n−2 , by Cayley's formula). More precisely C(n, n + k) ≤ (en/2) n+k . The vertices of a graph with n vertices and n + k edges can be choosen in N n way. The probability of a graph with n vertices and n + k edges is smaller than (c/N ) n+k e −cn . The number of subtrees of this graph with m vertices, and therefore m − 1 edges, is bounded by where a 1 is a constant depending only on c, and where we used the fact that n ≤ N, c < 1/e, which imply that c e n/2N < 1 The sum in n can be bounded in the same way: notice in fact that c e −c e 2 /2 < 1 for any c ≤ 1/e. Therefore we obtain I ≤ a 2 ω (N )(a 3 ω(N ) ) ω(N ) = o(N ), (5.16) where a 2 , a 3 depend only on c. Finally, being ω(N ) = log log N, we get I = o(N ).
