The Big Triangle Small Triangle method has shown to be a powerful global optimization procedure to address continuous location problems. In the paper published in JOGO 37 (2007) 305-319, Drezner proposes a rather general and effective approach for constructing the bounds needed. Such bounds are obtained by using the fact that the objective functions in continuous location models can usually be expressed as a difference of convex functions.
Introduction
In continuous location problems, the location for one or several facilities within a subset S of the n-dimensional space R n is sought so that a given function of the distances from the facilities to a set A of users is optimized. The reader is referred to [9] for an introduction to continuous location.
Many instances in single-facility continuous location can be expressed as optimization problems in the form min where S is a finite union of polytopes in R n representing the set of possible locations for the facility, A is a finite subset of R n with the coordinates of the users, · a is a norm in R n for each a ∈ A which models travel distances from user a, and ϕ a is a function, ϕ a : R + −→ R so that ϕ a (d) gives the cost associated with the interaction between user a and the facility located at distance d. In general F is not convex, and global optimization procedures are needed to solve (1.1). The first solution method proposed in the literature was a branch-and-bound algorithm called Big Square Small Square, BSSS, [7] , later generalized by Plastria, [8] . Recently, Drezner and Suzuki have introduced in [5] a variant, called the Big Triangle Small Triangle, BTST. BTST differs from its ancestor BSSS in the subdivision elements used: whereas BSSS uses hyper-rectangles, BTST uses simplices. Both may share the bounding strategies, but in the literature one finds that bounds in BSSS are mostly constructed exploiting the (piecewise) monotonicity of the functions ϕ a , whereas in BTST functions ϕ a are assumed to be dc, i.e., they can be decomposed as a difference of convex functions, and then standard bounding procedures for dc functions are then used. See [3, 4, 6] for some examples.
In most applications, such as all those mentioned in [2] , functions ϕ a are dc, and a dc decomposition of ϕ a as ϕ a = ϕ 1 a − ϕ 2 a is available. This immediately yields lower and upper bounds for ϕ a . Indeed, an upper bound of a univariate finite convex function on a segment is given by the chord interpolating at the endpoints; a lower bound is obtained by taking the supporting line at an arbitrary interior point. Using this strategy, given an interval
Hence, for any x ∈ R n such that d min
A concave minorant l a (·) of ϕ a ( ·−a a ), i.e., a concave function with l a (x) ≤ ϕ a ( x−a a ) ∀x, is obtained as follows. If K 1 a − K 2 a ≥ 0, then the function in the right term of (1.4) is convex, a concave minorant of which is obtained by linearizing below the convex function (
On the other hand, if K 1 a − K 2 a < 0, then the function in the right term of (1.4) is concave, which is obviously a concave minorant of itself.
With this, we can construct a concave minorant m a (x) on a simplex (triangle if n = 2) of ϕ a ( x − a a ), and, by summing such minorants, one obtains a concave minorant of F on the simplex. A lower bound of F is thus obtained by inspecting at the extreme points of the simplex such concave minorant.
The aim of this paper is to show that, in many cases, it is possible to obtain a dc decomposition of the functions ϕ a with additional properties, namely, that the corresponding ϕ 1 a , ϕ 2 a are not only convex, but also monotonic. Moreover, this decomposition leads to bounding procedures which may be more successful in terms of running times than the standard bounding procedures in the same branch and bound scheme. The remainder of the paper is structured as follows. In Section 2 we introduce a subclass of dc functions. Some general properties are studied, and different examples (in the context of continuous location problems) are given. In Section 3 a bounding strategy for dcm functions is given, which is tested in a set of numerical examples in Section 4, showing that this new strategy is very competitive in running times.
Dcm functions 2.1 General properties
Definition 1 Given a nondegenerate interval K ⊂ R, a function ϕ : K −→ R is said to be difference of convex monotonic (dcm) in K if there exist ϕ 1 , ϕ 2 : K −→ R, convex and monotonic in K such that ϕ = ϕ 1 − ϕ 2 .
Smooth functions are dcm, as shown in the following results. 
If ϕ (t 0 ) ≥ 0, then both
β(s) ds are convex and non-decreasing, whereas if ϕ (t 0 ) < 0, then
β(s) ds are convex and non-decreasing, giving a dcm decomposition of ϕ.
2
giving a dcm decomposition for ϕ. 2
Remark 4
Although the class of dcm functions is rather broad, it is a proper subset of the class of dc functions. Indeed, let K = [0, 1], and consider the function ϕ(t) = t(1 − t), which is concave in K, and thus dc in K. Let us show that ϕ is not dcm. By contradiction, suppose ϕ is dcm in K, and let ϕ = ϕ 1 − ϕ 2 be a dcm decomposition in K. Since the side derivative of ϕ at t = 0 is +∞, the right derivative of ϕ 1 at t = 0 is also +∞, or the right derivative of ϕ 2 at t = 0 is −∞. In the former case, the convexity of ϕ 1 would imply that its right derivative would be non-decreasing, and thus equally constant to +∞ in K, which is a contradiction. In the latter case, ϕ 2 would be non-increasing in K. Since the left derivative of ϕ at t = 1 is −∞, we would need that the left derivative of ϕ 1 is also −∞ (impossible, by convexity of ϕ 1 ), or the left derivative of ϕ 2 at t = 1 would be +∞, which contradicts the fact that ϕ 2 is non-increasing in K. Hence, no dcm decomposition for ϕ exists.
Remark 5 Contrary to the case of dc functions, which enjoy a rich algebra (dc functions are closed under usual operations), the class of dcm functions is not closed by sums. This is shown with the following example: take K = R + , and consider the dcm functions in K
The function ϕ(t) = α(t) + β(t) is not dcm in K. Indeed, suppose by contradiction that it is dcm, and a dcm decomposition is given by ϕ = ϕ 1 − ϕ 2 . As in Remark 4, let us analyze the directional derivatives at the endpoints of K. Since the right derivative ϕ + (0) of ϕ at t = 0 is +∞, by convexity of ϕ 1 and ϕ 2 we would have that ϕ 2 should have right derivative at t = 0 equal to −∞, which would imply, in particular, that ϕ 2 would be non-increasing in K. Now, for sufficiently large t, the derivative of ϕ goes to −∞. Hence, since ϕ 2 is non-increasing, one would need ϕ 1 to have derivative going to −∞, which is impossible by convexity of ϕ 1 .
Examples in continuous location
Although the theory of dcm functions is general, we show that it is directly applicable, among others, to continuous location problems. In what follows we describe some of the models already presented in [2] , which fit within the framework given in this paper.
Obnoxious facility location
min x a∈A ω a x − a 2 (ω a > 0 ∀a) A dcm decomposition in R ++ for ϕ a (d) = ω a /d 2 is given by ϕ 1 a (d) = ω a /d 2 ϕ 2 a (d) = 0 (2.5)
Weber problem with some negative weights
min x a∈A ω a x − a (ω a ∈ R) A dcm decomposition in R + for ϕ a (d) = ω a d is given by ϕ 1 a (d) = max{ω a , 0}d ϕ 2 a (d) = max{−ω a , 0}d (2.6)
Huff competitive location
An alternative dcm decomposition for ϕ a is given by
In these expressions,d is root of equation ϕ a (d) = 0.
Stochastic weighted minimax
(2.10)
Unserviced demand (II)
A dcm decomposition is given by
where
(2.14)
Bounds for dcm functions
Consider, for each a ∈ A, a function ϕ a = ϕ 1 a − ϕ 2 a , dcm in R + . Let S be a polytope in R n , expressed as the convex hull of a finite set of points {v i : i ∈ I}. W.l.o.g. we assume that S contains at least a non-degenerate segment. Let us construct a lower bound in S for F (x) = a∈A ϕ a ( x − a a ) using the monotonicity of the functions ϕ 1 a , ϕ 2 a . For x ∈ S, we express x as x = i λ i v i , λ i ≥ 0 ∀i, i λ i = 1. We first obtain a concave minorant of ϕ 1 a as follows:
is the composition of a non-decreasing convex function with a convex function. Hence, it is also convex. Let x 0 ∈ S, x 0 = a, and let p a be a subgradient at x 0 of the convex function ϕ 1 a ( · −a a ). By definition of subgradient we have that
Observe that the minorant found is an affine function.
If ϕ 1
a is non-increasing, then given x 0 ∈ S, x 0 = a, for any p a , subgradient at d 0 := x 0 −a a of ϕ 1 , by definition of subgradient, one has
and then,
Since ϕ 1 is assumed to be non-increasing, one has that p a ≤ 0, and hence the minorant found is concave.
Now we obtain a convex majorant of ϕ 2 a ( · −a a ), i.e., a convex function u a with
is the composition of a non-decreasing convex function with a convex function. Hence, it is also convex, and the very same function ϕ 2 a ( · −a a ) is taken as convex majorant of itself.
2. If ϕ 2 a is non-increasing, then given x 0 ∈ S, x 0 = a, let p a be a subgradient of · −a a at x 0 . Then, by definition of subgradient, one has
and, since ϕ 2 is non-increasing,
We have then found a convex majorant of ϕ 2 a ( · −a a ). The procedure above yields a concave minorant l a (x) of ϕ 1 a ( x − a a ) and a convex majorant u a (x) of ϕ 2 a ( x − a a ). This implies that the function l a (x) − u a (x) is a concave minorant of ϕ a ( · −a a ) = ϕ 1 a ( · −a a ) − ϕ 2 a ( · −a a ), and hence the concave function a∈A (l a (x) − u a (x)) is a concave minorant of F (x). This implies that
and this is the bound we propose.
Computational experience
In order to show empirically that the bounding strategy described in the paper is competitive compared with the approach suggested by Drezner, we have implemented the branch and bound method BTST using the two bounding procedures and run the algorithm on a set of instances of the 2-dimensional problems described in Section 2.2. The algorithm was implemented in a Fortran program compiled by Intel Fortran 10.1, and run on a 2.4GHz computer under Windows XP. The solutions were found to a relative accuracy of 10 −10 .
Two issues must be taken into account, namely, the dcm decomposition and the bounding process. In Table 1 we show the problems that have been considered in the numerical experience, as well as the dcm decompositions used in the two bounding strategies: the bounding procedure described in [2] , summarized in Section 1, and the new procedure, detailed in Section 3. The numbers in the last two columns of Table 1 are the labels of the corresponding dc decompositions given in Section 2.2. Note that in experiment D (Huff competitive location) two different dc decompositions (namely 2.7 and 2.8) have been used, whereas in the remaining experiments the two bounding methods are compared with respect the same decomposition.
Every problem was solved, using the two bounding procedures, for a different numbers of demand points N, ranging from 10 to 10000, randomly generated in the unit square
The computational results obtained for these problems are shown in Tables 2 -11. Each table  shows some statistics (minimum, maximum and average) for three indicators of the algorithm performance: number of iterations, maximum number of triangles in the branch-and-bound list (we remind that in the BTST method simplices, and thus triangles when the dimension n = 2, are used as partition elements) and running time. Every problem was run ten times for each value of N in order to obtain the above-mentioned measurements. Table 1 : Problems, dcm decomposition and bounding strategies considered
The Huff competitive location problem is analyzed in experiments C,D and E. When the decomposition 2.7 is used, Drezner's method outperforms the dcm-based method. However, when one uses the dc decomposition 2.8, which exploits more the structure of the functions ϕ a , the gains in time and memory use of the dcm-based method are very important. Moreover, as shown in Table 5 , the decomposition 2.8 combined with our dcm-based method, clearly outperforms the decomposition 2.7 combined with Drezner's method.
In the remaining problems, when the same dc decomposition is used, the two bounding methods yield roughly the same number of iterations and memory use (measured as the maximum number of triangles to be inspected), but our dcm-based method tends to run in much less time (Experiments F, G, H, I, J and K) or the same time (experiments A and B).
To sum up, it is evident that in most cases the new bounding procedure suggested in this paper reduces considerably the running times for the same dcm decomposition. The choice of the dcm decomposition may have important consequences, as shown in experiments C-E. An adequate choice of the dc decomposition, following [1] , deserves further study. JOGO(2007) Table 1 
