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CRITICAL EXPONENT FOR THE SEMILINEAR WAVE
EQUATIONS WITH A DAMPING INCREASING IN THE FAR
FIELD
KENJI NISHIHARA, MOTOHIRO SOBAJIMA, AND YUTA WAKASUGI
Abstract. We consider the Cauchy problem of the semilinear wave equation
with a damping term{
utt −∆u+ c(t, x)ut = |u|p, (t, x) ∈ (0,∞)× RN ,
u(0, x) = εu0(x), ut(0, x) = εu1(x), x ∈ RN ,
where p > 1 and the coefficient of the damping term has the form
c(t, x) = a0(1 + |x|
2)−α/2(1 + t)−β
with some a0 > 0, α < 0, β ∈ (−1, 1]. In particular, we mainly consider the
cases
α < 0, β = 0 or α < 0, β = 1,
which imply α+ β < 1, namely, the damping is spatially increasing and effec-
tive. Our aim is to prove that the critical exponent is given by
p = 1 +
2
N − α
.
This shows that the critical exponent is the same as that of the corresponding
parabolic equation
c(t, x)vt −∆v = |v|
p.
The global existence part is proved by a weighted energy estimates with an
exponential-type weight function and a special case of the Caffarelli-Kohn-
Nirenberg inequality. The blow-up part is proved by a test-function method
introduced by Ikeda and Sobajima [15]. We also give an upper estimate of the
lifespan.
1. Introduction
We consider the Cauchy problem of the semilinear wave equation with a damping
term {
utt −∆u+ c(t, x)ut = |u|p, (t, x) ∈ (0,∞)× RN ,
u(0, x) = εu0(x), ut(0, x) = εu1(x), x ∈ RN ,(1.1)
where N ≥ 1, u = u(t, x) is a real-valued unknown function, ε is a small positive
parameter, u0, u1 are given initial data, p > 1, and the coefficient of the damping
term has the form
c(t, x) = a(x)b(t) = a0〈x〉−α(1 + t)−β ,(1.2)
Key words and phrases. semilinear damped wave equation; time and space dependent damping;
critical exponent; lifespan.
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where 〈x〉 :=√1 + |x|2, a(x) = a0〈x〉−α, b(t) = (1+ t)−β, with some a0 > 0, α < 2
and β > −1. In particular, in this paper we mainly consider the cases
α < 0, β = 0 or α < 0, β = 1.(1.3)
We assume that the initial data satisfies
u0 ∈ H1(RN ), u1 ∈ L2(RN ), supp (u0, u1) ⊂ {x ∈ RN ; |x| ≤ R0}(1.4)
with some R0 > 0.
Our aim is to determine the critical exponent pc. Here, the meaning of the
critical exponent is the following: if p > pc, then for any (u0, u1) satisfying (1.4),
there exists a unique global solution for sufficiently small ε; if p ≤ pc, then there
exists (u0, u1) satisfying (1.4), the local solution blows up in finite time for any
small ε. In this paper, we will show that under the conditions (1.2) and (1.3), the
critical exponent is determined by
pc = 1 +
2
N − α.
Comparing with previous studies we will explain below, our novelties are to deter-
mine the critical exponent for spatially increasing damping, and to give the blow-up
of solutions for the damping depending on the time and space variables.
The Cauchy problem of the linear damped wave equation{
utt −∆u+ c(t, x)ut = 0, (t, x) ∈ (0,∞)× RN ,
u(0, x) = εu0(x), ut(0, x) = εu1(x), x ∈ RN ,(1.5)
with a damping coefficient c(t, x) = a(x)b(t) = a0〈x〉−α(1+t)−β has been studied for
a long time. Roughly speaking, it is known that if the damping is sufficiently strong,
in other words, effective, then the solution behaves like that of the corresponding
parabolic equation c(t, x)ut −∆u = 0 (diffusion phenomenon). On the other hand,
if the damping is sufficiently weak, in other words, non-effective, then the solution
behaves like that of the wave equation without damping (scattering).
It is known that the classical damping α = β = 0 is included in the effective
case, and the diffusion phenomenon was studied by [40, 13, 45, 26, 75, 46, 39, 12,
44, 2, 54, 41].
On the other hand, Yamazaki [74] and Wirth [70, 71, 72, 73] considered time-
dependent damping α = 0, β ∈ R, and classified the behavior of the solution in the
following way: (i) Scattering: if β > 1, then the solution behaves like that of the
wave equation without damping; (ii) Scale-invariant weak damping: if β = 1, then
the asymptotic behavior of the solution depends on a0; (iii) Effective: if −1 ≤ β < 1,
then the solution behaves like that of the corresponding parabolic equation; (iv)
Overdamping: if β < −1, then the solution does not decay to zero in general.
The space-dependent damping α ∈ R, β = 0 was also studied by [53, 42, 21,
60, 25, 65, 55, 56, 57, 58], and similarly to the above, the behavior of the solution
was classified in the following way: (i) Scattering: if α > 1, then the solution
behaves like that of the wave equation without damping; (ii) Scale-invariant weak
damping: if α = 1, then the asymptotic behavior of the solution depends on a0;
(iii) Effective: if α < 1, then the solution behaves like that of the corresponding
parabolic equation. We note that in the space-dependent case, the overdamping
phenomenon does not occur.
In a similar approach to the space-dependent case, these results are partially
extended to the space-time dependent damping α, β ∈ R. Mochizuki and Nakazawa
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[43] proved that the case α, β ≥ 0, α + β > 1 belongs to the scattering case. For
0 ≤ α < 1,−1 < β < 1, 0 < α + β < 1, by [27, 28], energy estimates of solutions
were obtained and they indicate the solution has diffusion phenomenon.
Based on the studies on the linear problem, recently, the Cauchy problem of the
semilinear damped wave equation (1.1) has been intensively studied. In particular,
if the damping is effective, we expect that the critical exponent is the same as that
of the corresponding parabolic problem. Indeed, when α = β = 0, it was shown by
[34, 59, 76, 30] that the critical exponent is given by pc = pF (N) = 1 +
2
N , which
is called the Fujita exponent named after the pioneering work by [8].
For the time-dependent damping case, namely, α = 0, it was revealed by [37]
that the critical exponent remains pc = pF (N) when α = 0, β ∈ (−1, 1) (see
[67, 9, 18] for the case β = −1). When β > 1, Lai and Takamura [31] and Wakasa
and Yordanov [63] showed the small data blow-up for the sub-Strauss or Strauss
exponent 1 < p < ∞ (N = 1); 1 < p ≤ pS(N) = N+1+
√
N2+10N−7
2(N−1) (N ≥ 2).
Recently, Liu and Wang [38] gave the global existence result for p > pS(N) with
N = 3, 4, while the cases N = 2 and N ≥ 5 remain open. On the other hand, in
the scale-invariant case β = 1, the situation becomes more complicated. First, if
a0 is sufficiently large, we expect that the critical exponent coincides with pF (N).
Indeed, by [4, 3, 65] it is proved that pc = pF (N) holds for a0 ≥ 53 (N = 1), 3 (N =
2), N + 2 (N ≥ 3). On the other hand, when a0 = 2, D’Abbicco, Lucente and
Reissig [7] showed pc = max{pF (N), pS(N + 2)} for N ≤ 3 (see [5, 49] for higher
dimensional cases). This implies that the critical exponent depends on a0. For
a0 6= 2, the best known result is by Ikeda and Sobajima [17]. They obtained the
small data blow-up for N ≥ 1, 0 < a0 < N2+N+2N+2 and 1 < p ≤ pS(N + a0) (see also
[32, 61]). Also, by [20] it is proved that the critical exponent is given by pc = 1
when β < −1, namely, the small data global existence holds for any p > 1.
On the other hand, for the space-dependent damping case, namely, β = 0, Ike-
hata, Todorova and Yordanov [24] proved if 0 ≤ α < 1, then the critical exponent
is given by pc = 1+
2
N−α . However, there is no result in the case α < 0, where the
damping coefficient is unbounded with respect to the space variable, while we can
expect that the critical exponent is still given by pc = 1+
2
N−α in view of the result
of linear problem [57]. When α = 1, the equation has scale-invariance and the crit-
ical exponent seems to change depending on a0. Indeed, Ikeda and Sobajima [16]
proved the small data blow-up for N ≥ 3, 0 ≤ a0 < (N−1)
2
N+1 ,
N
N−1 < p ≤ pS(N+a0),
while the global existence part remains open.
In contrast, there were only few results on time and space dependent cases.
By [64], the small data global existence was proved for α, β ≥ 0, α + β < 1 and
p > 1+ 2N−α . Khader [29] also proved the small data global existence for 0 ≤ α < 1,
−1 < β < 1, 0 < α + β < 1, and p > 1 + 4(β+1)2(N−α)(β+1)−β(2−α) . However, there are
no results on the small data blow-up for subcritical or critical case.
We also refer the reader to [34, 47, 19, 33, 14, 15, 62] for studies on estimates of
lifespan of blow-up solutions.
Summarizing the previous studies, we can conjecture the following for the critical
exponent of the problem (1.1) with the condition (1.2).
Conjecture
(i) For α < 2, β > −1 with α+ β < 1, the critical exponent is pc = 1 + 2N−α .
(ii) For α, β ∈ R with α+ β = 1, the equation has scale-invariance and the critical
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exponent will depend on a0.
(iii) For α, β ∈ R with α + β > 1, the critical exponent is given by the Strauss
number pc = pS(N).
In this paper, we present some partial answers which support the Conjecture (i).
In particular, we completely give the critical exponent in the case α < 0, β = 0.
Before going to our main results, we mention the existence of the local solution.
Proposition 1.1 (Existence of the local solution). Let N ≥ 1 and let c(t, x) has
the form (1.2) with some a0 > 0, α, β ∈ R. We assume that the initial data satisfy
(1.4) with some R0 > 0. If p satisfies
1 < p <∞ (N = 1, 2), 1 < p ≤ N
N − 2 (N ≥ 3),(1.6)
then for any ε > 0, there exists a time T > 0 such that the Cauchy problem (1.1)
admits a unique solution
u ∈ C([0, T );H1(RN )) ∩ C1([0, T );L2(RN ))(1.7)
satisfying
suppu(t, ·) ⊂ {x ∈ RN ; |x| ≤ R0 + t}.(1.8)
Moreover, with the notion of the lifespan
T (ε) := {T ∈ (0,∞]; there exists a unique solution u in the class (1.7)} ,(1.9)
we have the following blow-up alternative: if T (ε) <∞, then
lim
t→T (ε)−0
‖(u, ut)(t)‖H1×L2 =∞(1.10)
holds.
The proof is given by a standard energy estimate and the contraction mapping
principle (see [23, Proposition 2.1]).
Our first main results are the small data global existence in the supercritical
case.
Theorem 1.2 (Small data global existence for β ∈ (−1, 1) in the supercritical
case). Let N ≥ 1 and let c(t, x) has the form (1.2) with some a0 > 0, α < 0 and
β ∈ (−1, 1). We assume that the initial data satisfy (1.4) with some R0 > 0. If p
satisfies
1 +
2
N − α < p <∞ (N = 1, 2), 1 +
2
N − α < p ≤
N
N − 2 (N ≥ 3),(1.11)
then there exists a constant ε0 > 0 depending on N, p, a0, α, β, u0, u1, R0 such that
for any ε ∈ (0, ε0], the Cauchy problem (1.1) admits a unique global solution
u ∈ C([0,∞);H1(RN )) ∩ C1([0,∞);L2(RN )).
Theorem 1.3 (Small data global existence for β = 1 in the supercritical case). Let
N ≥ 1 and let c(t, x) has the form (1.2) with some a0 > 0, α < 0 and β = 1. We
assume that the initial data satisfy (1.4) with some R0 > 0. If p satisfies (1.11),
then there exist constants a∗ > 0 depending on p and ε0 > 0 depending on N, p, a0,
α, u0, u1, R0 such that if a0 ≥ a∗ and ε ∈ (0, ε0], then the Cauchy problem (1.1)
admits a unique global solution
u ∈ C([0,∞);H1(RN )) ∩ C1([0,∞);L2(RN )).
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The second main result is the finite time blow-up of the solution in the subcritical
and the critical cases when α and β satisfy (1.3). Moreover, we give the sharp upper
estimates of the lifespan.
Theorem 1.4 (Blow-up in the subcritical or the critical case). Let N ≥ 1, and let
c(t, x) has the form (1.2) with some a0 > 0, α and β satisfying (1.3). Moreover,
we assume that p satisfies
1 < p ≤ 1 + 2
N − α,(1.12)
and the initial data satisfy (1.4) with some R0 > 0 and∫
RN
(
u1(x) + (a0〈x〉−α − β)u0(x)
)
dx > 0.(1.13)
Then, there exist constants ε1 > 0 and C > 0 depending on N, p, a0, α, u0, u1, R0
such that for any ε ∈ (0, ε1], the lifespan of the local solution is estimated as
T (ε) ≤
{
Cε−
2−α
2(1+β) (
1
p−1−N−α2 )
−1
1 < p < 1 + 2N−α ,
exp
(
Cε−(p−1)
)
p = 1 + 2N−α .
(1.14)
Remark 1.1. (i) By Theorems 1.2, and 1.4 we conclude that if the damping term
is given by (1.2) with some a0 > 0, α, β satisfying α < 0, β = 0, then the critical
exponent of the Cauchy problem (1.1) is determined by
pc = 1 +
2
N − α.
When α < 0, β = 1, by Theorems 1.3 and 1.4, the critical exponent is almost
determined as the above one, in the sense that if 1 < p ≤ 1 + 2N−α , then the small
data blow-up occurs (for all a0 > 0), and if p > 1+
2
N−α , then the small data global
existence holds provided that a0 is sufficiently large (depending on p).
(ii) When the damping is effective, namely, α + β < 1, if we do not impose
the condition (1.3), the blow-up of solutions in the subcritical or the critical case
1 < p ≤ 1 + 2N−α is still an open problem.
We shall comment on the method of proof and construction of the paper. The-
orem 1.2 is proved in Section 2 by weighted energy method with a weight function
having the form eψ(t,x) with an appropriate function ψ(t, x) (see Definition 2.1).
Such a weight function was developed by [21, 60, 48, 56]. Making use of this weight,
we can estimate the weighted energy of the solution by the sum of the initial energy
and the nonlinear terms (see Lemma 2.4). Then, to control the nonlinear terms, we
apply the Caffarelli–Kohn–Nirenberg inequality, which is suitable with the energy
including polynomially increasing coefficient a(x).
Theorem 1.3 can be also proved in the same strategy. To avoid proceeding
the similar computations as before, we emphasize the difference from the proof of
Theorem 1.2 by giving only the outline of proof in Appendix B.
For Theorem 1.4, in Section 3, we apply the so-called test function method
developed by [76, 37, 4, 15]. Multiplying the equation by (1+ t), we can transform
the linear part of the equation (1.1) into divergence form. This is a simple but
crucial idea in the proof. Then, we further multiply a test function scaled by a
large parameter R ∈ (0, T (ε)), and apply the integration by parts, which gives
a certain estimate including the parameter R, the initial data, and the nonlinear
term. Finally, letting R to T (ε), we have the estimate of the lifespan.
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2. Small data global existence in the supercritical case
To keep the paper readable length, we will give the detailed proof only for the
case α < 0 and β = 0, namely, c(t, x) = a(x), and for the other cases we will give
an outline of the proof in Appendix B.
2.1. Construction of a weight function. We first prepare a suitable weight
function, which will be used for weighted energy estimates of the solution. In
the previous works [21, 24, 48, 37, 64] for the case α ≥ 0, the so-called Ikehata-
Todorova-Yordanov type weight function
eψ(t,x) with ψ(t, x) = µ
〈x〉2−α
1 + t
, µ > 0(2.1)
was used. The function ψ(t, x) has the properties
−ψt(t, x)a(x) = (2 + δ)|∇ψ(t, x)|2,(2.2)
∆ψ(t, x) ≥
(
N − α
2(2− α) − δ
)
a(x)
1 + t
(2.3)
with some small δ > 0, and these properties are essential for the weighted energy
estimates. However, if α < 0, then the above weight function ψ(t, x) does not
satisfy the estimate (2.3).
Therefore, following the idea of [56], we modify the weight function (2.1) as
follows.
Definition 2.1. Let δ ∈ (0, 1), µ = a0(2−α)2(2+δ) , and A0 > 0. Let Rδ > 0 be
a sufficiently large constant depending on δ > 0, and we take a cut-off function
ηRδ ∈ C∞0 (RN ) such that
ηRδ (x) = 1 (|x| ≤ Rδ), ηRδ (x) = 0 (|x| ≥ 2Rδ).
Let N be the Newton potential, that is,
N (x) =


|x|
2
(N = 1),
1
2pi
log
1
|x| (N = 2),
Γ(N2 + 1)
N(N − 2)piN/2 |x|
2−N (N ≥ 3).
We define
ψ(t, x) =
µ
1 + t
{〈x〉2−α +A0 −N ∗ (α(2− α)〈x〉−2−αηRδ (x))} .
Lemma 2.2. For any δ ∈ (0, 1), there exist constants Rδ > 0 and A0 > 0 such
that the function ψ(t, x) defined by Definition 2.1 satisfies
−ψt(t, x)a(x) ≥ (2 + δ1)|∇ψ(t, x)|2,(2.4)
∆ψ(t, x) ≥
(
N − α
2(2− α) − δ2
)
a(x)
1 + t
,(2.5)
where δ1 =
2
3δ and δ2 =
N−α
2(2−α)δ.
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Proof. We calculate
∆ψ(t, x) = µ(N − α)(2 − α) 〈x〉
−α
1 + t
+ µα(2 − α) 〈x〉
−2−α
1 + t
(1− ηRδ (x))
≥
(
N − α
2(2− α) − δ2
)
a(x)
1 + t
for sufficiently large Rδ > 0. Thus, we have (2.5). Next, we prove (2.4). We
compute
− ψt(t, x)a(x)
=
1
1 + t
ψ(t, x)a(x)
=
a0
(2− α)2(2 + δ)
a(x)
(1 + t)2
{〈x〉2−α +A0 −N ∗ (α(2 − α)〈x〉−2−αηRδ (x))} .
On the other hand, we have
(2 + δ1)|∇ψ(t, x)|2
= (2 + δ1)
a20
(2− α)2(2 + δ)2
〈x〉−2α|x|2
(1 + t)2
− 2(2 + δ1) a
2
0
(2− α)3(2 + δ)2
〈x〉−αx
(1 + t)2
· ∇ [N ∗ (α(2 − α)〈x〉−2−αηRδ (x))]
+ (2 + δ1)
a20
(2− α)4(2 + δ)2
1
(1 + t)2
∣∣∇N ∗ (α(2 − α)〈x〉−2−αηRδ (x))∣∣2 .
We easily obtain
∣∣N ∗ (α(2 − α)〈x〉−2−αηRδ (x))∣∣ ≤ C
{
〈x〉2−N (N = 1, N ≥ 3),
log(2 + |x|) (N = 2),∣∣∇N ∗ (α(2 − α)〈x〉−2−αηRδ (x))∣∣ ≤ C〈x〉1−N .
Now, we take a constant δ3 > 0 so that 1− δ3 ≥ 2+δ12+δ holds. Then, we have
(1 − δ3) a0
(2− α)2(2 + δ)
〈x〉2−αa(x)
(1 + t)2
≥ (2 + δ1) a
2
0
(2 − α)2(2 + δ)2
〈x〉−2α|x|2
(1 + t)2
.
Finally, we take a sufficiently large constant A0 > 0 so that
a0
(2− α)2(2 + δ)
δ3〈x〉2−αa(x) +A0a(x)
(1 + t)2
≥ a0
(2 − α)2(2 + δ)
a(x)
(1 + t)2
∣∣N ∗ (α(2 − α)ηRδ (x)〈x〉−2−α)∣∣
+
∣∣∣∣2(2 + δ1) a20(2− α)3(2 + δ)2 〈x〉
−αx
(1 + t)2
· ∇ [N ∗ (α(2 − α)ηRδ (x)〈x〉−2−α)]
∣∣∣∣
+ (2 + δ1)
a20
(2− α)4(2 + δ)2
1
(1 + t)2
∣∣∇N ∗ (α(2 − α)ηRδ (x)〈x〉−2−α)∣∣2 .
Consequently, we have (2.4). 
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2.2. Weighted energy estimates. Using the function ψ(t, x) constructed in Def-
inition 2.1, we prove the following weighted energy estimates for solutions to (1.1).
Continuing from the previous subsection, we consider the case α < 0 and β = 0.
Let δ0 ∈ (0, N−α2−α ). We define
M(t) := sup
0≤τ<t
{
(1 + τ)
N−α
2−α +1−δ0
∫
RN
e2ψ(u2t + |∇u|2) dx(2.6)
+(1 + τ)
N−α
2−α −δ0
∫
RN
e2ψa(x)u2 dx
}
.
By the blow-up alternative in Proposition 1.1, Theorem 1.2 is obtained from the
following a priori estimate.
Proposition 2.3. Under the assumptions of Theorem 1.2, there exist δ0 ∈ (0, N−α2−α ),
and constants t0 = t0(a0, R0, δ0) ≥ 1, C = C(N,α, a0, p, R0, δ0, t0) > 0 such that
the solution u constructed in Proposition 1.1 satisfies the a priori estimate
M(t) ≤ CM(0) + CM(t)(p+1)/2
for t ∈ [0, T (ε)), where the function ψ(t, x) is defined in Definition 2.1 with δ =
2−α
2(N−α)δ0.
Remark 2.1. The restriction p ≤ NN−2 (N ≥ 3) is due to the local existence
(Proposition 1.1), and we can obtain the above a priori estimate for 1 + 2N−α <
p ≤ N+2N−2 .
To prove Proposition 2.3, we first prove the following energy estimate. After
that, in the next subsection, we give the nonlinear estimates and complete the
proof of Proposition 2.3.
Lemma 2.4. Under the assumptions of Proposition 2.3, for any δ0 ∈ (0, N−α2−α ),
there exist constants t0 = t0(N,α, a0, R0, δ0) ≥ 1, and C = C(N,α, a0, p, R0, δ0, t0) >
0 such that the solution u constructed in Proposition 1.1 satisfies
(t0 + t)
N−α
2−α +1−δ0
∫
RN
e2ψ(u2t + |∇u|2) dx+ (t0 + t)
N−α
2−α −δ0
∫
RN
e2ψa(x)u2 dx
≤ C
∫
RN
(u21 + |∇u0|2 + u20 + |u0|p+1) dx
+ C(t0 + t)
N−α
2−α +1−δ0
∫
RN
e2ψ|F (u)| dx
+ C
∫ t
0
(t0 + τ)
N−α
2−α −δ0
∫
RN
e2ψ|F (u)| dxdτ
+ C
∫ t
0
(t0 + τ)
N−α
2−α +1−δ0
∫
RN
e2ψ(−ψt)|F (u)| dxdτ,
where F (u) =
∫ u
0 |v|p dv, and the function ψ(t, x) is defined in Definition 2.1 with
δ = 2−α2(N−α)δ0.
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Proof. Multiplying the equation of (1.1) by e2ψut, we have
∂
∂t
[
e2ψ
2
(u2t + |∇u|2)
]
−∇ · (e2ψut∇u)
+ e2ψ
(
a(x) − |∇ψ|
2
−ψt − ψt
)
u2t +
e2ψ
−ψt |ψt∇u − ut∇ψ|
2
=
∂
∂t
[
e2ψF (u)
]
+ 2e2ψ(−ψt)F (u).
By (2.4), the last term of the left-hand side satisfies
e2ψ
−ψt |ψt∇u− ut∇ψ|
2 ≥ e2ψ
(
1
5
(−ψt)|∇u|2 − a(x)
4(2 + δ1)
u2t
)
.
This and using again (2.4) imply
∂
∂t
[
e2ψ
2
(u2t + |∇u|2)
]
−∇ · (e2ψut∇u)(2.7)
+ e2ψ
{(
a(x)
4
− ψt
)
u2t +
−ψt
5
|∇u|2
}
≤ ∂
∂t
[
e2ψF (u)
]
+ 2e2ψ(−ψt)F (u).
On the other hand, multiplying the equation of (1.1) by e2ψu, we have
∂
∂t
[
e2ψ
(
uut +
a(x)
2
u2
)]
−∇ · (e2ψu∇u)
+ e2ψ
{|∇u|2 − ψta(x)u2 + 2u∇ψ · ∇u − 2ψtuut − u2t}
= e2ψ|u|pu.
By noting
2e2ψu∇ψ · ∇u = 4e2ψu∇ψ · ∇u−∇ · (e2ψu2∇ψ)+ 2e2ψ|∇ψ|2u2 + e2ψ(∆ψ)u2,
we see that
∂
∂t
[
e2ψ
(
uut +
a(x)
2
u2
)]
−∆
(
e2ψ
2
u2
)
(2.8)
+ e2ψ
{|∇u|2 + 4u∇ψ · ∇u+ ((−ψt)a(x) + 2|∇ψ|2)u2}
+ e2ψ (∆ψ)u2 − e2ψ (2ψtuut + u2t)
= e2ψ|u|pu.
By (2.4) and the Schwarz inequality, we estimate
|∇u|2 + 4u∇ψ · ∇u+ ((−ψt)a(x) + 2|∇ψ|2)u2
≥ |∇u|2 + 4u∇ψ · ∇u+ (4 + δ4)|∇ψ|2u2 + δ
4
(−ψt)a(x)u2
≥ δ5|∇u|2 + δ
4
(−ψt)a(x)u2,
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where δ4 = δ1− δ2− δδ14 and δ5 = δ44+δ4 . Here, we remark that δ ∈ (0, 1) and δ1 = 23δ
ensure δ4 > 0. Also, (2.5) implies
e2ψ(∆ψ)u2 ≥
(
N − α
2(2− α) − δ2
)
e2ψ
a(x)
1 + t
u2.
Moreover, it follows from the Schwarz inequality that
|2ψtuut| ≤ 8
δa(x)
(−ψt)u2t +
δ
8
a(x)(−ψt)u2.
Plugging these into (2.8), we conclude
∂
∂t
[
e2ψ
(
uut +
a(x)
2
u2
)]
−∆
(
e2ψ
2
u2
)
+ e2ψ
(
δ5|∇u|2 + δ
8
(−ψt)a(x)u2
)
+
(
N − α
2(2− α) − δ2
)
e2ψ
a(x)
1 + t
u2
− e2ψ
(
1 +
8(−ψt)
δa(x)
)
u2t
≤ e2ψ|u|pu.
Integrating the above over RN and multiplying it by (t0 + t)
N−α
2−α −δ0 , we have
d
dt
[
(t0 + t)
N−α
2−α −δ0
∫
RN
e2ψ
(
uut +
a(x)
2
u2
)
dx
]
(2.9)
−
(
N − α
2− α − δ0
)
(t0 + t)
N−α
2−α −1−δ0
∫
RN
e2ψ
(
uut +
a(x)
2
u2
)
dx
+ (t0 + t)
N−α
2−α −δ0
∫
RN
e2ψ
(
δ5|∇u|2 + δ
8
(−ψt)a(x)u2
)
dx
+
(
N − α
2(2− α) − δ2
)
(t0 + t)
N−α
2−α −1−δ0
∫
RN
e2ψa(x)u2 dx
− (t0 + t)
N−α
2−α −δ0
∫
RN
e2ψ
(
1 +
8(−ψt)
δa(x)
)
u2t dx
≤ (t0 + t)
N−α
2−α −δ0
∫
RN
e2ψ|u|pu dx.
Since δ = 2−α2(N−α)δ0 and δ2 =
N−α
2(2−α)δ, we see that 4δ2 = δ0 holds and hence, we
compute
−
(
N − α
2− α − δ0
)
(t0 + t)
N−α
2−α −1−δ0
∫
RN
e2ψ
a(x)
2
u2 dx
+
(
N − α
2(2− α) − δ2
)
(t0 + t)
N−α
2−α −1−δ0
∫
RN
e2ψa(x)u2 dx
= δ2(t0 + t)
N−α
2−α −1−δ0
∫
RN
e2ψa(x)u2 dx.
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Moreover, the Schawarz inequality implies(
N − α
2− α − δ0
)
(t0 + t)
N−α
2−α −1−δ0
∫
RN
e2ψuut dx
≤ δ6(t0 + t)
N−α
2−α −1−δ0
∫
RN
e2ψa(x)u2 dx+ C(δ6)(t0 + t)
N−α
2−α −1−δ0
∫
RN
e2ψ
1
a(x)
u2t dx
≤ δ6(t0 + t)
N−α
2−α −1−δ0
∫
RN
e2ψa(x)u2 dx+
C(δ6)
t0
(t0 + t)
N−α
2−α −δ0
∫
RN
e2ψ
1
a(x)
u2t dx
where δ6 =
δ2
2 and C(δ6) =
1
4δ6
(N−α2−α − δ0)2. Applying these estimates to (2.9), we
deduce
d
dt
[
(t0 + t)
N−α
2−α −δ0
∫
RN
e2ψ
(
uut +
a(x)
2
u2
)
dx
]
+ (t0 + t)
N−α
2−α −δ0
∫
RN
e2ψ
(
δ5|∇u|2 + δ
8
(−ψt)a(x)u2
)
dx
+ δ6(t0 + t)
N−α
2−α −1−δ0
∫
RN
e2ψa(x)u2 dx
− (t0 + t)
N−α
2−α −δ0
∫
RN
e2ψ
(
1 +
C(δ6)
t0a(x)
+
8(−ψt)
δa(x)
)
u2t dx
≤ (t0 + t)
N−α
2−α −δ0
∫
RN
e2ψ|u|pu dx.
Integrating it over [0, t], we conclude
(t0 + t)
N−α
2−α −δ0
∫
RN
e2ψ
(
uut +
a(x)
2
u2
)
dx
(2.10)
+
∫ t
0
(t0 + τ)
N−α
2−α −δ0
∫
RN
e2ψ
(
δ5|∇u|2 + δ
8
(−ψt)a(x)u2
)
dxdτ
+ δ6
∫ t
0
(t0 + τ)
N−α
2−α −1−δ0
∫
RN
e2ψa(x)u2 dxdτ
−
∫ t
0
(t0 + τ)
N−α
2−α −δ0
∫
RN
e2ψ
(
1 +
C(δ6)
t0a(x)
+
8(−ψt)
δa(x)
)
u2t dxdτ
≤ C(t0)
∫
RN
e2ψ(0,x)(u0u1 +
a(x)
2
u20) dx +
∫ t
0
(t0 + τ)
N−α
2−α −δ0
∫
RN
e2ψ|u|pu dxdτ.
On the other hand, integrating (2.7) over RN , we have
d
dt
∫
RN
e2ψ
2
(u2t + |∇u|2) dx
+
∫
RN
e2ψ
{(
a(x)
4
− ψt
)
u2t +
−ψt
5
|∇u|2
}
dx
≤ d
dt
∫
RN
e2ψF (u) dx+ 2
∫
RN
e2ψ(−ψt)F (u) dx.
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We multiply it by (t0 + t)
N−α
2−α +1−δ0 to obtain
d
dt
[
(t0 + t)
N−α
2−α +1−δ0
∫
RN
e2ψ
2
(u2t + |∇u|2) dx
]
−
{
N − α
2− α + 1− δ0
}
(t0 + t)
N−α
2−α −δ0
∫
RN
e2ψ
2
(u2t + |∇u|2) dx
+ (t0 + t)
N−α
2−α +1−δ0
∫
RN
e2ψ
{(
a(x)
4
− ψt
)
u2t +
−ψt
5
|∇u|2
}
dx
≤ d
dt
[
(t0 + t)
N−α
2−α +1−δ0
∫
RN
e2ψF (u) dx
]
−
{
N − α
2− α + 1− δ0
}
(t0 + t)
N−α
2−α −δ0
∫
RN
e2ψF (u) dx
+ 2(t0 + t)
N−α
2−α +1−δ0
∫
RN
e2ψ(−ψt)F (u) dx.
Noting that
{
N − α
2− α + 1− δ0
}
(t0 + t)
N−α
2−α −δ0 ≤ (t0 + t)
N−α
2−α +1−δ0 a(x)
8
holds if we choose t0 ≥ 1 so that t0 ≥ 8a0 (N−α2−α + 1− δ0), we calculate
d
dt
[
(t0 + t)
N−α
2−α +1−δ0
∫
RN
e2ψ
2
(u2t + |∇u|2) dx
]
+ (t0 + t)
N−α
2−α +1−δ0
∫
RN
e2ψ
{(
a(x)
8
− ψt
)
u2t +
−ψt
5
|∇u|2
}
dx
−
{
N − α
2− α + 1− δ0
}
(t0 + t)
N−α
2−α −δ0
∫
RN
e2ψ
2
|∇u|2 dx
≤ d
dt
[
(t0 + t)
N−α
2−α +1−δ0
∫
RN
e2ψF (u) dx
]
−
{
N − α
2− α + 1− δ0
}
(t0 + t)
N−α
2−α −δ0
∫
RN
e2ψF (u) dx
+ 2(t0 + t)
N−α
2−α +1−δ0
∫
RN
e2ψ(−ψt)F (u) dx.
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Integrating it over [0, t], we conclude
(t0 + t)
N−α
2−α +1−δ0
∫
RN
e2ψ
2
(u2t + |∇u|2) dx(2.11)
+
∫ t
0
(t0 + τ)
N−α
2−α +1−δ0
∫
RN
e2ψ
{(
a(x)
8
− ψt
)
u2t +
−ψt
5
|∇u|2
}
dxdτ
−
{
N − α
2− α + 1− δ0
}∫ t
0
(t0 + τ)
N−α
2−α −δ0
∫
RN
e2ψ
2
|∇u|2 dxdτ
≤ C(t0)
∫
RN
e2ψ(0,x)(u21 + |∇u0|2 + |u0|p+1) dx
+ (t0 + t)
N−α
2−α +1−δ0
∫
RN
e2ψF (u) dx
−
{
N − α
2− α + 1− δ0
}∫ t
0
(t0 + τ)
N−α
2−α −δ0
∫
RN
e2ψF (u) dxdτ
+ 2
∫ t
0
(t0 + τ)
N−α
2−α +1−δ0
∫
RN
e2ψ(−ψt)F (u) dxdτ.
Finally, we combine (2.10) and (2.11). We take ν > 0 so that
ν
{
N − α
2− α + 1− δ0
}
≤ δ5
2
holds and, we choose t0 sufficiently large so that
1
t0
(
1 +
C(δ6)
t0
)
≤ ν
16
a(x),
8
δt0a(x)
≤ ν
2
,
Computing (2.10) +ν·(2.11), we conclude
ν(t0 + t)
N−α
2−α
+1−δ0
∫
RN
e2ψ
2
(u2t + |∇u|2) dx+ (t0 + t)
N−α
2−α
−δ0
∫
RN
e2ψ
(
uut +
a(x)
2
u2
)
dx
+ ν
∫ t
0
(t0 + τ)
N−α
2−α +1−δ0
∫
RN
e2ψ
{(
a(x)
16
+
−ψt
2
)
u2t +
−ψt
5
|∇u|2
}
dxdτ
+
∫ t
0
(t0 + τ)
N−α
2−α −δ0
∫
RN
e2ψ
(
δ5
2
|∇u|2 + δ
8
(−ψt)a(x)u2
)
dxdτ
+ δ6
∫ t
0
(t0 + τ)
N−α
2−α −1−δ0
∫
RN
e2ψa(x)u2 dxdτ
≤ C(t0)
∫
RN
e2ψ(0,x)(u21 + |∇u0|2 + |u0|p+1 + a(x)u20) dx
+ ν(t0 + t)
N−α
2−α +1−δ0
∫
RN
e2ψ|F (u)| dx
+ C(N,α, δ0, ν)
∫ t
0
(t0 + τ)
N−α
2−α −δ0
∫
RN
e2ψ|F (u)| dxdτ
+ C(ν)
∫ t
0
(t0 + τ)
N−α
2−α +1−δ0
∫
RN
e2ψ(−ψt)|F (u)| dxdτ.
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Finally, noting that
ν(t0 + t)
N−α
2−α +1−δ0
∫
RN
e2ψ
2
(u2t + |∇u|2) dx+ (t0 + t)
N−α
2−α −δ0
∫
RN
e2ψ
(
uut +
a(x)
2
u2
)
dx
≥ ν
2
(t0 + t)
N−α
2−α +1−δ0
∫
RN
e2ψ
2
(u2t + |∇u|2) dx+
1
4
(t0 + t)
N−α
2−α −δ0
∫
RN
e2ψa(x)u2 dx
if t0 ≥ 2νa0 , we have the assertion of Lemma 2.4. 
Remark 2.2. In the above proof, we have determined the positive constants δ, δj (j =
1, . . . , 6), ν, t0 in the following way. First, for given δ0 ∈ (0, N−α2−α ), we define
δ := 2−α2(N−α)δ0. Then, we choose δj (j = 1, . . . , 6) as δ1 :=
2
3δ, δ2 :=
N−α
2(2−α)δ,
δ3 such that 1 − δ3 ≥ 2+δ12+δ , δ4 := δ1 − δ2 − δδ14 , δ5 := δ44+δ4 , δ6 := δ22 . Note that
δ = O(δ0) amd δj = O(δ0) (j = 1, . . . , 6) as δ0 → 0+. After that, we take ν as
ν(N−α2−α + 1− δ0) ≤ δ52 . Then, we choose t0 ≥ 1 so that
t0 ≥ 8
a0
(
N − α
2− α + 1− δ0),
1
t0
(
1 +
C(δ6)
t0
)
≤ ν
16
a(x),
8
δt0a(x)
≤ ν
2
, t0 ≥ 2
νa0
hold for any x ∈ RN . These observations will be useful when we discuss the case
α < 0, β = 1 (see Appendix B).
Finally, we also remark that δ0 will be determined depending on p in the nonlinear
estimates discussed in the next subsection.
2.3. Nonlinear estimates and proof of Proposition 2.3. In this subsection,
we give the nonlinear estimates for the right-hand side of Lemma 2.4 and complete
the proof of Proposition 2.3. We first recall the following special case of Gagliardo–
Nirenberg inequality.
Lemma 2.5. (Gagliardo–Nirenberg inequality, see [10, Section 6.1.1]) For 1 ≤ p <
∞ (N = 1, 2), 1 ≤ p ≤ N+2N−2 (N ≥ 3), there exists a constant C > 0 such that for
any u ∈ H1(RN ), we have
‖u‖Lp+1 ≤ C‖∇u‖θL2‖u‖1−θL2 ,
where θ = N(p−1)2(p+1) ∈ [0, 1].
Besides the above lemma, we also use the following special case of Caffarelli–
Kohn–Nirenberg inequality.
Lemma 2.6. (Caffarelli–Kohn–Nirenberg inequality, see [1]) For k = 0, 1, 2, . . .,
there exist C(k,N) > 0 such that for u ∈ H1(RN ) with compact support, we have
‖u‖L2 ≤ C(k,N)‖∇u‖1−1/2
k
L2 ‖|x|2
k−1u‖1/2kL2 .
We give a short proof of this lemma in Appendix.
Based on the above lemma, we first prepare the following.
Lemma 2.7. Under the assumptions of Proposition 2.3, for any integer k satisfying
2k−1 ≥ −α2 , there exists a constant C(α, p, k,N) > 0 such that for any u ∈ H1(RN )
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with compact support, we have
‖e 2ψp+1u‖L2 ≤ C(α, p, k,N)
(
(1 + t)−
1
2 ‖eψ√au‖L2 + ‖eψ∇u‖L2
)1−1/2k
×
(
(1 + t)(2
k−1+α2 )/(2−α)‖eψ√au‖L2
)1/2k
.
Proof. By Lemma 2.6, we have
‖e 2ψp+1u‖L2 ≤ C(k,N)‖∇(e
2ψ
p+1u)‖1−1/2kL2 ‖〈x〉2
k−1e
2ψ
p+1u‖1/2kL2(2.12)
with k satisfying 2k − 1 ≥ −α2 . We estimate
〈x〉2k−1e 2ψp+1 = 〈x〉−α2 〈x〉2k−1+α2 e 2ψp+1
= 〈x〉−α2
( 〈x〉2−α
1 + t
)(2k−1+α2 )/(2−α)
e
2ψ
p+1 · (1 + t)(2k−1+α2 )/(2−α)
≤ C(α, p, k,N)(1 + t)(2k−1+α2 )/(2−α)eψ(t,x)
√
a(x).
On the other hand, we compute
∇(e 2ψp+1u) = e 2ψp+1
(
2
p+ 1
(∇ψ)u +∇u
)
and
|∇ψ|e 2ψp+1 ≤ C 〈x〉
1−α
1 + t
e
2ψ
p+1
≤ C〈x〉−α2
( 〈x〉2−α
1 + t
)(1−α2 )/(2−α)
e
2ψ
p+1 · (1 + t)(1−α2 )/(2−α)−1
≤ C(1 + t)− 12 eψ(t,x)
√
a(x).
Plugging these estimates into (2.12), we have the desired estimate. 
Combining Lemmas 2.5 and 2.7, we obtain the following interpolation estimate.
Lemma 2.8. Under the assumptions of Proposition 2.3, for any integer k satisfying
2k−1 ≥ −α2 , there exists a constant C(α, p, k,N) > 0 such that for any u ∈ H1(RN )
with compact support, we have
‖e 2ψp+1u‖Lp+1 ≤ C(α, p, k,N)
(
(1 + t)−
1
2 ‖eψ√au‖L2 + ‖eψ∇u‖L2
)θ+(1−1/2k)(1−θ)
×
(
(1 + t)(2
k−1+α2 )/(2−α)‖eψ√au‖L2
)(1−θ)/2k
,
where θ = N(p−1)2(p+1) ∈ [0, 1].
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Proof. By Lemmas 2.5 and 2.7, we estimate
‖e 2ψp+1u‖Lp+1 ≤ C‖∇(e
2ψ
p+1u)‖θL2‖e
2ψ
p+1u‖1−θL2
≤ C
(
(1 + t)−
1
2 ‖eψ√au‖L2 + ‖eψ∇u‖L2
)θ
‖e 2ψp+1u‖1−θL2
≤ C
(
(1 + t)−
1
2 ‖eψ√au‖L2 + ‖eψ∇u‖L2
)θ
×
(
(1 + t)−
1
2 ‖eψ√au‖L2 + ‖eψ∇u‖L2
)(1−1/2k)(1−θ)
×
(
(1 + t)(2
k−1+α2 )/(2−α)‖eψ√au‖L2
)(1/2k)(1−θ)
= C
(
(1 + t)−
1
2 ‖eψ√au‖L2 + ‖eψ∇u‖L2
)θ+(1−1/2k)(1−θ)
×
(
(1 + t)(2
k−1+α2 )/(2−α)‖eψ√au‖L2
)(1−θ)/2k
,
which completes the proof. 
Now we are in a position to estimate the nonlinearities
C(t0 + t)
N−α
2−α +1−δ0
∫
RN
e2ψ|F (u)| dx
+ C
∫ t
0
(t0 + τ)
N−α
2−α −δ0
∫
RN
e2ψ|F (u)| dxdτ
+ C
∫ t
0
(t0 + τ)
N−α
2−α +1−δ0
∫
RN
e2ψ(−ψt)|F (u)| dxdτ
=: N1 +N2 +N3
in the right-hand side of Lemma 2.4. We first consider N1. Applying Lemma 2.8
and using the definition of M(t) (see (2.6)), we deduce
N1 ≤ C(t0 + t)
N−α
2−α +1−δ0‖e 2ψp+1u‖p+1Lp+1
≤ C(t0 + t)
N−α
2−α +1−δ0
(
(1 + t)−
1
2 ‖eψ√au‖L2 + ‖eψ∇u‖L2
)(θ+(1−1/2k)(1−θ))(p+1)
×
(
(1 + t)(2
k−1+α2 )/(2−α)‖eψ√au‖L2
)(1−θ)(p+1)/2k
≤ C(t0 + t)
N−α
2−α +1−δ0(1 + t)−
1
2 (
N−α
2−α +1−δ0)(θ+(1−1/2k)(1−θ))(p+1)
× (1 + t)[(2k−1+α2 )/(2−α)− 12 (N−α2−α −δ0)](1−θ)(p+1)/2kM(t) p+12 .
By a straightforward calculation, we can see that the condition
N − α
2− α + 1− δ0 −
1
2
(
N − α
2− α + 1− δ0
)
(θ +
(
1− 1
2k
)
(1− θ))(p+ 1)
+
[(
2k − 1 + α
2
) 1
2− α −
1
2
(
N − α
2− α − δ0)
]
(1− θ)(p+ 1) 1
2k
< 0
if and only if
p > 1 +
2
N − α− (2− α)δ0/2 .(2.13)
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Noting p > 1 + 2N−α and δ0 <
2
2−α (N − α − 2p−1 ), we see have (2.13) holds and
hence,
N1 ≤ CM(t)
p+1
2 .(2.14)
We can obtain the same estimate as (2.14) for N2 in the same way. Finally, for N3,
noting
(−ψt)e2ψ ≤ C 〈x〉
2−α
(1 + t)2
e2ψ ≤ C(1 + t)−1e p+32 ψ,
we have
N3 ≤ C
∫ t
0
(t0 + τ)
N−α
2−α −δ0
∫
RN
e
p+3
2 ψ|F (u)| dxdτ.
We can apply the same argument to the right-hand side and obtain the same
estimate as (2.14) for N3. This completes the proof of Proposition 2.3.
3. Blow-up and the sharp upper estimates of the lifespan in the
subcritical and the critical case
In this section, we give a proof of Theorem 1.4 for the case α < 0, β = 1. We
can also prove Theorem 1.4 for the case α < 0, β = 0 in the same argument with a
slight modification (see Remark 3.1 below). The proof is based on the test-function
method developed by Ikeda and Sobajima [15].
First, we remark that if T (ε) ≤ R0, then the assertion of Theorem 1.4 is obvious,
provided that ε ≤ 1. Thus, we may assume that T (ε) > R0. Let η = η(s) be a test
function such that
η(s) =


1 if s ≤ 12 ,
decreasing if 12 < s < 1,
0 if s ≥ 1.
Let R ∈ [R0, T (ε)) a parameter and, we define
ψR(t, x) =
[
η
( |x|2−α + t2
R2
)]2p′
.
We also define
η∗(s) =
{
0 if s ≤ 12 ,
η(s) if s > 12 ,
ψ∗R(t, x) =
[
η∗
( |x|2−α + t2
R2
)]2p′
.
Then, we have
|∂tψR(t, , x)| ≤ CR−2(1 + t) [ψ∗R(t, x)]1−
1
2p′ ,
|∂2t ψR(t, x)| ≤ CR−2 [ψ∗R(t, x)]
1
p ,
|∆ψR(t, x)| ≤ CR−2〈x〉−α [ψ∗R(t, x)]
1
p
and
〈x〉−α ≤ CR− 2α2−α on suppψR, for R ≥ R0.
Finally, we define
ΨR(t, x) = (1 + t)ψR(t, x).
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Multiplying the equation (1.1) by ΨR and integrating it over R
N , we have∫
RN
|u|pΨR dx =
∫
RN
(
utt −∆u+ a(x)
1 + t
ut
)
ΨR dx.
By integration by parts, we calculate∫
RN
|u|pΨR dx = d
dt
∫
RN
(
utΨR − u∂tΨR + a(x)
1 + t
uΨR
)
dx
+
∫
RN
u
(
∂2tΨR −∆ΨR − ∂t
(
a(x)
1 + t
ΨR
))
dx
=
d
dt
∫
RN
(
utΨR − u∂tΨR + a(x)
1 + t
uΨR
)
dx
+
∫
RN
u
(
2∂tψR + (1 + t)∂
2
t ψR + (1 + t)∆ψR − a(x)∂tψR
)
dx
≤ d
dt
∫
RN
(
utΨR − u∂tΨR + a(x)
1 + t
uΨR
)
dx
+ CR−2
∫
RN
|u| (1 + 〈x〉−α) (1 + t)[ψ∗R] 1p dx
≤ d
dt
∫
RN
(
utΨR − u∂tΨR + a(x)
1 + t
uΨR
)
dx
+ CR−
4
2−α
∫
RN
|u|(1 + t)[ψ∗R]
1
p dx.
Integrating it over [0, R] and applying the Ho¨lder inequality, we have
ε
∫
RN
(u1(x) + (a(x) − 1)u0(x)) dx +
∫∫
RN×(0,R)
|u|p(1 + t)ψR dxdt
(3.1)
≤ CR− 42−α
(∫∫
RN×(0,R)
|u|p(1 + t)ψ∗R dxdt
) 1
p
(∫∫
|x|2−α+t2≤R2
(1 + t) dxdt
) 1
p′
≤ CR− 42−α ( 1p−1−N−α2 ) 1p′
(∫∫
RN×(0,R)
|u|p(1 + t)ψ∗R dxdt
) 1
p
.
In the subcritical case 1 < p < 1+ 2N−α , from ψ
∗
R ≤ ψR and the Young inequality,
we obtain
ε
∫
RN
(u1(x) + (a(x) − 1)u0(x)) dx ≤ CR− 42−α ( 1p−1−
N−α
2 ).
By the assumption of Theorem 1.4, the left-hand side is bounded from below by
Cε. Therefore, we have
R ≤ Cε− 2−α4 ( 1p−1−N−α2 )−1 .
Since R is arbitrary in [1, T (ε)), we obtain the desired estimate for T (ε).
In the critical case p = 1 + 2N−α , we define
Y (ρ) =
∫ ρ
0
(∫∫
RN×(0,R)
|u|p(1 + t)ψ∗R dxdt
)
R−1 dR.
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We note that the changing variable s =
√
|x|2−α+t2
R implies
Y (ρ) ≤
∫∫
RN×(0,ρ)
|u|p(1 + t)
(∫ ρ
0
[
η∗
( |x|2−α + t2
R2
)]2p′
R−1 dR
)
dxdt
=
∫∫
RN×(0,ρ)
|u|p(1 + t)
(∫ ∞
√
|x|2−α+t2
ρ
[
η∗(s2)
]2p′
s−1 ds
)
dxdt.
Here, noting supp η∗ ⊂ [ 12 , 1], η∗ ≤ η and η is decreasing, we estimate∫ ∞
√
|x|2−α+t2
ρ
[
η∗(s2)
]2p′
s−1 ds ≤ log 2
[
η
( |x|2−α + t2
ρ2
)]2p′
.
Hence, we obtain
Y (ρ) ≤ log 2
∫∫
RN×(0,ρ)
|u|p(1 + t)ψρ dxdt.
Combining this with (3.1), we have the differential inequality of Y (R)(
ε
∫
RN
(u1(x) + (a(x)− 1)u0(x)) dx + Y (R)
)p
≤ CRY ′(R)
for R ≥ 1. Noting Y (1) = 0 and solving the above, we conclude
logR ≤ C
(
ε
∫
RN
(u1(x) + (a(x) − 1)u0(x)) dx
)−(p−1)
.
Since R is arbitrary in [1, T (ε)), we obtain the desired estimate for T (ε).
Remark 3.1. In the case α < 0, β = 0, we modify the definition of ψR(t, x) and
ψ∗R(t, x) by
ψR(t, x) =
[
η
( |x|2−α + t
R
)]2p′
, ψ∗R(t, x) =
[
η∗
( |x|2−α + t
R
)]2p′
,
and we use ψR itself instead of ΨR. Then, corresponding to (3.1), we can prove
ε
∫
RN
(u1(x) + a(x)u0(x)) dx +
∫∫
RN×(0,R)
|u|pψR dxdt
≤ CR− 22−α ( 1p−1−N−α2 ) 1p′
(∫∫
RN×(0,R)
|u|pψ∗R dxdt
) 1
p
.
From this, one has the assertion of Theorem 1.4 for α < 0, β = 0 in the same
manner.
Appendix A. Short proof of a special case of the
Caffarelli–Kohn–Nirenberg inequality
We give a short proof of Lemma 2.6. For any γ ≥ 0, by the integration by parts,
we compute ∫
RN
∇ · (|x|γx)u2 dx = −2
∫
RN
|x|γ(x · ∇u)u dx
≤ 2‖∇u‖L2‖|x|γ+1u‖L2,
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which leads to
‖|x|γ/2u‖2L2 ≤ C(γ,N)‖∇u‖L2‖|x|γ+1u‖L2.(A.1)
Taking γ = 0 and γ = 2, we have
‖u‖2L2 ≤ C(N)‖∇u‖L2‖|x|u‖L2(A.2)
and
‖|x|u‖2L2 ≤ C(γ,N)‖∇u‖L2‖|x|3u‖L2 ,(A.3)
respectively. The inequality (A.2) gives the assertion for k = 1. Next, combining
(A.2) and (A.3), we deduce
‖u‖2L2 ≤ C(N)‖∇u‖3/4L2 ‖|x|3u‖1/4L2 ,(A.4)
which gives the assertion for k = 2. Furthermore, taking γ = 6 in (A.1), we have
‖|x|3u‖2L2 ≤ C(N)‖∇u‖L2‖|x|7u‖L2.
This and (A.4) imply
‖u‖L2 ≤ C(N)‖∇u‖7/8L2 ‖|x|7u‖1/8L2 ,
which proves the assertion for k = 3. Repeating this argument, we obtain the
desired estimate.
Appendix B. Sketch of a priori estimate in case of time and space
dependent coefficient damping
Under Proposition 1.1, we here sketch the proof of the following proposition,
corresponding to Proposition 2.3, assuming (i) α < 0, −1 < β < 1 or (ii) α <
0, β = 1 with a0 ≫ 1. Then we can reach to Theorems 1.2–1.3, using usual
procedure of the energy method.
Proposition B.1. Under the assumptions of Theorems 1.2–1.3, there exist δ0 ∈
(0, (N−α)(1+β)2−α ), and constants t0 = t0(a0, R0, δ0) ≥ 1, C = C(N,α, β, a0, R0, δ0, t0)
such that the solution u constructed in Proposition 1.1 satisfies the a priori estimate
M (β)(t) ≤ CM (β)(0) + CM (β)(t) p+12
for t ∈ [0, T (ε)), where ψ(β) and M (β)(t) are defined in (B.1) and (B.2) with
δ = 2−α2(N−α)(1+β)δ0 below, respectively.
First, the function ψ(β) is defined by
ψ(β)(t, x) =
µ
B(t)
{〈x〉2−α +A0 −N ∗ (α(2 − α)〈x〉−2−αηRδ (x))} ,(B.1)
where B(t) = 11+β +
∫ t
0
dτ
b(τ) =
1
1+β (1 + t)
1+β . Since ψ(0) satisfies (2.4)–(2.5) in
Lemma 2.2, and since ψ(β) = 1+tB(t)ψ
(0) and ( 1B(t) )
′ = − (1+t)βB(t)2 ,
− c(t, x)ψ(β)t = −c(t, x)
(1 + t)β
B(t)2
(1 + t)2ψ
(0)
t ≥ −
(
1 + t
B(t)
)2
a(x)ψ
(0)
t
≥
(
1 + t
B(t)
)2
(2 + δ
(0)
1 )|∇ψ(0)|2 = (2 + δ(0)1 )|∇ψ(β)|2
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and
∆ψ(β) =
1 + t
B(t)
∆ψ(0) ≥ 1 + β
(1 + t)β
(
N − α
2(2− α) − δ
(0)
2
)
a(x)
1 + t
=
(
(N − α)(1 + β)
2(2− α) − δ
(β)
2
)
c(t, x)
1 + t
.
Here δ
(β)
1 =
2
3δ, δ
(β)
2 =
(N−α)(1+β)
2(2−α) δ. Hence, samely as in Lemma 2.2, it holds that
−ψt(t, x)c(t, x) ≥ (2 + δ(β)1 )|∇ψ(t, x)|2,
∆ψ(t, x) ≥
(
(N − α)(1 + β)
2(2− α) − δ
(β)
2
)
c(t, x)
1 + t
.
Next, since the number (N−α)(1+β)2(2−α) suggests the decay rate, for the weighted energy
estimate we define M (β) by
M (β)(t) = sup
0<τ<t
{
(t0 + τ)
(N−α)(1+β)
2(2−α) +β+1−δ0
∫
RN
e2ψ(u2t + |∇u|2) dx(B.2)
+(t0 + τ)
(N−α)(1+β)
2(2−α)
−δ0
∫
RN
e2ψa(x)u2 dx
}
,
where t0 is suitably large number and δ0 ≥ 4δ2.
Here and after, we abbreviate the suffix (β) for ψ(β), δ(β) andM (β). Multiplying
(1.1) by e2ψut and e
2ψu, we respectively have
∂
∂t
[
e2ψ
2
(u2t + |∇u|2)
]
−∇ · (e2ψut∇u)+ e2ψ
{(
1
4
c(t, x)− ψt
)
u2t +
−ψt
5
|∇u|2
}(B.3)
≤ ∂
∂t
[e2ψF (u)] + 2e2ψ(−ψt)F (u), where F (u) = 1
p+ 1
|u|pu,
and
∂
∂t
[
e2ψ
(
uut +
c(t, x)
2
u2
)]
−∆
(
e2ψ
2
u2
)
+ e2ψ
(
δ5|∇u|2 + δ
8
(−ψt)c(t, x)u2
)(B.4)
+
(
(N − α)(1 + β)
2(2− α) +
β
2
− δ2
)
e2ψ
c(t, x)
1 + t
u2 − e2ψ
(
1 +
8(−ψt)
δc(t, x)
)
u2t
≤ e2ψ|u|pu,
since c(t, x) ∂∂t
u2
2 =
∂
∂t
c(t,x)
2 u
2 + βc(t,x)2(1+t) u
2, which is only different from the case
β = 0, though a(x) is changed to c(t, x). So, note that δi(i ≥ 3) is the same as
one in Section 2 (cf. Remark 2.2). Integrating (B.3) over RN and multiplying it by
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(t0 + t)
(N−α)(1+β)
2(2−α)
+(1+β)−δ0 , we have
d
dt
[
(t0 + t)
(N−α)(1+β)
2(2−α)
+(1+β)−δ0
∫
RN
e2ψ
2
(u2t + |∇u|2) dx
](B.5)
−
{
(N − α)(1 + β)
2(2− α) + (1 + β)− δ0
}
(t0 + t)
(N−α)(1+β)
2(2−α)
+β−δ0
∫
RN
e2ψ
2
(u2t + |∇u|2) dx
+ (t0 + t)
(N−α)(1+β)
2(2−α)
+(1+β)−δ0
∫
RN
e2ψ
{
(
1
4
c(t, x) − ψt)u2t +
−ψt
5
|∇u|2
}
dx
≤ d
dt
[
(t0 + t)
(N−α)(1+β)
2(2−α)
+(1+β)−δ0
∫
RN
e2ψF (u) dx
]
−
{
(N − α)(1 + β)
2(2− α) + (1 + β)− δ0
}
(t0 + t)
(N−α)(1+β)
2(2−α)
+β−δ0
∫
RN
e2ψF (u) dx
+ 2(t0 + t)
(N−α)(1+β)
2(2−α)
+(1+β)−δ0
∫
RN
e2ψ(−ψt)F (u) dx.
Since
(t0 + t)c(t, x) = (t0 + t)a0〈x〉−α(1 + t)−β ≥ a0t1−β+0 ≫ 1,(B.6)
if (i) or (ii) holds, the term
∫
RN
e2ψ
2 u
2
t in the second term in (B.5) is absorbed
into
∫
RN
e2ψ 14c(t, x)u
2
t dx, where β+ = 0 (β ≤ 0), β+ = β (0 < β ≤ 1). Hence,
integration of (B.5) over [0, t] yields
(t0 + t)
(N−α)(1+β)
2(2−α)
+(1+β)−δ0
∫
RN
e2ψ
2
(u2t + |∇u|2) dx
(B.7)
+
∫ t
0
(t0 + τ)
(N−α)(1+β)
2(2−α)
+(1+β)−δ0
∫
RN
e2ψ
{(
1
8
c(τ, x)− ψt
)
u2t +
−ψt
5
|∇u|2
}
dx dτ
−
{
(N − α)(1 + β)
2(2− α) + (1 + β)− δ0
}∫ t
0
(t0 + τ)
(N−α)(1+β)
2(2−α) +(1+β)−δ0
∫
RN
e2ψ
2
|∇u|2 dx dτ
≤ C(t0)
∫
RN
e2ψ(0,x)(u21 + |∇u0|2 + |u0|p+1) dx
+ (t0 + t)
(N−α)(1+β)
2(2−α) +(1+β)−δ0
∫
RN
e2ψF (u) dx
−
{
(N − α)(1 + β)
2(2− α) + (1 + β)− δ0
}∫ t
0
(t0 + τ)
(N−α)(1+β)
2(2−α)
+β−δ0
∫
RN
e2ψF (u) dx dτ
+ 2
∫ t
0
(t0 + τ)
(N−α)(1+β)
2(2−α)
+(1+β)−δ0
∫
RN
e2ψ(−ψt)F (u) dx dτ.
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Similarly, integrating (B.4) over RN × [0, t], we have
(t0 + t)
(N−α)(1+β)
2(2−α)
+β−δ0
∫
RN
e2ψ
(
uut +
c(t, x)
2
u2
)
dx
(B.8)
+
∫ t
0
(t0 + τ)
(N−α)(1+β)
2(2−α)
+β−δ0
∫
RN
e2ψ
(
δ5|∇u|2 + δ
8
(−ψt)c(τ, x)u2
)
dx dτ
+ δ6
∫ t
0
(t0 + τ)
(N−α)(1+β)
2(2−α)
+β−1−δ0
∫
RN
e2ψc(τ, x)u2 dx dτ
− (1 + C(δ6)
a0t
1−β+
0
)
∫ t
0
(t0 + τ)
(N−α)(1+β)
2(2−α)
+β−δ0
∫
RN
e2ψu2t dx dτ
− 8
δ
∫ t
0
(t0 + τ)
(N−α)(1+β)
2(2−α)
+β−δ0
∫
RN
e2ψ
−ψt
c(τ, x)
u2t dx dτ
≤ C(α, β, t0)
∫
RN
e2ψ(0,x)
(
u0u1 +
c(0, x)
2
u20
)
dx
+
∫ t
0
(t0 + τ)
(N−α)(1+β)
2(2−α)
+β−δ0
∫
RN
e2ψ|u|pu dx dτ,
where we used, by (B.6),
∫
RN
e2ψuut dx ≤ δ6
∫
RN
e2ψc(τ, x)u2 dx+ (t0 + τ) · C(δ0)
(t0 + τ)c(τ, x)
∫
RN
e2ψu2t dx
≤ δ6
∫
RN
e2ψc(τ, x)u2 dx+ (t0 + τ) · C(δ6)
a0t
1−β+
0
∫
RN
e2ψu2t dx.
Now, we add (B.7) to ν·(B.8) (0 < ν ≪ 1) and cover the bad terms. In fact, fix ν
small as ν · { (N−α)(1+β)2(2−α) + (1 + β)− δ0} ≤ δ52 , and then take t0 or a0 large in case
of (i) or (ii) as
1 +
C(δ6)
a0t
1−β+
0
≤ ν
16
(t0 + τ)c(τ, x) and
8
δ
· 1
c(τ, x)
≤ ν
2
(t0 + τ),
that is, by (B.6),
1 +
C(δ6)
a0t
1−β+
0
≤ ν
16
a0t
1−β+
0 ≤
ν
16
(t0 + τ)c(τ, x) and
8
δ
≤ ν
2
a0t
1−β+
0 ≤
ν
2
(t0 + τ)c(τ, x).
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Thus, the bad terms in the left hand sides in (B.7)–(B.8) are absorbed to good ones
and the following desired inequality holds:
ν(t0 + t)
(N−α)(1+β)
2(2−α)
+(1+β)−δ0
∫
RN
e2ψ
2
(u2t + |∇u|2) dx
+ (t0 + t)
(N−α)(1+β)
2(2−α)
+β−δ0
∫
RN
e2ψ(uut +
c(t, x)
2
u2) dx
+ ν
∫ t
0
(t0 + τ)
(N−α)(1+β)
2(2−α)
+(1+β)−δ0
∫
RN
e2ψ
{
(
1
16
c(τ, x)− 1
2
ψt)u
2
t +
−ψt
5
|∇u|2
}
dx dτ
+
∫ t
0
(t0 + τ)
(N−α)(1+β)
2(2−α) +β−δ0
∫
RN
e2ψ
(
δ6
2
|∇u|2 + δ
8
(−ψt)c(τ, x)u2
)
dx dτ
≤ C(t0)
∫
RN
e2ψ(0,x)
(
u21 + |∇u0|2 + |u0|p+1 +
c(0, x)
2
u20
)
dx
+ ν(t0 + t)
(N−α)(1+β)
2(2−α)
+(1+β)−δ0
∫
RN
e2ψ|F (u)| dx
+ C(t0)
∫ t
0
(t0 + τ)
(N−α)(1+β)
2(2−α)
+β−δ0
∫
RN
e2ψ|u|p+1 dx dτ
+ 2ν
∫ t
0
(t0 + τ)
(N−α)(1+β)
2(2−α)
+(1+β)−δ0
∫
RN
e2ψ(−ψt)|F (u)| dx dτ.
For the semilinear terms, we estimate, for an example,
N1 := ν(t0 + t)
(N−α)(1+β)
2(2−α) +(1+β)−δ0
∫
RN
e2ψ|F (u)| dx
= ν(t0 + t)
(N−α)(1+β)
2(2−α)
+(1+β)−δ0‖e 2ψp+1u‖p+1Lp+1.
By the Gagliardo-Nirenberg inequality
‖e 2ψp+1u‖Lp+1 ≤ C‖∇(e
2ψ
p+1u)‖θL2‖e
2ψ
p+1u‖1−θL2 , where θ =
N(p− 1)
2(p+ 1)
,
≤ C(‖e 2ψp+1 |∇ψ|u‖L2 + ‖e
2ψ
p+1∇u‖L2)θ‖e
2ψ
p+1u‖1−θL2 .
Since ψ = ψ(β) has the t-dependent coefficient µB(t) , instead of
µ
1+t for ψ = ψ
(0)
in Section 2, by the Caffarelli–Korn–Nirenberg inequality, samely as in Lemmas
2.7–2.8, we have
‖e 2ψp+1u‖Lp+1
≤ C(B(t)− 12 ‖eψ√au‖L2 + ‖eψ∇u‖L2)θ+(1−
1
2k
)(1−θ) ×B(t) 2
k
2−α− 12 ‖eψ√au‖
1
2k
(1−θ)
L2 .
Hence
N1 ≤ C(t0 + t)
(N−α)(1+β)
2(2−α)
+(1+β)−δ0 ×
[
(t0 + t)
− 12 ( (N−α)(1+β)2(2−α) +(1+β)−δ0)(θ+(1− 12k )(1−θ))
·(t0 + t){(1+β)(
2k
2−α− 12− 12 ( (N−α)(1+β)2(2−α) −δ0)} 12k (1−θ)
]p+1
×M(t) p+12 .
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The exponent of (t0 + t) is
(1 + β)
[
N − α
2− α + 1−
δ0
1 + β
+ (p+ 1)
{
−1
2
(
N − α
2− α + 1−
δ0
1 + β
)(
θ +
(
1− 1
2k
)
(1− θ)
)
+
((
2k
2− α −
1
2
)
− 1
2
(
N − α
2− α −
δ0
1 + β
))
1− θ
2k
}]
.
Samely as (2.13), this is negative if and only if
p > 1 +
2
N − α− (2− α)δ0/2(1 + β) ,
because of 1 + β > 0. The other semilinear terms are estimated in a similar
fashion to the above. Thus, taking δ0 > 0 small, we obtain the desired estimate on
M(t) =M (β)(t) if p > 1 + 2N−α , which completes Proposition B.1 for β 6= 0.
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