An influential assumption for the front end of models in vision, visual search, and object recognition is an analysis of independent features that correspond to basic image properties, such as motion, shape, and color. Empirically, one common test of independent features (a cue-summation study) measures performance with increasing available cues or features, with improving performance leading to conclusions of summation across independent features. In a study by Shimozaki et al. [J. Vision 2, 354-370 (2002)], both ideal and human observers showed no summation with large stimulus differences, in contrast to independent-feature models and suggesting that stimulus information (as assessed by an ideal observer) might affect cue-summation studies. Extending the previous summation study, observers performed a visual search of four Gabors differing in only orientation, only spatial frequency, or both orientation and spatial frequency, across a range of targetdistractor differences. An ideal observer underpredicted human summation for small differences, whereas the independent-orientation and spatial-frequency feature models overpredicted human summation for large differences. An ideal observer with channels jointly tuned to spatial frequency and orientation predicted human performance across both small and large target-distractor differences.
INTRODUCTION
It is often assumed that the visual system analyzes the visual scene into distinct neural codes. A common description of this process is that the image is analyzed by these different areas of the brain into specific components, or features, of the image. The concept of independent features has been influential in cognitive psychology and is found in several vision models (e.g., Refs. 1-10) particularly those dealing with visual search and attention (e.g., Refs. [11] [12] [13] . Figure 1 depicts a general working model of features in visual search that captures the essence of a large number of spatial vision and visual search models that propose a front-end featural analysis of the image (e.g., Refs. 1-6, 11, and 12) . Figure 1 starts with a sample image from the current study, in which the observer indicated the location of the target from four possible target locations. A target Gabor is in the left position and differs from the distractors in both spatial frequency and orientation (a ''two-feature'' task; see below). The first step is an independent featural analysis at each location, depicted by Feature 1 to Feature n . This analysis transforms the original image into a series of discrete and independent descriptors and is subject to internal noise. For the current study, we assess the claim that the featural analysis in visual search is predicated on spatial frequency and orientation. The next step is an attentional mechanism that combines information across feature dimensions; this step has been the subject of much debate. 14 The categorization of features has varied greatly; however, most definitions assume that a feature incorporates some visual attribute that is explicitly coded by a neural mechanism. Following this definition, one could argue that physiology should be able to address the type of feature that the brain codes. Numerous neurological and physiological studies indicate that different parts of the brain are specific for different types of visual information, such as color, shape, motion, and object identity (e.g., Refs. [15] [16] [17] . For example, a feature detector for motion found in the visual area MT might respond to a specific direction of motion, (e.g., Refs. 18 and 19) but not specifically to other visual attributes, such as shape and color.
A general issue in vision is how physiological (singlecell) responses might correspond to human behavior; therefore a complementary approach to physiology is to infer from behavioral measurements, the visual attributes that constitute an independent feature. On the basis of the assumptions of how information might be combined across independent features, researchers have designed different diagnostic tests to determine the identity of independent features. Consider a classic example from attention research, feature integration theory, 11 which assumes that separate ''feature maps'' process features in parallel and that a serial attention mechanism is needed to combine information across features. Within this framework, a parallel (or ''pop-out'') search, in which reaction times do not change with the number of items to search (the set size), indicates a search along a single feature; analogously, a serial search, in which reaction times increase with set size, indicates a search along two or more features (conjunction). Therefore it is argued that the effect of set size on reaction times can be (and has been) used as a diagnostic test of the independence of features (e.g., Refs. [20] [21] [22] [23] .
In vision research, a common diagnostic test of independent features is known as the cue-summation study. [4] [5] [6] [24] [25] [26] [27] [28] [29] Generally in this task, observers are asked to make a judgment on a stimulus, and either one or two (or more) cues are available to perform the judgment. To use spatial frequency and orientation as examples, 30 the task could be a discrimination of Gabor gratings, with three conditions: one in which the gratings differ only in spatial frequency, another in which the gratings differ only in orientation, and a final condition in which the gratings differ in both spatial frequency and orientation. The critical test is whether performance improves when the gratings differ along both spatial frequency and orientation in comparison with the case when the gratings differ along just spatial frequency or just orientation. Such an improvement would suggest summation of information across two independent cues, or feature analyzers, one for spatial frequency and another for orientation.
Cue-summation studies typically have measured summation across two different spatial frequencies or two different orientations (e.g., Refs. 4, [24] [25] [26] [27] [28] [29] ; from these studies, two models of combination have been inferred from evidence of summation. The first model is a linear combination across independent cues or features [4] [5] [6] [8] [9] [10] 24, 25, 27 ; the second is probability summation, 4, 7, 26, 28, [31] [32] [33] which assumes that a maximum value is chosen among two or more independent features. Both models give specific quantitative predictions for cue summation, with linear summation typically predicting more summation. 34 These quantitative predictions have been interpreted as allowing the results of a cue-summation study to be diagnostic for the two summation models and therefore also what visual attributes may be treated as independent features.
In the current study, we assessed the concept of summation across independent features specifically for two shape dimensions, orientation and spatial frequency. It is well known that cortical neurons in the primary visual area (V1) [35] [36] [37] [38] are jointly tuned to both orientation and spatial frequency. These aspects of the response of a V1 neuron has been approximated most often as Gabor functions, which have been employed as the starting point for several spatial vision models (e.g., Refs. 1, 2, and 39). Consistent with these spatial vision models, one might plausibly consider V1 responses (or Gabor functions) as the feature analysis performed by the visual system. However, a potential issue for this assumption is the uncertainty of whether an observer's decision operates on a specific visual area (i.e., V1), or another visual area with a different (re)coding of visual information. For example, several authors have suggested that the responses of V1 neurons (which confound spatial-frequency and orientation information) are combined so that spatial frequency and orientation are recoded as (nearly) independent features in the visual system. 28, [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] (Appendix E presents a test of such a model.) In particular, Olzak and Thomas and co-workers 28, [46] [47] [48] [50] [51] [52] [53] [54] discuss the question of access to the process leading to a decision, whether the access would be directly to responses similar to V1 cells (Gabor filters) or to responses of combinations of Gabor filters that recode for spatial frequency and orientation. Thus Fig. 1 . General visual search model for the current study, in which observers were told to localize a target Gabor patch in one of four possible target locations. A sample stimulus image is depicted on the left with the target Gabor in the left position. The target differs from the distractors in both spatial frequency and orientation (a two-feature search). The image is analyzed by featural mechanisms, leading to a response for each feature at each location (Feature 1 to Feature n ). The relevant features for this task are spatial frequency and orientation; other proposed features include color, depth, or motion. This information is selected, and possibly further processed, by attentional mechanisms before a final integration or combination of information across all the feature responses and locations, leading to a single decision regarding target location.
there is some debate as to the appropriate description of a feature within the domains of spatial-frequency and orientation information.
Recently in a visual search task of cue summation, 55 we examined the question of whether improvement in human performance with an additional cue (spatial frequency or orientation) necessarily implies independent feature processing of spatial frequency and orientation. An alternative explanation was proposed that was based on an ideal observer, [56] [57] [58] which predicts the best possible performance for a given task and has been described as assessing the stimulus information because of its optimality. 59, 60 In this study, observers performed a visual search localization task, in which the target differed from the distractors in spatial frequency, in orientation, or in both spatial frequency and orientation (two-feature task). A finding of summation, or improvement in performance in the two-feature visual search task, depended critically on the stimuli. For small differences [15-deg orientation and 0.5 cycles per degree (cpd)], summation was found; however, for larger differences (90 deg and 3 cpd), summation was not found, and human performance was equivalent across conditions, apart from the number of features available to perform the task. Clearly, the latter result with the larger differences was inconsistent with that expected by summation across independent features for spatial frequency and orientation.
It was found that the results were consistent with the predictions of an ideal observer, which, like the human observers, predicted improvement in performance in the two-feature task for small differences in spatial frequency and orientation and no improvement for large differences in spatial frequency and orientation. For the visual search task, a key aspect of the ideal observer is that it does not perform a featural analysis of spatial frequency and orientation and might be described as a template, or figure) , the target differed from the distractors in both spatial frequency and orientation. The difference in orientation was always 90 deg, and the difference in spatial frequency varied from 0.5 to 3.0 cpd. The lower part of the figure depicts the single-feature tasks, orientation (left) and spatial frequency (right). For the orientation task, the difference in orientation was 90 deg, and for the spatial-frequency tasks, the difference in spatial frequency varied from 0.5 to 3.0 cpd. pixel-by-pixel, model. The large differences were, in fact, chosen so that the ideal observer predicted equal performance across the conditions, regardless of the number of features. 61 These results indicated that for spatial frequency and orientation, evidence apparently in favor of summation across independent features may be due to stimulus information as assessed by an ideal observer.
The range of stimulus differences in the previous study, however, was rather restricted. In the current study, we repeated the previous study across a larger range of differences in spatial frequency (see Figs. 2 and 3, and Table  1 ). Observers performed a visual search localization task of Gabor patches across four locations in image noise (Fig.  2) . The target differed from the distractors either just in orientation (one condition, bottom left of Fig. 3 ), just in spatial frequency (four conditions, bottom right of Fig. 3 ), or in both spatial frequency and orientation (the twofeature search, four conditions, top of Fig. 3 ). The human observers' results then were compared with predictions from the ideal observer and with two summation models across independent-feature detectors for orientation and spatial frequency, linear and probability summation. In particular, the improvement in performance predicted by the models in the two-feature task was compared with human performance by estimating the ra-
As will be seen later, it was found that neither the summation models nor the ideal observer predicted human performance across the larger range of stimulus differences. Generally, the summation models predicted human performance well for small stimulus differences and poorly for large stimulus differences. The ideal observer showed the opposite pattern, predicting performance for large stimulus differences well and for small stimulus differences poorly. In one aspect in particular, the ideal observer is known not to be a good model of human vision. An ideal observer can be described as having unlimited resolution of spatial frequency and orientation or, in other words, as having an infinite number of channels at infinitesimally small bandwidths. Thus it might be suspected that the ideal observer would less accurately reflect human performance as the stimulus differences decrease and the effects of channels increase. To account for information lost to the human observer, we propose an ideal-observer model that is limited by the preprocessing of a limited set of channels. These channels comprise a subset of the channels proposed by a representative spatial vision model. 1 Following the channels, information is combined optimally across the channels to make a decision. This model has been described earlier and has been called the channelized Hotelling observer (for nonoriented channels [63] [64] [65] and for channels jointly tuned in orientation and spatial frequency 66, 67 ).
OVERVIEW OF MODELS
A. Summation Models Two models of cue summation have been commonly employed, which we apply to summation across independent features. The first is a linear combination across features, [4] [5] [6] [8] [9] [10] 24, 25, 27 outlined in Fig. 4 . Beginning on the left of Fig. 4 with the stimulus for a single two-feature trial, this model generates an internal response for each feature, one corresponding to orientation (x t-o for the target location, x d-o for the distractor locations) and the other corresponding to spatial frequency (x t-sf for the target location, x d-sf for the distractor locations). These individual responses to each feature are treated as Gaussian distributed with equal variance, following a standard assumption from signal detection theory. The featural responses then are weighted by the sensitivity for each feature (d o Ј and d sf Ј ) to give an optimal linear weighting, and the location with the maximum combined response (x t-linear for the target location, x d-linear for the distractor locations) is chosen as the target location. The linear summation across features predicts that performance will be better when the target differs from the distractors along both spatial frequency and orientation, as opposed to just a single feature, according to the following rule:
2 (see Appendix B.1 for details). The second model is probability summation, 4, 7, 26, 28, [31] [32] [33] in which the location with the most evidence for target presence along a single feature is chosen as the target location (see Fig. 5 ). 68 As in the linear-summation model, an internal Gaussian-distributed response is generated for each feature at each location (x t-o and x d-o for orientation and x t-sf and x d-sf for spatial frequency). On each trial, the location with the maximal featural response is then chosen as the target location. As the number of available features increases, the likelihood that one of the target-location features has the maximal response increases. For this reason, the probability-summation model predicts that performance will be better in the twofeature task than in the single-feature tasks (see Appendix B.2 for details).
B. Ideal Observer
The ideal observer uses all available information, from both the stimulus and the prior information, and therefore predicts optimal performance for a task. Because of its optimality, it can be and has been employed as a standard of comparison with human performance across a variety of visual tasks, such as simple detection and discrimination, [56] [57] [58] 69, 70 object recognition, 59, 60, 71 perceptual learning, 72, 73 saccades during search, 74 and reading. 75 Another description of the ideal observer is that it measures the amount of information available in the stimulus, or the stimulus information. Any real detector, such as the human visual system, is suboptimal and can use only part of the available information. The amount of information used by a real (human) detector is quantified as efficiency, best match, of an ideal template with the stimulus (see Fig. 6 ). 56 The ideal template in white uncorrelated noise is the difference between a template matching the target and a template matching the distractor (see Appendix C for details). As described in a previous study of visual search, 55 the human observers' results showed the same pattern as the predictions of the ideal observer for a limited range of stimuli.
C. Ideal Observer with Channels: Channelized Hotelling Model
One aspect in which human observers and the ideal observer are known to differ is the presence of channels jointly tuned for spatial frequency and orientation for the human observer. 1, 2, 4, [35] [36] [37] [38] [39] [77] [78] [79] To account for the presence of channels, the data were fitted to a model also limited by channels jointly tuned in spatial frequency and orientation; otherwise, it is an ideal-observer model that uses information optimally. Figure 7 depicts the model in general, and Fig. 8 depicts the model's response at a single location. The model weights each channel optimally and then cross correlates each weighted channel with the stimulus at that location. Then the model sums across all weighted channel responses for each location and chooses the maximum of the summed weightedchannel responses as the target location. Equivalently, the sum of the weighted-channel responses can be described as a single suboptimal template composed of a linear combination of the channels (weighted optimally). Thus this model, like the ideal observer (without channels), may be depicted as using a template, with the difference being that the template is suboptimal (instead of optimal), reflecting the restriction of channel limitations imposed on this model.
For a given type of target and distractors, the weights are completely determined across all experimental trials. The weights incorporate three aspects of the channels to optimize performance. The first aspect is the difference in channel response between target and distractor; all other things being equal, those channels with larger differences in response give better information about target presence and thus tend to be weighted more heavily. The second aspect is channel response variance; again all other things being equal, those channels with smaller variance give better information and tend to be weighted more heavily. The third aspect is the redundancy (the correlation) among the channels, with the optimal weighting tending to favor those channels that give nonredundant information (see Appendix D for details).
To emphasize the general effect of channels, and not their specific configuration, the channels were chosen to be Gabor filters with characteristics chosen from a relatively representative and standard model of spatial vision (see Table 2) 1 ; also, as mentioned earlier, these filters are often taken as approximations to both behavioral and V1 neural responses. 1, 2, 4, [35] [36] [37] [38] [39] [77] [78] [79] [80] To test the effect of the bandwidth of the channels on the model predictions, three models with different bandwidths (0.75, 1.0, and 1.5 octaves, half-height full-width) were compared with the human data (Table 3 ). The two-dimensional Gaussian envelopes of the Gabor patches were chosen to be rotationally invariant (i.e., circular), and therefore the selected spatial-frequency bandwidths also specified the orientation bandwidths (29.1, 38.2, and 54.7 deg, respectively). The peak spatial frequencies of the channels covered the range of spatial frequencies for the stimuli, with channels having peaks at 2.0 and 5.0 cpd and also at 3.16 cpd, the geometric mean between 2 and 5 cpd. The peak orientations were 0, 30, 60, and 90 deg, again covering the range of orientations of the stimuli. For the larger (smaller peak spatial frequency) channels at 2.0 and 3.16 cpd, a single set of channels (tuned to the different orientations) was placed at the center of the stimulus. Because of the small spatial extent of the high-spatialfrequency channels (5.0 cpd), a set of 5.0-cpd channels were placed at seven locations, one at the center and six others in a hexagonal array about the center. The distances between locations were determined by the spatial extent of the channels, which in turn was determined by the octave bandwidths, so that the distances were two standard deviations of the channel's spatial extent.
METHODS
The first author (SS, male, 37 years) and two naïve observers (AP, female, 18 years; DV, male, 28 years), all with normal or corrected visual acuity, participated in a fouralternative forced-choice (4-AFC) visual search localization task. On each trial (Fig. 2) , four Gabor patches appeared for 200 ms against a background mean luminance of 24.75 cd/m 2 . One stimulus, designated as the target, differed from the other three stimuli, designated as the distractors, in spatial frequency, orientation, or both spatial frequency and orientation, and the observers had to choose the location of the target stimulus. The stimuli were presented against a background of Gaussian luminance noise (standard deviation ϭ 3.88 cd/m 2 ), and the contrasts [100* (peak luminance Ϫ background luminance)/background luminance] of the stimuli were 8.20%. These stimuli appeared in the center of four static boxes (length of side ϭ 2 deg) centered 3.44 deg to the right, left, upward, and downward from a central fixation point. A uniform luminance field of 38.8 cd/m 2 appeared for 300 ms immediately following the search display. A high-contrast copy of the target was shown continuously at the bottom of the display. The target and distractor locations were randomized on each trial, and the observer indicated his or her choice of the target's location for that trial by using a computer mouse.
The distractors were always vertically oriented 2-cpd Gabor patches with a 1-octave bandwidth, full-width halfheight. As summarized in Table 1 and Fig. 3 , there were a total of nine conditions: one orientation, four spatial- frequency, and four two-feature conditions. The target in the orientation condition was a horizontal 2-cpd Gabor patch, giving an orientation difference of 90 deg from the distractors. The targets in the spatial-frequency conditions were vertical Gabor patches of 2.5, 3, 4, and 5 cpd, giving spatial frequency differences of 0.5, 1, 2, and 3 cpd from the distractors. The targets in the two-feature conditions were horizontal Gabor patches of 2.5, 3, 4, and 5 cpd, giving an orientation difference of 90 deg, and spatial-frequency differences of 0.5, 1, 2, and 3 cpd from the distractors. The bandwidths of all the targets were chosen to match the energy and the spatial extent of the distractors.
The trials were broken into sessions of 100 trials with the same condition, with all observers participating in 800 trials of each condition. Sessions were grouped into blocks of nine, with one session for each condition, and the order of the sessions was randomized within these blocks. With a standard signal-detection theory model for four independent locations (see Appendix A), the results were analyzed to convert proportion correct for each session to a single value of dЈ. For the model fits, these dЈs were converted to ratios of d 2- 
RESULTS
The results for the three observers did not vary considerably; thus we present the means across the observers. For the human observers, the pattern of results were similar for dЈs (see Fig. 9 ) and efficiencies, calculated as cated by the corresponding decrease in efficiency, the decrease in dЈ was even greater than that predicted by the ideal observer. Figure 11 shows that the benefit of the second orientation feature increases as the difference in spatial frequency between target and distractor decreases. As the difference in spatial frequency decreases, the ratios for
reflecting the decreasing performance in the spatialfrequency task and the relative consistency in the twofeature task with smaller spatial-frequency differences seen in Fig. 9 . Figure 12 compares the empirical ratios with the predictions from linear summation, probability summation, and the ideal observer. Overall, linear summation pre-
The 2 values indicate that the ideal observer gave the best fit across the five ratios. The better overall fit of the ideal observer, which may not be apparent from the figure, was due to the decreased variability of the ratios for the orientation task and the spatial-frequency task with larger differences, the conditions in which the ratios were fitted relatively well by the ideal observer and relatively poorly by the summation models.
To summarize, there appear to be two domains within the results. First, for large differences in stimuli for the single-feature searches, the humans did not exhibit summation across features, as the ratios were close to 1. Replicating the previous study, 55 the ratios were fitted well by the ideal observer and less well by the summation models. This pattern is also indicated by the results for efficiencies of the human observers, shown in Fig. 10 , with nearly equivalent efficiencies for the single-feature and two-feature searches for these conditions. Second, for smaller differences in spatial frequency, the fits to the observers' ratios for the ideal observer were relatively poor compared with the summation models, with ratios too small to match the human observers' ratios in this range. The reason for this underestimation again may be inferred from the efficiency results (see Fig.  10 ). As the spatial-frequency differences decreased, the human observers' efficiencies decreased only for the spatial-frequency task, whereas the efficiencies for the two-feature task remained relatively constant. Thus the ideal observer, because it did not account for the decrease in efficiency with the spatial-frequency task, predicted ratios of d 2f Ј /d sf Ј that were too small compared with those for humans.
Finally, one can consider the predictions of an ideal observer limited by channels, presented in Fig. 13 with three different bandwidths, along with the human results shown previously in Fig. 11 (see Tables 2 and 3 for a summary description of the model parameters). As the bandwidths increased, from no bandwidth for the ideal observer without channels (Fig. 12, bottom) to the model with the largest bandwidth (1.5 octaves, full-width half- Thus adding channels to an ideal observer accounted for the human results relatively well across a broad range of spatial-frequency differences.
The channel model with 1.0 octave gave the best fit across all ratios; the 1.5-octave model, while giving better predictions for the ratios for the small spatial-frequency differences, also gave worse predictions for the ratios for the large single-feature differences (90-deg orientation and 3.0-cpd spatial-frequency differences). A possible reason for this result is that the 1.5-octave channels were too broad to reflect the actual bandwidth of the human observer channels.
As seen in Fig. 14 , the patterns of the efficiencies of the three ideal-observer-with-channels models show some similarities to the humans' (see Fig. 10 ). Efficiencies are relatively constant across the two-feature and orientation tasks, and efficiencies decrease for the spatial-frequency tasks as the difference in spatial frequency decreases. It is the similarity in patterns that led to the relatively good fits of the ratios of Fig. 13 .
GENERAL DISCUSSION

A. Ideal Observer, Ideal Observer with Channels, and Independent Processing of Orientation and Spatial Frequency
Our results show that neither the linear nor the probability summation models nor the ideal observer (without channels) appeared to fully describe human performance in the two-feature task (relative to the single-feature task) for the greater range of stimuli in this study. The summation across independent-feature models, in general, described human performance well for small stimulus differences and poorly for larger stimulus differences. Conversely, the ideal observer described human performance well for larger stimulus differences and poorly for smaller stimulus differences. An ideal observer with channels provided a good fit to the human results across the range of stimulus differences. Thus a single model can account for human performance in this task as opposed to two separate models, one for a specific range of stimuli. The channel models were not designed to be an exhaustive search of parameters to find the best fit, as clearly the channels models would be undetermined in this case. Rather, the characteristics of the channels were chosen a priori to give a reasonable description of the assumed channels in the human visual system on the basis of previous models of spatial vision. Thus the channel models may be seen as generally depicting the effect of channels on the ideal observer. Also, an implication of these results is that independent features of spatial frequency and orientation do not need to be assumed for this visual search task. The efficiencies of the channel models were substantially higher than the efficiencies of the humans, indicating that the models' absolute performance was better. A closer match to the human performance may be implemented by adding internal noise, either to the channels or the decision variable (the sum of the weighted channel responses), equivalent across conditions. Such an addition would change the absolute performance of the models without changing their predictions of
B. Stimulus Information and Descriptions of Features
The results for the larger stimulus differences agrees with those of the previous study, 55 in which the human observers also did not show summation in the two-feature search. The lack of summation was not predicted by the independent-feature summation models and was predicted by the ideal observer. Because the ideal observer predicts optimal performance, it can be characterized as capturing the information in the stimulus. Thus these results suggest that for certain types of cue-summation studies, the stimulus information may describe human performance more accurately than a posited summation across independent features.
On the issue of what constitutes a feature, a definition of a feature may plausibly vary from a single pixel to a complex array of pixels, depending on the task. This study might be described as determining the appropriate description of features for information that varies in spatial frequency and orientation in a visual search task, with the models tested characterizing a continuum of feature descriptions. The ideal observer could be described as using pixels as features and would be at one extreme; the independent-feature models, using spatial frequency and orientation as features, would be at another extreme. The ideal observer with channels, using Gabors (jointly coding spatial frequency and orientation) as features, would be at a midpoint between the other models. The results therefore might be taken as evidence that the features for this task are described best as component Gabor filters. Also, our results suggest that improvement in performance with additional cues does not necessarily imply independent processing of the cues added (spatial frequency and orientation). For the smaller stimulus differences, we have shown that all the models operating with different features (pixels, Gabors, or spatial frequency and orientation) improve their performance with the additional cue, so that the results are not diagnostic for a particular set of features.
C. Relationship to Other Tests of Independent Feature Processing of Spatial Frequency and Orientation
It should be noted that the visual search task differs somewhat from the task in the previous studies that suggested independent features of spatial frequency and orientation, which were typically simple discrimination and/or detection studies without image noise. Olzak and Thomas and co-workers 28, [46] [47] [48] [50] [51] [52] [53] [54] proposed two classes of mechanisms, one tuned for spatial frequency summed across orientations (a ''donut'' because of its shape in Fourier coordinates) and one tuned for orientation summed across spatial frequencies (a ''cigar''), based on discrimination studies of complex (superimposed) suprathreshold Gabor patterns. They found that judgments of Gabors were contingent on the characteristics of the component Gabor in a manner consistent with the donuts and cigars. For example, an orientation judgment was influenced by a nearly orthogonal component, but only if the Gabors were similar in spatial frequency. Regan and co-workers studied discriminations of two simple gratings and found that, in general, variations along one dimension did not affect judgments along the other dimension. 40, 41, 45 As a final example, Chua 49 studied dual discrimination and identification judgments of the spatial frequencies and orientations of simple gratings. Using an information transmission approach, he found no correlation between the errors for judgments along one dimension and the stimulus values and the responses for the other dimension.
A potential issue is that the modeling of the summation across independent features assumes that the noise of each feature analyzer is stochastically independent. In fact, if the noise is perfectly correlated across both feature analyzers, then the summation models predict no improvement in performance from the single-feature to the two-feature search task. The stochastic independence of the responses of the orientation and spatial-frequency mechanisms might be violated, since the proposed feature mechanisms view the same stimuli on each trial and therefore the same sample of image noise. To test this possibility, Appendix E includes an extension of an analysis in the previous study 55 based on a standard model of spatial-frequency and orientation mechanisms, the cigars and donuts of Olzak and Thomas and coworkers. 28, [46] [47] [48] [50] [51] [52] [53] [54] As in the previous study, it was found that correlated image noise would yield little difference on the predictions of linear summation across cigars and donuts in comparison with linear summation across independent features. Consider that in Fourier space, white Gaussian image noise is distributed throughout this space. Cigars and donuts are designed inspect different aspects of this space, with cigars responsive to a narrow band of orientations over many spatial frequencies and donuts responsive to a narrow band of spatial frequencies over many orientations. This designed difference in selectivity leads the responses of cigars and donuts to have relatively little overlap (in Fourier space); consequently, they are relatively uncorrelated, even when acting on the same image noise. Thus the predictions of linear summation across cigars and donuts were only slightly smaller than predictions of linear summation across independent features. Figure 1 gives a general schema of visual search that characterizes a large number of models of vision and visual search, with different models emphasizing different aspects of this schema. For example, several models of spatial vision 1, 2, 4, 39, 78 start with the front end, or the processing of the image by filters or channels that extract information about the features in the image. In contrast, many models of visual search have concentrated on attempting to elucidate the role of visual attention on visual search 5, 6, 11, 12, [81] [82] [83] ; therefore they start by assuming that information about the features have been extracted. In these models, the starting point is the internal decision variable along the feature dimension of interest. Studies testing these attentional models of visual search tend to vary the number of distractors to assess whether the quality of information varies as attention is distributed across many elements. Other models of search 3, 84, 85 have built a front end that extracts information from the images on the basis of physiological data and have also assumed a particular sort of attentional mechanism before the decision.
D. Relationship to Models of Visual Search
The present work attempts to bridge the two bodies of literature in order to determine what type of front end is needed for models of visual search. The work in this paper, in conjunction with a previous study, 55 suggests that for the visual search of targets defined by spatial frequency and orientation, the working model is one in which the stimulus is first processed by a set of channels tuned to both spatial frequency and orientation. After this initial processing, visual attention is used to select and monitor filters tuned to relevant locations, frequencies, and orientations, and to ignore filters tuned to irrelevant locations, frequencies, and orientations. Future work should extend the present summation tests to other visual features such as motion and color, carefully segregating effects of summation across features from stimulus information by using the ideal-observer framework.
APPENDIX A: m-ALTERNATIVE FORCED-CHOICE TRANSFORMATION FROM PROPORTION CORRECT TO dЈ
This appendix describes a standard transformation from signal detection theory that is used to convert proportion correct to dЈ. This transformation takes into account the increasing likelihood of error with increasing number of alternatives in an m-AFC task 56, 86 and forms the basis of the spatial-uncertainty model in visual search. 6, [81] [82] [83] Let m equal the number of alternatives in the task (in this case, the four locations). This transformation assumes that an internal response is generated at each of the m alternatives, determined by two Gaussian distributions of equal variance, one describing the response to the target and the other describing the response to the distractor. Let x t ϭ the response to the target, distributed as a Gaussian ( t ϭ dЈ, t 2 ϭ 1), and x d,i ϭ the response to the ith distractor, distributed as a Gaussian ( d,i ϭ 0, d 2 ϭ 1).
The normalized distributions and the means of the distributions are standard signal detection theory assumptions. The model assumes that the maximum response is chosen as the target location. Thus under this model, an observer is correct when the response from the target location exceeds the responses from the (m Ϫ 1) distractor locations. Let p(x) ϭ the probability density function of x and Pr(x) ϭ the cumulative probability density function of x. A general linear-summation model assumes that the responses to orientation and spatial frequency, weighted by a scalar value, are summed for each location. This summation occurs only for the two-feature task; for the single-feature tasks, only the corresponding featural responses at each location are used. Let w sf ϭ the weight given to the spatial frequency response, w o ϭ the weight given to the orientation response,
x t-linear ϭ the weighted linear combination of the target responses to spatial frequency and orientation, and x d,i-linear ϭ the weighted linear combination of the ith distractor responses to spatial frequency and orientation.
Then,
The optimal weights with independent features and equal variances under a linear combination rule are the sensitivities to the independent features, 56 so that
) Assuming independence between the features,
Predictions for d 2f,linear Ј for each observer were found from Eq. (B6). The m-AFC conversion described in Appendix A may be used for converting d 2f,linear Ј to the predicted proportion correct in the two-feature task.
Probability Summation
This section describes the predicted dЈ in the two-feature task assuming probability summation across independent features, given the dЈs for each individual feature. As with linear summation, probability summation 4, 7, 26, 28, [31] [32] [33] (see Fig. 5 ) first assumes that two independent responses are generated at each location, one for each feature, following a standard signal detection theory assumption of Gaussian-distributed responses with equal variance across target and distractor responses. 68 Thus Pr(x), g(x) , and G(x) are defined as above.
On each trial, the model chooses the location with the maximal response across all features and locations as the target location. Thus the model predicts a correct response when the target response for either spatial frequency or orientation is greater than all other responses. Let PC 2f, prob sum ϭ proportion correct for the probability summation model in the two-feature task.
Then, PC 2f, prob sum ϭ Pr͑x t-sf is max͒ ϩ Pr͑x t-o is max͒.
(B7)
The individual probabilities on the right-hand side of this equation can be expressed as
and as
therefore
With Eq. (B10), a predicted PC 2-feature was found for the probability-summation model from the d sf Ј and the d o Ј for each observer. The PC 2-feature then was converted to
for the probability-summation model with the m-AFC conversion described above.
APPENDIX C: IDEAL OBSERVER
This section describes the predicted dЈs for the ideal observer for all conditions in the study. On each trial, the ideal observer calculates the likelihoods of the data across all locations (the model's responses as defined below), given target presence at each location and distractor pres-ence at the other locations; then it chooses the target location with the maximum likelihood. As depicted in Fig.  6 , the ideal observer in white noise reduces to choosing the location with the greatest cross correlation (dot product) of the stimulus with the ideal linear filter (template), composed of the difference between the target and the distractor. 56 This model can be described as choosing the location with the best match to the ideal template. Let t ϭ column vector describing the target (without noise), d ϭ column vector describing the distractor (without noise), n ϭ column vector describing the image noise added to the stimuli with n ϭ 0, and where n is assumed to be independent across the target and all distractor locations, stimulus t ϭ column vector describing the stimulus at the target location ϭ t ϩ n, stimulus d ϭ column vector describing the stimulus at the distractor location ϭ d ϩ n, template ϭ column vector describing the ideal template, image ϭ standard deviation of the image noise, K ϭ covariance matrix describing the image noise, t ϭ decision variable for the ideal observer at the target location, d ϭ decision variable for the ideal observer at a distractor location, ϭ standard deviation for the decision variable.
The response (decision variable) of the ideal observer is the dot product (cross correlation) of the ideal template with the stimulus at that location (where superscript T indicates the transpose). Therefore
For the ideal observer in white noise, the template is the difference between the target and the distractor. 56 Therefore
In white (uncorrelated) noise, K ϭ image 2 I (I ϭ identity matrix). Therefore the standard deviation of is described by the following equation 55 :
The dЈ for the ideal observer is described by the difference of the expected values for t and d , divided by . 56 Therefore
The expected value (mean) of n is zero; therefore
Equation ( For the larger stimulus differences (90 deg and 3.0 cpd), the targets for all conditions were chosen to be effectively orthogonal to the distractors (correlations equal to zero), regardless of the number of features available to perform the task. Equation (C5) can be expressed as
and thus d ideal Ј depends on the energies of the target and distractors (t T t and d T d) and the correlations between the target and distractors (d T t). As the correlations were equivalent (all equal to zero) for the larger spatialfrequency differences and the energies were equalized across conditions, the ideal observer predicted equivalent performance for the two-feature and single-feature searches in these cases.
In the conditions with the smaller stimulus (spatialfrequency) differences, as the differences in the targets and distractors decrease, the correlations between the single-feature targets and the distractors increase, lead- 
APPENDIX D: IDEAL OBSERVER WITH CHANNELS
This section describes the predicted dЈs for the ideal observer with channels for all conditions in the study. The ideal observer with channels (Figs. 7 and 8) has been described previously as the channelized Hotelling observer. [63] [64] [65] [66] [67] This model describes an optimal decision after responses to the stimulus by a bank of channels jointly tuned in spatial frequency and orientation 87 and may be described as using a suboptimal template composed of an optimal weighted combination of these channels. Similar to the ideal observer, this model chooses as the target location that location with the maximum output, or greatest cross correlation (dot product) of the stimulus with the template. Let t and d denote column vectors describing the target and distractor, respectively, as above in the description of the ideal observer. Let n c ϭ number of channels, c i ϭ row vector describing the ith of n c channels, C ϭ n c by number of pixels matrix describing n c channels, with each row containing the template for a single channel, c i , K c ϭ covariance matrix for the n c channels, where, in white noise and c j ϭ row vector describing the jth of n c channels,
T , with image defined as before, R t ϭ column vector (length n c ) with the responses of the channels to the target, R d ϭ column vector (length n c ) with the responses of the channels to a distractor.
The mean responses of the channels are defined as the product of the channel matrix with the target and distractor. Therefore
If W denotes a column vector (length n c ) containing the weights for each channel that optimize task performance, the weights [63] [64] [65] [66] [67] are found to be
With R t Ϫ R d , the weights may be described as generally favoring those channels that give larger response differences between the target and the distractor. With K c Ϫ1 , the model may be described as generally favoring those channels with small variance of response and little overlap (covariance) with the other channels. Note that the weights were not free parameters adjusted to fit the data, and they were completely determined by the channels (C) and stimuli (t, d) chosen for the task.
Substituting for R t and R d ,
The template for the ideal observer with channels is the sum of the weighted channel templates. Therefore, if template ϭ column vector that describes the template for the channel model, then
Substituting for W,
The ideal observer with channels is equivalent to the ideal observer except for a difference in templates. The template for the ideal observer ϭ t Ϫ d, whereas the template for the channel model has the inclusion of weighted channel responses. Therefore n, stimulus t , stimulus d , image , K, t , d , and have the same initial definitions as above in the section describing the ideal observer (Appendix C).
As with the ideal observer, the response (decision variable) of the ideal observer with channels is the dot product (cross correlation) of a template with the stimulus at that location (where superscript T indicates the transpose of the vector). Therefore as in Eqs. (C1) and (C2)
The standard deviation of in white noise is given by the following equation, equivalent to Eq. (C3) 56 :
The equation for dЈ for the ideal observer with channels, denoted d c Ј , is given by the following equation, equivalent to Eq. (C4) 56 :
The expected value of n is zero; therefore
Substituting the template for the ideal observer with channels,
APPENDIX E: LINEAR SUMMATION ACROSS CIGARS AND DONUTS
A possible violation of independence for the tests of the independent-feature models is that for this task, any proposed set of independent-feature analyzers for orientation and spatial frequency views the same sample of image (external) noise at each location. These correlated feature responses would lead to a smaller improvement in performance in the two-feature task than that predicted by the linear summation across the independent-feature model described above. A previous study 55 included a simulation of a linear combination across specific proposed feature mechanisms and found that the effect of the correlated external noise on the predictions was small. This section extends the simulation of the previous study to the stimuli and observers in the current study. The specific model of orientation and spatial-frequency-feature mechanisms used in the simulation were based on cigars and donuts, respectively, proposed by Olzak and Thomas and co-workers. 28, [46] [47] [48] [50] [51] [52] [53] [54] The cigar mechanism, named for its cigarlike shape in Fourier space, combines information across spatial frequencies for a narrow bandwidth of orientations. The donut mechanism, a donut shape in Fourier space, combines information across orientations for a narrow bandwidth of spatial frequencies.
As before, 55 the simulated cigar and donut mechanisms were constructed from a linear combination 88 of individual Gabor mechanisms based on the spatial model of Watson.
1 Table 4 gives the parameters for the sixcomponent Gabors that composed each cigar and donut mechanism. A cigar had six Gabors tuned to the same orientation (the target orientation) and to different spatial frequencies (from 0.5 to 8 cpd in octave steps). A donut had six Gabors tuned to the same spatial frequency (the target spatial frequency) and to different orientations (from 0 to 150 deg in 30-deg steps). As there were four target spatial frequencies (2.5, 3, 4, and 5 cpd) and one target orientation (90 deg), four donuts and one cigar mechanism were needed for the simulation. We assumed that performance in the single-feature tasks was mediated by the output of a single cigar or donut tuned to the target.
Performance for the two-feature task for a particular spatial frequency was determined by the linear combination of two mechanisms, weighted optimally by the sensitivity (dЈ) of each mechanism: the single cigar mechanism (tuned to 90 deg) and the donut tuned to the same peak spatial frequency as the target. The equation for describing dЈ for the two-feature task is equivalent to A7 and A8 above in the section describing linear summation: 
and substituting for linear in Eq. (E1),
In the Gaussian white image noise used in the study (with no correlation between pixels), the correlation between the single-feature responses, , is equivalent to the correlation of the cigar and donut mechanisms themselves. Intuitively, the energy of the white image noise is distributed across Fourier space, and thus the correlation of the external noise entering the feature mechanisms depends on the overlap of these mechanisms in Fourier space.
Since the cigars and donuts are specifically designed to sample different parts of this space, the correlations were small, ranging from 0.0314 to 0.107, as shown by column 1 of Table 5 . The consequence of these small correlations is a relatively small effect on the predicted ratios of Table 5 , compared with the linear summation of independent features. This is illustrated in column 3 of Table 5 , which gives the difference between the predicted ratios of the cigar/donut linear-summation model and the independent-feature linear-summation model. As indicated by the positive values, the linear summation of independent features predicted slightly larger ratios. These differences were less than 0.10 and were smaller than the differences between the predicted ratios for the two independentfeature model, linear and probability summation, which ranged from 0.11 to 0.41. Figure 15 gives the predicted ratios of the linear summation of cigars and donuts; similarly to the linear summation of independent features, the cigar/donut model fit the observed data relatively well for small stimulus differences and relatively poorly for large stimulus differences. 
