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Error bounds for a wide class of nonlinear one-dimensional boundary value 
problems are derived from a new extremum variational principle. A new least- 
squares approximate technique, based on a weighted mean square residual, is 
established. Also, the value of the weighted mean square residual and value of 
the classical mean square residual are used for error estimate. The results are 
illustrated by four examples. 
1. INTRODUCTION 
Variational principles play an important part in mechanics, physics, and 
modern engineering sciences for three main reasons: they (1) unify many 
diverse fields, (2) lead to new theoretical results and teach us about structure 
of physics, and (3) provide powerful methods for finding approximate solutions 
of many nonlinear problems. When attention is centered on the approximate 
variational solution of the boundary value problem itself, it is then important to 
have some estimate of the error contained in this approximate solution. Espe- 
cially, the estimate of the error is an important and complex problem when the 
approximate solution is the only known solution of the boundary value problem. 
The error bounds for a number of boundary value problems are obtained by 
various authors (see, for example, Ciarlet et al. [8], Arthurs et al. [2-71, and 
Finlayson [ll, pp. 352-3931). In most cases for nonlinear problems the error 
bounds are calculated using the values of the functional or the mean square 
residual, which corresponds to the given boundary value problem. Obviously, 
these values are calculated on the approximate solution of the problem. 
When the value of the functional is used for the error estimate, then the 
theory is based on the Noble’s [l] ‘d i ea of complementary variational principles. 
The error bounds are obtained if the functionals satisfy certain restrictions 
imposed on their structure. The restrictions provide that the complementary 
variational principles are extremal, i.e., the fundamental principle has a mini- 
mum and its dual a maximum or reverse. All of this reduce the number of the 
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boundary value problems, which can be incorporated in the theory. Application 
of the mean square residual for the error estimate is also restricted by many 
conditions (for more details see [I 1, pp. 388-3931). 
The purpose of this paper is to extend these results to include a wider range 
of boundary value problems for which we can estimate error contained in their 
approximate solutions. First, we will construct a new variatiobal principle for 
the boundary value problem, which is described by a nonlinear ordinary dif- 
ferential equation subject to arbitrary nonlinear boundary conditions. The 
approximate value of the functional is used for the error estimate. Also, a new 
error estimate, based on the mean square residual, is established. A new least- 
squares approximate method and its error estimate is formulated for a weighted 
mean square residual, The theory is illustrated by four examples. 
In this paper it is understood that all functions are such that the mathematical 
operations indicated upon them are escortable. 
2. EXTREMUM VARIATIONAL PRINCIPLE 
Let us consider the following two-point nonlinear boundary value problem 
described by the differential equation 
(.) = d(.)/dt, w is an arbitrary continuous function of the independent variable t, 
F is an arbitrary function of 4 and t, subject to the boundary conditions 
where a, al , a2 , a3, 01, 6, 6, , b, , b, , and /3 are known constants. It is easy to 
verify that the boundary value problem (l)-(3) is equivalent to the stationarity 
conditions for the following differentiable functional: 
(4) 
where 
L = $$$2 +f(rj, t), .f(4> t) = (k, t) dE, 
rI3(4, @)I = y [b, w - W(b)] + T [q&) - a, 9-j , (6) 
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under the condition that variations of + in the endpoints t = a and t = b are 
different from zero. From (4), we can derive a dual variational principle (see [l]). 
The following transformation is obvious: 
Iab L dt = j-ab (pd - H) dt = WI: - s” ($4 + H) & (7) 
a 
where the generalized momentum and Hamiltonian function are 
p = $ = v(t)& H=pcj-L. (8) 
Now, the differential equation (1) can be written as 
B =w, t), (9) 
giving the following solution1 with respect to 4: 
I$ =F-yp, t). WV 
Substituting (5) and (8) into (7) an d 1 e iminating 4 from the integrand by making 
use of (lo), we have 
where 
1” L dt = [P& - !^ ” P(P, P, t) & 
a a 
(11) 
-r;pP,P, t) = iJwiJ, t) + !g -“f[F-‘(I$ t), t]. (12) 
Now, combining (11) and (4) we have the dual variational principle in the form 
G(P, 4) = rM(a), 4W + [P& - j” Z(P, A t) dt. 
” 
(13) 
The functional of extremum variational principle we will define as a difference 
between the functional E and its dual G. This gives the relation 
%6 P) %f E - G = j-b [L(+,+, t) + Z(P, P, t)] dt - [~+]“a . (14) a 
Remark. The procedure used for calculating the dual variational principle G 
is slightly different than those proposed in [l]. Namely, in G the function + is 
not eliminated from the terms outside the integral sign, as it is done in [l-7]. Let 
1 It is assumed that F(+, t) can be inverted for each t E [a, b]. 
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us syppose that the functional (14) has its stationary value at 4(t) and p(t) = 
o(t) 4(t). Then from the technique used for deriving G, it is obvious that E(4) = 
G(p, 4). Hence, the actual stationary value of I is 
if + is solution of the boundary value problem (l)-(3). Further, we consider 
variations S+ and Sp around 4 and p, 
@ = 4 + s+, P=P + sp, (16) 
where, @ is on approximate solution of the boundary value problem (l)-(3) 
and P = v@. We will suppose that @ satisfy the boundary conditions (2) and (3). 
The value of functional (14) on the curves @p(t) and P(t) is I(@, P) # 0. Since I 
is differentiable, we write 
WV p> = Z(h P> + SZ(4, P, Sh Sp) + SW, p, S$, Sp) + 0#$)3, . ..). (17) 
where the first and second variations of I are respectively 
sz(+, P, % SP) = Icb (g S+ + $ @ + t$ SP + $f S$) dt - (Sp+ + pS$): , 
s2w, P, SA SP) = ; 1” (z$ (S# + 2 g$ s@$ + g (S&2 
(18) 
n 
+ !?$ (SP)' + 2 $$ S& + f$ (Sj)l) dt - (SpS+): . 
(19) 
In the second variation the coefficients with variations of rj and p must be 
calculated on the curves where first variation SI vanishes. Performing integration 
by parts in (18) and using (5), (6), and (12) we obtain 
sz=[(~~-P)s~l~+sP~[F-‘--$+-(P-~)]~~ 
+ J” p$ [F - g hq + SP 1; - g (F-1 + & UJ - F,)11 dt, a 
(20) 
where F = F(z, t) and z = F-l@, t). 
Differentiating (10) with respect to time, and combining this result with (8), 
yields 
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Now, by making use of (8) and (21) and the fact that + is solution of the dif- 
ferential equation (l), which can be written in the alternative forms (9) and (lo),, 
we have that 
We therefore can state 
m$, P, S4, Sp) = 0. (22) 
THEOREM I. The functional (14), where L and B are given with (5) and (12), 
has its stationary value at 4 and p = vd;, where 4 and p are the solutions of Eqs. (1) 
and (21). 
Remark. The stationarity conditions are independent of the boundary 
conditions at t = a lnd t = b. Most other variational formulations do not have 
this property. 
Using (5) and (12) and calculating the coefficients with variations of 4 and p 
on the curves where the first variation vanishes, i.e., by making use of (1) and 
(S)(lO), the second variation (19) becomes 
From (8) and taking into account that variation operator 6 and differentiating 
operator d are commutative, we see that 
sp = v&j, si, = $ (vSc$). (24) 
Substituting this relations into (23) and integrating the second and third term 
in the result, we obtain 
s21 = + lab aF;&$ dt - [ d (v&j) - $ Sqj2 dt. (25) 
From (25) it follows that 
THEOREM II. A necessary condition for the functional I(@, P) to have a 
minimum at @ = 4 and P = p = vd is that S21 > 0, i.e., that 
-pO for t 6 [a, b]. 
Similarly, for a maximum at CD = 4, P = p = vq$ the condition is S21 < 0, i.e., 
- 
$0 
84 
for t 6 [a, b]. (27) 
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Hence, if the function aFj&f has the same sign in interval t E [a, b] the variationch 
principle is an extremum principle, minimum or maximum. 
Remark I. In Theorem II there is no restrictions imposed on the function 
a(t), as is the case in [I]. 
Remark II. If the function aF/&$ changes its sign in the interval t E [a, b] 
we cannot say anything about the character of extremum. 
The established variational principle can be used for finding approximate 
solution of the two-point boundary value problem (l)-(3). The application will 
be shown in examples. 
3. ERROR ESTIMATE OF APPROXIMATE SOLUTION 
Let us suppose that we have an approximate solution Q(t) of the differential 
equation (l), which is satisfying boundary conditions (2) and (3). We want to 
determine the error of approximate solution. The procedure can be guided in 
two directions. The first one is to have an error estimate where all quantities 
are calculated on approximate solution. The second case is when the error 
estimate depends on both the approximate and exact solution. For the quantity 
analysis of the error the first direction is much more appropriate. Expanding 
the term (aF/a+),=, in the power series with respect 84, about aFja4 calculated on 
exact solution $, we have 
aF 
i-j a4 CJ 
= E + ygy + O,((S#,...). 
+ 
(28) 
Now, the second variation (25) transforms into 
1 
s"1= +lb (aF/ac& [-g (~~~) - ($j,SQ]’ tit + O&((W,...), (29) 
and combining this result with (15), (I 7), and (22) we have 
I(@’ ‘) =- ; /; (aF;&j)m [$ 
dt + O((S#,...). (30) 
Further, we will consider the following cases: 
Case Al. Let us assume that 
v(t) > 0, 
6F 
- - i 1 84 o = R(t) > 0. (31) 
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and that O((8$)3,...) ~0. Th en, introducing the new independent variable 
from (30) we get 
where 
(34) 
Let us consider the generalized Fourier series corresponding to the error S$ 
where C, are the Fourier constants, #,, belong to the orthonormal set of eigen- 
functions satisfying the differential equation 
(36) 
and the corresponding boundary conditions, which will be given later. The An 
are eigenvalues of the problem. Substituting (35) into (33) and using (36) we 
obtain 
c G(b2) G2 < (-21) (37) 
?&Sl 
where 
G(hn2) = & - Un2 + (Rv)min * 
Assuming that G(ha2) is positive for every hn2, using (32) and Parseval’s equation 
(see [lo, p. 611) for unknown constants C, 
c c,2 =yb’ (Scp dT, 
n=l 0 
the relation (37) yields an error estimate 
(39) 
(40) 
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where the L, norm is 
In the error estimate (40), I is the value of functional (14) on the approximate 
solution Q(t) and P = ~6, V max is the maximal value of function U, and 
[G(hYlmin is the minimal value of the function G. To calculate [G(hn2)lmhi 
we must have the set of eigenvalues h, . Remembering that both @ and the exact 
solution + are satisfying boundary conditions (2) and (3), substituting (16) into 
this equations, using (32), expanding the nonlinear terms in the series with 
respect to 84 neglecting the nonlinear terms with respect to 84, and, using (35), 
we obtain boundary conditions for the eigenfunctions &(T) 
(42) 
It is easy to verify that the eigenvalues An of the two-point boundary value 
problem (36) and (42) are solutions of the following algebraic equation 
[ 
a,b,q3@a-1(a) @-l(b) + -f$& ~~21 sin &T(b) 
+ An 
[ 
b 
apwya) 1 
v(b) 
- -& b&P-l(b)] cos h,~(b) = 0. 
It was assumed that the function G is positive for every h, . From (38), it follows 
that this is the case when 
If condition (44) is not satisfied we have the following: 
Cme A2. In this case conditions (31) are again fulfilled. Now, expanding the 
error 84 in the generalized Fourier series (39, where the eigenfunctions & are 
solution of the following differential equations: 
g+ + h[V(T) W)l 4% = 0, 
subject to boundary conditions (42), and substituting these equations into (30), 
where O((8+)3,...) N 0, we obtain the error estimate 
(46) 
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Here, h,‘s are eigenvalues of the corresponding two-point boundary value 
problem (42) (45), and the following (see [lo, pp. 68-711) properties of the 
eigenfunctions +,, are used: 
-s 
T(b) 
W A2 dT for m == n, 
0 
(48) 
Remark I. The procedure A2 for finding the error estimate (46) is valid if 
h, # 1. In the practical application, this condition is always satisfied. 
Remark II. For finding the set X, some of the methods proposed by Collatz 
[9] may be used. 
Case B. Let us suppose that 
v(t) > 0, 
aF ( 1 B- = g(t) > 0. 
In this case, using the same technique as in case Al, it is easy to obtain the 
following error estimate: 
where 
In (51) X1 is the lowest eigenvalue of the two-point boundary value problem 
(36) and (42). 
4. ERROR ESTIMATE USING THE MEAN SQUARE RESIDUAL 
The method previously developed for error estimate of an approximate 
solution can be easily adapted for the error estimate using the mean square 
residual. The method, which will be presented here, is different, simpler, and 
does not need as many restrictions as the existing methods (see [l 1, pp. 388- 
3931). 
The mean square residual of the least-squares approximate method (see [I 1, 
p. 91) for our two-point boundary value problem (l)-(3) is given by 
Eg = s.” [-$ (06) - F(@, t,], dt. (54 
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Here, the D(t) is an approximate solution of the differential equation (1) which 
is satisfying boundary conditions (2) and (3). 
Expanding the right-hand side of (52) in the series with respect to S+ and by 
making use of (1) and (16) we have 
(53) 
Further, we will consider the same cases as in the previous section: 
Cases Al and A2. Let us assume that conditions (31) are satisfied and that 
R(t) is a continuous function with the following property: 
1 1 1 __ __ ___ 
R ’ R(t) ’ Rmin 
for t E [a, b]. (54) 
max 
Neglecting O,l((S#)“,...) in (53) as a small quantity and combining this result 
with (54) we obtain 
(55) 
Comparing relation (55) with (30), (31) and (33) we see that the error estimate 
in this cases is the same as in cases Al and A2 of Section 3. Hence, the error 
estimate using the mean square residual (52) is given by (40) and (46), where 
the term -21 must be changed by Es/Rmin .
Remark. Obviously, all quantities in (40) and (46) must be calculated with 
the same approximate solution as the number cg . 
Case B. Let us suppose that conditions (49) are fulfilled and that the g(t) is a 
continuous function with the property 
I 1 1 - - - 
gmax ’ gCt> ’ gmin 
for t E [a, b]. (56) 
Now, it is easy to conclude, following the procedure of cases Al and A2 in this 
section, that the error estimate is the same as in Case B of Section 3. The final 
result is given by (50), where 21 should be replaced by cB/gmin ,
5. A WEIGHTED LEAST-SQUARES METHOD AND ITS ERROR ESTIMATE 
When the interval [a, b] of the independent variable t is infinite, it is possible 
that the mean square residual, the number cy , also becomes infinite. Obviously 
cg is calculated on a curve O(t) which is very close to the exact solution of the 
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two-point boundary value problem (l)-(3). One such example will be given. 
Our opinion is that in this case it is much more convenient to use the following 
mean square residual with the weighting function (N/&$),: 
(57) 
Application of the weighted mean square residual for obtaining an approximate 
solution of the two-point boundary value problem (l)-(3) will be given later. 
Let us assume that we have such a solution. Then, the corresponding number 
cgW can be used for its error estimate. 
Expanding the right-hand side of (57) into the series with respect to the 
error S$, and using (1) yields 
Neglecting OCgw and 0 in Eqs. (58) and (30) we see that the procedure for the 
error estimate, using the Ebb , is the same as in cases Al, A2, and B of Section 3. 
In the final results, (40) (46), and (50), t i is necessary to exchange 21 with l gW and 
-21 with --egW .
6. APPLICATION OF THE THEORY 
Here, we are going to solve a few problems as an illustration of the theory. We 
are searching for the approximate solutions of corresponding concrete form of 
Eqs. (l)-(3). We will choose the approximate solution with the finite number of 
unknown constants, which is satisfying boundary conditions identically. 
6.1. 
Let us consider the differential equation 
$+C=t, 
subject to boundary conditions 
(59) 
f+(O) = 0, $&(I) = 0. (60) 
In this case the functional (14) is 
I= jo1 (+.4” - ; + +t - ; + #t + $pz - $) dt (p = d), (61) 
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It is easy to verify that the variational principle is maximal. Assuming the 
approximate solution of (59) and (60) as 
rj = a1(t2 - t) + “*(P - P) + a,(t4 - P), (62) 
where 01~ are unknown constants, and substituting this solution into (61), after 
integration we have 
131 3197 5837 1 (63) 
----a 2 _ __ 0120/3 70 2 840 - a32 - 252~ 6 . 
Comparing (59) and (60) with (l)-(3) we see that the characteristic functions 
and numbers of the problem are 
v = 1; F=-4; R(t) = 1; a = 0; 6 = 1; T(1) = 1; 
a;= a2 = 0; 6, = 6, = 0; a,=ct=b,=/3=1. 
(64) 
In ,this case, solving Eq. (43) we obtain the eigenvalues h, = n17 (n = l,...), 
which are consistent with condition (44). Hence, the error estimate is given by 
(40), where [G(h2)]min = G()rZ2). The final results are given in Table I. 
The parameters 0~~ are obtained by minimizing (63) with respect to this 
quantities. 
6.2. 
Let us consider a differential equation of the Bessel’s type 
t$ + $ + tl#l + 2(1 + t2) = 0, (65) 
TABLE I 
One-parameter 
solution 
Two-parameter Three-parameter 
solution solution 
011 0.2722772 0.1875418 0.1884158 
% 0 0.1694707 0.1927877 
% 0 0 -0.0223317 
--I 0.0418727 2.112 x IO-” 4.6 x 1O-G 
II 64 llL* < 3.262 x 1O-2 2.3021 x 10~-3 3.419 x 10-s 
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whose solution must satisfy the boundary conditions 
4(l) = 0, l+(2) = 0. (66) 
In this case the characteristic functions, numbers, and functional (14) are 
v = 2t; F = -2t+ - 4(P + 1); R = 2t; 
7(b) = In 21i2; us = a2 = 0; b, = b, = 0; (67) 
~=al=al=~=b1=/3=1; b = 2, 
I= 2 S[ $2 I 
- tf - 4(1 + t2) (j + g _ $ _ 2(l ; t2) I, _ 40 T ,,I21 &, 
p = 2t$. (68) 
Now, Eq. (43) yields the eigenvalues A, = 2&7/h-r 2 (n = 1,2,...), and condi- 
tion (44) is satisfied. Hence, the error estimate of the approximate solution 
cp = (t - 1) (2 - t) (“0 + a$), (69) 
where 0~0 and 0~1 are unknown constants, is given by (40), where [G(An2)]m~n = 
W12). 
Substituting (69) into (68), p er orming integration with respect to t, and f 
minimizing the obtained result with respect to a0 and OCR yields the value of OL,, 
and 01~ . This results, together with the error estimate are given in Tabler II. 
6.3. 
We are going to find the solution of the following nonlinear differential equa- 
tion 
$+p =o, (70) 
subject to the boundary conditions 
$40) = 1, f#(l) = 0. (71) 
TABLE II 
% “1 --I II * EL, Q 
One-parameter 2.3462603 0 0.660697 0.142131 
solution 
Two-parameter 3.1231279 -0.4170618 0.018598 0.023845 
solution 
409/75/I-15 
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The characteristic functions numbers and the functional (14) of the problem are 
v= 1; F = -p; R = 24; a = a, = b, = b, = 0; 
a Z a, = a2 = p z.z 6, = ] , (72) 
It is easy to verify that the extremal value of the functional 1 = 0 is maximum. 
In this case the algebraic equation (43) furnishes the eigenvalues h, = nU 
(n = I,...). Again, condition (44) is fulfilled and the error estimate is given by 
(40), where [G(hn2)]min = G(h12). L t e us assume approximate solution of the 
problem in the form 
d, = 1 - t + cx1(2t - 3t2 + P) + a,(322 - 5t3 + 2t4), (74) 
where a1 and iy2 are unknown constants. By the same technique as in the previous 
two examples we obtain the results given in Table III. 
6.4. 
The purpose of this example is to show a situation when the weighted mean 
square residual (57) can be advantageously used in comparison with the classical 
mean square residual (52). 
Let us consider the Thomas-Fermi equation 
4 - t-l&p2 = 0, 
with the following boundary conditions: 
b(O) = 1, #(co) = 0. 
(75) 
(76) 
The classical (52) and weighted (57) mean square residuals of the problem are 
Ey = 
.r 
z (B; - t-vQj3/3)3 df, (77) 
0 
E,IZU = I 
m @l/2@-1/2(&i _ t-1/2@3/2)” dt. (78) 
0 
TABLE III 
One-parameter 0.129067 0 5.06686 x 10-S 1.87045 x 10m2 
solution 
Two-parameter 0.135 - 0.0402 6.80365 x lo-” 2.16744 x 10m3 
solution 
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If we substitute assumed approximate solution of the problem 
@ = e--Bt, (79) 
where /I is unknown constant, into (77) and try to perform integration with 
respect to t we will see that one term is divergent and tends to infinity. Hence, 
the classical least-squares method is not applicable because it is giving infinit 
measure of its error. 
Substituting (79) into (79) we obtain 
Egu, = f [PW (f)“l’ I’ (+) - ,6 + ($)““] , 
where r is the gamma function. Minimizing expression (80) with respect to /3 
we obtain the following value for p and corresponding minimal value of csU;: 
,!3 = 1.137065627, (~,qJrnin = 0.38618414. (81) 
7. DISCUSSION 
The error estimate proposed in this paper may be efficiently escorted if the 
a, , b, , a, p, +*-l(a), p-(b), a3, 63 , and 7(b) are finite and w(a) and v(b) are 
different from zero (see (43)). F or example, if w(t) = 1 and the interval [a, b] 
is infinite, the condition is not satisfied. This situation occurred in Section 6.4. 
The results of this paper can be easy generalized for the following boundary 
conditions: 
q$(t?J + W&f 1 d(4)) = bi (i = I, 2) (82) 
where w1 and w2 are arbitrary functions, instead of (2) and (3). 
The case when the results of [2-81 can be used for the error estimate is case B. 
In this case our method is giving different error estimate than those obtained 
in [2-81. 
In the begining of Section 3 we discussed the two ways of obtaining the error 
estimate. If  we accept the approach where the error estimate depends on both 
the approximate and exact solution, then the final results will be similar. For 
example, in (40), 1 and nmax are the same and [G(hn2)]mrn is the minimum of (38) 
where I?(t) = -i?F/+ is calculated on the exact solution. The eigenvalues h, 
are the solution of an equation similar to Eq. (43) but where Q(u) and CD(~) are 
replaced by +(a) and $(6), respectively. Hence, in this case the [G(An2)]min is the 
same for any approximate solution. Also, from (30) and (55) and neglecting the 
small quantities of the third order we have 
-ZIG& (83) 
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and 
min( -21) < min(c,/R,i,). 
From this analysis and (40) we see that 
This means that the error estimate for an approximate solution obtained by 
minimization of the functional I is smaller or equal to the error estimate of an 
approximate solution obtained by the least-squares method. Obviously, this is 
true if the technique proposed here is used for the error estimation. 
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