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1.1. Area de aplicacio´n
La Inteligencia Artificial (IA), es un a´rea de la informa´tica que intenta emular compor-
tamientos inteligentes en sistemas informa´ticos. Con el objetivo de avanzar en esta l´ınea
es comu´n realizar sistemas que resuelvan juegos.
Los juegos son interesantes porque tienen un dominio acotado es decir, sus reglas esta´n
bien definidas y delimitan con total exactitud que´ se puede hacer y que´ no. Se ejecutan
en un entorno controlado por lo que no pueden ocurrir eventos imprevistos durante
una partida. Permiten una evaluacio´n objetiva del rendimiento del sistema, midiendo el
porcentaje de victorias/derrotas.
Un ejemplo bastante cla´sico en este sentido son los juegos de ajedrez que se han desarro-
llado durante varias de´cadas y, a d´ıa de hoy, ya se puede considerar que han alcanzado
el nivel de un gran maestro, por lo que en los u´ltimos an˜os se ha avanzado un nivel ma´s,
afrontando juegos de mayor dificultad.
Este proyecto se situ´a en este marco al pretender desarrollar una IA para el juego del
Risk. Este juego resulta muy interesante por las siguientes caracter´ısticas:
Aleatoriedad en las acciones: el resultado de algunas acciones de los jugadores es
no determinista, lo que dificulta el ca´lculo del estado resultante.
1
Cap´ıtulo 1. Introduccio´n A´lvaro Torralba Arias de Reyna
Varios jugadores: pueden jugar de 2 a 6 jugadores por lo que hay que tener en
cuenta las estrategias de cada uno de ellos y hace que dan˜ar a otro jugador pueda
no ser bueno (puede beneficiar ma´s a un tercer jugador).
Factor de ramificacio´n muy alto: En cada turno el jugador debe decidir las acciones
a tomar y, dado que puede realizar cualquier nu´mero de ataques que desee, el
nu´mero de opciones resulta inmanejable.
Estas caracter´ısticas unidas hacen inviables las te´cnicas de bu´squeda utilizadas en el
ajedrez ya que, el factor de ramificacio´n es demasiado extenso y las situaciones con ma´s
de dos jugadores dificultan la poda del a´rbol de bu´squeda.
1.2. Estructura del documento
Este documento se estructura en varios cap´ıtulos, a lo largo de los cua´les se explicara´ el
desarrollo del proyecto y las pruebas y resultados analizados.
Para comenzar se realiza un ana´lisis del estado de la cuestio´n, describiendo detalla-
damente el dominio de estudio del trabajo (el juego Risk) y los trabajos realizados
anteriormente a este proyecto.
A continuacio´n se describen los objetivos del proyecto que se desea realizar, tanto desde
el punto de vista de la IA como del desarrollo software.
Despue´s se explica el trabajo realizado, teniendo en cuenta el desarrollo de los algoritmos
utilizados y todas las fases del desarrollo software: ana´lisis, disen˜o e implementacio´n.
Posteriormente se realizan diversas pruebas y ana´lisis para medir los resultados del
sistema implementado de la forma ma´s objetiva posible.
Finalmente se incluyen las conclusiones obtenidas del agente y sus resultados
Por u´ltimo se dedica un cap´ıtulo a comentar las l´ıneas futuras que podr´ıan seguirse para
continuar esta l´ınea de trabajo y mejorar los resultados.
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Estado de la cuestio´n
Este cap´ıtulo se centra en describir el dominio del Risk y los estudios y aplicaciones
realizadas anteriormente.
2.1. Descripcio´n
En primer lugar se explica en que´ consiste el juego del Risk y las reglas concretas que
se utilizara´n entre las mu´ltiples versiones existentes.
2.1.1. Introduccio´n al juego del Risk
El Risk es un juego de mesa de dos a seis jugadores que competira´n por la conquista
del mundo. Consta de un tablero que representa al mundo subdividido en pa´ıses y los
jugadores representan a potencias mundiales que controlan los pa´ıses mediante fuerzas
militares.
Cada partida se organiza en turnos, en los que el jugador al que le toca actuar refuerza
sus pa´ıses an˜adiendo tropas y ataca a otros pa´ıses para intentar conquistarlos. El juego
termina cuando un jugador domina el mundo, es decir, posee todos los pa´ıses.
Fue creado en 1950 por Albert Lamorisse como “La Conquette Du Monde” y gracias
al e´xito obtenido fueron adquiridos los derechos por la empresa estadounidense Parker
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Brothers quienes cambiaron su nombre a “Risk”. Posteriormente se crearon multitud de
versiones que modificaban tanto las reglas como el mapa de juego:
1. Castle Risk (1986)
2. Risk: E´dition Napole´on (1999)
3. Risk: 2210 A.D. (2001)
4. Risk: the Lord of the Rings (2002)
5. Risk: the Lord of the Rings: Trilogy Edition (2003)
6. Risk Godstorm (2004)
7. Risk: Star Wars: Clone Wars Edition (2005)
8. Risk: Star Wars Original Trilogy Edition (2006)
9. Risk Junior: Narnia (2006)
10. Risk: The Transformers Edition (2007)
11. Risk: Black OPS (2008)
Actualmente los derechos esta´n en posesio´n de Hasbro 1.
2.1.2. Reglas del juego
Dado que hay varias versiones de las reglas del juego, se describen a continuacio´n las
utilizadas en este proyecto.
A la hora de seleccionar las reglas, se ha tenido en cuenta:
1. Adaptabilidad a diferentes mapas: el mapa de juego no tendra´ por que´ ser el
cla´sico mapa del mundo sino que podra´ ser cualquier mapa que cumpla con las
condiciones establecidas en las reglas.
2. Las cartas no deben ser el elemento ma´s determinante de la partida, sino que debe
valer ma´s la ventaja estrate´gica.
1Risk en Hasbro: http://www.hasbro.com/risk/
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Elementos del juego
Los elementos con los que interactu´an los jugadores durante la partida son:
Tablero El tablero de juego representa un mapa del mundo a conquistar y se mantiene
durante toda la partida. Se compone de pa´ıses o territorios y continentes.
Pa´ıses Los pa´ıses son las casillas del tablero. Existen conexiones entre e´llos, de forma
que algunos pa´ıses son vecinos o adyacentes entre s´ı. El conjunto de todos los pa´ıses del
tablero forma un grafo no dirigido conexo, de modo que siempre hay un camino entre
dos pa´ıses cualesquiera.
Adema´s, cada pa´ıs esta´ en posesio´n de un u´nico jugador y aquel jugador que posea
todos los pa´ıses del tablero ganara´ la partida. Para poseer un pa´ıs, un jugador debe
tener soldados suyos en e´l.
Continentes Un continente es un conjunto de pa´ıses que se puede definir como un
subgrafo conexo del tablero de juego. Es decir, todos los pa´ıses pertenecientes al mis-
mo continente tienen un camino entre s´ı sin pasar por territorios no pertenecientes al
continente. Cada pa´ıs pertenece a un u´nico continente.
Todo continente tiene una bonificacio´n (nu´mero de soldados) de modo que si un jugador
posee todos los pa´ıses de ese continente al inicio de su turno recibira´ esa cantidad de
soldados extra. Esta bonificacio´n puede ser cualquier nu´mero entero, por lo que se
permiten el cero y valores negativos.
En la figura 2.1 se muestran algunos ejemplos de tableros.
Soldados Los soldados esta´n situados en los pa´ıses y son las unidades controladas
por los jugadores. En cada pa´ıs debe haber al menos un soldado. Los soldados pueden
moverse/atacar a territorios adyacentes al que esta´n.
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(a) Cla´sico (b) Hexinfinity
(c) USA war zone (d) Siege Lux
Figura 2.1: Ejemplo de tableros posibles
Cartas Las cartas sirven para premiar a los jugadores que realizan ataques durante
su turno, para evitar situaciones de bloqueo en las que ningu´n jugador ataca.
Existen dos tipos de cartas, las cartas normales y los comodines. Las cartas normales
se componen de una figura o tipo de carta (soldado, caballo o can˜o´n) y de un pa´ıs,
habiendo una carta de este tipo por cada pa´ıs. Los comodines pueden valer como una
carta de cualquier tipo y no tienen un pa´ıs asociado. En total, hay dos comodines en la
baraja.
Fases del turno
El turno de un jugador se divide en varias fases, como muestra la figura 2.2.
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Figura 2.2: Esquema de las fases de una partida del Risk
Reparto de pa´ıses y colocacio´n de tropas
Al comienzo de la partida lo primero es repartir los pa´ıses entre todos los jugadores de
la partida. En principio, todos los jugadores reciben el mismo nu´mero de pa´ıses pero
si el nu´mero de pa´ıses no es divisible entre el nu´mero de jugadores, algunos jugadores
reciben un pa´ıs ma´s.
A continuacio´n, se reparten los soldados entre los pa´ıses. El nu´mero de soldados que
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Tabla 2.1: Nu´mero de soldados iniciales para los jugadores
tiene inicialmente cada jugador es el que viene en la tabla 2.1. Si el nu´mero es inferior
al nu´mero de pa´ıses que corresponde al jugador, tendra´ un soldado por pa´ıs. En caso
contrario, los soldados se reparten uniformemente entre los pa´ıses.
Fase de canjeo de cartas
En la fase de canjeo de cartas el jugador puede descartar tres cartas que posea para
obtener ma´s soldados. No todas las combinaciones de cartas pueden canjearse, sino que,
para poder hacer este cambio, es necesario que las cartas este´n emparejadas. Tres cartas
esta´n emparejadas si son todas del mismo tipo (tres cartas de soldado, de caballo o de
can˜o´n) o todas de tipos distintos (una carta de soldado otra de caballo y otra de can˜o´n).
Un comod´ın puede valer por cualquier tipo de carta.
El nu´mero base de soldados que recibe un jugador cuando canjea cartas es siempre de 5.
Estos soldados se situara´n en el pa´ıs que escoja el jugador, junto con el resto de soldados
recibidos al inicio del turno. Adema´s, si el jugador posee alguno de los pa´ıses presentes
en sus cartas, pondra´ 2 soldados extra en ese pa´ıs. Los comodines, al no estar asociados
a ningu´n pa´ıs, no pueden aportar nunca soldados extra de este modo.
En caso de que el jugador tenga cinco cartas o ma´s esta´ obligado a canjearlas hasta
tener menos de cinco. En caso de que tenga tres o cuatro cartas podra´ elegir canjearlas
o no.
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Fase de colocacio´n de refuerzos
En la fase de colocacio´n de refuerzos el jugador situ´a las tropas recibidas en sus pa´ıses.
El nu´mero de tropas que recibe un jugador es la suma de tres factores:
1. max(bNumPaisesJugador3 c, 3)
2. Refuerzo por dominar continentes (depende del mapa de juego concreto).
3. Canjeo de cartas.
Fase de ataque
En la fase de ataque el jugador decide los ataques a realizar. Por cada ataque que decida
se siguen los siguientes pasos:
1. Seleccio´n del pa´ıs atacante (con al menos dos soldados).
2. Seleccio´n del pa´ıs defensor (debe ser vecino del pa´ıs atacante).
3. Decidir el resultado del ataque (aleatoriamente).
El nu´mero de atacantes es SA = min(3,Ataq − 1) y el nu´mero de defensores es SD =
min(2,Def ), siendo Ataq y Def el nu´mero de soldados en el pa´ıs atacante y defensor
respectivamente.
A continuacio´n, cada jugador tira tantos dados como soldados suyos participan en el
ataque. Se recogen los dados ma´s altos de cada jugador y se emparejan entre s´ı, de
modo que se obtienen una o dos parejas de dados. Por cada pareja de dados morira´ un
soldado del jugador que obtenga menor puntuacio´n en su dado y del atacante en caso
de empate.
Si el soldado defensor pierde todos los soldados del pa´ıs atacado entonces ese pa´ıs pasa
a ser del jugador atacante. El jugador atacante escoge cua´ntos soldados pasar al pa´ıs
conquistado, en el intervalo [SA,Ataq − 1].
Estudio y aplicacio´n de algoritmos de bu´squeda al juego del Risk 9
Cap´ıtulo 2. Estado de la cuestio´n A´lvaro Torralba Arias de Reyna
Si un jugador es eliminado, todas sus cartas pasan al jugador atacante. En este caso, si
el nu´mero de cartas del jugador atacante es mayor o igual a cinco, debera´ canjear sus
cartas del mismo modo que en la fase de canjeo de cartas.
Fase de fortificacio´n de tropas
Una vez realizados los ataques el jugador puede realizar movimientos de tropas entre
pa´ıses adyacentes, es decir, puede pasar todos los soldados que quiera de cada pa´ıs a
alguno de sus vecinos.
Sin embargo, ningu´n pa´ıs puede quedarse sin soldados por lo que para que el u´ltimo
soldado pueda pasar a un pa´ıs vecino, e´ste debera´ recibir al menos un soldado mediante
una fortificacio´n.
Recoger carta
Si el jugador conquisto´ al menos un pa´ıs durante este turno entonces recoge una carta
aleatoriamente.
2.2. Recopilacio´n del conocimiento de expertos
El Risk es bastante popular y existen muchos aficionados que gracias a su experiencia
con el juego han mejorado su estrategia. Es importante recoger este conocimiento ya
que puede resultar de utilidad para disen˜ar el agente.
Este conocimiento no tiene porque´ ser utilizado de forma directa en el proceso de disen˜o
del agente, pero debe tenerse en cuenta para que los algoritmos que incorpore el agente
den como resultado comportamientos compatibles con las reglas obtenidas.
Una fuente muy interesante de conocimiento de expertos es la pa´gina web “total diplo-
macy” 2 donde hay algunos consejos de expertos que marcan las claves del juego.
Factores importantes a la hora de escoger un plan en un turno son:
2Total diplomacy: http://www.totaldiplomacy.com/
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1. Siempre que exista la posibilidad de eliminar por completo a otro jugador, hay que
tenerlo en cuenta para obtener sus cartas. Sin embargo, en caso de que no haya
altas probabilidades de eliminarlo por completo, no es bueno debilitarlo demasiado
dejando que otros jugadores lo eliminen y obtengan sus cartas.
2. Cuando eres muy de´bil es conveniente dificultar la eliminacio´n completa, por ejem-
plo, concentrando todas tus fuerzas en un pa´ıs.
3. Intenta asegurarte poder atacar a cualquier jugador para matarlo con el menor
coste si se debilita demasiado.
4. Intenta minimizar el nu´mero de fronteras con otros jugadores. Escoge la mejor
direccio´n para expandirte y mira como puede beneficiar los movimientos de tus
tropas.
5. Intenta adivinar los planes de los rivales para evitar sus planes o que no te ataquen.
Estrategias que se deben combinar a lo largo de una partida:
1. Expandirse: Para dominar algu´n continente y aumentar el nu´mero de armadas que
se obtienen en un turno.
2. Escoger continentes: Es importante escoger correctamente el/los continente/s a
dominar. En partidas con pocos jugadores, sera´n preferibles continentes grandes
que den ma´s tropas, y en partidas con ma´s jugadores sera´ ma´s sencillo asegurar
continentes pequen˜os aunque den menos tropas por turno. Tambie´n hay que tener
en cuenta los continentes que atacara´n los oponentes.
3. Asegurar territorios: Una vez que ya se dispone de un buen territorio (un continente
conquistado, por ejemplo) es importante defenderlo correctamente en las fronteras
para que nadie se atreva a atacarlo.
4. Quitar el bonus a los rivales: Atacando un pa´ıs de los continentes que dominan o
conquistando muchos pa´ıses.
5. Eliminar jugadores de´biles: Para arrebatarles sus cartas. Es importante encontrar
el punto exacto en el cua´l merecen la pena las pe´rdidas para obtener las cartas.
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2.3. Aplicaciones existentes del juego del Risk
Se han encontrado diferentes juegos de ordenador que permiten jugar partidas de Risk
en modo local o a trave´s de Internet.
2.3.1. Lux Delux
El juego Lux Delux 3 es una aplicacio´n implementada en lenguaje Java. Permite enfren-
tarse a jugadores a trave´s de Internet y tambie´n a agentes de forma local. Permite la
adicio´n de agentes en lenguaje Java.
Sigue activa en Septiembre de 2009 y se realizan actualizaciones perio´dicamente.
2.3.2. Dominate Game
El juego Dominate Game 4 esta´ en una pa´gina Web. Permite enfrentarse a trave´s de
Internet a otros usuarios y a agentes implementados por otros usuarios que pueden ser
publicados en la pa´gina web. Permite la adicio´n de agentes en lenguaje Tcl.
Sigue activa en Septiembre de 2009 y se realizan actualizaciones perio´dicamente.
2.3.3. Ksirk
Ksirk 5 es otra aplicacio´n que permite jugar al Risk a varios jugadores a trave´s de Inter-
net. Incorpora una inteligencia artificial ba´sica, aunque no da soporte para la inclusio´n
de nuevos agentes de forma sencilla.
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2.4. Estudios teo´ricos realizados anteriormente
Estos trabajos aportan informacio´n teo´rica acerca del dominio del Risk, aunque no
hayan culminado con una implementacio´n pra´ctica. Hay varios tipos:
Cuestiones matema´ticas: ca´lculos probabil´ısticos u´tiles.
Valoracio´n de la posicio´n: informacio´n referente a co´mo valorar una posicio´n.
Algoritmos de bu´squeda: aplicacio´n de algoritmos de bu´squeda en el Risk.
Conocimiento de expertos: conocimientos generales de jugadores.
2.4.1. Cuestiones matema´ticas
Como algunas acciones de los jugadores tienen consecuencias aleatorias, deben contem-
plarse las diversas posibilidades y su probabilidad. Los estudios recogidos aqu´ı analizan
los ca´lculos que pueden resolver este problema.
Resultado de un ataque
El jugador atacante puede realizar un ataque simple con [1, 3] soldados y el defensor
debera´ defenderse con [1, 2] soldados.
Por lo tanto, se define un ataque como un par [SA, SD], siendo SA el nu´mero de atacantes
y SD el nu´mero de defensores, por lo que hay seis casos para los que resulta necesario
calcular la probabilidad de sus distintos resultados posibles.
Como para cada soldado se lanza un dado, el nu´mero de posibles resultados es 6SA+SD .
Para calcular la probabilidad de victoria, se enumeran todos los casos posibles. As´ı, en
el caso [1,1] el nu´mero de posibilidades es de 36, en 15 de las cuales ganara´ el atacante
y en 21 el defensor, por lo que las probabilidades de cada suceso son 1536 = 41, 67 % y
21
36 = 58, 33 %, respectivamente.
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SA = 3 Atq -2 22757776 = 29, 26 % Atq -1
441
1296 = 34, 03 %
Def -2 28907776 = 37, 17 % Def -1
855
1296 = 65, 97 %
Ambos -1 26117776 = 33, 58 %
SA = 2 Atq -2 5811296 = 44, 83 % Atq -1
91
216 = 42, 13 %
Def -2 2951296 = 22, 76 % Def -1
125
216 = 57, 87 %
Ambos -1 4201296 = 32, 41 %
SA = 1 Atq -1 161216 = 74, 54 % Atq -1
21
36 = 58, 33 %
Atq -1 55216 = 25, 46 % Def -1
15
36 = 41, 67 %
Tabla 2.2: Probabilidad de los posibles resultados de un ataque simple
En la tabla 2.2 se muestran los posibles resultados de un ataque simple para cada uno de
los casos mencionados, calculados mediante un recuento de casos similar al mencionado
para el caso [1,1].
Resultado del ataque continuado a un pa´ıs
Para calcular el resultado final cuando un jugador ataca un pa´ıs repetidas veces hasta
conquistarlo o quedarse sin soldados suficientes para atacarlo, puede utilizarse la ecua-
cio´n 2.1, extra´ıda de la definicio´n de probabilidad condicionada como se indica en el
trabajo de Vaccaro [VG04].
P (A ∩B) = P (A)P (B|A) (2.1)
Ba´sicamente, plantea calcular todas las posibilidades tras la realizacio´n de todos los
ataques. La probabilidad de cada uno de los casos finales es igual a la probabilidad de
los casos previos P (A) por la probabilidad de que ocurra el estado final a partir de los
casos previos P (B|A).
Adema´s, se pueden almacenar las funciones de densidad calculadas para acelerar el
14 Estudio y aplicacio´n de algoritmos de bu´squeda al juego del Risk
A´lvaro Torralba Arias de Reyna 2.4 Estudios teo´ricos realizados anteriormente
proceso de ca´lculo, reutilizando los ca´lculos intermedios.
Ca´lculo simplificado del resultado de un ataque continuado
En la FAQ de Owen Lyne6, aunque no se explica co´mo se obtuvo, se muestra la ecuacio´n
2.2 que calcula el nu´mero medio de atacantes que se perdera´n en el ataque para con-
quistar un pa´ıs con D soldados defensores, suponiendo que el atacante tiene suficientes
soldados para lanzar siempre tres dados.
A = 0,8534144D − 0,2213413(1− (−0,525359)D) (2.2)
Owen Lyne extrae dos conclusiones de esta ecuacio´n:
El incremento de soldados en pa´ıses con menos soldados provoca ma´s pe´rdidas en
sus enemigos.
Es ligeramente mejor repartir los soldados en nu´meros pares que en impares.
Probabilidad del canjeo de cartas
Owen Lyne establece en su FAQ las probabilidades que hay en el juego cla´sico de obtener
un conjunto de cartas que sea canjeable.
Los factores a tener en cuenta para calcular la probabilidad de canjear cartas son:
Las cartas que ya tenemos no pueden volver a salir.
Si alguien no ha cambiado cartas podemos suponer que tiene ma´s probabilidades
de que esas tres cartas no encajen.
Calculando la probabilidad de que se tenga cada posible conjunto de cartas se obtienen
las probabilidades de la tabla 2.3.
6FAQ sobre Risk de Owen Lyne: http://www.kent.ac.uk/IMS/personal/odl/riskfaq.htm
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Situacio´n actual Situacio´n del canjeo Probabilidad
Tenemos 0 cartas Cuando tengamos 3 cartas 42, 28 %
Tenemos 0 cartas Cuando tengamos 4 cartas 81, 70 %
Tenemos 3 cartas no canjeables Cuando tengamos 4 cartas 68, 29 %
Tenemos 1 comod´ın Enemigo canjea con 3 cartas 38, 06 %
Tenemos 1 comod´ın Enemigo canjea con 4 cartas 79, 87 %
Tenemos 2 comod´ın (todos) Enemigo canjea con 3 cartas 33, 41 %
Tenemos 2 comod´ın (todos) Enemigo canjea con 4 cartas 77, 80 %
Tabla 2.3: Probabilidad de poder canjear cartas en cada caso
2.4.2. Valoracio´n de la posicio´n
La valoracio´n de una posicio´n es una tarea cr´ıtica en la mayor´ıa de implementaciones
de una Inteligencia Artificial para cualquier dominio.
Hay muchos aspectos que pueden valorarse dentro de una posicio´n. El principal es la
valoracio´n de los jugadores, que sirve para determinar que´ posicio´n es ma´s favorable
para el jugador. Tambie´n puede obtenerse, y resulta de gran intere´s en este proyecto, la
valoracio´n de un pa´ıs, es decir la ventaja que ofrece a un jugador controlar dicho pa´ıs.
Valoracio´n de los jugadores
La valoracio´n de los jugadores consiste en, dada una determinada posicio´n, asignar
un valor nume´rico a cada jugador que mida lo fuerte que es: una aproximacio´n a sus
probabilidades de ganar la partida.
La u´nica fuente encontrada al respecto es el trabajo de Vaccaro acerca de la aplicacio´n
de algoritmos de bu´squeda en el dominio del Risk [VG05].
La valoracio´n consiste en una media ponderada cuyos factores aparecen en la tabla 2.4.
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Objetivo Ca´lculo Peso
Maximizar soldados SoldadosJugadorSoldadosTotales 0.45
Maximizar refuerzos esperados RefuerzosJugadorRefuerzosTotales 0.33













Tabla 2.4: Factores para la valoracio´n de los jugadores
Valoracio´n de pa´ıses
La valoracio´n de los pa´ıses para un jugador puede utilizarse tanto para saber que´ pa´ıs
es ma´s interesante conquistar o defender como para predecir que´ pa´ıses atacara´n o
defendera´n los jugadores rivales.
Tal como se plantea en el trabajo de Fredrik Olsson [Ols05], no todos los pa´ıses valen
lo mismo para un jugador, sino que algunos son mejores que otros. Adema´s, este valor
cambia a lo largo de la partida.
En primer lugar, la ecuacio´n 2.3 define la valoracio´n del continente Vsv, basada en su






La valoracio´n particular para un pa´ıs depende de mu´ltiples factores, cada uno de ellos
ponderado por un peso determinado. La ecuacio´n 2.4 determina el valor del pa´ıs Vp a
partir de los factores de la tabla 2.5.
Vp = Vsv + Vfn + Vfnu + Ven + Venu + Vcb + Vb(Vcp + Voc + Veoc) (2.4)
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Abreviatura Factor Peso
Vsv Valor del continente definido en la ecuacio´n 2.3. 70
Vfn Nu´mero de pa´ıses vecinos propios. 1.2
Vfnu Nu´mero de soldados en pa´ıses vecinos propios. 0.05
Ven Nu´mero de pa´ıses vecinos enemigos. -0.3
Venu Nu´mero de soldados en pa´ıses vecinos enemigos. -0.03
Vcb Nu´mero de continentes con que el pa´ıs es frontera. 0.5
Vb Bonus del continente. 1
Vcp Cuanto dominio se tiene sobre el continente. 1
Voc Toma valor 1 si se posee todo el continente excepto
este pa´ıs y 0 en caso contrario.
20
Veoc Toma valor 1 si un enemigo controla todo el conti-
nente del pa´ıs y 0 en caso contrario.
4
Tabla 2.5: Factores para la valoracio´n de los jugadores
2.4.3. Estudio sobre la aplicacio´n de algoritmos de bu´squeda
Una posible aproximacio´n es realizar una bu´squeda del mejor plan, considerando un
plan como el conjunto de ataques a realizar durante un turno.
El nu´mero de planes posibles crece exponencialmente respecto al nu´mero de pa´ıses y
soldados que hay en la partida, por lo que es imposible utilizar fuerza bruta para revisar
todas las posibilidades.
En este sentido, Vaccaro, J.M. y Guest, C.C. realizaron un ana´lisis de diversos algoritmos
aplicados a la bu´squeda de soluciones en los movimientos finales del Risk [VG05].
En este ana´lisis se realizaron pruebas con diversos algoritmos bajo las mismas condi-
ciones: la misma funcio´n de evaluacio´n de planes y el mismo tiempo utilizado para la
bu´squeda.
Un plan es considerado como una lista de acciones donde la primera accio´n es el posi-
cionamiento inicial de tropas y luego hay acciones de ataque y acciones de traslado de
soldados.
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Los casos de prueba eran situaciones generadas de forma aleatoria de finales de partida
con 8 jugadores. Los finales de partida son considerados de tal forma que un jugador
tiene el 60 % de tropas finales del tablero y los siete jugadores restantes se reparten el
otro 40 %. Las cartas tienen un valor muy elevado, por lo que es importante eliminar
jugadores para quitarles sus cartas antes de que puedan canjearlas. De este modo, el
jugador aventajado tiene que intentar buscar un plan en el que pueda eliminar al resto
de jugadores maximizando sus probabilidades de e´xito.
En todos los casos (excepto en el aleatorio), la bu´squeda se gu´ıa por la valoracio´n de
los planes evaluados, sin utilizar ninguna heur´ıstica alternativa, por lo que se buscara´n
planes entre aquellos que han dado mejores resultados.








En el 85 % de los casos el algoritmo que mejores resultados logro´ fue la computacio´n
evolutiva, mientras que el segundo mejor era el recocido simulado. El resto de algoritmos
obtuvieron resultados muy inferiores.
2.5. Soluciones realizadas anteriormente
Aqu´ı se estudian las implementaciones de agentes de Risk encontradas para analizar las
te´cnicas aplicadas y los resultados que han obtenido.
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2.5.1. Sistemas expertos basados en reglas
Los sistemas expertos trabajan sobre un modelo del conocimiento de un experto en
la materia. Existen bastantes ejemplos de sistemas expertos que juegan al Risk y la
mayor´ıa de ellos utilizan modelos basados en reglas sencillas y estrategias preconcebidas.
Un ejemplo claro de este tipo de te´cnicas aplicadas al Risk son los agentes incorporados
en el juego Lux Delux 7.






Al inicio del turno se selecciona la estrategia con reglas ba´sicas del tipo:
1. “si algu´n jugador es muy de´bil ⇒ matar enemigo”
2. “si algu´n jugador es muy fuerte ⇒ dan˜ar enemigo”
3. “si no se cumplen las reglas anteriores ⇒ Minimizar fronteras defensivas”
Esto hace que tengan un comportamiento demasiado definido y poco flexible respecto a
la situacio´n en el tablero, ya que tiene las siguientes limitaciones:
En muchas ocasiones las reglas se equivocan al seleccionar cua´l es la mejor estra-
tegia en la posicio´n.
Algunas estrategias son contraproducentes. Aunque defender las fronteras de los
continentes es generalmente bueno, si el continente no esta´ amenazado los soldados
7Lux Delux: http://sillysoft.net/lux/
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que lo defienden esta´n fuera de la zona de combate y son inu´tiles. Dedicar todo el
esfuerzo a dan˜ar al jugador ma´s fuerte puede simplemente “regalar” la partida al
segundo jugador ma´s fuerte.
Este esquema no permite fa´cilmente combinar varias estrategias de forma que se
dan˜e a un jugador al mismo tiempo que se conquista un continente.
En cuanto a los resultados, estos agentes son buenos aunque bastante mejorables. Son
muy ra´pidos y tienen comportamientos razonables pero son incapaces de identificar la
mejor estrategia en cada posicio´n.
2.5.2. Sistemas basados en algoritmos evolutivos
Los algoritmos evolutivos realizan una bu´squeda optimizando los mejores planes encon-
trados. Un ejemplo de esta aproximacio´n es el trabajo de Vaccaro [VG04] en el que se
tienen en cuenta los siguientes detalles:
1. Guardar informacio´n acerca del resultado de aplicar cada plan para acelerar los
ca´lculos de los nuevos planes.
2. Replanificacio´n: durante la ejecucio´n del plan si su probabilidad de e´xito se reduce
demasiado.
En cuanto a los resultados obtenidos, el tiempo que consume el algoritmo es excesivo
para aplicarse en la pra´ctica (20 horas por partida) y no se da ninguna medida del
rendimiento contra otras implementaciones.
Por lo tanto, la principal conclusio´n es que los algoritmos evolutivos para lograr planes
son lentos y, aunque podr´ıa optimizarse este tiempo no es el intere´s de este proyecto
profundizar en este tipo de te´cnicas.
2.5.3. Sistemas basados en una arquitectura multiagente
Las arquitecturas multiagente se basan en la divisio´n de problemas complejos en pro-
blemas ma´s sencillos. En vez de tener un agente que seleccione el mejor plan, se tienen
Estudio y aplicacio´n de algoritmos de bu´squeda al juego del Risk 21
Cap´ıtulo 2. Estado de la cuestio´n A´lvaro Torralba Arias de Reyna
muchos agentes que cooperan entre s´ı.
Un ejemplo de aplicacio´n de esta te´cnica en el dominio del Risk es MARS, desarrollado
en la tesis de ma´ster de Fredrik Olsson [Ols05]. Hay un agente por cada pa´ıs del jugador
y un moderador que regula las comunicaciones entre ellos. La decisio´n de do´nde poner
las tropas y realizar los ataques se toma mediante un proceso de negociacio´n en el que
cada pa´ıs puja por el ataque que quiere hacer y, el que es capaz de pujar ma´s, realiza
su ataque. De este modo, se examinan los ataques interesantes y se escogen los que ma´s
valoracio´n tienen.
Los resultados obtenidos con la aplicacio´n de este algoritmo son bastante satisfactorios
ya que ha sido comparado con diversos sistemas expertos incluidos en Lux Delux (ve´ase
la seccio´n 2.5.1, pa´gina 20) mejorando los resultados de todos ellos.
2.6. Conclusiones del estado de la cuestio´n
El juego del Risk es un desaf´ıo notable para el estado de la cuestio´n actual en Inteligencia
Artificial.
El juego tiene ma´s de 50 an˜os de antigu¨edad y ha recibido bastante atencio´n durante
an˜os. Debido a esto, las reglas han ido cambiando y hay muchas versiones. En la actua-
lidad hay muchos aficionados en todo el mundo. Hay mu´ltiples juegos de ordenador que
permiten jugar por Internet.
Tambie´n ha recibido atencio´n de la comunidad cient´ıfica que, sin embargo, no ha conse-
guido implementaciones eficientes o con un comportamiento que alcance el calificativo
de inteligente. La mayor´ıa de agentes realizan su turno tomando decisiones indepen-
dientes, sin hacer un plan al inicio del turno. Otros funcionan a trave´s de estrategias
predefinidas.
En este proyecto se sigue la l´ınea de bu´squeda del mejor plan, aunque no parece haber
implementaciones pra´cticas que jueguen partidas completas.
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Conclusiones de la aproximacio´n basada en bu´squeda
La aplicacio´n de te´cnicas de bu´squeda tuvo como principal resultado que lo mejor era
utilizar algoritmos evolutivos, mientras que las te´cnicas de bu´squeda cla´sicas funcio-
naban bastante peor. Sin embargo, el tipo de situaciones escogidas para evaluar estos
algoritmos no es relevante para este proyecto:
No sigue las mismas reglas que este proyecto: hay ocho jugadores y el valor de las
cartas es muy elevado.
No es frecuente en las partidas de Risk: ocho jugadores vivos y que uno tenga el
60 % de las tropas. Adema´s, los pa´ıses esta´n repartidos de forma aleatoria y en un
final de partida real los jugadores tendr´ıan sus tropas agrupadas.
No es tan relevante encontrar el plan o´ptimo en este tipo de situaciones debido a
la ventaja que tiene el jugador.
Por otro lado, los algoritmos cla´sicos podr´ıan funcionar mejor si fuesen guiados por
heur´ısticas distintas de la valoracio´n del plan, especialmente en las situaciones de finales
de partida en las que fueron probados.
En conclusio´n, este proyecto continua la aproximacio´n de te´cnicas de bu´squeda centra´ndo-
se en obtener heur´ısticas que mejoren los resultados en las te´cnicas cla´sicas.
Plataforma para el desarrollo de agentes de Risk
Llama la atencio´n que todos los trabajos buscados en el estado de la cuestio´n son
desarrollos muy particulares. Existen algunos trabajos de aplicaciones de juego de Risk
que proporcionan APIs de creacio´n de agentes como Lux Delux o Dominate Game (ve´ase
la seccio´n 2.3, pa´gina 12) pero tienen algunas limitaciones:
1. Dependen del juego de Risk concreto, por lo que los agentes desarrollados para
Lux Delux no pueden integrarse fa´cilmente en Dominate Game y viceversa.
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2. No dan un gran soporte a la reutilizacio´n, aunque pueden reutilizarse algunos
comportamientos de agentes heredando de ellos.
3. Todo el trabajo en algoritmos implementados no puede reutilizarse para otros
dominios, por ejemplo los algoritmos de bu´squeda o los relativos a grafos.
Por lo tanto, el agente debera´ ser desarrollado desde cero.
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Objetivos
El objetivo final del proyecto es implementar un agente 1 de Risk, llamado Ender.
En este cap´ıtulo se describen los objetivos concretos del sistema, orientados hacia este
objetivo general.
En primer lugar, en la motivacio´n del proyecto se recapitula lo visto en el estado de
la cuestio´n. Despue´s, en los objetivos del proyecto se describen los objetivos que se
pretenden alcanzar.
3.1. Motivacio´n del proyecto
Este proyecto trata de cubrir dos huecos dejados por los trabajos anteriores:
1. Hacer un agente de Risk pra´ctico y completo, continuando la l´ınea de bu´squeda
del mejor plan.
2. Proporcionar una base sobre la que crear agentes de Risk.
1El te´rmino agente, dentro de este proyecto, hace referencia a un programa o sistema que juega a
un juego (como el Risk). No tiene que tener obligatoriamente las caracter´ısticas propias de un sistema
multiagentes como autonomı´a, comunicacio´n, etc.
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3.2. Objetivos del proyecto
El objetivo principal es disen˜ar e implementar un agente de Risk e integrarlo en una
aplicacio´n para probarlo jugando partidas contra humanos y otros agentes cumpliendo:
Independencia del programa Podra´ integrarse en otras aplicaciones de Risk.
Independencia del mapa de juego Podra´ jugar partidas en cualquier tipo de
mapa que cumpla las reglas del juego.
Heur´ısticas objetivas Las heur´ısticas utilizadas se justificara´n a partir de con-
ceptos matema´ticos o las reglas del juego.
Tiempo razonable Cada turno durara´ un tiempo razonable: entre 60 y 300
segundos.
El segundo objetivo es construir el agente sobre una plataforma que pueda ser utilizada
en futuros proyectos de juegos por turnos que cumpla:
Mantenibilidad Soportara´ la posibilidad de ampliacio´n y modificacio´n de los
agentes.
Reutilizacio´n Se favorecera´ la reutilizacio´n de todas las partes del sistema.
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Cap´ıtulo 4
Desarrollo
En este cap´ıtulo se describe todo el trabajo realizado en el proyecto.
Se comienza con el ana´lisis del sistema en el que se refinan los objetivos. Se sigue con
el disen˜o del sistema, en el que se decide co´mo llevar a cabo el trabajo descrito en el
ana´lisis.
A continuacio´n, se comienza la descripcio´n de los algoritmos y heur´ısticas que componen
el agente de Risk. Para esto, primero se realizan estudios de cara´cter teo´rico en los que
se obtiene conocimiento que sera´ utilizado posteriormente. El desarrollo del algoritmo
explica el algoritmo de bu´squeda utilizado y en el desarrollo de las heur´ısticas se pro-
fundiza en las heur´ısticas utilizadas para guiar el algoritmo de bu´squeda. Despue´s, en la
seccio´n de descartes del algoritmo se detallan todas las ideas que fueron valoradas pero
no llegaron a utilizarse.
Por u´ltimo, se incluyen los manuales de usuario y referencia, para los futuros usuarios
y desarrolladores de la aplicacio´n, respectivamente.
4.1. Ana´lisis del sistema
En primer lugar se aporta la descripcio´n de los requisitos del sistema que se refinara´ con
los casos de uso de la aplicacio´n.
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4.1.1. Requisitos del sistema
Los requisitos del sistema se dividen en tres categor´ıas atendiendo al objetivo del sistema
al que afectan:
1. Arquitectura de algoritmos (ALG): La base sobre la que se realizara´ el agente.
2. Agente de Risk (AGE): La IA que jugara´ al Risk.
3. Pruebas (PRU): Las pruebas que se realizara´n sobre el agente.
Adema´s, los requisitos pueden ser de dos tipos: funcional (F) si expresa una funciona-
lidad que debe tener el sistema o no funcional (NF) si es una restriccio´n al disen˜o o
implementacio´n del sistema.
De cada requisito se especifica:
1. Identificador: identifica de forma un´ıvoca cada uno de los requisitos. Consta de
tres partes separadas por guiones: categor´ıa, tipo y nu´mero.
2. Nombre: resume el requisito.
3. Descripcio´n: explicacio´n con detalle del requisito.
ALG-F-1 Configuracio´n mediante para´metros de configuracio´n
Los agentes podra´n configurarse modificando ciertos para´metros.
ALG-F-2 Para´metros de configuracio´n desde fichero
Al jugar una partida la configuracio´n de para´metros se leera´ de un fichero.
ALG-NF-1 Reutilizacio´n de partes del agente
Se podra´n reutilizar partes, del agente dentro del mismo o en otros.
AGE-F-1 Agente de Risk
Se realizara´ un agente que juegue al Risk
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AGE-F-2 Integracio´n en aplicacio´n
El agente sera´ integrado en una aplicacio´n que le permita jugar contra otros
agentes artificiales o humanos.
AGE-F-3 Variedad de reglas
El agente podra´ jugar con diversas reglas. En concreto, debera´ ser inde-
pendiente del tablero y del nu´mero de soldados recibidos por el canjeo de
cartas.
AGE-NF-1 Tiempo limitado por turno
El agente debera´ realizar su turno en un tiempo ma´ximo de dos minutos.
Se aplicara´ una pol´ıtica de “mejor esfuerzo”, por lo que esta restriccio´n es
flexible.
AGE-NF-2 Heur´ısticas objetivas
Todas las heur´ısticas utilizadas debera´n estar explicadas y justificadas.
PRU-F-1 Pruebas de rendimiento
Se realizara´n pruebas para medir el rendimiento del agente. Recogera´n el
nu´mero de victorias obtenidas en varias partidas.
PRU-F-2 Ana´lisis de tiempos
Se analizara´ el tiempo que tarda el agente en realizar un turno, detallando
el tiempo que tarda en realizar cada ca´lculo.
PRU-NF-1 Pruebas en varios tableros
Las pruebas se realizara´n para al menos dos tableros diferentes.
PRU-NF-2 Pruebas con varios jugadores
Se realizara´n pruebas con un nu´mero variable de oponentes entre dos y
cuatro.
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4.1.2. Casos de uso
Los casos de uso permiten refinar la definicio´n del sistema dejando claras las funciona-
lidades que tendra´ que proporcionar a los usuarios.
Identificacio´n de los actores
Los actores son los elementos externos que interactu´an con la aplicacio´n:
Juego: actor abstracto que representa cualquier juego por turnos.
Juego de Risk: aplicacio´n que utiliza el agente para jugar partidas.
Investigador realiza pruebas sobre los agentes.
El diagrama de casos de uso de la figura 4.1 muestra todos los casos de uso de la
aplicacio´n.
















Diagrama de casos de uso
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Nombre Caso 1: Iniciar partida





1. El juego crea un nuevo agente
2. El agente se inicializa
3. El juego env´ıa las reglas de la partida, incluyendo el
tiempo ma´ximo para realizar el turno
4. El agente se configura con los para´metros adecuados
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Nombre Caso 2: Inicio turno Risk
Descripcio´n Se realizan las primeras acciones del turno: canjeo de cartas
y posicionamiento de refuerzos




1. El juego indica al agente el comienzo de turno y le
informa del estado actual de la partida
2. El agente inicializa sus estructuras de datos
3. El juego inicia la fase de canjeo de cartas
4. El agente puede canjear cartas o no
5. El juego inicia la fase de posicionamiento de refuerzos
6. El agente coloca los refuerzos
Secuencia
alternativa
Paso 3: Si el agente no tiene cartas suficientes, no se inicia la
fase de canjeo de cartas
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Nombre Caso 3: Fase de ataque Risk
Descripcio´n Se realiza la fase de ataque
Actores Juego de Risk
Precondiciones Turno iniciado
Postcondiciones Fase de ataques realizada
Secuencia
1. El juego indica el comienzo de la fase de ataques
2. El agente pide al juego que realice un ataque o finaliza
la fase de ataques
3. Si el agente realizo´ un ataque el juego lo ejecuta
4. Vuelta al paso 2
Secuencia
alternativa
Paso 3: Si al realizar el ataque se conquista un pa´ıs:
1. El juego indica la conquista realizada
2. El agente ordena al juego cuantos soldados trasladar al
pa´ıs conquistado
Nombre Caso 4: Fase de fortificaciones Risk
Descripcio´n Se realiza la fase de fortificacio´n
Actores Juego de Risk
Precondiciones Fase de ataques realizada
Postcondiciones Turno finalizado
Secuencia
1. El juego inicia la fase de fortificaciones
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Nombre Caso 5: Configurar agente





1. El investigador selecciona los para´metros de configura-
cio´n que desea y los situ´a en un fichero de configuracio´n




Nombre Caso 6: Obtener datos de tiempos






1. El investigador solicita los datos de tiempo del algorit-
mo que desee
2. El sistema proporciona el tiempo consumido por cada
ejecucio´n del algoritmo subdividido en el tiempo de las
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Nombre Caso 7: Obtener traza
Descripcio´n Se obtiene la traza del agente, para poder solucionar errores





1. El investigador solicita la traza
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4.2. Disen˜o
El disen˜o del sistema decide y detalla su esqueleto. En primer lugar, se da la arquitectura
de la aplicacio´n en la que se divide en subsistemas, descritos en profundidad en el disen˜o
detallado.
Por u´ltimo, se estudian las diferentes aplicaciones de juegos de Risk recogidas en el
estado de la cuestio´n para escoger cua´l se utilizara´ y co´mo se enlaza al agente.
4.2.1. Arquitectura de la aplicacio´n
En esta seccio´n se describen los mo´dulos en las que se descompone el sistema.
Patrones arquitecto´nicos
En primer lugar, se examinan los patrones estructurales de arquitectura ma´s comunes.
El ma´s cla´sico es el modelo vista controlador (MVC). Sin embargo, en este proyecto no
tiene sentido aplicarlo porque tanto de la vista como del controlador van a encargarse
los juegos de Risk en los que se integre el sistema.
Los patrones de arquitectura en pizarra, arquitectura multiagente, sistemas de produccio´n
basados en reglas, etc. son u´tiles para desarrollar sistemas de IA pero lo que se pretende
es hacer una base para el desarrollo de agentes, por lo que no tiene sentido aplicarlos.
En conclusio´n, lo mejor es aplicar un modelo de descomposicio´n y no utilizar ningu´n
patro´n estructural.
Disen˜o de la arquitectura
El sistema se subdivide teniendo en cuenta los siguientes criterios:
1. Encapsular la comunicacio´n con los actores.
2. Separar las partes dependientes del juego concreto (Risk).
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Figura 4.2: Arquitectura de la aplicacio´n
En la figura 4.2 se puede apreciar la divisio´n realizada junto a los actores que interactu´an
con la aplicacio´n y se puede apreciar que se relacionan con subsistemas diferentes.
Agente realiza los turnos durante la partida utilizando los algoritmos heur´ısticos.
Para´metros de configuracio´n da una base a los algoritmos que componen el agente
y permite personalizar su comportamiento mediante para´metros.
Algoritmos heur´ısticos implementa los algoritmos que componen el agente.
Pruebas recoge los datos solicitados por el investigador y los guarda en ficheros.
Adaptador integra los agentes en aplicaciones de juegos.
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4.2.2. Disen˜o detallado
Aqu´ı se detallan las partes ma´s importantes de cada subsistema con ayuda de diagramas
de clases UML.
Subsistema de agente
La clase central del sistema es AgenteRisk, mostrada en la figura 4.3.
Figura 4.3: Diagrama de clases del agente
Esta clase hereda de Agente para que algunas funcionalidades del sistema sean inde-
pendientes del dominio. Por otro lado, para que pueda haber varias implementaciones
de agentes de Risk, este agente no tiene apenas funcionalidad y todas sus llamadas las
deriva al algoritmo AlgAgenteRisk.
Este algoritmo puede tener diversas implementaciones y AgenteRiskBusquedaPlan es
la que se va a desarrollar en este proyecto.
Por otro lado el agente necesita utilizar una representacio´n del estado de la partida y,
aunque las aplicaciones externas ya la tienen definida, para que el sistema sea indepen-
diente se utilizara´ la que se muestra en la figura 4.4.
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Subsistema de para´metros de configuracio´n
Este subsistema permite la divisio´n del agente en algoritmos y su configuracio´n mediante
para´metros.
La clase Algoritmo representa a un ca´lculo heur´ıstico que forma parte del agente. Los
algoritmos pueden tener varias implementaciones y configurarse mediante para´metros
de configuracio´n. Su salida no es objetiva sino un valor estimado o aproximado. Si un
algoritmo calculara la salida exacta en un tiempo adecuado no necesitar´ıa de mu´ltiples
implementaciones o configuracio´n alguna.
Los para´metros de configuracio´n pueden ser de varios tipos:
PConfigDouble: Un nu´mero real.
PConfigEntero: Un nu´mero entero.
PConfigEnum: Puede tomar cualquier valor entre varios definidos.
PConfigAlgoritmo: Un algoritmo configurado.
De este modo, el investigador puede seleccionar los para´metros de configuracio´n me-
diante un fichero de configuracio´n, controlando todo el comportamiento del agente.
En la figura 4.5 se muestran las principales clases de este mo´dulo de la aplicacio´n.































A´lvaro Torralba Arias de Reyna 4.2 Disen˜o
Para modelar el a´rbol de para´metros se ha adaptado el patro´n composite, en el que
ParametroAlgoritmo tiene una agregacio´n de ParametroConfiguracion pero a trave´s
de ParametrosConfiguracion.
La triple relacio´n de agregacio´n entre las clases ImplAlgoritmo, PConfigAlgoritmo y
ParametrosConfiguracion es necesaria para manejar los para´metros de configuracio´n
de forma independiente a los algoritmos. As´ı, se puede crear todo el a´rbol de para´me-
tros de configuracio´n y trabajar con e´l, sin crear instancias de la implementacio´n del
algoritmo hasta que se necesiten.
El para´metro PConfigAlgoritmo sirve para seleccionar la implementacio´n que se uti-
lizara´ de ese algoritmo. Para esto, sus instancias del tipo PConfigAlg1 contienen un
listado con los nombres de todas las implementaciones de Alg1 e implementan los me´to-
dos de creacio´n del algoritmo y sus para´metros dado su nombre.
Figura 4.6: Diagrama de clases de la estructura de algoritmos
Las implementaciones particulares de un algoritmo pueden utilizar otros algoritmos para
hacer parte de sus tareas. De este modo se crea un a´rbol de algoritmos en el que la ra´ız
se corresponde con el algoritmo que utiliza el agente. De este modo, un algoritmo puede
utilizar otros algoritmos sin conocer la implementacio´n concreta. La figura 4.6 muestra
la relacio´n entre las clases que definen un algoritmo y sus implementaciones.
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Para definir un nuevo algoritmo debe definirse:
AlgNombre: clase abstracta que hereda de Algoritmo y declara el/los me´todo/s
de forma abstracta.
PConfigNombre: Hereda de ParametroConfiguracionAlgoritmo y permite obte-
ner instancias de las implementaciones y para´metros del algoritmo.
Impl1: Una posible implementacio´n del algoritmo.
ParametrosConfiguracionImpl1 (Opcional): Los para´metros de configuracio´n de
la implementacio´n del algoritmo, en caso de que los necesite.
Subsistema de algoritmos heur´ısticos
El subsistema de algoritmos heur´ısticos, incluye la implementacio´n del algoritmo del
agente. Au´n no se conocen los algoritmos en los que se subdivide este agente, pero
conviene dar un ejemplo de co´mo aplicar la estructura de algoritmos para implementar
el agente permitiendo ampliarlo y reutilizarlo posteriormente.
La figura 4.7 muestra la estructura de algoritmos que permiten realizar la bu´squeda del
mejor plan con la posibilidad de an˜adir en el futuro nuevos tipos de plan y algoritmos
de bu´squeda de forma independiente.
Como todo se configura mediante los algoritmos, para permitir varios tipos de plan debe
crearse una clase AlgPlan que permita obtener los algoritmos que manejan ese tipo de
plan. AlgBocetoPlan permite obtener la versio´n del boceto de plan de los algoritmos
AlgCrearPlan, AlgAnalisisPlan, etc. Estos algoritmos no aparecen en el diagrama por
cuestio´n de espacio pero evidentemente, AlgCrearBocetoPlan hereda de AlgCrearPlan
y lo mismo para el resto de algoritmos relativos a los planes.
Tambie´n pueden darse varias implementaciones de cualquiera de estos algoritmos y
combinarlas entre s´ı. Por ejemplo, puede cambiarse el ana´lisis del plan sin afectar a la
generacio´n de sus hijos y viceversa.
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Por otro lado, para que los algoritmos de bu´squeda puedan reutilizarse deben trabajar
sobre EstadoBusqueda que no tiene relacio´n con los planes. EstadoBusquedaPlan es
utilizado por los algoritmos de plan que desconocen el tipo de plan (AlgCrearPlan,
AlgAnalisisPlan, etc.) y EstadoBusquedaBocetoPlan contiene el BocetoPlan.
Aunque no se muestran en el diagrama, AlgBocetoPlan tiene otros para´metros de con-
figuracio´n que son u´tiles a BocetoPlan que accede a ellos mediante la agregacio´n que
relaciona ambas clases.
Subsistema de pruebas
La figura 4.8 muestra las clases que se encargan de recoger los datos necesarios durante
la ejecucio´n de los algoritmos para poder guardarlos en fichero.
Figura 4.8: Diagrama de clases de las pruebas
Quieren recogerse datos de los algoritmos ma´s importantes. Adema´s, es posible que
un algoritmo pueda dividirse en varias partes. Por todo esto, se definen los me´todos
como las partes de un algoritmo para las cuales se va a recoger su tiempo. La clase
MetodoEnEjecucion representa una ejecucio´n del me´todo.
Solamente se guardara´n datos de aquellos algoritmos que durante su ejecucio´n llamen
a los me´todos iniciarMetodo y finalizarMetodo. Opcionalmente podra´n llamar al
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me´todo addDato para incluir otros datos interesantes como el nu´mero de nodos explo-
rados en la bu´squeda.
Al final de cada turno, es necesario guardar los datos en fichero. Para que el formato
de salida sea independiente de los datos recogidos, el agente tiene una o ma´s instancias
de EscritorDatos que implementara´n varias formas de presentar los datos de cada
me´todo.
En cuanto al log de la aplicacio´n se utiliza el paquete java.util.logging de Java que
puede configurarse para mostrar los mensajes deseados por pantalla o escribirlos en
fichero.
Subsistema adaptador
El mo´dulo de adaptador se encarga de acoplar los agentes con aplicaciones de juegos
externas. En este proyecto se ha escogido Lux Delux (ve´ase la seccio´n 2.3.1, pa´gina
12), debido a que es sencillo integrar el agente, los agentes que tiene por defecto son
adecuados para hacer pruebas y su interfaz es bastante amigable.
Para incluir el agente en Lux Delux, debe implementarse una clase que herede de
LuxAgent definiendo sus metodos abstractos.
La figura 4.9 muestra la comunicacio´n entre las clases de Lux Delux y el agente:
AgenteRisk: Recibe la AplicacionRisk y realiza sobre ella las acciones que dicta
el algoritmo.
AplicacionRisk: Clase abstracta que representa un juego de Risk.
Ender: Implementa los me´todos de LuxAgent con llamadas a los correspondientes
de AgenteRisk. Al inicio de la partida crea una instancia de AplicacionRiskLux
y se la entrega al agente. Al inicio de cada turno y tras cada ataque ordena a dicha
instancia que actualice su estado.
AplicacionRiskLux: Implementa los me´todos de AplicacionRisk, traduciendo
las o´rdenes recibidas por el agente al LuxDelux.Board y mantiene el estado de la
partida actualizado en todo momento.
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Figura 4.9: Diagrama de clases de integracio´n en Lux Delux
La figura 4.10 muestra un diagrama de secuencia que explica co´mo interactuan estas
clases. Como se puede ver, en todos los casos el Lux Delux interacciona con Ender
quien ordena actualizarse a AplicacionRisk (por medio del LuxDelux.Board) y llama
a AgenteRisk para que realice la fase correspondiente del turno. Cuando el agente desea
realizar alguna accio´n se lo indica a la AplicacionRisk.
Para ma´s informacio´n sobre co´mo adaptar el agente de Risk a otros juegos consultar el
manual de referencia (ve´ase la seccio´n 4.7.6, pa´gina 160).
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Figura 4.10: Diagrama de secuencia de integracio´n en Lux Delux
4.3. Estudios teo´ricos del dominio del Risk
Antes de comenzar con el disen˜o del agente, es necesario comprender el dominio sobre el
que se trabaja. Por esto, se comienza estudiando el Risk desde una perspectiva teo´rica,
extrayendo conocimientos que puedan resultar de utilidad en el desarrollo del algoritmo.
4.3.1. Dependencia de las fases del turno
En el estado de la cuestio´n se comprobo´ que la mayor´ıa de IAs de Risk asumen que las
decisiones que el jugador toma durante su turno (canjeo de cartas, posicionamiento de
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refuerzos, ataques a realizar y fortificaciones) pueden hacerse de forma independiente.
Adema´s, deciden si realizar (o no) un ataque sin planificar el resto.
El objetivo de este apartado es discutir si esa suposicio´n es va´lida y que´ implicaciones
tiene en el rendimiento del agente.
Es evidente que existe una relacio´n entre las distintas decisiones que toma el jugador a
lo largo del turno ya que, por ejemplo, los ataques que pueden realizarse durante la fase
de ataque esta´n determinados por co´mo se situ´en los soldados durante la fase de posi-
cionamiento de tropas y e´sta depende de si se canjearon cartas. Lo importante es si, sin
tener en cuenta de una forma directa esta relacio´n, es posible lograr un comportamiento
inteligente escogiendo las mejores acciones en cada una de las fases.
Por ejemplo, supongamos una situacio´n en la que puede conquistarse uno entre dos
continentes, situando todos sus soldados en el escogido. La decisio´n de que´ continente
conquistar, que se ejecutara´ en la fase de ataque, se esta´ tomando indirectamente en la
fase de posicionamiento de refuerzos. Si se situ´an los soldados en el sitio correcto (por
ejemplo, se reparten siempre cerca del continente que se considere mejor), el resultado
de las acciones independientes sera´ correcto.
Demostracio´n de la dependencia de las fases
Para demostrar que tomar estas decisiones de forma independiente no es una simplifi-
cacio´n va´lida, basta con describir una situacio´n que cumpla:
1. Pol´ıticas independientes incorrectas. No existe ninguna combinacio´n de pol´ıticas
independientes (para cada decisio´n) que sea consistente (pueda funcionar tambie´n
en el resto de situaciones) y de´ como resultado el comportamiento que mejora las
probabilidades de victoria del jugador.
2. Pol´ıticas dependientes correctas. Existe un modo de obtener cua´l es el mejor com-
portamiento teniendo en cuenta el plan para el resto del turno.
3. Situacio´n t´ıpica del juego. Aparece frecuentemente en partidas reales.
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Hay varias situaciones en el juego del Risk que cumplen estas caracter´ısticas. La ma´s
clara de ellas es una situacio´n en la que es posible eliminar a un jugador.
Si durante la fase de posicionamiento de refuerzos no se reparten los soldados para
mejorar las probabilidades de e´xito del ataque, e´ste no puede llevarse a cabo, por lo
que hay que poner los soldados cerca del jugador de´bil para poder eliminarlo. ¿Puede
una pol´ıtica de reparto de refuerzos situar los soldados para eliminar a un jugador sin
planificar los ataques que va a realizar?
Es cierto que podr´ıa elaborarse una pol´ıtica que, en caso de que hubiese un jugador muy
de´bil, intentase colocar los soldados lo ma´s cerca posible de dicho jugador. Sin embargo,
dicha pol´ıtica no cumplir´ıa con la condicio´n de ser consistente, ya que tambie´n podr´ıan
darse situaciones en las que el jugador de´bil no es alcanzable (porque hay que pasar
por un pa´ıs de otro jugador con muchos soldados por ejemplo). Dado que la pol´ıtica
de reparto de soldados no planifica los ataques para matar al jugador de´bil, no puede
diferenciarse cuando el jugador de´bil es alcanzable o no, por lo que se cumple la primera
caracter´ıstica.
Adema´s, el motivo por el cua´l no se pueden diferenciar estas situaciones es, precisamente,
porque no se han planificado los ataques necesarios para eliminarlo. Si se decidiesen los
ataques antes de situar las tropas, podr´ıa hacerse una mejor pol´ıtica de posicionamiento,
por lo que la segunda caracter´ıstica tambie´n se cumple.
En el caso de la tercera caracter´ıstica, se puede generalizar la situacio´n planteada a
cualquier otra que sea similar pero variando el objetivo del jugador. Posibles objetivos
de un jugador pueden ser eliminar un jugador, conquistar un continente, etc. Para
determinar si un objetivo es factible debe analizarse co´mo se alcanzara´ y la situacio´n es
ide´ntica a la descrita.
Queda demostrado que no es posible realizar una buena pol´ıtica para todas las fases de
forma independiente.
En el caso de los ataques (decidir el siguiente ataque sin planificar el resto) ocurre
lo mismo, au´n en mayor medida. Para saber si un ataque es interesante, es necesario
considerar el resto de ataques que se planea realizar en el mismo turno. Por ejemplo,
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atacar a un jugador de´bil puede ser bueno si se planea eliminarlo completamente, pero
podr´ıa ser muy malo si no se logra (se debilita ma´s y otro jugador rival podra´ eliminarlo
y obtener sus cartas). En ese caso es imposible determinar si se realiza el primer ataque
sin considerar si despue´s se van a realizar el resto de ataques para eliminar al jugador.
Conclusiones sobre la dependencia entre las fases del turno
Dado que todas las fases del turno esta´n relacionadas, habra´ que tomar decisiones acerca
de lo que se va a hacer en cada una de ellas antes de comenzar a ejecutar ninguna accio´n.
Se define un plan como un “elemento de informacio´n” que se disen˜a al comienzo del
turno y permanece presente durante todas las fases del mismo, indicando al jugador
que´ debe hacer y co´mo hacerlo. Ejecutar el plan es traducir el plan a acciones concretas
sobre el tablero de juego.
4.3.2. Probabilidad del canjeo de cartas
Es importante conocer la probabilidad de poder canjear cartas en el pro´ximo turno,
tanto propia como de los oponentes.
El ca´lculo a realizar sera´ la probabilidad de canjeo de cartas dadas X conocidas e Y
desconocidas. Obviamente X ∈ [0, 3] puesto que con 4 cartas en el siguiente turno
podra´n canjearse seguro e Y ∈ [1, 4].
En el estado de la cuestio´n, se recogieron las probabilidades ya calculadas para el juego
cla´sico, en el que hay 42 pa´ıses (cartas normales) y 2 comodines. Sin embargo, dado
que este ca´lculo depende del nu´mero de comodines y cartas normales y e´ste a su vez
depende del nu´mero de pa´ıses del tablero (hay una carta normal por cada pa´ıs), al variar
el tablero hay que recalcular las probabilidades.
Para obtener la probabilidad de canjeo, lo ma´s simple es obtener todas las posibles
combinaciones que pueden darse en las Y cartas. Calcular su probabilidad segu´n las
cartas conocidas y el nu´mero de cartas totales y sumar la probabilidad de todas las
combinaciones de aquellas que puedan canjearse.
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Segu´n aumenta el valor de Y, el nu´mero de posibilidades N aumenta exponencialmente.
Como hay cuatro tipos de cartas, N = 4Y . Por ejemplo, las combinaciones para Y = 2
sera´n:
P (sold , sold) P (sold , cab) P (sold , canon) P (sold , com)
P (cab, sold) P (cab, cab) P (cab, canon) P (cab, com)
P (canon, sold) P (canon, cab) P (canon, canon) P (canon, com)
P (com, sold) P (com, cab) P (com, canon) P (com, com)
Como el valor ma´ximo de Y es 4, en el peor caso, el nu´mero ma´ximo de combinaciones
sera´ 44 = 256, por lo que el ca´lculo de todas las combinaciones posibles es, en este caso,
viable.
Ejemplo
X = 1 soldado y 1 caballo. Y = 1 carta desconocida.
Nu´mero de comodines = 1.
Nu´mero de pa´ıses = Nu´mero de cartas normales = 51.
Solucio´n
Cartas desconocidas restantes = 52 - 2 = 50
P (sold) = 1650 , P (cab) =
16
50 , P (canon) =
17




2 soldados y 1 caballo ⇒ 1650 (no canjeable)
1 soldado y 2 caballos ⇒ 1650 (no canjeable)
1 soldado, 1 caballo y 1 can˜on ⇒ 1750 (canjeable)
1 soldado, 1 caballo y 1 comod´ın ⇒ 150 (canjeable)
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4.3.3. Definiciones relativas a los ataques
Los ataques son la accio´n ma´s importante ya que un jugador que nunca ataque no puede
ganar. Los ataques que un jugador puede realizar en un turno se agrupan en dos tipos
de estructuras: listas y a´rboles.
Lista de ataques Sucesio´n de varios ataques totales. El pa´ıs origen de cada ataque
debe coincidir con el pa´ıs destino del ataque anterior.
Se define el pa´ıs origen de la lista como el pa´ıs origen de su primer ataque y el pa´ıs
destino de la lista como el pa´ıs destino de su u´ltimo ataque.
Figura 4.11: Lista de ataques gene´rica
La figura 4.11 muestra una lista de ataques gene´rica en la que el jugador propietario del
pa´ıs P1 conquista los pa´ıses P2 a Pn.
El pa´ıs desde el que se realiza cada ataque es conocido ya que Pi siempre es atacado
desde Pi−1. El orden de los ataques tambie´n esta determinado por la propia estructura
de la lista ya que para conquistar Pi es necesario haber conquistado Pi−1.
A´rbol de ataques Conjunto de ataques organizados en una estructura de a´rbol.
La figura 4.12 muestra un a´rbol de ataques gene´rico, en la que el propietario de la ra´ız
P0 conquista los otros pa´ıses del a´rbol. Cada nodo del a´rbol es atacado desde su nodo
padre, es decir, Pkj es atacado desde Pk.
No hay ningu´n orden impl´ıcito o predeterminado en el que se tengan que realizar los
ataques del a´rbol aunque, evidentemente, antes de realizar un ataque tendra´ que haberse
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Figura 4.12: A´rbol de ataques gene´rico
conquistado su origen. En el ejemplo, P1 y P2 pueden realizarse indistintamente pero
P11 no podra´ hacerse antes que P1.
Al conquistar un pa´ıs situado en un nodo intermedio que tenga nodos hermanos, el a´rbol
se subdivide en dos, siendo el pa´ıs conquistado la ra´ız del nuevo a´rbol. La figura 4.13
muestra un ejemplo del resultado de conquistar P1.
Figura 4.13: Divisio´n de un a´rbol de ataques
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Resultado de los ataques
Los estudios recogidos en el estado de la cuestio´n so´lo buscaban calcular la situacio´n
final tras los ataques. Aqu´ı se extiende el propo´sito de estos estudios, considerando
desconocido el nu´mero exacto de soldados atacantes. Esto se debe a que, aunque se
conoce el nu´mero de soldados en el pa´ıs atacante, no todos tienen necesariamente que
emplearse en el ataque, ya que algunos pueden quedarse en dicho pa´ıs defendie´ndolo.
Hay tres tipos de soldados:
Inactivos: no participan en los ataques.
Muertos: mueren al realizar los ataques.
Supervivientes: participan en los ataques y sobreviven.
Para conocer la situacio´n tras los ataques es necesario saber, de los soldados iniciales,
cua´ntos participan en los ataques y, de e´stos, cua´ntos mueren o sobreviven.
Coste
El coste del ataque determina el nu´mero medio de soldados que morira´n al realizar un
ataque. El nu´mero medio de soldados que quedara´n tras la realizacio´n de un determinado
ataque sera´ precisamente el nu´mero de soldados que se ten´ıa antes de realizarlo menos
su coste.
Factor de riesgo
El factor de riesgo es el nu´mero de soldados que deben participar en el ataque para
garantizar el e´xito con una certeza razonable.
Este ca´lculo limita los planes evaluados por el agente, podando aquellos que no dispon-
gan de soldados suficientes para garantizar la probabilidad de e´xito deseada. Adema´s,
determina el nu´mero mı´nimo de soldados a trasladar a cada nodo del a´rbol de ataques
durante la ejecucio´n del plan.
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Dado que el e´xito del ataque nunca puede ser asegurado al 100 % de probabilidad (re-
querir´ıa infinitos soldados), hay que determinar el riesgo que el agente esta´ dispuesto
a correr. Por lo tanto, se define como para´metro para el ca´lculo del factor de riesgo, el
porcentaje de probabilidad de e´xito de los ataques P . Este para´metro es de gran impor-
tancia para el correcto funcionamiento del agente: un valor demasiado bajo provocar´ıa
que fracasen muchos planes y demasiado alto limitar´ıa la capacidad del agente para
realizar ataques.
Factor de riesgo mı´nimo Como el factor de riesgo debe cumplirse para cada nodo
del a´rbol, independientemente de la cantidad asumida para un nodo del a´rbol como su
factor de riesgo, e´ste siempre tendra´ que tener una cantidad mı´nima.
Los nodos no terminales deben asegurar que hay suficientes soldados para realizar sus
ataques y pasar los soldados necesarios a sus nodos hijos. Adema´s, debera´ quedar al
menos soldado en el pa´ıs conquistado por lo que el factor de riesgo mı´nimo es el que
muestra la ecuacio´n 4.1.




En los nodos terminales deben pasar los soldados empleados en el u´ltimo ataque, entre
uno y tres. Por defecto, sera´ siempre tres, ya que siempre que haya soldados suficientes
se realizara´ el ataque con tres soldados. Sin embargo, en casos en los que no hay soldados
suficientes para realizar el u´ltimo ataque con tres soldados, puede asumirse el riesgo y
reducir el FRmin a dos soldados. Esto so´lo es permisible si el ataque no tiene hermanos.
Por lo tanto el factor de riesgo queda finalmente como FR = dmax(FRmin,FRcalculado)e
donde FRcalculado es la aproximacio´n estudiada en la seccio´n 4.3.6, pagina 64.
Probabilidad de e´xito
La probabilidad de e´xito de un ataque mide la probabilidad de que el atacante conquiste
los ataques planificados, para lo que necesita conocer el nu´mero de soldados atacantes.
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4.3.4. Algoritmo de simulacio´n de ataques
El algoritmo de simulacio´n de ataques realiza una simulacio´n contemplando las diferentes
posibilidades que pueden ocurrir en cada accio´n y analizando su probabilidad.
Para esto necesita conocer todas las acciones que realizara´ el jugador, por lo que se
supone una lista de ataques, que se continua hasta que no quedan tropas. Siempre se
trasladan todos los soldados posibles para realizar el siguiente ataque.
El resultado que se pretende calcular es un estado no determinista que incluye los
estados que pueden darse y su probabilidad. Estas posibilidades constan del nu´mero de
supervivientes atacantes y defensores. Son estados finales los que tienen un atacante o
cero defernsores.
Para realizar esta simulacio´n se considera el estado actual con una probabilidad del 100 %
y se van generando los estados que pueden darse a partir de los ya calculados, hasta
llegar a un conjunto de estados finales. La probabilidad de cada estado se calcula como
la probabilidad de su estado padre (el que lo genera) multiplicada por la probabilidad
de transicio´n desde el estado padre a ese estado (ve´ase la seccio´n 2.4.1, pa´gina 14).
El nu´mero de soldados atacantes inicial debe estar fijado de antemano para poder rea-
lizar la simulacio´n y es desconocido a priori, ya que uno de los objetivos del ca´lculo
es obtener el factor de riesgo. La solucio´n es probar con diferentes soldados atacantes,
recoger el resultado de cada caso y analizar su convergencia.
Se define un estado como una tupla (no de soldados atacantes vivos (N), no de soldados
defensores vivos (E1−En), Probabilidad), y se aplica el algoritmo mostrado en la figura
4.14
El algoritmo anterior deja todas las posibles opciones con su probabilidad. A partir de
ellas, se pueden calcular muchos datos de intere´s, como se muestra en la tabla 4.1.
Sin embargo, el algoritmo, an˜ade tres elementos a la lista por cada uno que elimina, por
lo que el nu´mero de nodos explorados crece exponencialmente a medida que aumenta el
nu´mero de soldados propios o del enemigo. De hecho, resulta totalmente inviable realizar
el ca´lculo para N = E = 20.
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
I n i c i a l i z a l a l i s t a de p o s i b i l i d a d e s con (N, [E1 − En], 1)
Mientras quedan es tados en l a l i s t a que cumplan : N > 1 o En > 0
Se coge e l primer estado de l a l i s t a y se e l im ina de e l l a
Se r e a l i z a un ataque s imple sobre e se estado , para dar nuevos e s tados
P( nuevo estado ) = P( r e s u l t a d o ataque ) × P( estado )
Se i n s e r t a n l o s nuevos e s tados en l a l i s t a
En l a l i s t a quedan l o s p o s i b l e s e s tados f i n a l e s con su probab i l i dad
 
Figura 4.14: Algoritmo de simulacio´n de ataques
Objetivo Ca´lculo
Probabilidad de e´xito o
victoria
Sumar la probabilidad de todos los estados fina-
les en los que el nu´mero de defensores es 0.
Nu´mero medio de solda-
dos restantes
Sumar el nu´mero de soldados atacantes de cada




Ordenar los estados por nu´mero de soldados y
recorrerlos acumulando su probabilidad hasta
llegar a P .
Coste Restar el nu´mero medio de soldados restantes al
nu´mero de soldados atacantes inicial.
Factor de riesgo a un
P %
Se lanza el algoritmo con N atacantes y se calcu-
la su probabilidad de e´xito. Si es mayor o igual a
P , N es la solucio´n y, en caso contrario, se lanza
de nuevo con N + 1.
Tabla 4.1: Valores calculables con el algoritmo de simulacio´n de ataques
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Se puede realizar una optimizacio´n si se observa que hay simetr´ıas en los estados explo-
rados, es decir, muchos son ide´nticos aunque se alcanzan de distinta forma. Por ejemplo,
para pasar de (N,E) a (N−2, E−2) puede hacerse de tres formas distintas: empatando
dos veces, ganando primero un jugador y luego el otro o al reve´s.
Antes de la insercio´n en la lista comprueba si contiene un estado igual y, si es as´ı, le suma
la probabilidad en vez de an˜adir el estado. Adema´s, se puede mantener la lista ordenada
para evitar que se expandan estados que puedan aparecer ma´s adelante, generados por
otro estado de la lista. Dado que los nuevos estados se generan mediante ataques y
estos siempre eliminan soldados. El orden debe ser descendente respecto al nu´mero de
soldados totales, N + E.
Con esta mejora, si se tienen N atacantes y M defensores, como cada ataque elimina
dos soldados, el nu´mero de niveles expandidos sera´ T = N+M2 . En el nivel Ni se habra´n
eliminado 2i− 1 soldados y como estos se pueden repartir entre atacantes y defensores
habra´ como mucho ese nu´mero de estados 1. Sumando la serie de los soldados en cada
nivel se obtiene que el nu´mero de estados expandidos por el algoritmo es E ≤ T 2. Por
lo tanto E ≤ (N+M)24 , por lo que la complejidad del algoritmo optimizado es polino´mica
respecto al nu´mero de soldados totales.
En la figura 4.15 se muestra el rendimiento obtenido con diferente nu´mero de soldados
atacantes para el ca´lculo del coste y probabilidad de e´xito en la conquista de dos pa´ıses
con tres soldados.
Se puede observar la mejora en la complejidad temporal del algoritmo respecto al nu´mero
de atacantes. El efecto es similar al aumentar los defensores.
La figura 4.16 muestra como el tiempo de la simulacio´n optimizada crece de forma
polinomial respecto al nu´mero de soldados.
Sin embargo, a pesar de las optimizaciones, el algoritmo sigue siendo excesivamente lento
para su implementacio´n en el agente. El coste, factor de riesgo y probabilidad del ataque
deben ser calculados muchas veces en cada turno, por lo que se necesita calcularlos en un
1En caso de que no hubiese estados finales ser´ıa exactamente ese nu´mero. Aunque el resultado no
sea exacto sirve de cota superior para el nu´mero de estados expandidos.
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Figura 4.15: Rendimiento de simulacio´n
Figura 4.16: Rendimiento de la simulacio´n optimizada
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tiempo constante para que el rendimiento del agente no se vea afectado por el nu´mero
de soldados.
Por esto, en las pro´ximas secciones se intentara´n aproximar los datos mediante una
funcio´n matema´tica.
4.3.5. Aproximacio´n del coste
El coste depende tanto del nu´mero de defensores como de atacantes, ya que debe ser me-
nor que el nu´mero de atacantes. Adema´s, a medida que aumenta el nu´mero de atacantes,
el coste converge hacia un valor determinado, puesto que para eliminar a N enemigos,
siempre habra´ que ganar, al menos, dN2 e tiradas (en cada tirada se pueden matar hasta
2 soldados defensores) y la probabilidad de perder en dichas tiradas es independiente
del nu´mero de atacantes, siempre que se tengan suficientes atacantes.
El valor que debe aproximarse es al que converge el coste medio cuando el nu´mero de
atacantes tiende a infinito. El caso de que el nu´mero de atacantes sea menor se descarta
ya que gracias al factor de riesgo se garantiza que habra´ suficientes soldados.
Coste del ataque a un pa´ıs
Para el ca´lculo del coste de un ataque se puede utilizar la expresio´n ya detallada en el
estado de la cuestio´n (ve´ase la seccio´n 2.2, pa´gina 15). Esta expresio´n permite aproximar
el valor al que converge el coste de un ataque si se tienen soldados suficientes.
Hay que comprobar el error cometido por esta expresio´n, comparando sus resultados con
los del algoritmo de simulacio´n de ataques. La figura 4.17 muestra como la funcio´n se
aproxima perfectamente al l´ımite cuando el nu´mero de atacantes tiende a infinito en un
caso con 100 defensores. La exactitud es absoluta, teniendo en cuenta que la precisio´n
requerida es un nu´mero entero y se aproxima en varios decimales.
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Figura 4.17: Comparativa del coste real y estimado en ataques simples
Coste de una lista de ataques
El coste de una lista de ataques es la suma del coste de sus ataques puesto que los
ataques a cada pa´ıs son independientes cuando hay suficientes soldados atacantes.
Para comprobar esto, de nuevo se analizan datos proporcionados por el simulador de
ataques, obteniendo el coste de la cadena de ataque completa, para cadenas de uno a
veinte pa´ıses, en las que hay entre uno y cinco soldados en cada pa´ıs.
Como se puede apreciar en la figura 4.18, el resultado es lineal y, precisando ma´s, es
igual al nu´mero de pa´ıses multiplicado por el coste de conquistar cada pa´ıs.
Coste de un a´rbol de ataques
En el caso de un a´rbol de ataques, al igual que en el caso de la lista de ataques, se puede
comprobar que el coste de cada ataque es independiente del resto de ataques (siempre
que el nu´mero de atacantes sea suficientemente alto).
No es necesario aportar datos emp´ıricos puesto que el caso es exactamente el mismo que
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Figura 4.18: Coste de una lista de pa´ıses
en una lista de ataques: al ser todos los costes de los ataques independientes entre s´ı,
no influye si esta´n situados en forma de a´rbol o de lista.
4.3.6. Aproximacio´n del factor de riesgo
El objetivo es recoger datos mediante el algoritmo de simulacio´n de ataques y aproximar
la funcio´n que los genera, obteniendo una expresio´n matema´tica que calcule el factor de
riesgo en cualquier situacio´n y para cualquier porcentaje de e´xito. Esta aproximacio´n se
realizara´ probando varias funciones ajustadas con el algoritmo de Marquardt-Levenberg,
incluido en el software gnuplot2.
Hay dos variables de entrada al problema: los enemigos E y el porcentaje de e´xito Prob.
Este porcentaje de e´xito estara´ siempre en el intervalo entre 70 % y 99,99 %, puesto que
valores inferiores se consideran de demasiado riesgo y nunca puede llegarse al 100 % de
probabilidad garantizada.
2Pa´gina oficial de gnuplot: http://www.gnuplot.info/
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Factor de riesgo del ataque a un pa´ıs
Se ataca un pa´ıs E con Enem soldados.
En la figura 4.19 se muestran datos recogidos con el algoritmo de simulacio´n de ataques,
con Enem en el intervalo [1, 200], para varios valores de Prob: 0.8, 0.85, 0.9 y 0.95.
Como se puede ver todas tienen una forma muy similar, por lo que deben responder a
la misma funcio´n variando sus para´metros segu´n el porcentaje de e´xito escogido.
Figura 4.19: Factor de riesgo de un ataque simple
En la figura 4.20 se puede apreciar el ajuste de dos funciones para dos porcentajes de
e´xito diferente, 80 % y 97,5 %. Para ambos porcentajes la funcio´n polino´mica, AxB +C,
se ajusta a los datos reales con muy poco error. El factor de riesgo se calcula redondeando
al nu´mero entero ma´s cercano el resultado de la ecuacio´n 4.2.
FR = AEnemB + C (4.2)
Es necesario ajustar los para´metros A, B y C para cada posible Prob. Para esto, se
recogen datos de los para´metros ajustados para todas las probabilidades de e´xito desde
70 % hasta el 99,5 % por cada 0,5 %.
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Figura 4.20: Ajuste de la funcio´n del factor de riesgo de un ataque simple
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Ajuste del para´metro A
En la figura 4.21 se ve que la funcio´n que mejor aproxima el para´metro A es:
A = AaProbAb + AcProbAd + Ae
Figura 4.21: Ajuste del para´metro A
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Ajuste del para´metro B
En la figura 4.22 se ve que la funcio´n que mejor aproxima el para´metro B es:
B = BaProbBb + BcProbBd + Be
Figura 4.22: Ajuste del para´metro B
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Ajuste del para´metro C
En la figura 4.23 se ve que la funcio´n que mejor aproxima el para´metro C es:
C = CaProbCb + CcProbCd + Ce
Figura 4.23: Ajuste del para´metro C
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Pa´ıs con un u´nico soldado
La funcio´n anteriormente descrita aproxima correctamente el factor de riesgo pero en el
caso de un pa´ıs con un u´nico soldado es inexacta. Esto se debe a que es un caso especial
en el que las tiradas del defensor se realizan siempre con un solo dado.
La solucio´n es aproximarlo con otra funcio´n que so´lo se aplicara´ en este caso. El nu´mero
de soldados es siempre uno, por lo que la nueva funcio´n depende so´lo de la probabilidad
de e´xito.
Figura 4.24: Factor de riesgo de un pa´ıs con un soldado
La figura 4.24 muestra el ajuste con una funcio´n polinomial. Se puede comprobar que
aplicando un redondeo el resultado es pra´cticamente exacto para cualquier probabilidad
de e´xito, por lo que se utiliza la ecuacio´n 4.3.
FR = aProbb + c (4.3)




70 Estudio y aplicacio´n de algoritmos de bu´squeda al juego del Risk
A´lvaro Torralba Arias de Reyna 4.3 Estudios teo´ricos del dominio del Risk
Error de la aproximacio´n
Antes de utilizar la funcio´n interpolada hay que comprobar que el error que comete en
la aproximacio´n es asumible.
En el caso de un solo soldado el error es nulo en la mayor´ıa de los casos, como muestra
la gra´fica 4.25. El error de un soldado en el l´ımite de los cambios es causado por el
redondeo y no tiene ninguna relevancia. El u´nico fallo de la funcio´n es en porcentajes
de riesgo cercanos a uno, en concreto en el intervalo [0,99− 1), por lo que esta funcio´n
es totalmente va´lida para porcentajes entre 70 % y 99 %.
Figura 4.25: Error del factor de riesgo de un pa´ıs con un soldado
En el resto de casos, la figura 4.26 muestra el error en los datos recogidos.
Como se puede ver, hay un error generalizado de un soldado cuando el nu´mero de
soldados es bajo. Esto es importante, puesto que ocurre para cualquier porcentaje de
riesgo para los casos ma´s probables (no suele haber ma´s de 10 soldados por pa´ıs). Aun
as´ı, el error es en todos los casos an˜adir un soldado ma´s, lo cua´l hara´ que el agente tome
un juego ligeramente menos arriesgado y resulta asumible.
El resto de errores pueden despreciarse, ya que los de ±1 soldado son debidos al redondeo
y no tienen importancia. Los errores de +2 o´ +3 soldados so´lo ocurren para porcentajes
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Figura 4.26: Error del factor de riesgo de un pa´ıs
de riesgo bastantes altos y en casos muy aislados.
Factor de riesgo de una lista de ataques
Una lista de ataques esta´ compuesta de N ataques cada uno con Ei soldados enemigos.
Para calcular su factor de riesgo hay dos opciones:
1. Dada una lista determinar que´ ocurre si se an˜ade otro pa´ıs, al igual que en el coste
de un lista se sumaban los costes independientes.
2. Determinar el factor de riesgo para toda la lista directamente, sin partir del ca´lculo
del factor de riesgo para cada ataque que la compone.
El factor de riesgo viene determinado por la probabilidad de victoria del ataque continua-
do a todos los enemigos. Dado que dicha probabilidad se calcula como la probabilidad
encadenada de diversas tiradas de dado, en todos los casos en los que se realicen las
mismas tiradas, el factor de riesgo sera´ el mismo.
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En el caso de N soldados repartidos entre 2 pa´ıses hay N - 1 posibles repartos: [N −
m,m], ∀m ∈ [1, N − 1], por lo que se realizara´n tiradas hasta matar a N −m soldados y
despues a m soldados. Al variar m solamente pasan tiradas de un pa´ıs a otro sin variar
su nu´mero. Por lo tanto, no influye el reparto de los soldados, excepto en el caso en que
el nu´mero de soldados de un pa´ıs vale 1, ya que cambian las tiradas realizadas, que se
puede despreciar.
Sin embargo, s´ı influye el nu´mero de pa´ıses, ya que tendra´n que realizarse ma´s tiradas
y habra´ ma´s tiradas de tipo (3, 1).
Por lo tanto, el factor de riesgo de una lista depende del nu´mero de soldados y de pa´ıses,
por lo que hay que hacer el ca´lculo para toda la lista.
Aproximacio´n lineal del factor de riesgo de una lista
El factor de riesgo de una lista se calcula a partir del nu´mero de soldados Ns, el nu´mero
de pa´ıses Np y el porcentaje de riesgo X. Como el factor de riesgo de un pa´ıs es el mismo
caso que una lista de un pa´ıs, se puede partir de este ca´lculo. La gra´fica 4.27 muestra
datos de la evolucio´n del factor de riesgo al an˜adir pa´ıses.
Figura 4.27: Factor de riesgo de la lista respecto a su nu´mero de pa´ıses
Se puede ver que el incremento parece lineal, aunque hay saltos y variaciones en la
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pendiente en Np = Ns2 ,
Ns
3 , . . . cada vez ma´s pequen˜os. Las ondulaciones en la funcio´n
se deben al redondeo al nu´mero entero ma´s cercano.
La figura 4.28 muestra el ajuste con la ecuacio´n lineal 4.4.
FRlista = FRpais(Ns, X) + A ∗ (Np − 1) (4.4)
Figura 4.28: Ajuste del factor de riesgo de una lista
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Ajuste de la pendiente A





Figura 4.29: Ajuste de la pendiente A del factor de riesgo de una lista
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Ajuste del para´metro A1
En la figura 4.30 se ve el ajuste del para´metro A1 con la funcio´n:
A1 = A1axA1b + A1c
Figura 4.30: Ajuste del para´metro A1 del factor de riesgo de una lista
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Ajuste del para´metro A2
En la figura 4.31 se ve el ajuste del para´metro A2 con la funcio´n:
A2 = A2axA2b + A2c
Figura 4.31: Ajuste del para´metro A2 del factor de riesgo de una lista
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Ajuste del para´metro A3
En la figura 4.32 se ve el ajuste del para´metro A3 con la funcio´n:
A3 = A3axA3b + A3c
Figura 4.32: Ajuste del para´metro A3 del factor de riesgo de una lista
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Error de la aproximacio´n del factor de riesgo de una lista
Se comparan los resultados obtenidos por la funcio´n interpolada con los datos reales y
se mide el error de la aproximacio´n.
En casos normales el error es bastante reducido. En la la gra´fica 4.33 se muestra el error
cometido para listas de 3 a 100 soldados repartidos entre 3 pa´ıses con un porcentaje de
riesgo del 80 %. Este error esta´ entre -1 y 2 soldados pero en la mayor´ıa de los casos es
0 o´ -1
Figura 4.33: Error del factor de riesgo lista lineal. Caso t´ıpico
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En otros casos con ma´s pa´ıses y un porcentaje de riesgo superior a 90 % la funcio´n
interpolada funciona bastante peor. En la gra´fica 4.34 se puede ver que en el caso de
100 soldados repartidos entre 50 pa´ıses, con 99,5 % de probabilidad el error llega a -10
soldados.
Figura 4.34: Error del factor de riesgo lista lineal. Caso extremo
La conclusio´n es que el resultado no es perfecto pero en los casos normales en los que
se va aplicar la funcio´n es bastante buena. Dado que el tiempo del ca´lculo se reduce
notablemente el error en la aproximacio´n es totalmente asumible.
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Factor de riesgo de un a´rbol de ataques
En los a´rboles de ataque, los nodos con ramificacio´n deben decidir cua´ntos soldados
pasar a cada hijo (el siguiente pa´ıs) cuando lo conquistan, garantizando la probabilidad
de e´xito de cada rama. No se busca que el a´rbol completo tenga la probabilidad de e´xito
deseada, sino u´nicamente para cada rama por separado.
Para calcular su factor de riesgo, un a´rbol se considera como un conjunto de listas de
ataque: un tronco con ramas secundarias que parten de e´l. Adema´s, antes de llegar a
conquistar ningu´n pa´ıs el nodo puede atacar todos sus hijos hasta que queden so´lo dos
soldados en cada uno, por lo que todos los hijos forman parte del tronco del nodo. La
figura 4.35 muestra un esquema del a´rbol dividido de este modo.
Figura 4.35: Divisio´n de un a´rbol de ataques en tronco y ramas secundarias
El factor de riesgo del nodo sera´ igual a la suma del factor de riesgo de todas las listas
que lo componen. Para elegir en un nodo se escoge el que minimiza el factor de riesgo
total.
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4.3.7. Aproximacio´n de la probabilidad de e´xito de los ataques
Para realizar esta aproximacio´n se sigue el mismo me´todo que en el factor de riesgo.
Probabilidad de e´xito de un ataque
La probabilidad de e´xito de un ataque simple depende del nu´mero de soldados atacantes
Sa y del nu´mero de soldados defensores Sd En la figura 4.36 se ve el ajuste de la




Figura 4.36: Ajuste de la probabilidad de e´xito
A, B y C son para´metros que dependen de Sd.
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Ajuste del para´metro A












d + A25 si Sd > 60.
Figura 4.37: Ajuste del para´metro A de la probabilidad de e´xito entre 0 y 50
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Figura 4.38: Ajuste del para´metro A de la probabilidad de e´xito entre 50 y 100
A11 = 0,207435138396346 A21 = 0,00895981364081855
El valor aproximado A12 = 2,17075563701387 A22 = 3,17129800108703
de los para´metros es: A13 = 4,99125560335143× 10−6 A23 = 3,73216412719542× 10−24
A14 = 4,85273028531451 A24 = 14,1269463122623
A15 = 35,9895230961728 A25 = 1,01397468694002
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Ajuste del para´metro B




Figura 4.39: Ajuste del para´metro B de la probabilidad de e´xito
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Ajuste del para´metro C
En la figura 4.40 se ve el ajuste de la probabilidad de e´xito con la funcio´n:
C = C1SC2d + C3
Figura 4.40: Ajuste del para´metro C de la probabilidad de e´xito
El valor aproximado para los para´metros es:
C1 = 1,03958106418479× 10−23
C2 = 10,9959068545343
C3 = 1,00146321805143
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Error de la aproximacio´n de la probabilidad de e´xito de un ataque
La gra´fica 4.41 muestra el error segu´n el nu´mero de atacantes para el caso de 20 defen-
sores.
Figura 4.41: Error de la probabilidad de e´xito de un ataque
Se puede ver que el ajuste no es perfecto pero la desviacio´n ma´xima es de aproximada-
mente un 5 % de probabilidad por lo que la interpolacio´n esta´ bastante bien conseguida.
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Probabilidad de e´xito de una lista de ataques
Se calcula la probabilidad de e´xito de una lista a partir de la probabilidad de e´xito de





La ecuacio´n 4.6 calcula el nu´mero de atacantes de Ai:
ai = ai−1 − Coste(di−1) (4.6)
Probabilidad de e´xito de un a´rbol de ataques
Tal y como ha sido calculada la probabilidad de e´xito de una lista puede calcularse del
mismo modo la probabilidad de e´xito de un a´rbol.
La u´nica particularidad es que, al contrario que en la lista de ataques, hay que conocer
el nu´mero de tropas que se trasladan tras cada ataque. Esta decisio´n vendra´ dada por
el nu´mero de soldados que se desea que acaben en cada nodo del a´rbol, lo que se decide
en la formacio´n del plan.
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4.4. Desarrollo del Algoritmo
En esta seccio´n se decide el algoritmo que se implementara´ en el agente. Se comienza
con una propuesta inicial, seguida de la representacio´n del estado de la partida y del
plan que se utilizara´ en el algoritmo para finalizar con una arquitectura general del
algoritmo.
4.4.1. Aplicacio´n propuesta en este proyecto
En los estudios teo´ricos se concluyo´ que es necesario que haya algu´n tipo de plan (ve´ase
la seccio´n 4.3.1, pa´gina 52), aunque aun no se ha detallado formalmente que´ es un plan
y, por ahora, es un elemento de informacio´n que se determina al principio del turno para
sincronizar las decisiones que se tomara´n en cada una de sus fases.
Por otro lado, se decidio´ que la opcio´n ma´s prometedora era continuar el trabajo de
bu´squeda de las acciones a realizar durante el turno (ve´ase la seccio´n 2.5, pa´gina 19).
Por lo tanto, la propuesta es una bu´squeda del mejor plan, guiada por heur´ısticas lo
ma´s objetivas posibles.
Habra´ que determinar el algoritmo de bu´squeda utilizado, las heur´ısticas que gu´ıen la
bu´squeda (escogiendo los planes que son examinados) y las que valoran los planes (para
seleccionar el mejor).
La figura 4.42 muestra un esquema de la propuesta realizada.
Bu´squeda de planes: Algoritmo de bu´squeda que decide el plan escogido para
el turno.
Valoracio´n del plan: Valora el plan dando la probabilidad de victoria en caso
de aplicar ese plan.
Refinamiento del plan: Mejora el plan decidiendo aspectos secundarios. Se apli-
ca durante la ejecucio´n.
Ejecucio´n del plan: Transforma un plan en acciones concretas sobre el tablero
de juego.
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Figura 4.42: Esquema de bu´squeda planteado para el proyecto
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4.4.2. Representacio´n del estado de la partida
El estado de la partida es la entrada para que el agente realice su turno, por lo que
debera´ contener toda la informacio´n necesaria para escoger las mejores decisiones.
Dentro de esta informacio´n pueden considerarse mu´ltiples posibilidades. Por ejemplo,
en una partida real entre jugadores humanos podr´ıan incluirse en el estado las acciones
que no se realizan propiamente en el juego: gestos, afirmaciones, etc, lo que podr´ıa ser
informacio´n u´til para poder predecir sus acciones. En este casos habra´ que cen˜irse a
acciones que ocurren sobre el tablero de juego.
Se definen dos tipos de informacio´n del estado: esta´tica y dina´mica. La informacio´n
esta´tica es aquella que no var´ıa durante la partida, mientras que la informacio´n dina´mica
cambiara´ durante el turno del jugador o de los rivales. El intere´s en esta clasificacio´n
esta´ en que los ana´lisis realizados sobre la informacio´n esta´tica podra´n realizarse una
sola vez y aprovecharse durante toda la partida.
Informacio´n esta´tica
• Tablero
◦ Paises y sus conexiones: grafo conexo no dirigido
◦ Continentes: subgrafo de paises y refuerzos aportados
• Orden de los turnos de los jugadores
• Reglas concretas del juego
◦ Valor de las cartas
Informacio´n dina´mica
• Soldados
◦ Nu´mero de soldados en cada pa´ıs [1−∞)
◦ Jugador propietario de cada pa´ıs
• Cartas
◦ Nu´mero de cartas que tiene cada oponente
◦ Cartas propias
Estudio y aplicacio´n de algoritmos de bu´squeda al juego del Risk 91
Cap´ıtulo 4. Desarrollo A´lvaro Torralba Arias de Reyna
4.4.3. Representacio´n del plan
La representacio´n escogida para el plan es fundamental para definir toda la arquitectura
del agente. Tras descartar el plan maestro (ve´ase la seccio´n B.3, pa´gina 208), se describe
la opcio´n escogida: el boceto de plan.
Definicio´n del boceto de plan
Al contrario que el plan maestro, el boceto de plan no tiene toda la informacio´n de las
acciones que se realizara´n sino un esquema de lo que quiere conseguir. A la hora de
ejecutar las acciones se toman decisiones siguiendo el objetivo marcado en el plan. De
este modo se imita el modo de pensar de un jugador humano: primero decide que´ pa´ıses
quiere conquistar en el turno y, en base a eso, reparte sus tropas iniciales y va realizando
los ataques comprobando que tiene suficientes probabilidades de e´xito.
El proceso de bu´squeda se simplifica bastante, ya que so´lo decide los ataques a realizar.
Que algunas acciones tengan un resultado indeterminado ya no es un problema, puesto
que no es necesario calcular lo que se hara´ en cada caso, sino que simplemente calculara´ la
accio´n a tomar en el momento en el que se sepa el resultado de la anterior accio´n.
La tabla 4.2 contiene los ca´lculos o decisiones que deben tomarse para decidir las acciones
del jugador clasificados en tres categor´ıas, dependiendo de si se deciden al crear el plan,
durante su ana´lisis o en su ejecucio´n.
Bu´squeda del plan Ana´lisis del plan Ejecucio´n del plan
Ataques Reparto de soldados Orden de los ataques
Gu´ıa de cuantos soldados
pasara´n en los ataques
Soldados que pasan en ca-
da ataque
Fortificaciones previstas Fortificaciones realizadas
Tabla 4.2: Clasificacio´n de ca´lculos para la ejecucio´n de un plan
Por lo tanto, el boceto de plan esta´ formado por los a´rboles de ataque y cierta informa-
cio´n adicional relativa al movimiento de los soldados durante el turno, an˜adida durante
su ana´lisis. La figura 4.43 muestra un ejemplo de un boceto de plan.
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Figura 4.43: Diagrama de un boceto de plan
El mayor problema es que se pierde la posibilidad de realizar un ataque para debilitar al
rival, sin el objetivo de conquistarlo. Esto incluye tambie´n la posibilidad de conquistar
un pa´ıs rival atacando desde varios pa´ıses propios, ya que todos los ataques excepto el
u´ltimo ser´ıan ataques para debilitarlo. Aun as´ı es una simplificacio´n asumible, puesto
que este tipo de ataques es muy infrecuente y puede despreciarse sin esperar grandes
pe´rdidas en el rendimiento.
Estado base del boceto de plan
Para poder valorar un plan es necesario estimar el estado de la partida tras su ejecucio´n,
esto es, el estado base del plan. Como los ataques tienen un resultado aleatorio hay que
realizar algunas suposiciones:
1. Todos los ataques se realizara´n con e´xito: todos los pa´ıses del plan pasan a ser del
jugador. Esto produce un gran error en caso de que algu´n ataque no tenga e´xito,
por lo que es necesario garantizar que la probabilidad de e´xito de los ataques
esta´ por encima de un umbral mediante el factor de riesgo 4.3.6 de los a´rboles de
ataque que componen el plan.
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2. El nu´mero de soldados que sobreviven a los ataques realizados: para cada nodo del
a´rbol de ataques el nu´mero de supervivientes es el nu´mero de soldados destinado
al ataque (su factor de riesgo) menos el coste del ataque y el factor de riesgo de
sus hijos.
Por lo tanto, para un nodo Pi con hijos Pi1, . . . , PiH el nu´mero de supervivientes es:
Si = FRi − (Ci +
∑H
j=0(FRij))
En este estado no se ha decidido au´n la informacio´n de defensas, por lo que los soldados
supervivientes no pueden situarse y se considera que el jugador tiene un soldado en cada
pa´ıs. Para obtener el estado completo habra´ que aplicar la informacio´n de defensas sobre
el estado base.
Informacio´n de defensas del boceto de plan
La informacio´n de defensas del plan determina do´nde se situara´n los soldados super-
vivientes tras la realizacio´n del plan y el camino que seguira´n durante su ejecucio´n,
determinando las acciones que hay que llevar a cabo en la ejecucio´n del plan. Estas
acciones permiten las siguientes decisiones:
Soldados obtenidos al inicio del turno: pueden pasar a cualquier pa´ıs.
Soldados utilizados en los ataques: pueden quedarse en el pa´ıs atacante o pasar a
nodos inferiores en el a´rbol de ataques.
Fortificaciones: Al final del turno pasar soldados de un pa´ıs a sus vecinos.
Se definen grupos de soldados que pueden asignarse a un conjunto de pa´ıses. Adema´s
del grupo de soldados posicionables al inicio del turno, hay un grupo de soldados por
cada pa´ıs pose´ıdo al finalizar el turno. Cada grupo de soldados se define por:
1. Pa´ıs del grupo: donde se encuentran los soldados al inicio del turno, excepto en el
grupo de soldados posicionables.
2. Nu´mero de soldados
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3. Pa´ıses asignables.
Nu´mero de soldados El nu´mero de soldados en los grupos de pa´ıses que no inter-
vienen en los ataques es igual al nu´mero de soldados sobre e´l menos 1, para garantizar
que siempre queda un soldado en ese pa´ıs. Esto es una simplificacio´n, ya que ese soldado
podr´ıa ser trasladado a otro pa´ıs con una fortificacio´n si otro grupo asigna un soldado
a su pa´ıs. Sin embargo, con la representacio´n escogida se evitan posibles informaciones
de defensas erro´neas en las que se decide no dejar ningu´n soldado en algu´n pa´ıs.
El nu´mero de soldados en los grupos de pa´ıses que intervienen en los ataques es ma´s
complejo. En el caso del nodo relativo al padre del ataque Ai su nu´mero de soldados es
el nu´mero de soldados supervivientes menos uno como muestra la ecuacio´n 4.7.
SoldG i = FR(Ai)−
∑
j
(Coste(Aij) + FR(Aij))− 1 (4.7)
Pa´ıses asignables Los soldados posicionables pueden asignarse a cualquier pa´ıs.
Los soldados que no participan en ningu´n ataque pueden asignarse a su propio pa´ıs o a
sus vecinos.
Los soldados que participan en un a´rbol de ataques pueden asignarse a su propio pa´ıs,
a los pa´ıses inferiores dentro del a´rbol o a los vecinos de todos estos pa´ıses.
Camino de las tropas El camino de las tropas decide para los soldados de un grupo
asignados a un pa´ıs final, el camino que seguira´n durante el turno.
Los a´rboles de ataque marcan el camino para llevar las tropas a trave´s de los ataques,
pero al final del turno pueden realizarse fortificaciones de un pa´ıs a sus vecinos por lo
que durante el posicionamiento y los ataques pueden llevarse al pa´ıs final o a cualquiera
de sus vecinos.
Se define el pa´ıs desde el que se atiende la defensa como aquel al que se llevan los soldados
para posteriormente trasladar los soldados al pa´ıs destino mediante una fortificacio´n.
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Evidentemente, si la amenaza se atiende desde el mismo pa´ıs al que se deben llevar los
soldados no es necesario realizar ninguna fortificacio´n.
El grupo de soldados posicionables puede asignarse a un pa´ıs a trave´s de e´l o de cual-
quiera de sus vecinos.
Los grupos de pa´ıses que participan en ataques pueden asignarse a trave´s de cualquier
nodo inferior en el a´rbol que sea vecino del pa´ıs final o e´l mismo. Esto significa que si el
pa´ıs final no forma parte del a´rbol, so´lo podra´ atenderse su defensa desde un vecino.
Los grupos de pa´ıses que no participan en ataques solamente pueden asignarse desde
ese mismo pa´ıs.
Ejemplo de informacio´n de defensas
La figura 4.44 muestra un plan en el que el jugador tiene tres pa´ıses P1, P2 y P3 y quiere
conquistar otros cuatro pa´ıses: P11, P111, P12, P21. Adema´s de las conexiones entre los
pa´ıses atacados y atacantes, son vecinos: [P3, P111] y [P3, P21]. Las conexiones que haya
con el resto de pa´ıses enemigos son despreciables.
Figura 4.44: Ejemplo de informacio´n de defensas
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La informacio´n de defensas asociada al plan definido esta compuesta por 8 grupos de
soldados: uno del posicionamiento inicial de soldados Gp y uno por cada pa´ıs G1, G2,
. . .
Las asignaciones posibles de cada grupo son:
Gp: Todos los pa´ıses
G1: P1, P11, P111, P12 y P3
G2: P2, P21, P3
G3: P3, P111, P2
. . .
En cuanto al camino de las tropas, algunos ejemplos de pa´ıses asignables son:
[Gp, P3]: P3, P111 y P21
[G1, P3]: P3, P111
[Gp, P111]: P111, P11 y P3
[G1, P111]: P111 y P11
. . .
4.4.4. Algoritmo de bu´squeda del mejor plan
Hay muchos algoritmos de bu´squeda que pueden utilizarse para buscar el mejor plan.
Entre la gran variedad de posibilidades se ha escogido el algoritmo del mejor primero,
best-first search.
Este algoritmo comienza analizando el plan vac´ıo (no realiza ningu´n ataque) y tras
analizar cada plan se generan los planes que tienen los mismos ataques que e´l y uno
ma´s. Se define el plan padre de un plan como aque´l que lo ha generado. Como so´lo se
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generan los hijos de los planes despue´s de analizarlos, todo plan excepto el plan vac´ıo
dispone del ana´lisis de la posicio´n realizado para su plan padre.
Al generar los hijos de un plan se realiza una poda anticipada de todos aquellos que se
consideran inviables por no tener suficientes soldados segu´n el factor de riesgo.
La prioridad del plan (ve´ase la seccio´n 4.5.8, pa´gina 146) es la heur´ıstica que el´ıge el
siguiente plan a analizar.
Para evitar analizar varias veces el mismo plan se utiliza una tabla de transposicio´n de
estados en la que se guardan los planes ya valorados.
La bu´squeda se termina cuando no quedan planes viables que analizar o si, tras ana-
lizar el u´ltimo plan, se ha superado el tiempo ma´ximo de bu´squeda y se han revisado
suficientes planes. En este proyecto se limita el tiempo del plan a 60 segundos siempre
que se hayan revisado al menos 30 planes.
Ventajas Este modelo es muy robusto, ya que va revisando ataques a partir de la ra´ız.
Si la prioridad del plan esta´ bien ajustada no se saltara´ planes interesantes. Adema´s, al
analizar un plan puede reutilizar ca´lculos realizados para su plan padre.
Inconvenientes Lo peor es que siempre empieza con el plan vac´ıo. En casos en los
que el mejor plan incluya muchos ataques, es probable que no se llegue tan lejos en el
a´rbol de bu´squeda. Cuanto ma´s refinada este la prioridad del plan ira´ ma´s directamente
a por el mejor, pero siempre tendra´ una longitud de ataque limitada.
Otros algoritmos, como la bu´squeda en haz, mantendr´ıan una poblacio´n de planes in-
teresantes e ir´ıan explorando esas zonas del espacio de bu´squeda. Esto tendr´ıa la ventaja
de poder inicializar las poblaciones lejos del plan vac´ıo, ahorrando tiempo de ana´lisis
pero har´ıa las heur´ısticas au´n ma´s complejas.
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4.5. Desarrollo Heur´ısticas
Una vez decidido el algoritmo, es necesario completarlo con las heur´ısticas que determi-
nan, para cada plan:
1. Valoracio´n: estimacio´n de la probabilidad de victoria.
2. Refinamiento: completa el plan escogido.
3. Prioridad: heur´ıstica que gu´ıa el algoritmo de bu´squeda.
4. Ejecucio´n: dado el plan completo, decide las acciones concretas sobre el tablero.
A continuacio´n, se describen en distintas secciones todos estos algoritmos y las partes
que los componen.
Los para´metros de configuracio´n de los algoritmos seguira´n la nomenclatura PC Nombre .
Se resumira´n, junto con su valor recomendado, en una tabla al final de la explicacio´n
de cada algoritmo.
4.5.1. Valoracio´n de un plan
Las heur´ısticas de valoracio´n de un plan reciben un boceto de plan sin la informacio´n
de defensas completa y todo el ana´lisis realizado para su plan padre. El valor del plan
sera´ la probabilidad de victoria del jugador si realiza el plan.
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Factores que influyen en la valoracio´n de un jugador
Los factores considerados en la valoracio´n son:
1. Fortaleza actual
a) Nu´mero de soldados disponibles
b) Cohesio´n de los soldados
c) Movilidad
2. Fortaleza potencial
a) Nu´mero de cartas
b) Nu´mero de refuerzos previstos para el pro´ximo turno
c) Intere´s en el ataque por parte de otros jugadores
3. Otras consideraciones
a) Posicio´n estrate´gica
b) Orden de los turnos de los jugadores
Valoracio´n de forma esta´tica y dina´mica
Un algoritmo de valoracio´n es dina´mico si tiene en cuenta una prediccio´n de los mo-
vimientos que se producira´n en el tablero, y esta´tico en caso contrario. Por lo tanto,
cualquier valoracio´n basada u´nicamente en calcular factores directamente sobre la posi-
cio´n sera´ esta´tica.
La valoracio´n esta´tica es ma´s sencilla, pero tiene algunas limitaciones. A continuacio´n se
exponen algunos ejemplos de posiciones que no pueden comprenderse con una valoracio´n
dina´mica.
Ejemplo 1 En la figura 4.45 se muestra una posicio´n muy simplificada del Risk, con
so´lo tres pa´ıses.
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Figura 4.45: Ejemplo 1 de posicio´n de valoracio´n
¿Que´ jugador va ganando? Si se atiende al nu´mero de soldados, como har´ıa una valora-
cio´n esta´tica, se dir´ıa que el jugador 2 va ganando al tener ma´s soldados. Sin embargo,
esta´ claro que sus 15 soldados tendra´n que pelear con los 20 de sus enemigos y es, por
lo tanto, el jugador con menos posibilidades de ganar la partida.
Aun as´ı, hay algunas valoraciones esta´ticas que, atendiendo al nu´mero de pa´ıses, nu´mero
de fronteras, diferencia de soldados en las fronteras, etc. podr´ıan corregir este efecto.
Ejemplo 2 En la figura 4.46 se puede ver un ejemplo en el cua´l, a pesar de tener ma´s
soldados, ma´s pa´ıses y ventaja en sus dos fronteras, el jugador 2 esta´ igual de perdido
que en el ejemplo 1 debido a que tendra´ que enfrentarse e´l solo a sus oponentes.
Figura 4.46: Ejemplo 2 de posicio´n de valoracio´n
Con este ejemplo queda demostrado que no puede obtenerse la valoracio´n de la posicio´n
sin adelantarse a los movimientos que ocurrira´n en la partida.
Ejemplo 3 Este tercer ejemplo muestra que la valoracio´n debe ser dina´mica, no so´lo
para estimar correctamente las probabilidades de ganar la partida, sino para cualquier
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observacio´n que se desee hacer sobre la posicio´n.
En la figura 4.47 se muestra una parte del tablero cla´sico: el continente de Ocean´ıa y su
frontera con Asia.
Figura 4.47: Ejemplo 3 de posicio´n de valoracio´n
¿A quie´n pertenece el continente de Ocean´ıa? En el estado actual esta´ claro que al
jugador 2, a menos que sea primero el turno del jugador 1.
Por lo tanto, hay dos conclusiones destacables:
1. Orden de los jugadores: Si el jugador 2 juega antes que el jugador 1 s´ı que reci-
bira´ los refuerzos.
2. Intere´s: En la descripcio´n del ejemplo, para hacerlo comprensible, se ha tenido que
especificar que Asia no es interesante para el jugador 1, porque sino cabr´ıa la duda
de si esos 20 soldados atacar´ıan en la otra direccio´n. Por lo tanto, sin una medida
del intere´s que indique la direccio´n de las tropas de cada jugador es imposible
realizar ninguna prediccio´n.
Por lo tanto, para poder valorar correctamente la posicio´n, es obligatorio realizar una
prediccio´n acerca de los ataques que se producira´n en un futuro. Es decir, la valoracio´n
de la posicio´n debe ser dina´mica.
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Las valoraciones recogidas en el estado de la cuestio´n son esta´ticas, por lo que el algo-
ritmo de valoracio´n ha sido desarrollado desde cero.
Valoracio´n de los jugadores
La valoracio´n de una posicio´n para un jugador depende de la fuerza de todos los juga-
dores F0, . . . , FJ , donde Fi es la fuerza del jugador i.
Vi debe ser directamente proporcional a Fi e inversamente proporcional a Fj ∀j 6= i. Lo
ma´s sencillo es una media aritme´tica: Vi = FiPJ
j=0(Fj)
. Para resaltar la diferencia entre las
valoraciones de los jugadores se introduce un para´metro de configuracio´n PC expF que









Esta valoracio´n sirve como estimacio´n de la probabilidad de ganar la partida ya que
cumple
∑J
i=0(V i) = 1.
Fracaso del plan En la expresio´n anterior se ha supuesto que el plan se ha ejecutado
con e´xito. Hay que considerar tambie´n la posibilidad de que el plan fracase.
La valoracio´n total de un jugador dado un plan es P (exito)V (exito)+(1−P (exito))V (fracaso)
donde el u´nico valor desconocido es V (fracaso)
Dado que cuando el plan fracasa la posicio´n es intermedia entre el plan vac´ıo y el
valorado, el valor del fracaso debera´ estar entre el valor de ambos planes. El para´metro
de configuracio´n PC opt mide el optimismo del agente al realizar esta media, del modo
indicado en la ecuacio´n 4.9:
V (fracaso) = V (plan)PC opt) + (1− PC optV (PlanVacio) (4.9)
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Figura 4.48: Algoritmo de valoracio´n de plan
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Algoritmo de valoracio´n
La figura 4.48 muestra los diferentes algoritmos que se utilizan para calcular la valoracio´n
de un plan y completar su informacio´n de defensas.
Para que la valoracio´n sea dina´mica se realiza una prediccio´n de lo que ocurrira´ a medio
plazo y otra a corto plazo.
La prediccio´n a medio plazo es de tipo estrate´gico, sin considerar acciones concretas.
Intenta estimar el dominio que cada jugador tiene de cada pa´ıs. Consta del ca´lculo del
dominio y del intere´s. Como estos algoritmos se realimentan el uno al otro, se define
PC ItMed como el nu´mero de iteraciones que se realizara´n.
La prediccio´n a corto plazo sera´ de tipo ta´ctico, considerando los ataques que pueden
realizar los jugadores. Tambie´n servira´ para decidir la defensa de los territorios, com-
pletando la informacio´n de defensas del plan.
La fuerza del jugador utiliza los ana´lisis de las predicciones para calcular la fuerza
teniendo en cuenta la dina´mica de la posicio´n.
Tras calcular el valor de los jugadores el algoritmo se realimenta, dando lugar a otro
para´metro PC It que indica el nu´mero de iteraciones del algoritmo.
Para todos los planes distintos al plan vac´ıo, el dominio, el intere´s y la valoracio´n de los
jugadores se inicializan al valor que ten´ıan en el ana´lisis de su plan padre. En el plan
vac´ıo se inicializan a 0, por lo que tendra´ un nu´mero mayor de iteraciones PC ItInit .
Los algoritmos que componen la valoracio´n sera´n descritos en mayor profundidad en las
siguientes secciones:
Dominio medio plazo Predice la probabilidad que cada jugador tiene de poseer cada
pa´ıs en los siguientes turnos.
Intere´s Calcula el intere´s que cada jugador tiene en dominar cada pa´ıs.
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Amenazas Prediccio´n acerca de los posibles ataques que realizara´n los oponentes en
su siguiente turno.
Defensas Decide co´mo defender los territorios y valora la probabilidad de lograr su
defensa.
Fuerza jugadores Cuantifica la fuerza de cada jugador.
Parametro Descripcio´n Valores Valor
PC espF Exponente al que se eleva la fuerza de los
jugadores en el ca´lculo de la valoracio´n
(0,∞) 2
PC opt Factor de optimismo al calcular el valor
del fracaso del plan
[0, 1] 0,25
PC It Iteraciones en la valoracio´n del plan [1,∞) 1
PC ItInit Iteraciones en la valoracio´n del plan vac´ıo [1,∞) 2
PC ItMed Iteraciones en la prediccio´n a medio plazo [1,∞) 2
Tabla 4.3: Para´metros del algoritmo de valoracio´n de los jugadores
4.5.2. Dominio a medio plazo
El dominio a medio plazo es la probabilidad de que cada jugador tenga cada pa´ıs en los
pro´ximos turnos. Dado que todos los pa´ıses del tablero de juego tienen que pertenecer
a un jugador, la suma del dominio de cada jugador sobre un pa´ıs determinado debe
ser 1. El ca´lculo no intenta predecir que´ acciones realizara´n los jugadores, sino ver la
influencia de cada jugador sobre cada pa´ıs para entender mejor la posicio´n.
Antes de disen˜ar un algoritmo hay que hacer algunas consideraciones:
1. Intere´s de los pa´ıses Los jugadores tendera´n a conquistar los pa´ıses en los que
este´n ma´s interesados.
2. No basta considerar las fuerzas actuales en la partida Como la prediccio´n
es a medio plazo, tambie´n hay que incluir los refuerzos que los jugadores ira´n
recibiendo en los pro´ximos turnos.
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3. Debe ser recursivo Para predecir cuantos refuerzos recibira´ un jugador, se uti-
liza el dominio, pero el dominio depende de estos refuerzos, lo que supone una
recursividad en los ca´lculos.
4. No dejar de lado la situacio´n actual Es necesario mantener en todo momento
la situacio´n real para garantizar que el resultado del algoritmo se corresponde con
ella.
5. Independencia entre pa´ıses Se ha simplificando el problema considerando que
el dominio de los pa´ıses es independiente.
Algoritmo de grupos de fuerza
La idea de los grupos de fuerza surge de intentar cumplir todas las restricciones plan-
teadas. El centro de este algoritmo son los grupos de fuerza, que representan las fuerzas
o grupos de soldados que tienen los jugadores en la partida.
Definicio´n Grupo de fuerza: elemento de la partida que pertenece a un jugador y
puede ejercer presio´n o fuerza sobre los pa´ıses del tablero.
El dominio de un pa´ıs depende de las fuerzas ejercidas por estos grupos. Los jugadores
cuyos grupos de fuerza sean mayores, hara´n ma´s presio´n y tendra´n un mayor dominio.
Cada grupo de fuerza g se caracteriza por los siguientes atributos:
1. Fuerza o cantidad de presio´n que ejerce, Fg.
2. Pa´ıses a los que puede alcanzar de forma directa, Pg.
3. Distancia a los pa´ıses directos: el coste que tiene alcanzar ese pa´ıs desde ese grupo,
Ddg,p.
Se definen tres tipos de grupos de fuerza. El ca´lculo de sus atributos sera´ diferente para
cada uno de ellos:
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1. Grupos de fuerza de un pa´ıs: Representan los soldados que se encuentran sobre el
tablero en el estado evaluado.
2. Grupos de fuerza de refuerzos: Representan los soldados que au´n no esta´n en la
partida pero que llegara´n en los pro´ximos turnos en forma de refuerzos.
3. Grupos de fuerza de defensas: Representan la informacio´n de defensas incompleta
del jugador que esta realizando el plan. Como au´n no ha decidido co´mo asignar
los soldados forman grupos aparte.
El algoritmo recibe como entradas el estado evaluado, la asignacio´n de defensas y el
intere´s de los jugadores. La figura 4.49 muestra una representacio´n gra´fica del algoritmo
de grupos de fuerza.
Figura 4.49: Algoritmo de grupos de fuerza
Calcular grupos de fuerza
El primer paso consiste en crear los grupos de fuerza asociados a la posicio´n analizada e
inicializar sus atributos. Cada tipo de grupo realiza estos ca´lculos de forma distinta. Las
siguientes tablas muestran, para cada tipo de grupo, co´mo obtenerlos (Calc) y calcular
sus atributos.
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Grupos de fuerza de un pa´ıs
Calc Uno por cada pa´ıs del tablero. Pertenece al jugador que tiene el pa´ıs.
Fg Igual al nu´mero de soldados que hay en el pa´ıs evaluado menos uno que
debe quedarse en el pa´ıs y no puede atacar.
Pg El pa´ıs asociado al grupo es el u´nico accesible.
Ddg,p 0
Grupos de fuerza de refuerzos
Calc Un grupo por cada jugador.
Fg Refuerzos esperados del jugador en los pro´ximos turnos. Su ca´lculo se
detalla en la pa´gina 114.
Pg Todos los pa´ıses que el jugador tiene en el estado base.
Ddg,p Es menor cuanto mayor sea el dominio del jugador sobre ese pa´ıs. Debe
valer 0 cuando el dominio es 1 e infinito cuando es 0: Ddg,p = 1Domj,p −1.
Grupos de fuerza de defensas
Calc Un grupo de defensa por cada grupo de soldados en la informacio´n de
defensas.
Fg Nu´mero de soldados del grupo de soldados asignables asociado.
Pg Los pa´ıses asignables por el grupo de soldados asignables asociado.
Ddg,p 0
Calcular dominio de pa´ıses
Como el dominio es la probabilidad estimada de que el pa´ıs pertenezca al jugador a medio
plazo, la suma de los dominios de todos los jugadores debe ser 1:
∑n
i=0Di, p = 1,∀p
Lo ma´s sencillo es hacer una normalizacio´n de las fuerzas. Sin embargo, al igual que
ocurria en el ca´lculo de la valoracio´n de los jugadores, es necesario favorecer ma´s a
los jugadores con ma´s fuerza. La solucio´n es la misma que en dicho caso, realizar la
normalizacio´n respecto a la fuerza elevada a un para´metro de configuracion PC ExpFDom .
La ecuacio´n 4.10 muestra el ca´lculo del dominio de un pa´ıs.
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Dominio de continentes El dominio de un continente es la probabilidad de que el
jugador tenga todos los pa´ıses del continente a medio plazo. Como se asume que el domi-
nio de los pa´ıses del continente es independiente, la probabilidad de que el jugador tenga






Calcular presio´n de grupos sobre pa´ıses
Debe repartirse la fuerza de cada grupo entre todos los pa´ıses. La primera idea es un
reparto proporcional al intere´s que tiene el jugador en tener ese pa´ıs dividido entre el
coste de dominar el pa´ıs desde el grupo. El problema es que a los pa´ıses con menor coste
se les asigna mucha fuerza que apenas aporta dominio extra, por lo que debe poner
solamente la fuerza necesaria.
Dado que la fuerza necesaria depende de la fuerza que aplican otros jugadores y el resto
de grupos del jugador, hay que aplicar un algoritmo iterativo, que reparta la fuerza en
funcio´n del intere´s y de las fuerzas aplicadas por los jugadores en la iteracio´n anterior.
La figura 4.50 muestra un esquema de este algoritmo.
En este esquema hay dos iteraciones:
1. Iteracio´n de todo el algoritmo: se hara´ PC NumIt veces.
2. Iteracio´n de sobrefuerza: se hara´ PC NumItFuerza veces.
Para conseguir mayor velocidad en el algoritmo, solamente repartira´n su fuerza entre
todos los pa´ıses aquellos grupos que superen un umbral de fuerza establecido por el
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Figura 4.50: Esquema del reparto de la fuerza de los grupos entre pa´ıses
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para´metro PC FMinRep . Los grupos con fuerza menor a esta cantidad, la repartira´n entre
sus pa´ıses directos.
A continuacio´n se analizan los ca´lculos que componen el reparto de la fuerza de los
grupos.
Coste de dominar un pa´ıs El coste de dominar un pa´ıs es la fuerza que es necesario
aplicar a ese pa´ıs para obtener un dominio determinado. Por lo tanto, para poder calcular
el coste de dominar un pa´ıs es necesario definir como para´metro de configuracio´n el
dominio que quiere obtenerse del pa´ıs PC DC .
El coste de dominar el pa´ıs para el jugador i, sera´ el resultado de despejar Fi de la
ecuacio´n 4.10 que calcula el dominio de un pa´ıs, sustituyendo Dp por PC DC .





(FPCExpFDomj ) + PC Fbase
 (4.12)
En la ecuacio´n 4.12 se puede ver que el coste de dominar depende del multiplicador
PCDC
1−PCDC . La gra´fica 4.51 muestra como segu´n aumenta el valor de PC DC , el multiplicador
crece exponencialmente, por lo que no debera´n escogerse valores cercanos a 1 si se desea
obtener un coste de dominar razonable.
Distancia entre pa´ıses La distancia entre pa´ıses del jugador j, Distp,q es el camino
mı´nimo entre los pa´ıses. La ecuacio´n 4.13 muestra el coste de ir desde p hasta q, que
depende del dominio que cada jugador tiene del pa´ıs y la fuerza que aplica. Se definen
como para´metros de configuracio´n PC CAPMult que multiplica al coste para regularlo y
PC CAPpropio que da el coste de alcanzar el pa´ıs cuando lo domina el jugador.
CAP j,p,q = PC CAPMult
1 +∑
k 6=j
(Fk,qDk,q) + PC CAPpropioDj,q
 (4.13)
Se ha utilizado el algoritmo de caminos mı´nimos de Floyd [Gou88] que tiene la ventaja
de calcular simultaneamente todas las distancias.
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Figura 4.51: Multiplicador del coste de dominar un pa´ıs
Coste de alcanzar un pa´ıs La ecuacio´n 4.14 muestra el ca´lculo del coste de alcanzar
un pa´ıs p desde un grupo g, CAg,p como el mı´nimo, para todos los pa´ıses directos del
grupo (PDG), de la distancia hasta ese pa´ıs directo ma´s la distancia entre los pa´ıses.
CAg,p = mini∈PDG(Ddg,i + Dist i,p) (4.14)
Sobrefuerza La sobrefuerza mide la cantidad de fuerza de grupo que se esta´ desper-
diciando en grupos que ya se dominan. So´lo tiene sentido cuando se aplica ma´s fuerza
de la necesaria, por lo que como mı´nimo debe ser 1. Adema´s, depende de la sobrefuerza
calculada en la iteracio´n anterior, para que el efecto se acumule en cada iteracio´n en los
casos que sea necesario.




Penalizacio´n por distancia La penalizacio´n por distancia penaliza los pa´ıses lejanos
del grupo. Sera´ mayor cuanto ma´s diferencia haya entre la fuerza del grupo y el coste
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Proporcion pa´ıs Para calcular la proporcio´n de cada pa´ıs primero se calcula la uti-
lidad de ese pa´ıs como indica la ecuacio´n 4.18 utilizando los para´metros PC ExpInt y







A continuacio´n, se normaliza esta cantidad y se le aplican el factor de sobrefuerza y la







Reparto de fuerza El grupo reparte su fuerza proporcionalmente a la proporcio´n
calculada para cada pa´ıs. Adema´s, los grupos de un pa´ıs an˜aden la fuerza del soldado
que debe quedarse en su pa´ıs. La fuerza an˜adida no es exactamente 1, sino un para´metro
de configuracio´n PC FSoldPais que sirve para premiar al jugador que lo posee otorga´ndole
un poco de dominio extra.













Los refuerzos esperados por un jugador son, basa´ndose en las reglas del Risk y en el
dominio a medio plazo, cua´ntos soldados extra recibira´ en los pro´ximos turnos. Se define
como para´metro PC Tref el nu´mero de turnos considerados.
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Como el dominio de los pa´ıses es independiente, el nu´mero de pa´ıses que controla el
jugador se puede calcular mediante la suma del dominio que tiene de cada pa´ıs. En las
reglas se aplica un redondeo hacia abajo pero en este ca´lculo no se redondea, al ser





El nu´mero de soldados que obtiene un jugador por dominar continentes es:
∑C
c=0(RcDi,c)
En cuanto a las cartas, asumiendo que todos los jugadores conseguira´n una carta en
cada turno: (Ci+PCTref )Vcartas3
En resumen, la fuerza del grupo de refuerzos del jugador i queda como muestra la
ecuacio´n 4.20.















(Ci + PC Tref )Vcartas
3
(4.20)
4.5.3. Algoritmo de intere´s de pa´ıses
Este algoritmo calcula el intere´s que tiene cada jugador en dominar a medio plazo cada
pa´ıs, a partir del dominio y el intere´s calculado en la iteracio´n anterior.
Los factores que influyen son:
Intere´s base por tener un pa´ıs: Es la unidad de intere´s, por lo que su valor es 1.
Intere´s del continente (Ij,c): por tener el continente al que pertenece el pa´ıs.
Dominio de la zona (Dj,p): el dominio que tiene el jugador alrededor del pa´ıs.
La forma ma´s sencilla de combinar estos factores es con una media ponderada por
para´metros de configuracio´n. La ecuacio´n 4.21 intere´s que tiene cada jugador j e cada
pa´ıs p (Ij,p), que pertenece al continente c.
Ij,p = PC Pbase + PC PcontIj,c + PC PzonaDj,i (4.21)
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Parametro Descripcio´n Valores Valor
PC ExpFDom Exponente de la fuerza en el ca´lculo del
dominio de un pa´ıs
[1 :∞) 2
PC NumIt Nu´mero de iteraciones que se realizara´ el
algoritmo
[1,∞) 2
PC NumItFuerza Nu´mero de iteraciones del ca´lculo de la
fuerza por el cambio de la sobrefuerza.
[1,∞) 5
PC FMinRep La fuerza mı´nima que debe tener un gru-
po para que pueda repartirse a pa´ıses no
directos.
[0 :∞) 1
PC DC Dominio que se desea lograr en el ca´lculo
del coste de dominar.
(0 : 1) 0,8
PC Fbase Para el coste de dominar un pa´ıs, fuerza
que hay por defecto en un pa´ıs.
[0 :∞) 0,1
PC FSoldPais Fuerza que tiene el soldado que debe que-
darse en cada pa´ıs. Cuanto mayor sea el
valor, el algoritmo de dominio tendera´ a
considerar que el jugador que tiene el pa´ıs
actualmente lo domina.
[1,∞) 1,5
PC CAPPropio Coste de alcanzar un pa´ıs propio. [0 :∞) 0,5
PC CAMult Multiplicador del coste de alcanzar un
pa´ıs.
[0 :∞) 2
PC ExpInt Exponente del intere´s en el ca´lculo de la
proporcio´n.
[0 :∞) 2
PC ExpCD Exponente del coste de dominio en el
ca´lculo de la proporcio´n.
[0 :∞) 1
PC Tref Nu´mero de turnos para el que se aplican
los refuerzos esperados.
[0, 10] 0,5
Tabla 4.4: Para´metros del algoritmo de dominio a medio plazo
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Intere´s de un continente
Los continentes aportan intere´s porque, si se domina todo el continente se recibira´n
soldados extra en cada turno. Por lo tanto, un jugador estara´ interesado en un continente
si cree que puede llegar a dominarlo por completo.
El intere´s de un jugador en el continente c, (Ic) se compone de los siguientes factores:
Dpotc: el dominio potencial del jugador sobre el continente.
Rc: el valor del continente.
Ij,c = RcDpot i,c (4.22)
El jugador siempre intentara´ ir a por algu´n continente por baja que sea la probabilidad
de tenerlo. Por lo tanto, se define como para´metro de configuracio´n el intere´s mı´nimo




Ij,c < PC IContMin ⇒ Ij,c = PC IContMin Ij,c∑
c Ij,c
(4.23)
Definicio´n El dominio potencial de un jugador en un pa´ıs es aque´l que podr´ıa tener
si estuviese muy interesado en e´l.
Por lo tanto, el dominio potencial de un continente se calcula ejecutando el algoritmo
de dominio explicado en la seccio´n 4.5.2, pa´gina 106 con las siguientes modificaciones:
El intere´s del jugador es el calculado en la iteracio´n anterior sustituyendo el intere´s
del coninente por el ma´ximo (RcPC Pcont).
So´lo se calcula la fuerza de los grupos del jugador, manteniendo fija la fuerza que
los otros jugadores hacen sobre el tablero.
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Dominio de la zona
Un pa´ıs sera´ ma´s interesante cuanto mayor dominio tenga el jugador sobre la zona, ya
que podra´ ser defendido con mayor facilidad y tendra´ ma´s soporte. En la valoracio´n de
un pa´ıs analizada en el estado de la cuestio´n (ve´ase la seccio´n 2.4.2, pa´gina 17), se ten´ıa
en cuenta este dominio aportando una bonificacio´n al intere´s por cada pa´ıs y soldado
propios vecinos al pa´ıs y resta´ndola por los enemigos.
Aqu´ı se adapta esa expresio´n, utilizando el dominio a medio plazo y considerando, no
solamente a los vecinos directos, sino tambie´n a los pa´ıses a mayor distancia.
El dominio de la zona es una media proporcional del dominio del pa´ıs, sus vecinos,
sus pa´ıses a distancia 2, etc. Se define como para´metro de configuracio´n la distancia
ma´xima para la que se cuentan los pa´ıses PC DGradZona . Evidentemente, los pa´ıses a
mayor distancia tendra´n menor peso en esta media, para lo que se define el multiplicador
de peso por distancia PC MultGradZona . El peso del dominio de los pa´ıses a distancia i es
PC iMultGradZona .











Parametro Descripcio´n Valores Valor
PC Pbase Peso del intere´s base de un pa´ıs. [−∞,∞] 1
PC Pcont Peso del intere´s por continente. [−∞,∞] 500
PC Pzona Peso del intere´s por dominio de la zona. [−∞,∞] 2
PC DGradZona Distancia ma´xima a la que se realiza la
degradacio´n del dominio de la zona.
[0,∞] 2
PC MultGradZona Multiplicador para penalizar la distancia
en la degradacio´n del dominio de la zona.
(0, 1) 0,3
PC IContMin Intere´s mı´nimo que el jugador tiene en los
continentes.
[0,∞] 0,1
Tabla 4.5: Para´metros del algoritmo de intere´s
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4.5.4. Algoritmo de amenazas
Este algoritmo intenta predecir los ataques que realizara´n los enemigos en su pro´ximo
turno y la posicio´n resultante.
Definicio´n Una amenaza se define como un posible ataque del jugador en su siguiente
turno. Consta de:
Jugador atacante j: El jugador que realiza el ataque.
Pa´ıs de origen O: El pa´ıs desde el que se realiza el ataque.
Pa´ıses conquistados P1, . . . , Pn: La lista de pa´ıses que se conquistan en el ataque.
Puede ser la lista vac´ıa, en cuyo caso implica no realizar ataques desde el pa´ıs
origen.
Soldados puestos Sa: El nu´mero de soldados en el pa´ıs atacante antes de realizar
el ataque.
Hay que recordar que, debido al alto nu´mero de posibilidades de cada jugador y la
aleatoriedad en los resultados de los ataques, es imposible realizar una prediccio´n de lo
que ocurrira´, por lo que se asumen las siguientes simplificaciones:
1. Las amenazas realizadas por cada pa´ıs son independientes, incluyendo su proba-
bilidad.
2. La probabilidad de que un pa´ıs pertenezca a un jugador es independiente del resto
de pa´ıses.
3. Desde un pa´ıs solamente se puede conquistar una lista de pa´ıses y no un a´rbol.
4. Un jugador debe situar todos sus refuerzos en el mismo pa´ıs. De este modo, el
jugador tiene un nu´mero limitado de posibilidades para situar sus refuerzos (una
por pa´ıs) y es viable calcular su probabilidad.
La figura 4.52 muestra que para cada jugador j se obtienen sus amenazas en tres fases:
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Figura 4.52: Esquema del algoritmo de amenazas
1. Extender amenazas: Se recogen las amenazas que puede realizar el jugador j y se
realizan algunos ca´lculos sobre ellas.
2. Valorar amenazas: Se valoran las mejores amenazas del jugador j y se calcula su
probabilidad.
3. Resultado amenazas: Se obtiene el estado difuso resultante de aplicar las amenazas.
Estas fases se realizan para todos los oponentes en el orden que les corresponde jugar,
de modo que el estado difuso de entrada para el jugador j es el estado difuso de salida
del jugador j − 1.
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Estado difuso
Antes de entrar en cada una de las fases del algoritmo, se define que´ es un estado difuso.
En este estado no se conoce con exactitud el jugador al que pertenece cada pa´ıs ni el
nu´mero de soldados que hay en e´l, debido a que se desconoce que´ amenazas se realizara´n
y cua´l sera´ el resultado de los ataques.
Para tratar con esta incertidumbre, el estado difuso guarda, para cada pa´ıs, la probabi-
lidad de que pertenezca a cada jugador Pj,p y el nu´mero medio de soldados que hay en
ese caso, Sj,p.
El nu´mero de soldados que hay en el pa´ıs p es Sp =
∑J
j=0(Pj,pSj,p).
Si un jugador Ji quiere atacar al pa´ıs p la probabilidad de poder hacerlo sera´ (1−PJi,p)
y el nu´mero de soldados al que tendra´ que enfrentarse sera´
∑
j 6=Ji(Pj,pSj,p).
Probabilidad de tener un continente Para conocer el nu´mero de soldados recibidos
por un jugador en el siguiente turno, es importante saber si conservara´ sus continentes. Si
el jugador no tiene el continente en el estado actual es imposible que lo tenga antes de su
siguiente turno. En caso de que tenga todo el continente, la probabilidad de mantenerlo







En esta primera fase se recogen todas las amenazas que puede realizar el jugador. Para
cada pa´ıs extendera´ dos veces las amenazas: una suponiendo que situ´a los refuerzos en
ese pa´ıs, y la otra no.
Para cada amenaza se calcula:
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1. Probabilidad de poder realizarla Ppoder (a): la probabilidad de que el jugador no
posea ya los pa´ıses atacados.
2. Probabilidad de e´xito de cada ataque Pexito(Pi): la probabilidad de realizar todos
los ataques hasta e´se correctamente.
3. Probabilidad de e´xito total Pexito(a): igual a la probabilidad de lograr con e´xito el
u´ltimo ataque.
4. Soldados sobrantes para defender: Sa −
∑n
i=1(Coste(Pi) + 1)
5. Intere´s logrado por la conquista de pa´ıses:
∑n
i=1(Icj,pP (Pi))
6. Intere´s ma´ximo esperado por el dominio de pa´ıses:
∑n
i=1 Ij,p
Le = Li s ta de expandir
La = Li s ta de amenazas
Se i n i c i a l i z a n l a s l i s t a s con l a amenaza vacı´a ( no r e a l i z a ataques )
Mientras num amenazas en Le > 0 y num amenazas en La < maxNumAmenazasPais
S i Amenaza puede extender h i j o s
Para todo v , vec ino de l u´ l t imo paı´s de l a amenaza
S i v puede s e r atacado y es v i a b l e
Le . add ( nuevaAmenaza )
La . add ( nuevaAmenaza )
Ordenar Le por l a probab i l i dad de l a s amenazas
 
Figura 4.53: Algoritmo de expandir amenazas
Poda de amenazas expandidas Extender las amenazas es muy costoso, puesto que
debe ir recorriendo para cada pa´ıs sus posibles vecinos y alcanzar toda la profundidad
que le permitan los soldados en el pa´ıs de origen. Es necesario poner un l´ımite a esta
profundidad para que el rendimiento del agente no se vea mermado en posiciones con
un alto nu´mero de soldados y conexiones entre pa´ıses:
1. Se define el nu´mero ma´ximo de amenazas que se calculara´n para cada pa´ıs, PC NumMaxAm .
Para que las amenazas que se calculan no sean arbitrarias, es necesario garantizar
que siempre se explorara´n las amenazas con mayor probabilidad de e´xito.
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2. Se define la probabilidad de e´xito mı´nima requerida para expandir una amenaza
como PC MinEx .
Intere´s de conquista
El intere´s de conquista es el beneficio que obtiene el jugador por conquistar un pa´ıs
en su turno. Se diferencia del intere´s de dominio en que en este caso le da igual si
puede defender el territorio. El u´nico motivo por el que un jugador esta interesado en
conquistar un pa´ıs sin necesidad de defenderlo es para dan˜ar a sus enemigos. Adema´s,
cuanto mayor es la fuerza de un enemigo, en funcio´n a la de los dema´s (la valoracio´n
del jugador enemigo), mejor sera´ dan˜arle.
El intere´s de conquista se calcula en funcio´n de:
Dnye,p: El dan˜o que se hace al enemigo por quitarle p.
Pe,p: La probabilidad de que el enemigo tenga el pa´ıs.
Ve: El valor del enemigo e, su probabilidad de ganar la partida.





El dan˜o a un enemigo se calcula como una media ponderada de:
Dan˜o base: por quitarle un pa´ıs.
Dan˜o soldados: por matar los soldados que esta´n en ese pa´ıs.
Dan˜o continente: por quitarle un continente que tiene entero impidiendo que reciba
su bono Rc.
Dan˜o por intere´s: por quitarle un terriotorio interesante para e´l. Por ejemplo de
un continente que esta intentando dominar aunque todav´ıa no lo tiene completo.
Como indica la ecuacio´n 4.27:
Dnye,p = PC PicBase + Se,pPC PicSold + Pe,cRcPC PicCont + Ie,pPC PicInt (4.27)
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Valorar las amenazas
Calcula la probabilidad de que se lleven a cabo las amenazas expandidas. La probabilidad
de la amenaza se calcula normalizando su utilidad Ua, multiplicando el resultado por






PRef (o) si a tiene refuerzos
UaP
i∈A Ui
(1− PRef (o)) si a no tiene refuerzos
(4.28)
Utilidad de las amenazas La utilidad de las amenazas determina lo bueno que es
realizar una amenaza para el jugador. Viene dada por:
Intere´s de dominio de los pa´ıses conquistados Ij,p.
Intere´s de conquista de los pa´ıses conquistados Icj,p.
Probabilidad de e´xito de la amenaza Pexito(a).
Probabilidad de poder realizarla Ppoder (a).
Por otra parte, los jugadores normalmente no realizan todos los ataques que pueden por-
que prefieren guardar soldados para defender sus territorios. Por lo tanto, para valorar
una amenaza es necesario calcular la defensa que logra de cada pa´ıs Pdef (Pdi).
Calcular el algoritmo de defensas para cada amenaza es excesivamente costoso, por lo
que se aplica un algoritmo de defensas simplificado:
Solamente se mira la defensa en los pa´ıses que participan en la amenaza, obviando
el resto del tablero.
Solamente se realiza la inicializacio´n de las defensas, sin hacer ninguna bu´squeda.
Se supone que los soldados que sobreviven a los ataques pueden asignarse a cual-
quier pa´ıs, por lo que so´lo hay un grupo de soldados.
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La utilidad de conquista tiene un peso de PC PUC y la utilidad de dominio de PC PUD .
La ecuacio´n 4.29 muestra cua´l es el valor de realizar una amenaza a.
Va = PC PUC
n∑
i=1




La utilidad de la amenaza se calcula a partir de su valor como indica la ecuacio´n 4.30.
Ua =

(Ppoder (a)VaPexito(a))PCExpU si PC PoderElev ,
Ppoder (a)(VaPexito(a))PCExpU en caso contrario
(4.30)
Probabilidad de refuerzos en un pa´ıs El jugador debe decidir en que´ pa´ıs asigna
todos sus refuerzos recibidos. Debe calcularse la probabilidad de que decida asignarlos
a cada pa´ıs PRef (p).
El jugador asignara´ los soldados en los pa´ıses que ma´s le interese. Por lo tanto sigue los
siguientes pasos:
1. Para cada pa´ıs p
a) Valorar las amenazas desde p con refuerzos
b) Valorar las amenazas desde p sin refuerzos
c) Valorar el beneficio de poner refuerzos en p, Bp
2. Calcular PRef (p) en base al beneficio.
Al suponer que deben asignarse todos los soldados a un u´nico pa´ıs se esta´ introducien-
do un error significativo, puesto que si hay un pa´ıs con ataques muy interesantes que
requieren de soldados pero no de todos, acaparara´ toda la probabilidad de refuerzos.
Para resolver esto, se define el pesimismo de refuerzos PC PesRef como el incremento de
la probabilidad de refuerzos de cada pa´ıs.
La ecuacio´n 4.31 muestra como queda el ca´lculo de la probabilidad de refuerzos de un
pa´ıs.
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(1− PC PesRef ) + PC PesRef (4.31)
Poda de amenazas en la valoracio´n Al igual que en el caso de extender las amena-
zas, este es un proceso muy costoso y hay que podarlo anticipadamente para mejorar el
rendimiento del agente. Aunque el nu´mero de amenazas ya esta´ limitado en su extensio´n,
valorar cada amenaza consume bastante tiempo al tener que calcular su defensa y no
tiene sentido valorar amenazas que seguro tendra´n muy baja probabilidad de realizacio´n.
Para poder podar las amenazas nos basamos en la utilidad ma´xima esperada, calculada
al extender las amenazas. Es similar a la utilidad de la amenaza pero suponiendo que
todos los pa´ıses podra´n ser defendidos, por lo que es una cota superior de la utilidad
real de la amenaza.
Para realizar la poda se ordenan las amenazas por su utilidad ma´xima esperada, y se
aplican dos criterios de poda:
1. Mı´nimo porcentaje de utilidad PC MinPUtilMax : Si la utilidad ma´xima esperada es
menor que la utilidad real de la mejor amenaza dividida entre PC MinPUtilMax .
2. Mı´nima probabilidad esperada PC MinProbEsper : Si la probabilidad esperada ma´xi-
ma (calculada a partir de la utilidad esperada ma´xima) es menor que PC MinProbEsper .
Resultado de las amenazas
El resultado de las amenazas parte del estado difuso anterior y de las amenazas del
jugador, con su probabilidad para calcular el nuevo estado difuso.
El mayor problema para calcular la nueva probabilidad de que un pa´ıs pertenezca a cada
jugador es que puede estar amenazado desde dos pa´ıses y, aunque las amenazas se han
considerado independientes, no puede ser conquistado dos veces por el mismo jugador.
Para solucionar esto se aplican las amenazas desde un mismo pa´ıs independientemente,
acumulando su probabilidad. Las amenazas desde distintos pa´ıses se aplican sobre todos
los jugadores que poseen el pa´ıs, incluyendo al jugador que realiza la amenaza. De este
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modo, si el jugador ya pose´ıa el pa´ıs, con su nueva amenaza se quita probabilidad a si
mismo y lo u´nico que hace es modificar el nu´mero de soldados restantes.
Para cada paı´s de l jugador : o
Para cada paı´s : p
Para cada amenaza desde o que conqu i s ta p : a
Para cada p o s i b l e estado de p : Ep
P (victoria) = P (a)P (Ep)Pexito(a, p)
probConquistado(Ep)− = P (victoria)
soldRestDesdeO (p) = mediaPond ( soldRestDesdeO (p ) , a . so ldDef (p ) )
QuitarProbJugador (Ep , P (victoria ) )
ap l i ca rProb (P (victoria , soldRestDesdeO (p ) )
 
Figura 4.54: Algoritmo de resultado de amenazas
4.5.5. Algoritmo de defensas
El algoritmo de defensas se encarga de completar la informacio´n de defensas del algo-
ritmo y estimar la probabilidad de que el jugador defienda sus pa´ıses.
La figura 4.55 muestra un esquema de la solucio´n planteada. En ella, el proceso de
completar la informacio´n de defensas se divide en dos partes totalmente distinguidas:
1. Defensa: decide la asignacio´n de cada grupo de soldados entre los pa´ıses a los
que pueden ser asignados. Para esto se apoyara´ en una valoracio´n de las defensas
que permitira´ cuantificar la defensa lograda y de un algoritmo que transforme las
amenazas de la prediccio´n a corto plazo.
2. Caminos: decide desde que´ pa´ıs se atendera´ cada asignacio´n de defensa.
Simplificacio´n del problema El problema de las defensas es muy complejo, por lo
que conviene realizar algunas simplificaciones que permitan abordarlo:
1. Separacio´n de defensa y caminos Al asumir el ca´lculo de la distribucio´n de
soldados sin considerar el camino de las tropas, se esta´n limitando el nu´mero de
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Parametro Descripcio´n Valores Valor
PC NumMaxAm Nu´mero ma´ximo de amenazas expandidas [1,∞) 30
PC MinEx Mı´nima probabilidad de e´xito para exten-
der la amenaza.
[0, 1] 0,9
PC PicBase Peso del intere´s de quitar un pa´ıs al enemi-
go
(−∞,∞) 1
PC PicSold Peso del intere´s de quitar un soldado al
enemigo
(−∞,∞) 1
PC PicCont Peso del intere´s de quitar un continente al
enemigo
(−∞,∞) 100
PC PicInt Peso del intere´s de quitar un territorio in-
teresante al enemigo
(−∞,∞) 0,05
PC ExpU Exponente al que se eleva la utilidad de
una amenaza.
[0,∞) 2
PC PoderElev Indica si la probabilidad de realizar la
amenaza se eleva tambie´n al exponente de
utilidad.
[true, false] true
PC PUC Peso de la utilidad de conquista. [0,∞) 2
PC PUD Peso de la utilidad de dominio. [0,∞) 0,5
PC PesRef Factor de pesimismo de refuerzos al calcu-
lar los refuerzos que situ´an los enemigos en
sus pa´ıses.
[0, 1] 0,3
PC MinPUtilMax Porcentaje mı´nimo sobre la utilidad ma´xi-
ma que debe tener la utilidad ma´xima es-
perada de una amenaza para ser valorada.
[0, 1] 0,2
PC MinProbEsper Probabilidad mı´nima esperada que debe
tener una amenaza para ser valorada.
[0, 1] 0,01
Tabla 4.6: Para´metros del algoritmo de amenazas
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Figura 4.55: Esquema de los pasos del algoritmo de defensas
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factores que se tienen en cuenta. Por ejemplo, el algoritmo de defensa no valorara´ el
beneficio por aumentar la probabilidad de los ataques al asignar los soldados a un
pa´ıs.
Por lo tanto, la valoracio´n a corto plazo solamente tiene en cuenta la defensa de los
pa´ıses, que es sin ninguna duda el factor ma´s importante en pra´cticamente todas
las situaciones del juego.
2. No hay pa´ıses enemigos Dentro del algoritmo de defensas so´lo se consideran
los pa´ıses del jugador defensor. De este modo, en la propagacio´n de amenazas
un ataque no puede salir de un pa´ıs del jugador y entrar a otro a trave´s de un
enemigo.
3. Intereses de cada pa´ıs independientes El intere´s de cada pa´ıs se ha conside-
rado independiente del de los dema´s.
4. Propagacio´n sin objetivo Al propagar las amenazas del enemigo por los pa´ıses
del defensor, no se ha tenido en cuenta el intere´s de los rivales en cada pa´ıs.
Valoracio´n de las defensas
La valoracio´n de las defensas cuantifica la defensa para poder optimizarla. Se calcula
para una matriz de asignaciones concreta, por lo que opera con:
Nu´mero de soldados en cada pa´ıs
Intere´s en defender cada pa´ıs
Amenazas recibidas
La ecuacio´n 4.32 valora las defensas como la cantidad de intere´s de pa´ıses que logra








El ca´lculo se reduce a la probabilidad de defensa de cada pa´ıs Pdef p y continente Pdef c.
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Propagacio´n de las amenazas
La propagacio´n de amenazas mostrada en la figura 4.56, extiende las amenazas del
enemigo por los pa´ıses del defensor, calculando el ma´ximo dan˜o que puede llegar a
hacer a cada pa´ıs. Para cada pa´ıs, solamente se tiene en cuenta la mayor amenaza que
llega hasta e´l.
propagarAmenazas ( ){
//Todo pa ı´s e s t a de fend ido has ta que no l o amenacen .
f o r a l l p DefPais (p) = 1
//Para cada amenaza
f o r a l l a in amenazas
indiceDefensaAmenaza = propagarAmenaza ( a )
f o r a l l p DefPais (p) = DefPais (p) indiceDefensaAmenaza [ p ] ;
}
propagarAmenaza ( amenaza ){
f o r a l l p p a i s e s V i s i t a d o s [ p ] = −1
f o r a l l p ind i c eDe f ensa [ p ] = 1
propagarAmenaza ( amenaza . pais , amenaza . f u e r za )
}
propagarAmenaza ( pais , amenaza ){
// F ina l i z a l a r e cu r s i v i d ad s i ya ha pasado e s t a amenaza o una mayor
i f ( amenaza <= p a i s e s V i s i t a d o s [ pa i s ] ) return
//Guarda l a amenaza maxima r e c i b i d a en e l pa i s y cambia su de fensa
p a i s e s V i s i t a d o s [ pa i s ] = amenaza ;
ind i c eDe f ensa [ pa i s ] = de f ensaPa i s ( so ldadosPa i s [ pa i s ] , amenaza )
f o r a l l v in vec ino s
propagarAmenaza (v , amenazaReducida )
}
 
Figura 4.56: Algoritmo de propagacio´n de amenazas
La amenaza reducida se calcula segu´n la ecuacio´n 4.33. Al contar el nu´mero de vecinos
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si NumVecinos > 1,
Am − CosteIndiceDef − 1 en caso contrario
(4.33)
Funcio´n de defensa de un pa´ıs
La funcio´n de defensa de un pa´ıs debe decir, en funcio´n de la amenaza recibida y
de el nu´mero de defensores en ese pa´ıs, cua´l es la probabilidad de que sea defendido
DefPais(Sd, A). No es igual a la probabilidad de e´xito del ataque porque ahora s´ı se
tiene en cuenta que el jugador atacante debe decidir si realizar el ataque o no.
Es muy importante que esta funcio´n no crezca demasiado ra´pido. Si con un nu´mero
de defensores no muy alto logra una gran defensa, an˜adir soldados no aportara´ nada y
nunca podra´ sobredefender los pa´ıses ma´s importantes.
Se parte de la funcio´n sigmoidal f(x) = 1
1+e−x que se utilizaba para el caso de la
probabilidad de e´xito de los ataques. Basta con modificar x para que dependa de la
relacio´n entre A y Sd.
Esta funcio´n no contempla que los pa´ıses con un u´nico soldado tienen una defensa mucho
menor, debido a que solamente se lanza un dado. Para compensar esto, se eleva al














si def = 1
(4.34)
En la gra´fica 4.57 puede verse co´mo el aumento de la defensa para una amenaza de 10
soldados tiene el efecto deseado.
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Figura 4.57: Defensa de un pa´ıs para una amenaza de 10 soldados
Defensa de un continente
Al igual que en el ca´lculo del dominio del continente en el estado difuso, solamente se
tienen en cuenta los pa´ıses frontera y su defensa se considera independiente, por lo que





Bu´squeda de la mejor defensa
La bu´squeda de la mejor defensa utiliza la valoracio´n de defensas para encontrar la
distribucio´n de los soldados de cada grupo que la maximiza.
Un problema, en el que se deben defender n pa´ıses y para ello se tienen que asignar
soldados agrupados en m grupos de soldados, se define mediante los siguientes elementos:
Paises a defender: Xi, 1 ≤ i ≤ n
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Intere´s en que cada pa´ıs sea defendido: Ii, 1 ≤ i ≤ n
Amenaza recibida por cada pa´ıs frontera desde el exterior: Ai, 1 ≤ i ≤ n
Grupos de soldados que pueden repartirse entre varios pa´ıses: Gi, 1 ≤ i ≤ m
• Nu´mero de soldados a asignar: Ni, 1 ≤ i ≤ m
• Si puede asignarse o no a cada pa´ıs
En este caso, se define la matriz de asignaciones MA como:
MA =

x11 x12 . . . x1m




xn1 xn2 . . . xnm

De este modo el problema se reduce a dar un valor a cada xij . Adema´s, las posibles
soluciones a este problema de asignacio´n esta´n sujetas a dos tipos de restricciones:
1. Si el grupo j no puede asignar sus soldados al pa´ıs i, entonces xij = 0.
2. Un grupo debe asignar exactamente su nu´mero de soldados:
∑n
i=0 xij = Nj
Solucio´n mediante un proceso de bu´squeda heur´ıstica
Tras descartar otras aproximaciones, como la investigacio´n operativa o los algoritmos
evolutivos, se aplica un algoritmo de bu´squeda en el espacio de todas las posibles matrices
que cumplen las restricciones expuestas.
El algoritmo de bu´squeda escogido es el enforced hill climbing. Este algoritmo realiza
una bu´squeda en amplitud desde la matriz actual y cuando encuentra una matriz mejor
la convierte en la actual y comienza de nuevo la bu´squeda en amplitud. Se define como
para´metro de configuracio´n el nu´mero de niveles de bu´squeda ma´ximos para la bu´squeda
en amplitud PC NivHill . Si en esa bu´squeda en amplitud no encuentra ninguna matriz
mejor que la actual, esa sera´ la condicio´n de parada.
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Este algoritmo es vulnerable a ma´ximos locales, ya que su condicio´n de parada es que el
nodo actual no tenga ningu´n hijo mejor que e´l, no realiza backtracking ni sigue profun-
dizando en el a´rbol. Por esto, se procurara´ inicializar la matriz de forma inteligente para
que este´ lo ma´s cerca posible del o´ptimo global mejorando el resultado y la velocidad
del algoritmo.
Habra´ que definir dos partes: la inicializacio´n de la matriz y el proceso de generacio´n de
hijos.
Inicializacio´n de la matriz
La inicializacio´n de la matriz intenta alcanzar los siguientes objetivos:
1. Frenar las amenazas lo antes posible. Es decir, lo ma´s cerca de la frontera
posible.
2. Cada grupo de soldados se asigna para frenar las amenazas correctas. En
concreto, cada grupo puede asignarse para defender varias amenazas. Es necesario
asignar cada amenaza al grupo que menos amenazas pueda atender y cada grupo
a las amenazas que puedan ser atendidas por menos grupos.
3. Amenazas iguales deben intentar atenderse de forma similar. No tiene
sentido dejar de defender una amenaza para atender mejor otra, ya que esto que-
dara´ como tarea para el proceso de mejora. Por lo tanto, se intentara´n repartir los
soldados equitativamente para defender las diferentes amenazas.
4. Dar preferencia a las amenazas que producen ma´s dan˜os
El resultado de intentar aplicar estos factores es el algoritmo mostrado en la figura 4.58
Generar matrices hijas
Dada una matriz, se generan matrices parecidas a ella. Para ello se realiza una transfe-
rencia de tropas, es decir, se pasan soldados de un pa´ıs a otro.
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Para cada amenaza vemos que paı´ s e s t i e n e que de fender en cada n i v e l .
Para cada amenaza estudiamos e l dan˜o que hace por s i s o l a .
Para cada grupo vemos cuantas amenazas pueden atender .





Para cada amenaza ( en orden de dan˜os ) buscamos f r e n a r l a .
Para cada n i v e l en e l que puede s e r f renada
Para cada paı´s en e l que hay que a t ende r l a
Calculamos l a amenaza que debe f r e n a r s e
Para cada grupo ( en orden de amenazas que pueden atender )
S i podemos atender e l paı´s l o atendemos
Actual izamos numero de amenazas que puede f r e n a r cada grupo
 
Figura 4.58: Algoritmo de inicializacio´n de defensas
Para cada pareja de pa´ıses (p, q) hay Gt ∈ [0,m] grupos que pueden asignar soldados a
ambos pa´ıses. Todos estos grupos pueden transferir hasta xg,p soldados al pa´ıs q. Esto
significa que hay una transferencia por cada soldado del grupo y cada pa´ıs al que puede
ser transferido, por lo que no pueden utilizarse todas.
Para descartar transferencias se toman dos medidas:
Coger so´lo el grupo que ma´s soldados puede transferir Para cada pareja de
pa´ıses (p, q) so´lo se consideran las transferencias del grupo G que maximiza xG,p con
q ∈ G.
Considerar un subconjunto de transferencias El grupo G puede pasar de 1 a
xG,p soldados pero solamente selecciona un subconjunto, para lo que se utilizan dos
criterios:
1. Transferencias rango: Se seleccionan PC NumTransfRango transferencias. Siempre se
seleccionan la transferencia de un soldado y la de todos los soldados. En caso de
que haya ma´s transferencias se seleccionan equidistantes.
2. Transferencia mejor: Se supone que las amenazas que recibe cada pa´ıs son inde-
pendientes y se busca la transferencia que maximiza la suma de las defensas de
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ambos pa´ıses.
Determinar amenazas de defensa
Las amenazas con las que trabaja el algoritmo de defensas son distintas de las calculadas
por el algoritmo de amenazas, por lo que deben recalcularse. Las diferencias entre los
dos tipos de amenaza son:
Las amenazas de defensas solamente tienen un pa´ıs y una fuerza.
El algoritmo de defensas solamente considera las amenazas sobre los pa´ıses fron-
tera.
El algoritmo de defensas so´lo considera una amenaza por pa´ıs.
Por lo tanto, hay que juntar todas las amenazas calculadas en el algoritmo de amenazas
en una amenaza por cada pa´ıs frontera y calcular su fuerza. Para esto, todas las amenazas
que contengan una frontera se asignan a la primera frontera que atacan. En la figura
4.59 se muestra un pseudoco´digo del algoritmo.
F es e l conjunto de paı´ s e s f r o n t e r a
Para cada jugador enemigo e
Para cada paı´s f r o n t e r a Pf ∈ F
// fue r za sRea l i z ada sPa i sPa i s [ pa isOrigen ] [ PaisDest ino ]
Para cada amenaza que contenga Pf y no tenga otro p ∈ F antes
fuerzasAmenazasPais [ pa i sDes t ino ] [ amenaza . pa i sOr igen ] += fuerzaAmenaza
fuerzaAmenazasPaisTotal = unionAmenazas ( fuerzasAmenazasPais [ pa i sDes t ino ] )
amenazasCalculadas [ Pf ] [ e ] = max(1 , fuerzaAmenazasPaisTotal )
amenaza [ Pf ] = unionAmenazas ( amenazasCalculadas [ Pf ] )
 
Figura 4.59: Algoritmo que determina las amenazas de defensa
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Una amenaza i con Si soldados, Pi probabilidad de realizacio´n y Qi pa´ıses conquistados
de los cuales Qdef i pertenecen al defensor se transforman en una amenaza de fuerza Ai





Par unir las fuerzas de las amenazas que llegan a la frontera, se siguen las siguientes
reglas:
1. Las del mismo pa´ıs de origen se suman.
2. Las amenazas recibidas de pa´ıses distintos se unen.
Unio´n de amenazas La unio´n de amenazas junta varias amenazas en una. Una
opcio´n ser´ıa sumarlas, pero esto ser´ıa erro´neo puesto que debe ser mayor una amenaza
de fuerza 30 que tres de 10. Por consiguiente, se ordenan las amenazas por su fuerza en
orden descendente de modo que A0 es la mayor y se define el para´metro de configuracio´n
PC RedAm que define el peso de la amenaza i como RedAmi. La ecuacio´n 4.37 muestra





Camino de las tropas
El algoritmo de camino de las tropas completa la informacio´n de defensas especificando
desde que´ pa´ıs se atiende cada asignacio´n de defensas. Esto es necesario para calcular
la probabilidad de e´xito del plan y para poder ejecutarlo.
Los factores que se intenta optimizar son:
Maximizar la probabilidad de e´xito de los ataques: Dedicar al ataque mayor nu´me-
ro de soldados que los que indica su factor de riesgo.
138 Estudio y aplicacio´n de algoritmos de bu´squeda al juego del Risk
A´lvaro Torralba Arias de Reyna 4.5 Desarrollo Heur´ısticas
Maximizar la capacidad de alcanzar las defensas deseadas, aun si los ataques no
salen como los esperados. Para esto, es beneficioso situar los soldados en pa´ıses
que puedan transferir soldados a varios pa´ıses.
Para obtener el camino de las tropas se calcula, para cada grupo de soldados que deben
asignarse a un pa´ıs y pueden asignarse desde varios pa´ıses, el beneficio obtenido por
asignarlo desde cada pa´ıs. Los soldados se reparten entre los pa´ıses proporcionalmente a
dicho beneficio. Dado que el beneficio se calcula pra cada grupo por separado y depende
de la asignacio´n del resto de grupos, el ca´lculo se repite durante PC NumItCam iteraciones.
Mientras no se a l cance e l nu´mero de i t e r a c i o n e s ma´ximas
Para cada a s i g n a c i o´n
Obtener l o s paı´ s e s desde l o s que se puede atender
Ca lcu la r e l va l o r para cada paı´s dadas e l r e s t o de a s i g n a c i o n e s
Repart i r l o s so ldados proporc ionalmente a l b e n e f i c i o
 
Figura 4.60: Algoritmo de camino de las tropas
La ecuacio´n 4.38 muestra como calcular el beneficio que aporta el atender una asigna-
cio´n de soldados desde un pa´ıs, B, como la media ponderada de beneficio de cada uno
de los factores mencionados: probabilidad de e´xito de los ataques Ba y capacidad de
redistribucio´n de tropas Br.
B = PC PCamABa + PC PCamRBr (4.38)
Beneficio por probabilidad de los ataques El beneficio por probabilidad de los
ataques es la suma de la probabilidad de e´xito de cada a´rbol de ataques del plan, dado
el nu´mero de soldados que llegan a cada pa´ıs segu´n esa asignacio´n. Esta puede ser
aproximada tal y como se explica en la seccio´n 4.3.7, pa´gina 88.
Beneficio por redistribucio´n de los caminos Ante un imprevisto en el resultado
de los ataques puede ser bueno cambiar el pa´ıs asignado para un grupo de soldados. Por
esto, en la eleccio´n del camino es positivo situar los soldados en pa´ıses desde los que
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pueden llegar a otros pa´ıses mediante fortificaciones. Esto es especialmente importante
en aquellos pa´ıses con pocos defensores puesto que es ma´s probable que se queden sin
defensas si sus soldados se pierden en ataques.
Por lo tanto, para cada pa´ıs se suma el nu´mero de soldados que podr´ıan fortificarse
hasta e´l, Ci dividido entre el nu´mero de defensores planeado para ese pa´ıs Dp.









Parametro Descripcio´n Valores Valor
PC NivHill Nu´mero de niveles de bu´squeda en am-
plitud dentro del algoritmo enforced hill
climbing.
[0,∞) 0
PC NumTransfRango Nu´mero de transferencias que se conside-
ran al generar los hijos de una matriz de
asignacio´n.
[0,∞) 0
PC VDefCont Valor aportado por defender todos los
pa´ıses de un continente.
[0,∞) 10000
PC ExpDivAmVec Exponente al que se eleva el nu´mero de
vecinos de un pa´ıs para reducir la amenaza
al pasarla a varios pa´ıses.
[0, 1] 0,5
PC RedAm Para´metro que permite reducir la fuerza
de las amenazas al unirlas.
[0, 1] 0,5
PC PCamA Peso de la probabilidad de los ataques en
el ca´lculo de los caminos de las tropas
[0−∞) 10
PC PCamR Peso de la redistribucio´n de soldados en el
ca´lculo de los caminos de las tropas
[0−∞) 1
PC NumItCam Nu´mero de iteraciones en el ca´lculo del ca-
mino de las tropas
[1−∞) 2
Tabla 4.7: Para´metros del algoritmo de camino de las tropas
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4.5.6. Fuerza de un jugador
Segu´n los trabajos anteriores (ve´ase la seccio´n 2.4.2, pa´gina 16) los factores que influyen
en la fuerza del jugador son:
1. Maximizar el numero de soldados actuales.
2. Maximizar el nu´mero de refuerzos esperados en el siguiente turno.
3. Minimizar el nu´mero de pa´ıses frontera.
4. Maximizar el nu´mero de soldados en los pa´ıses frontera.
5. Maximizar el soporte log´ıstico a los pa´ıses frontera.
En este proyecto los tres u´ltimos factores, relativos a los pa´ıses frontera del jugador,
esta´n considerados impl´ıcitamente al realizar las predicciones a corto y largo plazo.
Una clasificacio´n lo´gica de los factores es agruparlos por los datos del ana´lisis de la
posicio´n que se utilizan para calcularlos. De este modo, la fuerza de un jugador j se
compone por su fuerza actual Faj , fuerza futura inmediata Ffi j y fuerza futura lejana
Ffl j como se muestra la ecuacio´n 4.40:
Fj = Faj + Ffi j + Ffl j (4.40)
Fuerza actual
La fuerza actual se calcula a partir del estado base del plan y su informacio´n de defensas
y mide las fuerzas que tiene el jugador en esa posicio´n:
1. Nu´mero de pa´ıses (NumPaisj)
2. Nu´mero de soldados (NumSold j)
3. Nu´mero de cartas (NumCartasj): mide el beneficio de conseguir una carta atacan-
do y varias matando a otro jugador. Se multiplica por el valor de canjear cartas
VCartas dividido entre el nu´mero de cartas necesario para canjear, 3.
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No se tienen en cuenta los continentes porque no aportan ningu´n beneficio si no se
defienden hasta el siguiente turno.
Por lo tanto, la fuerza actual se calcula mediante la ecuacio´n 4.41:





La fuerza futura inmediata se calcula a partir de la posicio´n estimada en la prediccio´n
a corto plazo para el inicio del turno del jugador, donde P (p ∈ j) y P (c ∈ j) son la
probabilidad de que el jugador j tenga el pa´ıs p y el continente c, respectivamente. Se
obtiene a partir de:
1. Pa´ıses defendidos (PaisDef j): Permite que el agente intente tener todos los pa´ıses




P (p ∈ j)
2. Soldados supervivientes (SoldDef j): Permite que el agente intente retirarse de
las zonas de conflicto en las que pueden morir muchos soldados. Se asume que




(SpP (p ∈ j))
3. Refuerzos conseguidos (Ref j): Permite que el agente intente conquistar continentes
y pa´ıses para recibir ma´s soldados. Se recibe un soldado por cada tres pa´ıses con
un mı´mimo de tres y el bono de los continentes que tiene el jugador:






(P (c ∈ j)Rc)
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Por lo tanto, la fuerza futura inmediata se calcula mediante la ecuacio´n 4.42:
Ffi j = PaisDef jPC FfiPais + SoldDef jPC FfiSold + Ref jPC FfiRef (4.42)
Fuerza futura lejana
La fuerza futura lejana se calcula a partir del dominio a medio plazo del jugador, donde
Dj,p y Dj,c son el dominio a medio plazo del jugador sobre el pa´ıs p y el continente c,
respectivamente. Se obtiene a partir de:
1. Pa´ıses dominados (PaisDom): Permite que el agente se extienda por zonas que va





2. Continentes dominados (ContDom): Permite que el agente ataque continentes que





Por lo tanto, la fuerza futura lejana se calcula mediante la ecuacio´n 4.43:
Ffl j = PaisDomjPC FflPais + ContDomjPC FflCont (4.43)
4.5.7. Refinamiento del plan
El refinamiento del plan se encarga de completar la informacio´n de defensas del plan
escogido en dos casos:
1. Al escoger el plan.
2. Al conquistar un pa´ıs.
Estudio y aplicacio´n de algoritmos de bu´squeda al juego del Risk 143
Cap´ıtulo 4. Desarrollo A´lvaro Torralba Arias de Reyna
Parametro Descripcio´n Valores Valor
PC FaPais Valor pa´ıs actual (−∞,∞) 1
PC FaSold Valor soldado actual (−∞,∞) 1.5
PC FaCartas Valor cartas (−∞,∞) 15
PC FfiPais Valor pa´ıs corto plazo (−∞,∞) 2
PC FfiSold Valor soldado corto plazo (−∞,∞) 3
PC FfiRef Valor refuerzos corto plazo (−∞,∞) 1000
PC FflPais Valor pa´ıs medio plazo (−∞,∞) 5
PC FflCont Valor continente medio plazo (−∞,∞) 200
Tabla 4.8: Para´metros del algoritmo de fuerza de un jugador
Refinamiento del plan al escogerlo La informacio´n de defensas del plan calculada
en su valoracio´n estaba muy limitada para reducir el tiempo del ana´lisis. Aqu´ı se realizan
de nuevo los algoritmos de amenazas y defensas para obtener las defensas definitivas del
plan. Estos algoritmos esta´n configurados con otros para´metros que les permiten ser
ma´s exactos.
Refinamiento del plan al conquistar un pa´ıs Al conquistar un pa´ıs, hay que
decidir cuantos soldados se traspasan. La informacio´n de defensas ha supuesto el coste
medio del ataque, por lo que hay que actualizarla con el nu´mero de supervivientes real.
La prediccio´n de amenazas calculada en el primer refinamiento del plan sigue siendo va´li-
da y no es necesario recalcularla pero, al cambiar el nu´mero de soldados esperado/real,
puede que el reparto calculado ya no sea o´ptimo.
Por lo tanto, los pasos a seguir son:
1. Ajuste de los soldados del grupo asociado al pa´ıs origen del ataque proporcional-
mente al reparto anterior. Si los soldados del grupo dan negativo es que no quedan
soldados suficientes para hacer los ataques planificados y debe replanificarse.
2. Algoritmo de defensa para optimizar las defensas segu´n el nuevo nu´mero de sol-
dados.
144 Estudio y aplicacio´n de algoritmos de bu´squeda al juego del Risk
A´lvaro Torralba Arias de Reyna 4.5 Desarrollo Heur´ısticas
Parametro Descripcio´n Valores Valor
PC NumMaxAm Nu´mero ma´ximo de amenazas expandidas [1,∞) 1000
PC MinEx Mı´nima probabilidad de e´xito para exten-
der la amenaza.
[0, 1] 0,8
PC MinPUtilMax Porcentaje mı´nimo sobre la utilidad ma´xi-
ma que debe tener la utilidad ma´xima es-
perada de una amenaza para ser valorada.
[0, 1] 0,2
PC MinProbEsper Probabilidad mı´nima esperada que debe
tener una amenaza para ser valorada.
[0, 1] 0,01
PC NivHill Nu´mero de niveles de bu´squeda en am-
plitud dentro del algoritmo enforced hill
climbing.
[0,∞) 1
PC NumTransfRango Nu´mero de transferencias que se conside-
ran al generar los hijos de una matriz de
asignacio´n.
[0,∞) 5
Tabla 4.9: Para´metros del algoritmo de refinamiento del plan
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4.5.8. Prioridad del plan
La prioridad del plan es la heur´ıstica que gu´ıa el algoritmo de bu´squeda para encontrar
el mejor plan.
Es importante explorar buenos planes porque, aunque la funcio´n de valoracio´n de un
plan sea perfecta, sino se examinan los mejores planes no sera´n seleccionados.
La prioridad del plan se calcula a partir de tres factores:
1. Valor del padre (Vpadre): Intenta que se profundice en los planes que van mejor.
Sin embargo, un peso demasiado alto puede hacer que la bu´squeda se estanque en
ma´ximos locales.
2. Prioridad de pa´ıs conquistado (Pp): Dirige la bu´squeda hacia los pa´ıses ma´s in-
teresantes.
3. Estructura del ataque (Ea): Intenta que se realicen los ataques desde el mejor pa´ıs
origen.
Antes de combinar estos factores, se les aplica la normalizacio´n de la ecuacio´n 4.44 para




La ecuacio´n 4.45 muestra la prioridad de atacar el pa´ıs p dado el plan Padre:
Pplan = N(Vpadre)PC Vp + N(Pp)PC Pp + N(Ea)PC Ea (4.45)
El problema de realizar la normalizacio´n mencionada es que, al recibir un factor que es
un nuevo ma´ximo, cambia la prioridad de toda la lista y debe reordenarse. Se define como
para´metro de configuracio´n PC Nr , que marca cuantos nodos deben estar desordenados
para reordenar la lista.
El retrasar la ordenacio´n tiene dos efectos positivos:
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1. Ahorra tiempo gracias a evitar reordenar la lista cada vez que se examina un plan.
2. Examina ma´s planes antes de saltar al nuevo plan con mejor valor. De este modo,
aunque reduce un poco la profundidad de los planes examinados, aumenta las
probabilidades de examinar planes diferentes.
Prioridad del pa´ıs conquistado
La prioridad de conquistar el pa´ıs p depende de los siguientes factores:
1. Intere´s del dominio a medio plazo (Idp): el intere´s de ese pa´ıs calculado en la
prediccio´n a medio plazo.
2. Intere´s de conquistar el pa´ıs (Icp): el intere´s de conquista de ese pa´ıs calculado en
la prediccio´n a corto plazo.
3. Utilidad de matar al enemigo (Ue): La probabilidad de poder conquistar todos los




4. Utilidad de conquistar el continente (Uc): La probabilidad de poder conquistar
todos los pa´ıses del continente C por los refuerzos que aporta:
Uc = Pconq(C)RC
5. Reduccio´n de fronteras (Uf ): El nu´mero de fronteras que reduce, es decir el nu´mero
de pa´ıses vecinos cuya u´nica frontera es el pa´ıs conquistado menos uno si tiene
algu´n vecino enemigo. Solamente se tiene en cuenta si es positivo:
Uf = max(0,NumVecinosUnicaFrontera − EsFrontera)
La ecuacio´n 4.46 calcula la prioridad del pa´ıs como la media ponderada de todos estos
factores.
Pp = IdpPC Id + IcpPC Ic + UePC e + UcPC c + UfPC f (4.46)
Estudio y aplicacio´n de algoritmos de bu´squeda al juego del Risk 147
Cap´ıtulo 4. Desarrollo A´lvaro Torralba Arias de Reyna
La probabilidad de poder conquistar un conjunto de pa´ıses objetivo O, Pconq(O) se
obtiene con el algoritmo de la figura 4.61.
P1 a Pn son l o s paı´ s e s prop io s
O1 a Om son l o s paı´ s e s o b j e t i v o
S1 a Sn es e l nu´mero de so ldados en l o s paı´ s e s prop io s menos 1
Cq(p) = 1 + CosteAtaque (p ) : c o s t e de conqu i s ta r e l paı´s enemigo p
Cq(p) = i n f i n i t o s i p es de l jugador
Se c a l c u l a e l camino m´ınimo ent re paı´ s e s con e l a lgor i tmo de Floyd :
C(Pi, Oj) es e l camino m´ınimo desde Pi hasta Oj
C(Oi, Oj) es e l camino m´ınimo desde Oi hasta Oj
So ldadosNecesar io s = 0
Mientras queden paı´ s e s en l a l i s t a de o b j e t i v o s
Coger i y j que minimizan V = (C(Pi, Oj)− Si)
So ldadosNecesar io s += max(0, V )
Si = max(0, Si− C(Pi, Ej))
Para todo k : C(Pi, Ok) = min(C(Pi, Ok), C(Oj , Ok))
El iminar Oj de l a l i s t a de o b j e t i v o s
ProbConquistarObjet ivos = 1 − DefPaisS igmoidal ( So ldadosNecesar ios ,
Posic ionamientosTurno )
 
Figura 4.61: Algoritmo de probabilidad de poder conquistar paises
Estructura del ataque
Generalmente, para mejorar las probabilidades de e´xito del ataque y distribuir bien
los soldados, es mejor atacar los pa´ıses en listas que en a´rboles. Esto es as´ı porque los
a´rboles requieren dividir las tropas por varios caminos.
Por esto, el valor de la estructura del ataque es 0 si el nuevo ataque genera una nueva
rama en el a´rbol de ataques, y 1 en caso contrario.
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Parametro Descripcio´n Valores Valor
PC Vp Peso del valor del plan padre (−∞,∞) 1.5
PC Pp Peso de la prioridad del pa´ıs (−∞,∞) 2
PC Ea Peso de la estructura de ataques (−∞,∞) 1
PC Id Peso del intere´s de dominio (−∞,∞) 5
PC Ic Peso del intere´s de conquista (−∞,∞) 15
PC e Peso del factor de matar al enemigo (−∞,∞) 1000
PC c Peso del factor de conquistar continente (−∞,∞) 750
PC f Peso del factor de reducir fronteras (−∞,∞) 500
PC Nr Nu´mero de nodos desordenados hasta
reordenar la lista de planes.
[0,∞) 5
Tabla 4.10: Para´metros del algoritmo de prioridad del plan
4.5.9. Ejecucio´n del plan
La ejecucio´n del plan selecciona las acciones concretas que se realizara´n durante el turno
para cumplir el plan, reaccionando de forma flexible a los diferentes sucesos aleatorios
que pueden darse durante la realizacio´n de los ataques. Adema´s, durante el proceso de
ejecucio´n, se debera´ comprobar que el plan sigue siendo factible y, en caso contrario,
replanificar disen˜ando un nuevo plan.
La figura 4.62 muestra un esquema de las fases del turno y las decisiones de ejecucio´n
asociadas con cada una de ellas.
Canjear cartas o no
Como la utilidad de reservar los soldados es dif´ıcil de calcular y lo ma´s comu´n es que lo
mejor sea obtener los soldados lo antes posible, se simplifica esta decisio´n y siempre se
canjean las cartas en cuanto sea posible.
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Figura 4.62: Decisiones de ejecucio´n en cada fase de la partida
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Orden de los ataques
Cada vez que se ataca, el resultado aporta informacio´n u´til para decidir si replanificar o
no, por lo que el orden de los ataques influye en la capacidad de replanificacio´n del agente.
Lo mejor ser´ıa realizar primero los ataques ma´s importantes (que deben ejecutarse con
mayor probabilidad). Sin embargo, no es sencillo determinar la importancia de un ataque
por lo que se utiliza otro criterio.
Si va a ser necesario replanificar, es mejor hacerlo lo antes posible para poder decidir
si incluir o no los ataques planificados inicialmente. Por esto, la estrategia seguida es
seleccionar el a´rbol de ataques que tenga menor probabilidad de e´xito.
Para seleccionar un ataque dentro del a´rbol de ataques, se escoge el pa´ıs con ma´s soldados
defensores. Ningu´n jugador humano realiza sus ataques en este orden porque atacar cada
vez a un pa´ıs distinto resulta una tarea pesada. Sin embargo, eso no es un inconveniente
para el agente y hace que se pueda considerar que los ataques son simulta´neos, lo que
aumenta la probabilidad de e´xito.
Figura 4.63: Ejemplo del orden de los ataques
Ejemplo del orden de los ataques La figura 4.63 muestra un ejemplo del orden que
seguir´ıan los ataques suponiendo que todos los ataques los gana el atacante muriendo
dos soldados defensores.
En primer lugar atacar´ıa P1 hasta quedar 4 soldados, atacar´ıa P2 y seguir´ıa alternando
ataques hasta conquistar P1. En ese momento los otros dos pa´ıses no conquistados
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tendr´ıan uno o dos soldados.
A continuacio´n escoger´ıa A1 ya que su probabilidad de e´xito es menor y atacar´ıa P3 por
tener ma´s soldados.
Replanificacio´n
Mientras se ejecuta el plan es posible que los resultados de los ataques provoquen que
el plan ya no sea la mejor opcio´n. En ese caso debe rehacerse el plan.
Lo ideal ser´ıa aprovechar los ana´lisis realizados en la bu´squeda del mejor plan para
acelerar la generacio´n del nuevo plan. Sin embargo, no hay un modo sencillo de hacerlo,
por lo que en este proyecto la replanificacio´n consiste en crear un plan entero desde cero,
consumiendo el doble de tiempo en el turno.
Replanificacio´n por derrota Al perder soldados tras realizar un ataque, debe com-
probarse si realizar una replanificacio´n por tener menos soldados restantes de los espe-
rados. Para ello, basta con que se cumpla alguna de las siguientes condiciones:
Hay una gran diferencia entre los soldados perdidos Sm y el coste realizado Creal , lo
que puede provocar que los pa´ıses no puedan ser bien defendidos. El coste realizado
es el coste estimado en el plan inicial menos el coste estimado en el plan actual.
Replanifica si:
Sm − Creal > PC LimCost y Sm
Creal
> 1 + PC LimPorcCost
La misma condicio´n que la anterior pero contando ahora los soldados perdidos y
coste realizado en una sola rama del a´rbol. En este caso se utilizan PC LimCostRama
y PC LimPorcCostRama . En los nodos que tienen varias continuaciones, el coste
realizado en la parte superior del a´rbol se reparte proporcionalmente al coste de
cada rama.
Mientras realiza el ataque a un pa´ıs, se detecta que no quedan suficientes soldados
para realizar los ataques planificados. Se puede detectar a trave´s de la diferencia
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entre soldados atacantes Sa y el factor de riesgo restante. Replanifica si:
FRrestante − Sa > PC DifFR y FRrestante
Sa
> 1 + PC DifPorcFR
Al conquistar un pa´ıs, durante el refinamiento del plan, se detecta que no quedan
suficientes soldados para realizar los ataques planificados.
No hay soldados suficientes para seguir atacando. El nu´mero mı´nimo de soldados
para atacar es 4 (tirada de 3 dados) si el contrario defiende con dos soldados y 3
(tirada de 2 dados) si el contrario defiende con un solo soldado.
Replanificacio´n por victoria Al conquistar un pa´ıs se comprueba si se tienen mu-
chos ma´s soldados de los esperados. Replanifica si:
Sm − Creal < PC LimCostVic y Sm
Creal
< 1− PC LimPorcCostVic
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Parametro Descripcio´n Valores Valor
PC LimCost L´ımite mı´nimo de la diferencia de coste
para replanificar.
[1−∞) 7
PC LimPorcCost L´ımite mı´nimo en porcentaje de la dife-
rencia de coste para replanificar.
(0−∞) 0,6
PC LimCostRama L´ımite mı´nimo de la diferencia de coste en
una rama para replanificar.
[1−∞) 5
PC LimPorcCostRama L´ımite mı´nimo en porcentaje de la diferen-
cia de coste en una rama para replanificar.
(0−∞) 0,5
PC DifFR Diferencia entre el nu´mero de soldados y
el factor de riesgo de los ataques que debe
haber para replanificar.
[1−∞) 3
PC DifPorcFR Diferencia en porcentaje entre el nu´mero
de soldados y el factor de riesgo de los ata-
ques que debe haber para replanificar.
(0−∞) 0,5
PC LimCostVic L´ımite mı´nimo de la diferencia de coste
para replanificar por victoria.
[1−∞) 3
PC LimPorcCostVic L´ımite mı´nimo en porcentaje de la diferen-
cia de coste para replanificar por victoria.
(0−∞) 0,5
Tabla 4.11: Para´metros del algoritmo de replanificacio´n
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4.6. Manual de usuario
Para poder utilizar el agente desarrolado en el proyecto basta con seguir los siguientes
pasos:
1. Instalar el software Lux Delux 3
2. Introducir el agente Ender en Lux Delux. Basta con copiar los archivos .class
de la aplicacio´n y el fichero de configuracio´n configEnder.txt en el directorio
Agents de Lux:
Windows ⇒ Support/Agents/ en la carpeta de instalacio´n de Lux. (p.e.
C:/Program Files/Lux/Support/Agents/)
Mac ⇒ /Library/Application Support/Lux/Agents/
3. Iniciar el software Lux Delux y seleccionar al agente “Ender” en el menu´ de selec-
cio´n de jugadores.
Para obtener ma´s informacio´n acerca de co´mo ejecutar partidas en el software Lux Delux
consulte su manual de usuario.
4.7. Manual de referencia
En este manual se dan indicaciones para poder continuar el trabajo del agente, dando
los pasos para realizar algunas modificaciones t´ıpicas.
4.7.1. Cambiar para´metros de configuracio´n
Para modificar los para´metros de configuracio´n del agente descritos en esta memoria
basta con editar el fichero de configuracio´n configEnder.txt situado en la misma carpeta
que Ender.
3Lux Delux puede ser descargado libremente de su pa´gina web: http://sillysoft.net/lux/
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Este fichero consta de pares ‘atributo = valor’. Para modificar un para´metro debe mo-
dificarse su valor. El a´rbol de para´metros no resulta trivial, por lo que se recomienda
consultar las tablas de para´metros inclu´ıdas en el desarrollo de las heur´ısticas para saber
que´ para´metros se desean modificar.
Por ejemplo, para aumentar el nu´mero de amenazas calculadas para cada pa´ıs en el
refinamiento del plan se edita la l´ınea mostrada en la figura 4.64.
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . maxNumAmenazasPais=1000
 
Figura 4.64: L´ınea de fichero de configuracio´n
4.7.2. Nuevos algoritmos
Para an˜adir un nuevo algoritmo al sistema es necesario implementar PConfigNombre y
AlgNombre, siguiendo las plantillas de las figuras 4.65 y 4.66, respectivamente.
La mayor´ıa de los algoritmos solamente tienen una funcio´n. ParamFunc puede ser reem-
plazado por los para´metros que se deseen (uno o varios y de cualquier tipo). ResFunc
tambie´n puede ser de cualquier tipo, void incluido.
4.7.3. Nuevas implementaciones de algoritmos
Para agregar una nueva implementacio´n a un algoritmo se crea ImplAlg segu´n la plan-
tilla de la figura 4.67.
Adema´s, es necesario editar PConfigNombre para incluir la nueva implementacio´n y sus
para´metros:
1. An˜adir en tiposAlgoritmo el nombre del nuevo tipo.
2. An˜adir en getAlgoritmo el constructor de la nueva implementacio´n.
3. An˜adir en getParametros el constructor de los para´metros, si los hay.
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
public class PConfigAmenazas extends ParametroConf iguracionAlgor itmo {
stat ic St r ing [ ] t iposAlgor i tmo = {”NombreImpl1” , ”NombreImpl2” , . . . } ;
public PConfigAmenazas ( S t r ing nombre ) {
super ( nombre ) ;
}
protected Algoritmo getAlgor itmo ( St r ing t ipoAlgor i tmo ) {
i f ( t ipoAlgor i tmo . equa l s ( t iposAlgor i tmo [ 0 ] ) ) {
return new NombreImpl1 ( ) ;
} else i f ( t ipoAlgor i tmo . equa l s ( t iposAlgor i tmo [ 1 ] ) ) {






protected ParametrosConf igurac ion
getParametrosConf igurac ion ( St r ing t ipoAlgor i tmo ) {
i f ( t ipoAlgor i tmo . equa l s ( t iposAlgor i tmo [ 0 ] ) ) {
return new ParametrosConfiguracionNombreImpl1 ( ) ;
} else i f ( t ipoAlgor i tmo . equa l s ( t iposAlgor i tmo [ 1 ] ) ) {






public St r ing [ ] getTiposAlgor itmo ( ) {




Figura 4.65: Plantilla de PConfigNombre
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public abstract class AlgNombre extends Algoritmo{
public abstract ResFunc1 func ion1 ( ParamFunc1 param ) ;




Figura 4.66: Plantilla de AlgNombre
public class ImplAlg1 extends AlgNombre{
ParametrosConf igurac ion ImplAlg1 parametros ;
public ResFunc1 func ion1 ( ParamFunc1 param ){
// Implementacion
}
public void setParametrosConf igurac ion ( ParametrosConf igurac ion c o n f i g ){




Figura 4.67: Plantilla de ImplAlg
4.7.4. Utilizar para´metros u otros algoritmos en un algoritmo
Para utilizar para´metros u otros algoritmos se utiliza ParametrosConfiguracionImpl.
En la figura 4.68 se muestra co´mo incluir un para´metro double y un algoritmo en los
para´metros de configuracio´n de la implementacio´n.
4.7.5. Recoger datos de algoritmos
Para recoger datos del algoritmo, en su implementacio´n deben incluirse algunas llamadas
a me´todos heredados desde la clase Algoritmo:
1. Tiempo: this.iniciarMetodo() y this.finalizarMetodo() al inicio y al final
de la parte cuyo tiempo desea medirse, respectivamente.
2. Otros datos: this.addDato(new DatoDouble("nombreDato", dato)).
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
public class ParametrosConf iguracionImpl
implements ParametrosConf igurac ion {
private ParametroConfiguracionDouble parametroReal ;
private PConfigNombreOtro algor i tmoOtro ;
public ParametrosConfiguracionExtenderAmenazasPorCoste ( ) {
parametroReal = new ParametroConfiguracionDouble ( ” parametroReal ” ) ;
a lgor i tmoOtro = new PConfigNombreOtro ( ” algor i tmoOtro ” ) ;
}
public ArrayList<ParametroConfiguracion> getParametrosConf igurac ion ( ) {
ArrayList<ParametroConfiguracion> parametros =
new ArrayList<ParametroConfiguracion >() ;
parametros . add ( parametroReal ) ;
parametros . add ( algor i tmoOtro ) ;
return parametros ;
}
public AlgNombreOtro getAlgoritmoOtro ( ) {
return ( AlgNombreOtro ) ( a lgor i tmoOtro . getAlgor itmoConf igurado ( ) ) ;
}
public double getParametroReal ( ) {




Figura 4.68: Plantilla de ParametrosConfiguracionImpl
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4.7.6. Incluir el agente en otros juegos
Incluir el agente en otros juegos depende de la aplicacio´n externa en la que se desea
integrar. Dentro del sistema, lo u´nico importante es implementar una clase que hereda
de AplicacionRisk e implementa sus me´todos enviando las ordenes correspondientes a
la aplicacio´n.
Juegos en otros lenguajes o plataformas Para acoplar el agente con juegos que no
este´n realizados en Java puede implementarse una clase AplicacionRiskSocket que se
comunica mediante sockets con la aplicacio´n. En el juego externo deber´ıa implementarse
otro AgenteSocket que env´ıe las ordenes del juego y reciba los movimientos que el agente
quiere realizar.
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Resultados
El cap´ıtulo de resultados realiza pruebas sobre el agente y evalua su rendimiento.
En primer lugar se prueban los algoritmos de defensas. Despue´s, para el rendimiento del
agente se realizan partidas contra otros agentes y se evalu´an sus resultados y los tiempos
que tarda cada proceso del agente. Por u´ltimo, se hacen algunas observaciones acerca
del comportamiento inteligente que tiene el agente y su comparacio´n con los rivales a
los que se ha enfrentado.
5.1. Pruebas del algoritmo de defensas
Antes de pasar a evaluar el agente en su conjunto, se han realizado pruebas para evaluar
su algoritmo de defensas.
5.1.1. Definicio´n de los casos de prueba
Los algoritmos de defensas son evaluados en un conjunto de casos de prueba, que se
definen por:
Pa´ıses poseidos y conexiones entre ellos.
Intere´s de cada pa´ıs.
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Amenazas externas recibidas en cada pa´ıs.
Grupos de soldados asignables (nu´mero de soldados y posibles pa´ıses asignables).
Para cada caso de prueba definido, se aportan un esquema y una tabla. En el esquema
se muestra informacio´n acerca de los pa´ıses pose´ıdos y sus conexiones, las amenazas
recibidas en cada pa´ıs y el intere´s en defender cada uno de los pa´ıses. En la tabla se
aporta informacio´n acerca de los grupos de soldados que se poseen, con su nu´mero de
soldados y los pa´ıses a los que puede asignarse.
Caso de prueba 1
Grupo Soldados asignables Pa´ıses asignables
G1 15 Todos
G2 13 X2, X3
El caso de prueba 1 tiene como objetivo comprobar que se defiende en las fronteras
repartiendo los soldados entre los pa´ıses frontera de forma razonable (a las mismas
amenazas se pone el mismo nu´mero de soldados)
162 Estudio y aplicacio´n de algoritmos de bu´squeda al juego del Risk
A´lvaro Torralba Arias de Reyna 5.1 Pruebas del algoritmo de defensas
Caso de prueba 2
Grupo Soldados asignables Pa´ıses asignables
G1 10 Todos
G2 15 X1, X3
El caso de prueba 2 tiene como objetivo comprobar si es capaz de defender un conjunto
de pa´ıses en un pa´ıs interior a costa de no defender las fronteras.
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Caso de prueba 3
Grupo Soldados asignables Pa´ıses asignables
G1 7 Todos
G2 5 X1, X2, X3, X4
G3 5 X5, X6, X7, X8
El caso de prueba 3 tiene como objetivo comprobar si es capaz de defender un cluster
y descartar otro, en funcio´n del intere´s de sus pa´ıses cuando hay insuficientes soldados
para garantizar la defensa de todos.
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Caso de prueba 4
Grupo Soldados asignables Pa´ıses asignables
G1 10 Todos
G2 15 X2, X3, X5, X6, X7
G3 10 X1, X2, X4, X5
G4 7 X5, X6, X8
G5 3 X7, X9
El caso de prueba 4 tiene como objetivo comprobar el impacto en rendimiento, efectivi-
dad y eficiencia al aumentar el taman˜o del problema incrementando el nu´mero de pa´ıses
en un solo cluster.
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Caso de prueba 5
Grupo Soldados asignables Pa´ıses asignables
G1 25 Todos
G2 10 X1, X3
G3 5 X2, X3, X4
G4 10 X7, X8
G5 15 X9, X10, X11, X12, X13
El caso de prueba 5 tiene como objetivo comprobar el impacto en rendimiento en efec-
tividad y eficiencia al aumentar el nu´mero de pa´ıses y de clusters.
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5.1.2. Resultados
Para cada caso de prueba se aplican los siguientes algoritmos:
1. Algoritmo heur´ıstico de defensas (ve´ase la seccio´n 4.5.5, pa´gina 134)
2. Algoritmo de inicializacio´n: so´lo la parte de inicializacio´n del algoritmo heur´ıstico.
3. Algoritmo evolutivo (ve´ase la seccio´n B.4.2, pa´gina 213). Inicializando la poblacio´n
con el algoritmo de inicializacio´n.
4. Algoritmo evolutivo puro: inicializando la poblacio´n aleatoriamente.
Caso de prueba heuristico inicializacion evolutivo evolutivo puro
C1 0.9125 0.9125 0.9125 0.9125
C2 0.7942 0.0344 0.0353 0.7942
C3 0.2451 0.0439 0.0459 0.1583
C4 0.4640 0.1382 0.1349 0.4683
C5 0.5084 0.5084 0.4980 0.5316
Tabla 5.1: Resultado de los algoritmos de defensa
Caso de prueba heuristico inicializacion evolutivo evolutivo puro
C1 23 1 36 15
C2 0 0 16 16
C3 1 0 36 40
C4 4 0 60 120
C5 2 1 90 99
Tabla 5.2: Tiempo (ms) de los algoritmos de defensa
Los resultados de las pruebas del algoritmo de defensas son bastante positivos. Aunque
el algoritmo de algoritmos evolutivos logra unos resultados ligeramente superiores en los
casos ma´s complejos, el algoritmo heur´ıstico es ma´s constante, ya que consigue buenas
defensas en todos los casos de prueba. Adema´s es muy ra´pido, y no parece verse muy
afectado por el aumento del taman˜o del problema en nu´mero de pa´ıses.
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La inicializacio´n solamente funciona en casos muy ba´sicos pero es extremadamente ra´pi-
da y sirve para su funcio´n.
5.2. Evaluacio´n del agente
Para evaluar a Ender, se juegan partidas contra otros agentes. La configuracio´n de
para´metros utilizada puede ser consultada en el ape´ndice A, pa´gina 191.
Los oponentes de Ender son los agentes incluidos por defecto en Lux Delux. Hay doce
agentes, clasificados en tres niveles de dificultad: Fa´ciles, Intermedios y Dif´ıciles.
Todos estos agentes intentan conquistar continentes y mejorar su posicio´n. Sin embargo,
se diferencian en las estrategias preprogramadas que gu´ıan su comportamiento. El mayor
problema que presentan es que no pueden combinar estrategias fa´cilmente porque deben
concentrar todo su esfuerzo en la estrategia escogida, por ejemplo si deciden eliminar
un jugador no quitan un continente al rival.
Los oponentes de nivel fa´cil e intermedio son bastante inferiores, por lo que las pruebas
se centrara´n en los cuatro agentes dif´ıciles: Boscoe, EvilPixie, Killbot y Quo. Tambie´n
se han incluido pruebas contra otros dos agentes: Bort y Yakool. Sus estrategias son:
1. Boscoe Cuando no es el mejor jugador de la partida se vuelve muy agresivo,
dan˜ando en todo lo posible al jugador que considera que va ganando. Muchas
veces hace de a´rbitro, ya que si queda con dos jugadores mejores que e´l, al atacar
a uno de ellos desequilibra la partida a favor del otro.
2. EvilPixie Defensivo, siempre intenta asegurar sus territorios.
3. Killbot El que mejor mata a sus adversarios. Si ve un enemigo de´bil y cree que
puede matarlo dedica todo su esfuerzo a hacerlo.
4. Quo Basa su estrategia en minimizar sus fronteras y defenderlas.
5. Bort Agente de nivel dif´ıcil que fue retirado al incluir Killbot. Similar a Boscoe
pero se expande ma´s lentamente, intentando realizar un u´nico ataque por turno. ‘
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6. Yakool Agente de nivel mediano. Similar a Boscoe pero realiza ma´s ataques por
turno.
5.2.1. Prueba con distinto nu´mero de jugadores
Esta prueba evalu´a a Ender en el tablero cla´sico contra distintas combinaciones de
oponentes. Para ello, se utilizara´n los agentes de nivel dif´ıcil del Lux: Boscoe, EvilPixie,
Killbot y Quo. Se realiza la prueba para todas las combinaciones de enemigos posibles
sin repeticio´n en partidas de tres, cuatro y cinco jugadores.
El nu´mero de partidas jugadas ha sido bastante limitado debido al tiempo por partida.
Para cada combinacio´n de dos oponentes se han jugado 35 partidas, 210 en total. Para
las combinaciones de tres oponentes se han jugado 30 partidas, 120 en total. Para la
combinacio´n de todos los oponentes se han jugado 65 partidas. Las tablas 5.3 y 5.4
muestran el porcentaje de victorias de cada jugador segu´n la combinacio´n de oponentes
y un resumen, respectivamente.
El primer resultado a destacar es que Ender ha sido el ganador para todas las combi-
naciones de jugadores. Adema´s, su modelo es mucho ma´s adaptable a los cambios que
las estrategias predefinidas. Su nu´mero de victorias ronda siempre el 55 % con tres ju-
gadores y el 50 % con cuatro, independientemente de los oponentes. No se puede decir
lo mismo de sus oponentes, ya que ninguno ha logrado ser regular:
Boscoe ha sido el mejor rival de Ender en las combinaciones de tres jugadores pero
al aumentar el nu´mero de rivales ha descendido notablemente su rendimiento. Esto
se debe a que su estrategia agresiva puede funcionar con pocos jugadores pero en
una partida con muchos jugadores el dan˜o que puede hacer es mucho menor al
repartirse entre sus rivales.
Evilpixie depende bastante de la agresividad de sus oponentes, funcionando bien
cuando no le atacan demasiado (Quo) pero no tan bien cuando intentan quitarle
sus continentes (Boscoe).
Killbot mejora su porcentaje de victorias a medida que aumenta el nu´mero de
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Combinacio´n Ender Boscoe EvilPixie Killbot Quo
BE 19 (54,3 %) 9 (25,7 %) 7 (20,0 %)
BK 20 (57,1 %) 11 (31,4 %) 4 (11,4 %)
BQ 18 (51,4 %) 13 (37,1 %) 4 (11,4 %)
EK 23 (65,7 %) 8 (22,9 %) 4 (11,4 %)
EQ 16 (45,7 %) 14 (40 %) 5 (14,3 %)
KQ 20 (57,1 %) 6 (0,17 %) 9 (25,7 %)
BEK 14 (46,67 %) 5 (16,67 %) 4 (13,33 %) 7 (23,33 %)
BEQ 17 (56,67 %) 3 (10 %) 4 (13,33 %) 6 (20 %)
BKQ 13 (43,33 %) 8 (26,67 %) 8 (26,67 %) 1 (3,33 %)
EKQ 15 (50 %) 6 (20 %) 2 (6,67 %) 7 (23,33 %)
BEKQ 27 (41,54 %) 9 (13,85 %) 7 (10,78 %) 16 (24,62 %) 6 (9,23 %)
Tabla 5.3: Resultados para cada combinacio´n de jugadores
Agente 3 jugadores 4 jugadores 5 jugadores Media
Ender 55,24 % 49,16 % 41,54 % 48,64 %
Boscoe 31,43 % 17,78 % 13,85 % 21,02 %
EvilPixie 27,62 % 15,55 % 10,78 % 17,98 %
Killbot 13,33 % 18,88 % 24,62 % 18,94 %
Quo 17,14 % 15,55 % 9,23 % 13,97 %
Tabla 5.4: Resumen de los resultados. Porcentaje de victorias.
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jugadores. Esto parece contradictorio pero se explica por su estrategia de matar
jugadores: cuantos menos jugadores hay para matar peores resultados obtiene.
Quo es el ma´s irregular, ya que su estrategia de minimizar fronteras depende
mucho de la situacio´n inicial y de la agresividad de sus rivales.
5.2.2. Prueba en varios tableros
Este ana´lisis trata de probar co´mo var´ıa el rendimiento del agente al variar el tablero
de juego.
Para esto se jugara´n partidas de cuatro jugadores, ya que un nu´mero menor simplificar´ıa
el juego y un nu´mero mayor incrementar´ıa el efecto del azar en tableros pequen˜os. Se
escoge a los oponentes que dieron mejor resultado en las pruebas de varios jugadores:
Boscoe, EvilPixie y Killbot. La figura 5.1 muestra los tableros escogidos descritos en la
tabla 5.5:
Tablero Pa´ıses Conts Descripcio´n
Classic 42 6 El tablero cla´sico.
Risk Plus - Final 44 7 Pequen˜a variacio´n del tablero cla´sico modi-
ficando el bono de los continentes y an˜adien-
do un continente extra: la Anta´rtida.
Roman Empire II 54 18 Tablero grande con muchos continentes de
taman˜o diverso, entre uno y seis pa´ıses
The Dark Ages:
West
28 15 Tablero pequen˜o con muchos continentes de
un solo pa´ıs.
Tabla 5.5: Tableros escogidos para realizar las pruebas
En cada tablero se jugara´n 30 partidas, las mismas que se jugaron para esa combinacio´n
de oponentes en el tablero cla´sico.
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Agente Ender Boscoe EvilPixie Killbot
Classic 14 (46,67 %) 5 (16,67 %) 4 (13,33 %) 7 (23,33 %)
Risk Plus - Final 17 (56,67 %) 1 (3,33 %) 6 (20 %) 6 (20 %)
Roman Empire II 4 (13,33 %) 10 (33,33 %) 12 (40 %) 4 (13,33 %)
The Dark Ages: West 23 (76,67 %) 3 (10 %) 4 (13,33 %) 0 (0 %)
Tabla 5.6: Resultados en varios tableros.
Los principales resultados de Ender mostrados en la tabla 5.6 son:
En Risk Plus se obtiene un ligero incremento de la ventaja de Ender.
En Roman Empire II el porcentaje de victorias disminuye mucho. Ender es
capaz de obtener ventaja al inicio pero, en posiciones de final de partida en las
que necesita realizar un gran nu´mero de ataques no examina planes tan grandes.
En The Dark Ages: West el resultado es excelente, al alcanzar ma´s del 75 % de
victorias.
En general, el cambio de tablero parece que mejora los resultados, lo que refuerza la idea
de la mayor flexibilidad de Ender ante situaciones de juego distintas. Sin embargo, al
aumentar el taman˜o del tablero los resultados empeoran debido a la reduccio´n del nu´me-
ro de planes examinados(ve´ase la seccio´n 5.3.2, pa´gina 177). Esto podr´ıa solucionarse
aumentando el tiempo de la bu´squeda segu´n el taman˜o del tablero.
En cuanto a los rivales, destaca el caso de Killbot. Es el segundo en el tablero cla´sico y
en el tablero cla´sico extendido pero al cambiar el tipo de tablero su nu´mero de victorias
decae ra´pidamente.
5.2.3. Prueba comparativa con MARS
En esta seccio´n se pretenden comparar los resultados de Ender con los de MARS, el
agente basado en una arquitectura multiagente (ve´ase la seccio´n 2.5.3, pa´gina 21).
No se dispone del co´digo ni de los ficheros compilados de dicho agente, por lo que es
imposible enfrentarlos de forma directa. Sin embargo, dado que MARS fue evaluado con
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los agentes de Lux Delux, pueden imitarse sus pruebas y comparar los resultados.
MARS fue evaluado en el tablero cla´sico con 6 jugadores y un valor de canjeo de cartas
de 5. Entre las pruebas realizadas, se ha escogido repetir la que lo enfrenta a los mejores
oponentes: Boscoe, EvilPixie, Quo, Bort y Yakool. Destaca la ausencia de Killbot, que
au´n no hab´ıa sido desarrollado.
En la evaluacio´n de MARS las partidas que llegan a 100 turnos se declaran empate, al
considerar que los jugadores so´lo acumulan soldados y no atacan. El empate se considera
derrota de todos los jugadores, por lo que se muestra el porcentaje de empates.
MARS jugo´ 1000 partidas con esta configuracio´n pero en este caso, debido al elevado
tiempo por partida, so´lo han podido jugarse 50. Por lo tanto, lo que se compara es el
porcentaje de victorias de cada agente, mostrado en la tabla 5.7:
Agente Resultados Ender Resultados MARS
Ender/MARS 38 % 28,6 %
EvilPixie 22 % 12,5 %
Bort 14 % 18,7 %
Yakool 12 % 6,7 %
Quo 8 % 13,2 %
Boscoe 6 % 19,2 %
Empate 0 % 1,1 %
Tabla 5.7: Comparativa de resultados con MARS.
El resultado es muy positivo, ya que Ender ha obtenido un 38 % de victorias respecto
al 28,6 % logrado por MARS.
En cuanto al resto de agentes, destaca la mejora de EvilPixie, que pasa a ser segundo.
En el proyecto de MARS se comenta que EvilPixie lanzo´ excepciones en su fase de
fortificacio´n en 120 partidas, por lo que probablemente la mejora se deba a que ese error
fue solucionado.
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5.2.4. Pruebas con los mejores agentes
En Lux Delux pueden descargarse otros agentes adema´s de los incluidos por defecto.
Destacan dos: Reaper y BotOfDoom. No se ha encontrado una descripcio´n del algoritmo
que utilizan pero su comportamiento durante las pruebas realizadas se resume en lo
siguiente:
1. Reaper: Acumula soldados hasta que puede dominar un continente completo.
En ese caso, conquista el continente y lo defiende para continuar acumulando
soldados. En su descripcio´n indica que esta´ optimizado para tableros de gran
taman˜o. Actualmente esta´ en su versio´n 6.3.
2. BotOfDoom: Basa su estrategia en no ser atacado, para lo que acumula soldados
en un conjunto pequen˜o de pa´ıses. Puede pasar muchos turnos sin atacar hasta
que decide conquistar gran parte del mundo. Actualmente esta´ en su versio´n 3.21.
La tabla 5.8 muestra los resultados de dos pruebas, una con so´lo tres jugadores (Ender,
Reaper y BotOfDoom) y otra con seis (Ender, Reaper, BotOfDoom, Boscoe, EvilPixie
y Killbot).
Agente 3 jugadores 6 jugadores
Ender 44 % 2 %
Reaper 32 % 18 %




Tabla 5.8: Resultados contra los mejores agentes
Mientras la primera prueba es muy positiva para Ender, la segunda ha sido bastante
mala. Esto se debe a que los dos nuevos agentes son extremadamente defensivos, sin
realizar apenas ataques, especialmente BotOfDoom. Esto favorece a Ender en el caso de
tres jugadores ya que puede extenderse ma´s y obtener ventaja. Sin embargo, al an˜adir
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a los otros tres agentes, estos concentran todos sus ataques entre ellos mismos y Ender.
El resultado es que los agentes defensivos son capaces de obtener mucha ventaja gracias
a que el resto de agentes no se dan cuenta de que deben atacarles para debilitarlos
independientemente de si conquistan el pa´ıs o no.
Tambie´n hay que sen˜alar que, aunque Reaper no ha obtenido buenos resultados, proba-
blemente en otros tableros ma´s grandes obtendr´ıa mejores resultados.
La conclusio´n es que Ender, Reaper y BotOfDoom esta´n igualados. Dependiendo de las
condiciones de la partida (tablero, nu´mero de jugadores o valor de canjeo de cartas),
ganara´ uno u otro.
5.3. Ana´lisis de tiempos
Esta seccio´n analiza el tiempo que tarda el agente en realizar un turno y en que´ ca´lculos lo
invierte. Adema´s, se compara el tiempo al jugar en distintos tableros para ver que´ partes
del algoritmo son ma´s sensibles a su taman˜o.
5.3.1. Tiempo de un turno
La gra´fica 5.2 muestra la distribucio´n de probabilidad del tiempo que el agente tarda
en realizar un turno.
La mayor parte de los turnos duran en torno a uno o dos minutos, debido a la condicio´n
de parada de la bu´squeda de planes a los 60 segundos y a las replanificaciones ocurridas.
Gracias a dicha condicio´n, no hay demasiada diferencia en el tiempo de ambos tableros,
aunque los picos del tablero cla´sico son ma´s pronunciados, debido a dos motivos:
1. En Roman Empire II hay ocasiones en las que se la bu´squeda se alarga hasta
examinar el mı´nimo de 30 planes, alargando un poco ma´s el tiempo de turno. Por
este motivo, en otros tableros de mayor taman˜o podr´ıa dispararse el tiempo por
turno.
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Figura 5.2: Tiempo en realizar un turno
2. Aunque el tiempo de bu´squeda del plan esta´ acotado a 60 segundos independien-
temente del tablero, el refinamiento y ejecucio´n del plan tambie´n dependen del
taman˜o del tablero y no esta´n acotados.
Otra clara diferencia es que en el tablero cla´sico hay bastantes casos en los que el
turno tarda menos de 20 segundos. Al examinar un mayor nu´mero de planes, es capaz
de analizar todos los planes viables en los casos en los que tiene pocos soldados para
planificar sus ataques, lo que lo hace muy exacto en posiciones ajustadas.
5.3.2. Planes examinados
El nu´mero de planes examinados es clave en el rendimiento del agente. Los casos en los
que hay muy pocos planes que examinar pueden considerarse ruido. La gra´fica 5.3 mues-
tra la distribucio´n de probabilidad de examinar cada nu´mero de planes, so´lo contando
con los casos en que la bu´squeda termino´ por haber agotado su tiempo.
En general, la distribucio´n del nu´mero de planes parece asimilarse a distribuciones nor-
males o afines, parametrizadas en funcio´n del tablero.
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Figura 5.3: Nu´mero de planes revisados en bu´squedas de 60 segundos o ma´s
En el caso del tablero Roman Empire II dicha normal esta´ cortada debido al criterio de
examinar un mı´nimo de 30 planes. Pra´cticamente nunca pasa de los 50 planes, lo que
explica el bajo rendimiento obtenido en ese tablero.
En The Dark Ages: West se obtuvieron los mejores resultados y, casualmente es el
tablero para el que se examinan ma´s planes. Puede verse una clara correlacio´n entre el
nu´mero de planes examinados y el nu´mero de victorias.
5.3.3. Desglose del tiempo de valoracio´n del plan
La tabla 5.9 muestra el tiempo que se invierte de media en analizar un plan en cada
tablero.
Puede observarse como el algoritmo de intere´s es el que dispara el tiempo del ana´lisis en
el tablero Roman Empire. El aumento del nu´mero de continentes es lo que ma´s afecta
al rendimiento del agente, ya que se puede apreciar claramente la diferencia al an˜adir
un so´lo continente entre el tablero cla´sico y el Risk Plus.
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Dominio 78,278 95,69 157,27 34,53
Intere´s 144,159 244,64 1029,68 180,07
Amenazas 46,656 52,42 69,01 15,82
Defensa 26,728 22,47 67,13 11,93
Fuerza 0,089 0,09 0,12 0,08
Otros 0,305 0,29 0,25 0,23
Total 296,214 415,59 1323,47 242,65
Tabla 5.9: Desglose del tiempo de valoracio´n del plan















(a) Plan vac´ıo: Classic (b) Plan vac´ıo: Risk Plus - Final (c) Plan vac´ıo: Roman Empire II (d) Plan vac´ıo: Dark Ages: West
(e) Plan no vac´ıo: Classic (f) Plan no vac´ıo: Risk Plus - Final (g) Plan no vac´ıo: Roman Empire II (h) Plan no vac´ıo: Dark Ages: West
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Hay que comprobar co´mo afecta la diferencia en las iteraciones realizadas por los algo-
ritmos para un plan vac´ıo y uno no vac´ıo. En la figura 5.4 se muestran las gra´ficas de
desglose de tiempos de la valoracio´n del plan para cada uno de los tableros en ambos
casos.
No hay grandes diferencias en cuanto a la proporcio´n del tiempo consumido por cada
algoritmo. En cambio, el total del tiempo consumido se duplica para el plan vac´ıo debido
a que los algoritmos que ma´s tiempo consumen han duplicado sus iteraciones.
Adema´s, se puede comprobar que el porcentaje de consumo de tiempo del intere´s depen-
de directamente del nu´mero de continentes. El tiempo de todos los algoritmos depende
de forma similar del nu´mero de pa´ıses, lo que explica que tableros con tiempos muy di-
ferentes como “Roman Empire II” y “Dark Ages: West” tengan proporciones similares.
Por lo tanto, los algoritmos que ma´s urge optimizar son el algoritmo de intere´s y el de
dominio. Dado que el intere´s utiliza el algoritmo de dominio para obtener el intere´s de
un continente, habr´ıa que centrar los esfuerzos en optimizar el dominio a medio plazo.
5.4. Comportamientos inteligentes
Durante las pruebas realizadas, se observo´ el juego del agente y se analizaron sus prin-
cipales virtudes y defectos.
Virtudes
Multiestrategia En un mismo turno lleva a cabo ataques para lograr diferentes
objetivos: conquistar continentes, quitar continentes, eliminar jugadores, etc.
No llevar tropas del enemigo al ataque Los agentes rivales suelen defender
en Indonesia y Ender conquista pra´cticamente todo el mundo y acumula tropas
antes de conquistar Siam para as´ı no dejar que esos soldados entren en juego hasta
que es demasiado tarde.
Defensa inteligente Es capaz de proteger sus soldados. Es decir, cuando preve´ que
los enemigos van a conquistarle un pa´ıs por muchos soldados que ponga, retira las
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defensas. Esto, aunque no queda vistoso, le permite lograr que sobrevivan soldados
para reconquistar esos pa´ıses en su siguiente turno.
Quitarse de en medio Aunque no es algo fa´cil, gracias a sus predicciones, el
agente intenta siempre reducir al ma´ximo las amenazas de sus enemigos.
Quitar continentes que otros jugadores no pueden Si debe elegir entre
quitarle al mejor jugador de la partida Europa o Ame´rica del Norte y otro jugador
puede quitarle Europa, Ender ira´ a quitar Ame´rica del Norte aunque le cueste un
poco ma´s.
Defectos
No matar a los enemigos Muchas veces podr´ıa eliminar un oponente y no lo
hace. Para solucionarlo bastar´ıa con ajustar mejor los para´metros aumentando el
valor de las cartas en el ca´lculo de la fuerza de los jugadores.
No es suficientemente reactivo ante los cambios Deber´ıa replanificar ma´s
pero es imposible debido al tiempo de replanificacio´n.
Errores en la prediccio´n a corto plazo A veces no predice correctamente las
amenazas de los rivales. En estos casos defiende mal o incluso valora mal la utilidad
de algunos ataques.
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Conclusiones
Al finalizar este proyecto, las conclusiones son muy positivas. Aunque Ender no ha
resuelto el juego, es una primera versio´n bastante buena.
Su juego es bastante prometedor, teniendo comportamientos muy inteligentes en ocasio-
nes, aunque au´n deben limarse algunos aspectos. Su posicio´n entre los agentes anteriores
es:
Calidad: Es comparable a los mejores agentes encontrados. La mayor pega es
que pierde en tableros grandes debido a que no ha utilizado suficiente tiempo por
turno.
Tiempo: Consume mucho ma´s tiempo en cada turno que las versiones anteriores.
Aunque podr´ıa mejorarse este aspecto, al ser un sistema basado en bu´squeda
siempre tardara´ ma´s que los agentes basados en reglas.
Capacidad de mejora: Todos los agentes anteriores ten´ıan algunas reglas cuya
modificacio´n era compleja puesto que pequen˜os cambios modificar´ıan todo el com-
portamiento del agente. Ender no ha tenido una gran optimizacio´n de para´metros
y podr´ıa ajustar mucho su comportamiento. Las heur´ısticas de Ender le pueden
permitir an˜adir nuevos factores y ponderarlos con los ya considerados, mejoran-
do el sistema sin excesivos cambios. Adema´s todo el sistema esta subdividido en
algoritmos independientes, que pueden sustituirse fa´cilmente.
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Las claves del e´xito de Ender son:
1. Bu´squeda de planes: Sus acciones esta´n planificadas y coordinadas.
2. Boceto de plan: Centra la bu´squeda en los ataques decidiendo con heur´ısticas la
distribucio´n de las tropas.
3. Prediccio´n a medio plazo: Permite comprender correctamente quie´n controla cada
zona del tablero.
4. Prediccio´n a corto plazo: Permite intentar que lo ataquen lo menos posible, quita´ndo-
se de zonas de conflicto y defendiendo bien sus territorios.
Por otro lado, ha tenido ciertos problemas con:
1. Taman˜o del tablero: Afecta demasiado al tiempo de valoracio´n del plan.
2. Algoritmo de bu´squeda: No siempre examina los mejores planes.
3. Ejecucio´n del plan: No logra ser suficientemente reactiva a los cambios.
Durante el proyecto se encontraron muchas dificultades, entre las que destacan:
1. Dependencia entre pa´ıses: Todos los algoritmos desarrollados tienen que luchar
con la dependencia entre pa´ıses de algu´n modo y en la mayor´ıa de los casos se
tuvo que asumir cierta independencia para que los algoritmos fuesen viables.
2. Aproximacio´n de funciones: En principio parec´ıa fa´cil aproximar las funciones que
calculan el factor de riesgo y la probabilidad de los ataques pero se complico´ bas-
tante. Aun as´ı, sin poder realizar esos ca´lculos en un tiempo mı´nimo, el agente no
hubiera funcionado correctamente, por lo que fue un trabajo bien invertido.
3. Nu´mero de posibilidades del jugador exponencial.
4. Taman˜o del tablero: Todos los ca´lculos del agente se realizan para cada pa´ıs y
para cada continente, por lo que el aumento del taman˜o del tablero reduce mucho
el rendimiento del agente.
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Lineas futuras
Una vez completado el proyecto, es una buena idea dar algunas directrices de co´mo
podr´ıa continuarse su l´ınea de trabajo en otros proyectos futuros.
7.1. Mejora de los algoritmos
Para continuar el trabajo, principalmente deber´ıan pulirse los algoritmos desarrollados
en este proyecto solucionando sus mayores carencias.
Algoritmo de bu´squeda (seccio´n 4.4.4, pa´gina 97) El algoritmo de bu´squeda deber´ıa
replantearse bastante, ya que no logra encontrar el plan de mayor valoracio´n en los casos
en los que el nu´mero de soldados posicionables es alto. Probablemente sea la parte del
sistema ma´s importante de mejorar.
Boceto de plan (seccio´n 4.4.3, pa´gina 92) Para aumentar la capacidad de reaccio´n
del agente ante los sucesos del tablero, el boceto de plan deber´ıa incluir mucha ma´s
informacio´n. Para cada ataque del boceto podr´ıa calcularse su importancia e incluir
tambie´n aquellos ataques que se realizara´n so´lo en caso de que haya suerte en el turno.
Utilizando estos datos podr´ıa lograrse una replanificacio´n muy ra´pida en caso de que
los cambios respecto a lo previsto no sean demasiado significativos. Tambie´n permitir´ıa
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evaluar mejor la valoracio´n de fracaso del plan, basa´ndose en la probabilidad de e´xito
de cada ataque y su importancia. Tambie´n deber´ıa poder incluir ataques para debilitar
aunque se usen en pocas ocasiones.
Factores de accesibilidad en el algoritmo de intere´s (seccio´n 4.5.3, pa´gina 115)
La accesibilidad mide la distancia que hay desde los pa´ıses dominados hasta un con-
junto de pa´ıses. Podr´ıa contarse en el intere´s de un pa´ıs, el beneficio por aumentar la
accesibilidad que ya tiene el jugador. Es interesante la accesibilidad de un continente
si otro jugador puede tenerlo para poder quitarle un pa´ıs y de enemigos de´biles para
poder eliminarlos.
Dominio a medio plazo ma´s ra´pido (seccio´n 4.5.2, pa´gina 106) El dominio a
medio plazo es el algoritmo que ma´s tiempo consume en la valoracio´n del plan. Adema´s,
depende mucho del nu´mero de pa´ıses del tablero por los siguientes motivos:
El dominio se calcula para todos los pa´ıses.
Hay un grupo de fuerza por cada pa´ıs.
Se calcula la distancia entre todos los pa´ıses.
Por lo tanto, el algoritmo a medio plazo podr´ıa mejorarse considerando que pa´ıses
lejanos entre s´ı tienen distancia infinita, por lo que cada grupo de soldados so´lo afecta
a los pa´ıses ma´s cercanos.
De este modo, al aumentar el nu´mero de pa´ıses no aumentar´ıa tanto el tiempo de
valoracio´n del plan y podr´ıa aplicarse el algoritmo en tableros muy grandes.
Intere´s de continente ma´s ra´pido (seccio´n 4.5.3, pa´gina 117) Aunque el intere´s
que el jugador tiene en un continente se calcula con gran exactitud, deber´ıa optimizarse
el agente para que no empeore su rendimiento cualitativamente al aumentar el nu´mero
de continentes del tablero. Hay varias formas de mejorarlo:
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En la configuracio´n de para´metros reducir el nu´mero de iteraciones del dominio
potencial. Esto empeorara´ ligeramente el resultado pero aumentara´ su velocidad.
No realizar el dominio potencial para continentes imposibles. Incluir alguna regla
que determine si un continente es imposible.
Por ejemplo, para el continente C si GasigC es el conjunto de grupos de fuerza del










donde E es el conjunto de enemigos del jugador.
Algoritmo de amenazas (seccio´n 4.5.4, pa´gina 119) Las amenazas que extiende no
son del todo correctas. Quiza´ deber´ıa guiar la extensio´n de amenazas por el intere´s en
vez de la probabilidad de e´xito. Adema´s, deber´ıa extender ma´s amenazas en el ana´lisis
del plan y podarlas en su valoracio´n.
Algoritmo de defensas (seccio´n 4.5.5, pa´gina 127) Deber´ıa unir la bu´squeda de la
mejor defensa y el camino de tropas para poder ponderar la importancia del aumento
de la probabilidad de e´xito de los ataques al decidir la distribucio´n final de los soldados.
Adema´s, al propagar una amenaza ser´ıa interesante contemplar el intere´s del jugador
atacante en cada direccio´n.
Orden de los ataques (seccio´n 4.5.9, pa´gina 151) El orden de los ataques deber´ıa ir
guiado por su importancia adema´s de por su probabilidad de e´xito.
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7.2. Optimizacio´n de los para´metros de configuracio´n
Los para´metros de configuracio´n determinan completamente el comportamiento del
agente. Sin embargo, optimizarlos no es una tarea nada sencilla y no ha podido rea-
lizarse en este proyecto.
Optimizacio´n por partes Debido al alto nu´mero de para´metros y al alto tiempo
que consume una partida, deber´ıan optimizarse los algoritmos por separado con casos
de prueba. Con los casos de prueba definidos para el algoritmo de bu´squeda de defensas
podr´ıa optimizarse la parte de bu´squeda de la mejor defensa y podr´ıan plantearse casos
similares (algo ma´s complejos) para otros algoritmos.
Optimizacio´n en funcio´n de las reglas El agente podr´ıa tener una configuracio´n
diferente en funcio´n de las reglas o el tablero. Por ejemplo, para tableros ma´s grandes
menor nu´mero de iteraciones del algoritmo de dominio.
7.3. Incluir sema´ntica en los ca´lculos
Uno de los mayores problemas encontrados es que hay que asumir independencia entre
pa´ıses para poder realizar los ca´lculos de intere´s, dominio, etc. Podr´ıa an˜adirse conoci-
miento sema´ntico en estos ca´lculos que considere esas dependencias.
Por ejemplo, en el intere´s de un pa´ıs adema´s de incluir el valor del intere´s podr´ıan
incluirse los motivos de ese intere´s (dominio zona, continente, etc.). Se an˜ade el cono-
cimiento de que el intere´s de continente aumenta cuantos ma´s pa´ıses se tengan y, al
calcular el intere´s de una amenaza valora positivamente coger varios pa´ıses interesantes
por el mismo continente.
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7.4. Aprendizaje sobre los rivales
Los jugadores humanos son capaces de aprender co´mo juegan sus rivales para predecir
mejor sus movimientos. Lograr esto en una inteligencia artificial parece casi uto´pico
pero, dado el modelo del valoracio´n de la posicio´n planteado en este proyecto, puede
plantearse un esquema que logre este tipo de comportamientos.
Para hacerlo u´nicamente habr´ıa que modificar los algoritmos para que tomaran sus
para´metros de forma dependiente al jugador al que se enfrentan. As´ı, un jugador se
caracterizar´ıa por los para´metros que determinan:
Peso que da´ a los factores en el intere´s de un pa´ıs.
Asignacio´n de la fuerza de sus grupos en el dominio.
Peso que da´ a los factores de la utilidad de la amenaza.
. . .
A partir de los movimientos realizados por el jugador, se determinan los para´metros
que los hubiesen predicho. Tras varias partidas contra un mismo jugador, si se logran
estimar correctamente los para´metros, el agente ser´ıa capaz de alejarse de los jugadores
ma´s agresivos, por ejemplo.




A continuacio´n se expone el fichero de configuracio´n de para´metros utilizado durante la
realizacio´n de las pruebas de evaluacio´n del agente.

Ender . t i e m p o P l a n i f i c a c i o n = 60000
#Busqueda
Ender . algBusqueda . maxEstadosDesordenados=5
Ender . algBusqueda . numMinEstadosRevisados = 30
#Factor de r i e s g o
Ender . a lgPlan . algFRArbol . algFRLista . porcenta j eR ie sgo =0.8
Ender . a lgPlan . algFRArbol . a lgFRListaSecundar io . po rcenta j eR ie sgo =0.7
#Pr io r idad
Ender . a lgPlan . a lgPr io r idadPlan . pesoInteresDominio =5.0
Ender . a lgPlan . a lgPr io r idadPlan . pe so Inte re sConqu i s ta =15.0
Ender . a lgPlan . a lgPr io r idadPlan . pesoMatarEnemigo =1000.0
Ender . a lgPlan . a lgPr io r idadPlan . peso Inte re sReducc ionFronteras = 750 .0
Ender . a lgPlan . a lgPr io r idadPlan . peso Inte re sConqu i s taCont inente = 500 .0
Ender . a lgPlan . a lgPr io r idadPlan . pesoValorac ionPadre =1.5
Ender . a lgPlan . a lgPr io r idadPlan . pesoEstructuraAtaque =1.0
Ender . a lgPlan . a lgPr io r idadPlan . p e s o I n t e r e s P a i s = 2 .0
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#A n a l i s i s de l plan
Ender . a lgPlan . a l g A n a l i s i s P l a n . a lgValorac ionJugador . exponente = 2
Ender . a lgPlan . a l g A n a l i s i s P l a n . calcularAmenazas=true
Ender . a lgPlan . a l g A n a l i s i s P l a n . i t e r a c i o n e s =1
Ender . a lgPlan . a l g A n a l i s i s P l a n . i t e r a c i o n e s I n i c i a l i z a c i o n =2
Ender . a lgPlan . a l g A n a l i s i s P l a n . i t e r a c i o n e s I n t e r e s D o m i n i o=2
Ender . a lgPlan . a l g A n a l i s i s P l a n . v a l o r a c i o nDer ro taP os i t i va =0.25
#Fuerza de l o s jugadores
Ender . a lgPlan . a l g A n a l i s i s P l a n . algFuerzaJugador . valorFANumPaises = 1
Ender . a lgPlan . a l g A n a l i s i s P l a n . algFuerzaJugador . valorFANumSoldados = 1 .5
Ender . a lgPlan . a l g A n a l i s i s P l a n . algFuerzaJugador . valorFANumCartas = 15
Ender . a lgPlan . a l g A n a l i s i s P l a n . algFuerzaJugador . valorFFITenerContinente =
1000
Ender . a lgPlan . a l g A n a l i s i s P l a n . algFuerzaJugador . valorFFINumPaises = 2
Ender . a lgPlan . a l g A n a l i s i s P l a n . algFuerzaJugador . valorFFINumSoldados = 3
Ender . a lgPlan . a l g A n a l i s i s P l a n . algFuerzaJugador . valorFFLTenerContinente =
200
Ender . a lgPlan . a l g A n a l i s i s P l a n . algFuerzaJugador . valorFFLDominarPais = 5
#I n t e r e s
Ender . a lgPlan . a l g A n a l i s i s P l a n . a l g I n t e r e s P a i s . a lgMediaDatosInteres . peso2
=2.0
Ender . a lgPlan . a l g A n a l i s i s P l a n . a l g I n t e r e s P a i s . a lgMediaDatosInteres . peso1
=500.0
Ender . a lgPlan . a l g A n a l i s i s P l a n . a l g I n t e r e s P a i s . a lgMediaDatosInteres . peso0
=1.0
Ender . a lgPlan . a l g A n a l i s i s P l a n . a l g I n t e r e s P a i s . algDegradacionDominioZona .
maxDistanciaDominioZona=2
Ender . a lgPlan . a l g A n a l i s i s P l a n . a l g I n t e r e s P a i s . algDegradacionDominioZona .
mult ip l i cadorPesoDistanc iaDominioZona =0.3
Ender . a lgPlan . a l g A n a l i s i s P l a n . a l g I n t e r e s P a i s . a l gDegradac i on In te r e s .
porcentajeGraduacion =0.05
Ender . a lgPlan . a l g A n a l i s i s P l a n . a l g I n t e r e s P a i s . a l gDegradac i on In te r e s .
numGraduaciones=0
Ender . a lgPlan . a l g A n a l i s i s P l a n . a l g I n t e r e s P a i s . a l gDegradac i on In te r e s .
reducc ionPorcentajeGraduac ion =0.01
Ender . a lgPlan . a l g A n a l i s i s P l a n . a l g I n t e r e s P a i s . a l g In t e r e s Con t in e n t e .
interesMinimo = 0 .1
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#Dominio
Ender . a lgPlan . a l g A n a l i s i s P l a n . algDominioMedioPlazo . numIterac iones=2
Ender . a lgPlan . a l g A n a l i s i s P l a n . algDominioMedioPlazo . numIterac ionesFuerza=5
Ender . a lgPlan . a l g A n a l i s i s P l a n . algDominioMedioPlazo .
numIterac ionesDominioPotenc ia l= 2
Ender . a lgPlan . a l g A n a l i s i s P l a n . algDominioMedioPlazo . costeDominarPaisM =2.0
Ender . a lgPlan . a l g A n a l i s i s P l a n . algDominioMedioPlazo . costeDominarPaisA =0.8
Ender . a lgPlan . a l g A n a l i s i s P l a n . algDominioMedioPlazo . cos teAlcanzarPa i sProp io
= 0 .5
Ender . a lgPlan . a l g A n a l i s i s P l a n . algDominioMedioPlazo .
numeroTurnosRefuerzosEsperados =0.5
Ender . a lgPlan . a l g A n a l i s i s P l a n . algDominioMedioPlazo .
mu l t ip l i cadorCos teAlcanzarPa i s=2
Ender . a lgPlan . a l g A n a l i s i s P l a n . algDominioMedioPlazo . fuerzaBaseEnPais =0.1
Ender . a lgPlan . a l g A n a l i s i s P l a n . algDominioMedioPlazo . exponente Inte r e s = 2
Ender . a lgPlan . a l g A n a l i s i s P l a n . algDominioMedioPlazo . exponenteCosteDominio =
1
Ender . a lgPlan . a l g A n a l i s i s P l a n . algDominioMedioPlazo . exponenteCosteAlcanzar
= 3
Ender . a lgPlan . a l g A n a l i s i s P l a n . algDominioMedioPlazo . fuerzaMinimaParaReparto
= 1
Ender . a lgPlan . a l g A n a l i s i s P l a n . algDominioMedioPlazo . fuerzaSo ldadoPa i s = 1 .5
#Defensa A n a l i s i s
Ender . a lgPlan . a l g A n a l i s i s P l a n . a lgDefensa . a lgMejoraDefensa .
numNivelesBusquedaHil lClimbing=1
Ender . a lgPlan . a l g A n a l i s i s P l a n . a lgDefensa . a lgMejoraDefensa .
a l g T r a n s f e r e n c i a s . a lgTrans fe renc iaGrupoPai s . numTransferencias=1
Ender . a lgPlan . a lgRef inamientoPlan . a lgor i tmoDefensa . a lgMejoraDefensa .
a l g I n i c i a l i z a c i o n . a lgor i tmoValorac ionDe fensas .
bene f i c i oDe f enderCont inente = 10000
Ender . a lgPlan . a lgRef inamientoPlan . a lgor i tmoDefensa . a lgMejoraDefensa .
a l gVa lo rac i on . bene f i c i oDe f enderCont inente = 10000
Ender . a lgPlan . a l g A n a l i s i s P l a n . a lgDefensa . a lgMejoraDefensa . a l gVa lo rac i on .
bene f i c i oDe f enderCont inente = 10000
Ender . a lgPlan . a l g A n a l i s i s P l a n . a lgDefensa . a lgMejoraDefensa .
a l g I n i c i a l i z a c i o n . a lgor i tmoValorac ionDe fensas .
bene f i c i oDe f enderCont inente = 10000
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#Amenazas A n a l i s i s
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . maxNumAmenazasPais=30
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . minProbExito =0.9
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . porcentajeUtil idadMaximaMinimo =
0 .2
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . probabil idadEsperadaMinima =
0.01
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . pes imismoRefuerzos =0.3
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . expUt i l idad =2.0
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas .
p robab i l idadPoderRea l i za r l aE levada=true
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . importanc iaUt i l idadConqui s ta = 2
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . importanc iaUti l idadDominio = 0 .5
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . algAmenazasSitDef .
algUnionFuerzaAmenazas . decrec imientoPeso =0.5
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . algAmenazasSitDef .
expDivis ionAmenazaPaises = 0 .5
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazasSitDef . algUnionFuerzaAmenazas .
decrec imientoPeso =0.5
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazasSitDef . expDivis ionAmenazaPaises =
0 .5
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a lgDefensa . a lgMejoraDefensa .
a l g T r a n s f e r e n c i a s . a lgTrans fe renc iaGrupoPai s . numTransferencias=1
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a lgDefensa . a lgMejoraDefensa .
numNivelesBusquedaHil lClimbing=0
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a lgDefensa . a lgMejoraDefensa .
a l gVa lo rac i on . bene f i c i oDe f enderCont inente = 10000
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a lgDefensa . a lgMejoraDefensa .
a l g I n i c i a l i z a c i o n . a lgor i tmoValorac ionDe fensas .
bene f i c i oDe f enderCont inente = 10000
#I n t e r e s co r to p lazo
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a l g In t e r e sCor toP lazo .
algMediaDatosInteresDanyoEnemigos . peso0 = 1 .0
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a l g In t e r e sCor toP lazo .
algMediaDatosInteresDanyoEnemigos . peso1 = 1 .0
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a l g In t e r e sCor toP lazo .
algMediaDatosInteresDanyoEnemigos . peso2 = 100 .0
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Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a l g In t e r e sCor toP lazo .
algMediaDatosInteresDanyoEnemigos . peso3 = 0.05
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a l g In t e r e sCor toP lazo .
algMediaDatosInteresDanyoEnemigos . peso0 = 1 .0
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a l g In t e r e sCor toP lazo .
algMediaDatosInteresDanyoEnemigos . peso1 = 1 .0
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a l g In t e r e sCor toP lazo .
algMediaDatosInteresDanyoEnemigos . peso2 = 100 .0
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a l g In t e r e sCor toP lazo .
algMediaDatosInteresDanyoEnemigos . peso3 = 0.05
#Defensa Ref inamiento
Ender . a lgPlan . a lgRef inamientoPlan . a lgor i tmoDefensa . a lgMejoraDefensa .
numNivelesBusquedaHil lClimbing=1
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoCaminosTropas .
proporc ionBene f i c ioAtaque =10.0
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoCaminosTropas .
p r o p o r c i o n B e n e f i c i o R e d i s t r i b u c i o n =1.0
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoCaminosTropas .
numIteracionesMaximas=2
Ender . a lgPlan . a lgRef inamientoPlan . algAmenazasSitDef . algUnionFuerzaAmenazas
. decrec imientoPeso =0.5
Ender . a lgPlan . a lgRef inamientoPlan . algAmenazasSitDef .
expDivis ionAmenazaPaises = 0 .5
#Amenazas Ref inamiento
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a lgDefensa .
a lgMejoraDefensa . a l g T r a n s f e r e n c i a s . a lgTrans fe renc iaGrupoPai s .
numTransferencias=3
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . minProbExito =0.8
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas .
p robab i l idadPoderRea l i za r l aE levada=true
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a lgDefensa .
a lgMejoraDefensa . numNivelesBusquedaHil lClimbing=0
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . algAmenazasSitDef .
algUnionFuerzaAmenazas . decrec imientoPeso =0.5
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . algAmenazasSitDef .
expDivis ionAmenazaPaises = 0 .5
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . expUt i l idad =2.0
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Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . maxNumAmenazasPais
=1000
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . pes imismoRefuerzos =0.3
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas .
importanc iaUt i l idadConqui s ta = 2
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas .
importanc iaUti l idadDominio = 0 .5
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas .
porcentajeUtil idadMaximaMinimo = 0 .2
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas .
probabil idadEsperadaMinima = 0.01
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a lgDefensa .
a lgMejoraDefensa . a l g I n i c i a l i z a c i o n . a lgor i tmoValorac ionDe fensas .
bene f i c i oDe f enderCont inente = 10000
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a lgDefensa .
a lgMejoraDefensa . a l gVa lo rac i on . bene f i c i oDe f enderCont inente = 10000
#Ejecuc ion : R e p l a n i f i c a c i o n
Ender . a lgPlan . a l g R e p l a n i f i c a c i o n . porcentajeLimiteCosteAtaque =0.6
Ender . a lgPlan . a l g R e p l a n i f i c a c i o n . constanteDi ferenc iaFR =3.0
Ender . a lgPlan . a l g R e p l a n i f i c a c i o n . constanteLimiteCosteAtaque =7.0
Ender . a lgPlan . a l g R e p l a n i f i c a c i o n . porcenta jeDi f e renc iaFR =0.5
Ender . a lgPlan . a l g R e p l a n i f i c a c i o n . constanteLimiteCosteRama =5.0
Ender . a lgPlan . a l g R e p l a n i f i c a c i o n . porcentajeLimiteCosteRama =0.5
Ender . a lgPlan . a l g R e p l a n i f i c a c i o n . porcenta jeL imiteCosteAtaqueVictor ia= 0 .5
Ender . a lgPlan . a l g R e p l a n i f i c a c i o n . constanteLimiteCosteAtaqueVictor ia=3
#S e l e c c i o n de a lgo r i tmos
Ender=AgenteRiskBusqueda
Ender . algBusqueda=MejorPrimero
Ender . a lgPlan=BocetoPlan
Ender . a lgPlan . a l g A n a l i s i s P l a n=Ana l i s i sP l an
Ender . a lgPlan . a lgCrearBocetoPlan=BocetoPlanVacio
Ender . a lgPlan . a lgGenerarHi jos=GeneradorHijosUnAtaque
Ender . a lgPlan . algOrdenAtaques=OrdenAtaquesProbFracaso
Ender . a lgPlan . a l g R e p l a n i f i c a c i o n=Replan i f i cac ionCambiosResu l tados
Ender . a lgPlan . a lgRepartoCoste=RepartoProporc ionalCosteRestante
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Ender . a lgPlan . algFRArbol=FactorRiesgoArbol
Ender . a lgPlan . algFRArbol . algFRLista=FactorRie sgoL i s ta
Ender . a lgPlan . algFRArbol . a lgFRListaSecundar io=FactorRie sgoL i s ta
Ender . a lgPlan . algFRArbol . algFRLista . algFRPais=FactorRie sgoPa i s Inte rpo lado
Ender . a lgPlan . algFRArbol . a lgFRListaSecundar io . algFRPais=
FactorRie sgoPa i s Inte rpo lado
Ender . a lgPlan . a lgCosteArbol=CosteAtaqueArbol
Ender . a lgPlan . a lgCosteArbol . a lgCosteAtaquePais=CosteFormula
Ender . a lgPlan . a lgProbExito=ProbExitoArbol
Ender . a lgPlan . a lgProbExito . algProbExitoAtaqueSimple =
Interpo lac ionProbExi toS imple
Ender . a lgPlan . a l g A n a l i s i s P l a n . algDominioMedioPlazo=DominioGruposEnergia
Ender . a lgPlan . a l g A n a l i s i s P l a n . algDominioMedioPlazo . a lgDominioContinentes=
PorcentajeDominioContinente
Ender . a lgPlan . a l g A n a l i s i s P l a n . algDominioMedioPlazo . proporcionDominioPais=
ProporcionNormalizada
Ender . a lgPlan . a l g A n a l i s i s P l a n . algDominioMedioPlazo . a lgRefuerzosEsperados=
RefuerzosEsperadosMedios
Ender . a lgPlan . a l g A n a l i s i s P l a n . a l g I n t e r e s P a i s=Intere sPorCont inente
Ender . a lgPlan . a l g A n a l i s i s P l a n . a l g I n t e r e s P a i s . a l g In t e r e s Con t in e n t e=
Inte re sDomin ioPotenc ia l
Ender . a lgPlan . a l g A n a l i s i s P l a n . a l g I n t e r e s P a i s . algDegradacionDominioZona=
DegradacionPorDistancia
Ender . a lgPlan . a l g A n a l i s i s P l a n . a l g I n t e r e s P a i s . a lgMediaDatosInteres=
MediaPonderada
Ender . a lgPlan . a l g A n a l i s i s P l a n . a l g I n t e r e s P a i s . a l gDegradac i on In te r e s=
DegradacionNVeces
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas = ExtenderAmenazasPorCoste
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a l g In t e r e sCor toP lazo=
InteresDanyoEnemigos
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a l g In t e r e sCor toP lazo .
algMediaDatosInteresDanyoEnemigos=MediaPonderada
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a lgDefensa . a lgMejoraDefensa=
MejoraDefensaEnforcedHi l lCl imbing
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Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a lgCoste=CosteFormula
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a lgDefensa=Defensa
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a lgDefensa . a lgMejoraDefensa .
a l gVa lo rac i on=ValoracionDefensasPropagacionAmenazas
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a lgDefensa . a lgMejoraDefensa .
a l gVa lo rac i on . a lgor i tmoDefensaPa i s=DefensaPaisS igmoida l
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a lgDefensa . a lgMejoraDefensa .
a l g I n i c i a l i z a c i o n . a lgor i tmoValorac ionDe fensas=
ValoracionDefensasPropagacionAmenazas
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a lgDefensa . a lgMejoraDefensa .
a l g I n i c i a l i z a c i o n . a lgor i tmoValorac ionDe fensas . a lgor i tmoDefensaPa i s=
DefensaPaisS igmoida l
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . proporc ionProbRefuerzosPais=
ProporcionNormalizada
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a lgDefensa . a lgMejoraDefensa .
a l g T r a n s f e r e n c i a s . a lgTrans fe renc iaGrupoPai s=TransferenciasTropasRango
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a lgRefuerzosEsperados=
RefuerzosEsperadosMedios
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a lgProbExitoConquista=
Inte rpo l a c i onProbEx i toL i s ta
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a lgDefensa . a lgMejoraDefensa .
a l g T r a n s f e r e n c i a s=TransferenciasTropasMaximas
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a lgDefensa . a lgMejoraDefensa .
a l g I n i c i a l i z a c i o n=In i c ia l i zac ionDe fensasCub i rAmenazas
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . algAmenazasSitDef=
UnionAmenazasRecibidasPais
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . algAmenazasSitDef .
algUnionFuerzaAmenazas=UnionDatosReducida
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . algAmenazasSitDef .
algCosteAtaquePropagacionAmenazas=CosteFormula
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a lgProbExitoConquista .
algProbExitoAtaqueSimple = Interpo lac ionProbExi toS imple
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazas . a lgProbExitoConquista . a lgCoste =
CosteFormula
Ender . a lgPlan . a l g A n a l i s i s P l a n . a lgDefensa=Defensa
Ender . a lgPlan . a l g A n a l i s i s P l a n . a lgDefensa . a lgMejoraDefensa . a l gVa lo rac i on .
a lgor i tmoDefensaPai s=DefensaPaisS igmoida l
Ender . a lgPlan . a l g A n a l i s i s P l a n . a lgDefensa . a lgMejoraDefensa . a l gVa lo rac i on=
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ValoracionDefensasPropagacionAmenazas
Ender . a lgPlan . a l g A n a l i s i s P l a n . a lgDefensa . a lgMejoraDefensa=
MejoraDefensaEnforcedHi l lCl imbing
Ender . a lgPlan . a l g A n a l i s i s P l a n . a lgDefensa . a lgMejoraDefensa .
a l g I n i c i a l i z a c i o n . a lgor i tmoValorac ionDe fensas=
ValoracionDefensasPropagacionAmenazas
Ender . a lgPlan . a l g A n a l i s i s P l a n . a lgDefensa . a lgMejoraDefensa .
a l g I n i c i a l i z a c i o n=In i c ia l i zac ionDe fensasCub i rAmenazas
Ender . a lgPlan . a l g A n a l i s i s P l a n . a lgDefensa . a lgMejoraDefensa .
a l g T r a n s f e r e n c i a s=TransferenciasTropasMaximas
Ender . a lgPlan . a l g A n a l i s i s P l a n . a lgDefensa . a lgMejoraDefensa .
a l g T r a n s f e r e n c i a s . a lgTrans fe renc iaGrupoPai s=TransferenciasTropasRango
Ender . a lgPlan . a l g A n a l i s i s P l a n . a lgDefensa . a lgMejoraDefensa .
a l g I n i c i a l i z a c i o n . a lgor i tmoValorac ionDe fensas . a lgor i tmoDefensaPa i s=
DefensaPaisS igmoida l
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazasSitDef=UnionAmenazasRecibidasPais
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazasSitDef . algUnionFuerzaAmenazas=
UnionDatosReducida
Ender . a lgPlan . a l g A n a l i s i s P l a n . algAmenazasSitDef .
algCosteAtaquePropagacionAmenazas=CosteFormula
Ender . a lgPlan . a l g A n a l i s i s P l a n . algFuerzaJugador=
FuerzaJugadorValorac ionEstat ica
Ender . a lgPlan . a l g A n a l i s i s P l a n . a lgValorac ionJugador=ProporcionAjustada
Ender . a lgPlan . a lgRef inamientoPlan=Ref inamientoDefensasPlan
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas=
ExtenderAmenazasPorCoste
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a lgDefensa=Defensa
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a lgDefensa .
a lgMejoraDefensa . a l gVa lo rac i on . a lgor i tmoDefensaPai s=
DefensaPaisS igmoida l
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a lgDefensa .
a lgMejoraDefensa . a l g I n i c i a l i z a c i o n . a lgor i tmoValorac ionDe fensas=
ValoracionDefensasPropagacionAmenazas
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Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a l g In t e r e sCor toP lazo=
InteresDanyoEnemigos
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a l g In t e r e sCor toP lazo .
algMediaDatosInteresDanyoEnemigos=MediaPonderada
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a lgDefensa .
a lgMejoraDefensa . a l g I n i c i a l i z a c i o n . a lgor i tmoValorac ionDe fensas .
a lgor i tmoDefensaPai s=DefensaPaisS igmoida l
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a lgDefensa .
a lgMejoraDefensa=MejoraDefensaEnforcedHi l lCl imbing
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas .
proporc ionProbRefuerzosPais=ProporcionNormalizada
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a lgDefensa .
a lgMejoraDefensa . a l g I n i c i a l i z a c i o n=In i c ia l i zac ionDe fensasCub i rAmenazas
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . algAmenazasSitDef=
UnionAmenazasRecibidasPais
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a lgProbExitoConquista .
algProbExitoAtaqueSimple = Interpo lac ionProbExi toS imple
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a lgProbExitoConquista .
a lgCoste = CosteFormula
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a lgRefuerzosEsperados=
RefuerzosEsperadosMedios
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . algAmenazasSitDef .
algUnionFuerzaAmenazas=UnionDatosReducida
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . algAmenazasSitDef .
algCosteAtaquePropagacionAmenazas=CosteFormula
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a lgDefensa .
a lgMejoraDefensa . a l g T r a n s f e r e n c i a s=TransferenciasTropasMaximas
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a lgDefensa .
a lgMejoraDefensa . a l gVa lo rac i on=ValoracionDefensasPropagacionAmenazas
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a lgCoste=CosteFormula
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a lgProbExitoConquista=
Inte rpo l a c i onProbEx i toL i s ta
Ender . a lgPlan . a lgRef inamientoPlan . a lgor i tmoDefensa=Defensa
Ender . a lgPlan . a lgRef inamientoPlan . a lgor i tmoDefensa . a lgMejoraDefensa .
a l g I n i c i a l i z a c i o n . a lgor i tmoValorac ionDe fensas . a lgor i tmoDefensaPa i s=
DefensaPaisS igmoida l
Ender . a lgPlan . a lgRef inamientoPlan . a lgor i tmoDefensa . a lgMejoraDefensa .
a l gVa lo rac i on . a lgor i tmoDefensaPa i s=DefensaPaisS igmoida l
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Ender . a lgPlan . a lgRef inamientoPlan . a lgor i tmoDefensa . a lgMejoraDefensa=
MejoraDefensaEnforcedHi l lCl imbing
Ender . a lgPlan . a lgRef inamientoPlan . a lgor i tmoDefensa . a lgMejoraDefensa .
a l g T r a n s f e r e n c i a s=TransferenciasTropasMaximas
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoAmenazas . a lgDefensa .
a lgMejoraDefensa . a l g T r a n s f e r e n c i a s . a lgTrans fe renc iaGrupoPai s=
TransferenciasTropasRango
Ender . a lgPlan . a lgRef inamientoPlan . a lgor i tmoDefensa . a lgMejoraDefensa .
a l g T r a n s f e r e n c i a s . a lgTrans fe renc iaGrupoPai s=
TransferenciasTropasCombinadas
Ender . a lgPlan . a lgRef inamientoPlan . a lgor i tmoDefensa . a lgMejoraDefensa .
a l g T r a n s f e r e n c i a s . a lgTrans fe renc iaGrupoPai s . t r a n s f e r e n c i a 1=
TransferenciasTropasRango
Ender . a lgPlan . a lgRef inamientoPlan . a lgor i tmoDefensa . a lgMejoraDefensa .
a l g T r a n s f e r e n c i a s . a lgTrans fe renc iaGrupoPai s . t r a n s f e r e n c i a 1 .
numTransferencias=5
Ender . a lgPlan . a lgRef inamientoPlan . a lgor i tmoDefensa . a lgMejoraDefensa .
a l g T r a n s f e r e n c i a s . a lgTrans fe renc iaGrupoPai s . t r a n s f e r e n c i a 2=
Trans f e r enc i a sTropa sSe l e c ta s
Ender . a lgPlan . a lgRef inamientoPlan . a lgor i tmoDefensa . a lgMejoraDefensa .
a l g T r a n s f e r e n c i a s . a lgTrans fe renc iaGrupoPai s . t r a n s f e r e n c i a 2 .
po s i b l e sTr an s f e r en c i a sTro pa s=M
Ender . a lgPlan . a lgRef inamientoPlan . a lgor i tmoDefensa . a lgMejoraDefensa .
a l g T r a n s f e r e n c i a s . a lgTrans fe renc iaGrupoPai s . t r a n s f e r e n c i a 2 .
a lgVa lorac ionDe fensaPa i s = DefensaPaisS igmoida l
Ender . a lgPlan . a lgRef inamientoPlan . a lgor i tmoDefensa . a lgMejoraDefensa .
a l g T r a n s f e r e n c i a s . a lgTrans fe renc iaGrupoPai s . t r a n s f e r e n c i a 2 .
reduccionCuentaAmenazasSecundarias = 0 .75
Ender . a lgPlan . a lgRef inamientoPlan . a lgor i tmoDefensa . a lgMejoraDefensa .
a l g I n i c i a l i z a c i o n=In i c ia l i zac ionDe fensasCub i rAmenazas
Ender . a lgPlan . a lgRef inamientoPlan . a lgor i tmoDefensa . a lgMejoraDefensa .
a l gVa lo rac i on=ValoracionDefensasPropagacionAmenazas
Ender . a lgPlan . a lgRef inamientoPlan . a lgor i tmoDefensa . a lgMejoraDefensa .
a l g I n i c i a l i z a c i o n . a lgor i tmoValorac ionDe fensas=
ValoracionDefensasPropagacionAmenazas
Ender . a lgPlan . a lgRef inamientoPlan . algAmenazasSitDef=
UnionAmenazasRecibidasPais
Ender . a lgPlan . a lgRef inamientoPlan . algAmenazasSitDef . algUnionFuerzaAmenazas
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=UnionDatosReducida
Ender . a lgPlan . a lgRef inamientoPlan . algAmenazasSitDef .
algCosteAtaquePropagacionAmenazas=CosteFormula
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoCaminosTropas=
CaminosTropasProporcionales
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoCaminosTropas .
algProbExitoAtaques=ProbExitoArbol
Ender . a lgPlan . a lgRef inamientoPlan . algoritmoCaminosTropas .
algProbExitoAtaques . algProbExitoAtaqueSimple =
Interpo lac ionProbExi toS imple
Ender . a lgPlan . a lgPr io r idadPlan . a lgProbConquis tarPai ses =
ProbConquistarPaises
Ender . a lgPlan . a lgPr io r idadPlan . a lgProbConquis tarPai ses . costeAtaque =
CosteFormula
Ender . a lgPlan . a lgPr io r idadPlan=Pr io r idadAtracc i one s
 
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Ideas descartadas
El objetivo de esta seccio´n es presentar todas las ideas que han sido desechadas por
considerarse inviables o no adecuadas. Con esto se pretende dejar constancia de todas
las ideas valoradas y evitar que en futuros proyectos se repitan los mismos ana´lisis.
B.1. Equilibrios de Nash
La teor´ıa de juegos es una rama de la matema´tica que analiza los juegos o modelos
matema´ticos de conflicto y cooperacio´n entre agentes inteligentes que buscan maximizar
su beneficio.
Hay varias representaciones posibles para los juegos [Mye97]:
Forma estrate´gica: se definen un conjunto de jugadores, cada uno con varias po-
sibles estrateg´ıas a escoger. Para cada combinacio´n de estrategias, se define la
valoracio´n que obtiene cada jugador.
Forma extensiva: La forma extensiva representa un juego como un a´rbol de deci-
siones. El juego del Risk puede formalizarse con ella.
Forma bayesiana.
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El equilibrio de Nash se define para juegos en representacio´n estrate´gica, como una
situacio´n en el juego (combinacio´n de estrate´gias de todos los jugadores) en la que
ningu´n jugador puede aumentar sus beneficios cambiando su estrate´gia unilateralmente.
Esta demostrado que para todo juego en forma estrate´gica existe al menos un equilibrio
de Nash si se consideran estrate´gias estoca´sticas —la estrategia de cada jugador se
define como la probabilidad que tiene dicho jugador de escoger cada una de sus posibles
estrategias “puras”.
En todos los juegos se tiende a alcanzar un equilibrio de Nash, por lo que, un modo de
guiar al agente ser´ıa obtener el equilibrio al que la partida tendera´.
Aunque el juego de Risk no puede representarse en forma estrate´gica, podr´ıa tomarse
alguna simplificacio´n de e´ste y utilizar el equilibrio como heur´ıstica.
Por ejemplo, un juego en el que la decisio´n que debe tomar cada jugador es el conjunto
de contienentes que va a intentar conquistar. De este modo, los equilibrios de Nash
ser´ıan una heur´ıstica en un nivel estrate´gico de continentes que determine el intere´s de
cada jugador por un continente.
Sin embargo, al intentar aplicar esta idea surgen varias complicaciones:
1. Es muy costoso, ya que los equilibrios no son sencillos de calcular y dependen del
estado de la partida, por lo que hay que recalcularlos en cada turno o incluso en
cada plan analizado.
2. Puede haber ma´s de un equilibrio de Nash, por lo que hay que escoger uno o hacer
una media.
3. Al calcular el equilibrio se considera que todos los jugadores toman su decisio´n
de forma simulta´nea e independiente. Esta puede ser una simplificacio´n asumible
al ser una decisio´n estrate´gica y no ta´ctica, pero hay que tener en cuenta que los
jugadores pueden cambiar su decisio´n al inicio de su turno, por lo que se pierde
exactitud.
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B.2. Bu´squeda de n-jugadores
La bu´squeda entre adversarios ha sido una te´cnica frecuentemente utilizada en inteli-
gencia artificial, obteniendo resultados notables en juegos como las damas, el ajedrez y
juegos con azar como el backgammon o el bridge [RN03].
El algoritmo ma´s comu´n es el min-max (con poda alfa-beta para optimizar recorriendo
una menor parte del a´rbol de bu´squeda), apoyado en una funcio´n de evaluacio´n espec´ıfica
para cada juego.
B.2.1. Busqueda n-jugadores a nivel ta´ctico
En el nivel ta´ctico, las acciones de los jugadores son los movimientos que realizan en
el tablero de juego. La bu´squeda dar´ıa como resultado una lista de acciones que deben
realizarse.
A la hora de aplicar la bu´squeda de varios jugadores al dominio del Risk hay que
considerar los siguientes aspectos:
1. N-jugadores: Como en el Risk pueden jugar de 2 a 6 jugadores, habra´ que tener en
cuenta las decisiones de cada uno de ellos. Esto hace que, para tener informacio´n de
un turno de profundidad sea necesario recorrer seis niveles en el a´rbol de bu´squeda.
Adema´s, en juegos con n jugadores no puede aplicarse al completo la poda alfa
beta [Kor91], por lo que hay que recorrer bastante parte del a´rbol.
2. Incertidumbre: Cuando un jugador realiza un ataque, el resultado es no determi-
nista. Por lo tanto, o se calculan todas las posibilidades aumentando mucho el
coste computacional o se busca el caso ma´s probable (o una media), perdiendo
exactitud en los ca´lculos [Bal83].
Sin embargo, el mayor problema a la hora de aplicar la bu´squeda n-jugadores al dominio
del Risk es el enorme nu´mero de posibilidades que tiene cada jugador.
El nu´mero de posicionamientos, ataques y fortificaciones que un jugador puede realizar
crece exponencialmente respecto al nu´mero de pa´ıses y soldados posicionables. En el
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tablero cla´sico del Risk, con 42 pa´ıses y posicionamientos que suelen ir entre 3 y 10
soldados el nu´mero de opciones que tiene un jugador en su turno es innumerable y todo
esto sin contar con que cada ataque tiene un resultado indeterminado.
Por lo tanto, habr´ıa que reducir el factor de ramificacio´n radicalmente. La opcio´n pro-
puesta aqu´ı es an˜adir un generador de planes que genere un nu´mero asequible de planes
que se consideren buenos para el jugador a partir de un estado.
Adema´s, como los estados del a´rbol son parecidos, el generador de planes podra´ reutilizar
informacio´n obtenida en anteriores generaciones de planes para otros nodos del a´rbol
(por ejemplo, si se generan planes con computacio´n evolutiva puede inicializarse la
poblacio´n de planes con los previamente generados), como muestra la figura B.1.
Por lo tanto, para seguir esta aproximacio´n, hay que definir
1. Generador de planes: Genera planes a partir de un estado para un jugador. Lo ideal
ser´ıa que los planes, adema´s de ser viables y dar una buena posicio´n al jugador,
fuesen distintos entre si
2. Valoracio´n de la posicio´n: Valora un estado dando una puntuacio´n a cada jugador.
3. Ejecucio´n del plan: Dado un estado y un plan se genera el estado (o posibles
estados) resultante.
4. Propagacio´n de la valoracio´n de un jugador por el a´rbol: Como el resultado de un
plan es no determinista, min-max podr´ıa no ser la mejor opcio´n.
Se descarta la aplicacio´n de esta arquitectura en el proyecto porque se considera que
tras la ejecucio´n de seis planes (para ver la situacio´n en el turno siguiente), la pe´rdida
de informacio´n por el efecto estoca´stico es demasiado alta y se prefiere hacer una valo-
racio´n heur´ıstica de la posicio´n ma´s costosa que tenga en cuenta los movimientos de los
adversarios, esto es, la dina´mica de la posicio´n.
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Figura B.1: Bu´squeda N-jugadores con generador de planes
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B.2.2. Busqueda n-jugadores a nivel estrate´gico
En el nivel estrate´gico se toma una situacio´n simplificada del juego para obtener heur´ısti-
cas que gu´ıen al jugador a escoger las acciones que desea realizar.
Una opcio´n interesante ser´ıa considerar la simplificacio´n de que cada jugador selecciona
los continentes que desea dominar. El resultado de la bu´squeda ser´ıa el conjunto de
continentes que el jugador debe conquistar, lo que podr´ıa utilizarse para configurar el
intere´s de los continentes.
Sin embargo, la valoracio´n de una situacio´n en este juego simplificado no es tan simple.
Resulta complejo valorar lo buena que es la situacio´n para cada jugador dados los
continentes que desea conquistar.
B.3. Representacio´n del plan maestro
El plan maestro define todas las acciones que hara´ el jugador durante su turno. Como
el resultado de los ataques es indeterminado, se debera´ planificar que´ hacer para cada
uno de los posibles resultados.
En la figura B.2 puede verse un esquema de un posible plan maestro. La fase de fortifi-
caciones se ha simplificado considera´ndola como una u´nica decisio´n, cuando en realidad
es una cadena de traspasos de tropas individuales.
La parte central del esquema es el resultado del ataque. Se puede ver que, por cada
ataque, hay (n + 1 − x) posibles resultados del ataque: derrota, sobreviven (x + 1)
soldados, . . . , sobreviven n soldados. Para cada uno de estos ataques se pasa de nuevo
a la fase de ataque (tras una decisio´n de traslado de soldados) lo que conlleva planificar
muchos planes diferentes dependiendo de los resultados de los ataques.
Esta aproximacio´n tiene dos limitaciones muy importantes:
1. Muchas ramas del plan no se ejecutan. De hecho si se tienen m ataques de profun-
didad en cada ramificacio´n del plan de ataques, cada uno con n resultados posibles,
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Figura B.2: Diagrama de un plan maestro
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habr´ıa nm ejecuciones posibles de ese plan. Dado que el plan se ejecutara´ una sola
vez, (nm − 1) ejecuciones se habra´n calculado sin ninguna utilidad.
2. No se aprovecha la relacio´n entre las diferentes decisiones del jugador. Esto hace
la bu´squeda ma´s pesada, sobre todo por el posicionamiento inicial de tropas que
se realiza independientemente de los ataques.
Pueden mejorarse algunas decisiones de disen˜o para evitar estas limitaciones o, al me-
nos, reducir su impacto. Por ejemplo, la figura B.3 muestra un plan maestro con dos
modificaciones:
1. El nu´mero de soldados supervivientes al conquistar un pa´ıs no modifica el plan y
so´lo afecta a la decisio´n de traslado de soldados.
2. Las ramas en las que el ataque no tiene e´xito no se planifican al inicio del turno
y, en caso de ocurrir, provocan una replanificacio´n.
En consecuencia, el plan maestro puede ser adecuado para un entorno de algoritmos
evolutivos, en el que todas las decisiones se toman mediante el proceso de bu´squeda y se
recorre el espacio mediante pequen˜as variaciones en los mejores planes encontrados. Sin
embargo en un proceso de bu´squeda heur´ıstica cla´sica, la utilizacio´n del plan maestro
es inviable al hacer el espacio de bu´squeda inmanejable. El principal problema es que
algunas decisiones (la asignacio´n de soldados por ejemplo) tienen un factor de ramifica-
cio´n muy grande, aunque no sean tan relevantes ya que cambiar un soldado de un pa´ıs
a otro no afecta demasiado al resultado final.
B.4. Soluciones alternativas al problema de defensas
El problema de defensas se resolvio´ con un proceso de bu´squeda heur´ıstica, pero tambie´n
se discutieron otras ideas.
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Figura B.3: Diagrama de un plan maestro con replanificacio´n
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B.4.1. Solucio´n mediante te´cnicas de investigacio´n operativa
El problema de defensa se formalizo´ matema´ticamente como un problema de optimiza-
cio´n (ve´ase la seccio´n 4.5.5, pa´gina 133).
Para realizar la optimizacio´n, la investigacio´n operativa [Tah98] [HL67] ofrece varias
te´cnicas como la programacio´n lineal, la programacio´n no lineal y la programacio´n en-
tera, entre otras.
Solucio´n mediante programacio´n lineal
La te´cnica ba´sica para afrontar problemas de investigacio´n operativa es la programacio´n
lineal. Esta te´cnica requiere que el problema cumpla con las siguientes propiedades:
Restricciones lineales Las restricciones aplicadas sobre las variables de decisio´n son
lineales.
Variables de decisio´n continuas No son continuas puesto que no puede asignarse
medio soldado a un pa´ıs y medio a otro. Sin embargo, puede solucionarse utilizando
programacio´n entera, o simplificando el problema permitiendo asignar medio soldado a
un pa´ıs y redondeando el resultado.
Funcio´n objetivo lineal La valoracio´n de las defensas de los territorios es no lineal
por la interrelacio´n entre los pa´ıses. No es posible simplificarla a una funcio´n lineal
ya que ser´ıa equivalente a considerar que la defensa de los pa´ıses es independiente
(poner soldados en un pa´ıs frontera no defender´ıa los pa´ıses interiores) y el resultado
del algoritmo no tendr´ıa ninguna validez.
Por lo tanto la programacio´n lineal no puede aplicarse.
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Solucio´n mediante programacio´n no lineal
Las te´cnicas de programacio´n no lineal permiten abordar problemas en los que la funcio´n
objetivo es no lineal.
Sin embargo, todas las te´cnicas de programacio´n no lineal encontradas requieren que la
funcio´n objetivo sea convexa y derivable, lo cua´l, no parece cumplirse en este caso. La
valoracio´n de las defensas se realiza de un modo demasiado complejo como para poder
representarla de esa manera, por lo que debe descartarse tambie´n la posibilidad de la
programacio´n no lineal.
Conclusiones acerca de la solucio´n mediante investigacio´n operativa
No parece fa´cil aplicar te´cnicas de investigacio´n operativa a la resolucio´n del problema
de las defensas. A pesar de que la formalizacio´n matema´tica del problema se ajusta
bastante a la de un problema de investigacio´n operativa, la funcio´n objetivo es demasiado
compleja.
B.4.2. Solucio´n mediante algoritmos evolutivos
Otro posible me´todo para resolver el problema de las defensas es mediante un proceso de
algoritmos evolutivos. Este tipo de algoritmos han sido utilizados con buenos resultados
en muchos casos de optimizacio´n de funciones complejas o desconocidas.
Aunque no interesa esta aproximacio´n, ya que el objetivo del proyecto es estudiar
heur´ısticas que permitan obtener los ca´lculos de modo ma´s eficiente, resulta intere-
sante intentar obtener buenos resultados con esta aproximacio´n para poder comprobar
hasta que punto son buenas las soluciones dadas por el algoritmo de bu´squeda de la
mejor defensa.
Definicio´n de los individuos La representacio´n de los individuos debe cumplir que
un pequen˜o cambio en la representacio´n implique un pequen˜o cambio en su evaluacio´n.
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Los individuos son una matriz que indica para cada grupo y cada pa´ıs, un nu´mero entre
0 y 1 que pondera el nu´mero de soldados del grupo que se asignan a ese pa´ıs. Por
ejemplo, si hay dos grupos de soldados con 10 y 20 soldados respectivamente, a repartir














Configuracio´n del algoritmo Se utilizan poblaciones de 20 individuos y la eva-
luacio´n con torneos de 3 individuos. La condicio´n de parada es 100 generaciones sin
encontrar un individuo mejor.
B.5. Otros descartes
En esta seccio´n se enumeran todas aquellas ideas que se plantearon y descartaron sin
tener una suficiente relevancia y desarrollo como para profundizar en ellas:
Aproximacio´n no lineal del factor de riesgo de una lista Conseguir aproximar
el factor de riesgo de una lista con un conjunto de funciones lineales.
Dominio a medio plazo con propagacio´n de energ´ıas Un algoritmo para el
dominio a medio plazo que considera las fuerzas del jugador moviendose por el tablero.
Fue descartado porque al mover las fuerzas por el tablero se perd´ıa la conexio´n con la
posicio´n real.
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Defensa de pa´ıs lineal La funcio´n sigmoidal propuesta en la defensa de un pa´ıs fue




max(0, 0,2− 0,25(0,7− SdA ) si Sd < 0,7A,
Sd
A − 0,5 si 0,7A <= Sd <= 1,3A,
min(1, 0,8 + 0,25(SdA − 1,3)) si 1,3A < Sd
(B.1)
Sin embargo, fue descartada porque como muestra la gra´fica B.4 la funcio´n sigmoidal
ofrece resultados similares pero con variaciones ma´s suaves que probablemente den unos
resultados ma´s lo´gicos en la defensa de los pa´ıses.
Figura B.4: Comparacio´n de las funciones de defensa de un pa´ıs
Degradacio´n del intere´s Del mismo modo que se realiza la degradacio´n del dominio
para calcular el intere´s de dominio de la zona, podr´ıa degradarse el intere´s para obtener
un intere´s que contempla conquistar un pa´ıs para llegar a otro interesante. Fue descar-
tado porque no tiene sentido para el algoritmo de dominio, pero podr´ıa utilizarse en la
prioridad del plan.
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