The liner parabolic equation 
Introduction
We are concerned here with the exact null controllability of the linear parabolic equation with a drift term, There is already an extensive literature on exact null controllability with internal controller for general linear parabolic equations with Dirichlet and Neumann boundary conditions on bounded domains.
The first result is due to G. Lebeau and L. Robbiano [13] and refer to exact null internal controllability of the heat equation with Dirichlet homogeneous conditions. Later on this result was extended to general linear parabolic equations with smooth coefficients by A. Fursikov and O.Yu. Imanuvilov [12] . The extension to parabolic equations with discontinuous coefficients is due to J. Le Rousseau and L. Robbiano [17] . (On these lines see also [8] , [16] .) The exact null controllability of semilinear parabolic equations with superlinear nonlinearity was established in [2] and [11] . For other results on these lines, we mention the works [1] , [9] , [10] , and refer to Zhang's survey [20] for more recent results on exact controllability of parabolic equations. As regards the case where O is unbounded, which is the main objective of this work, this remained largely open. In some special cases, however, (O half-space), the boundary controllability was discussed in [14] , [15] .
The assumption we impose upon F and O implies the existence of an invariant probability measure dµ = ρdx, ρ ∈ L 1 (O) for the parabolic operator and the existence of a controller u which steers y 0 into origin follows by a Carleman type inequality for N in the space L 2 (O; dν). In fact, this represents the main novelty of the method: the use of an observation (Carleman) inequality in an L 2 (O; dµ) space with respect to an invariant measure µ for the linear parabolic operator N . As a matter of fact, as seen later on, µ is an invariant measure for the flow determined by the stochastic reflection problem
where W is a Brownian process in R d , K = O and N K is the normal cone to K. (See [4] , [5] , [7] for existence theory.) 
where
Similarly, there are defined the spaces [18] , [19] )
If K is bounded, then recc(K) = {0}, but otherwise recc(K) is an unbounded set (cone). Denote by p K the Minkowski functional (gauge) associated with the closed convex set K, that is,
We recall that p K is subadditive, positively homogeneous and, if
• K is the interior of K and ∂K is its boundary.)
2 The main result
where α 1 > 0 and α 2 ∈ R. Here, DF stands for the differential of
We note that, by Lemma A.2, p O ∈ C 2 (O \ recc(O)) and so (2.3) makes sense.
Taking into account (1.6), we see by
(2.5) (Otherwise, (2.5) holds in the weak distributional sense.) We consider the probability measure µ defined by dµ = ρ dx (2.6) and consider in the space L 2 (O; µ) the operator
In fact, N is the Kolmogorov operator associated with the stochastic reflection equation ( 
where E is the expectation. In particular, this implies that problem (1.1), or equivalently dy dt
Now, we can formulate the main controllability result.
Theorem 2.1 Under assumptions (i)-(iii), for each 0 < T < ∞ and all
Theorem 2.1 will be proved in Section 3 via the Carleman inequality for the backward dual equation associated with (2.8). It should be said that in equation (1.1) (respectively (2.7)) the coefficient 1 2 in front of ∆ was taken for the sake of symmetry only. Of course, one can replace it by any constant a > 0.
In the following, we discuss the form of O 0 arising in (iii) in some special cases.
Assume that
) is a convex function satisfying ϕ(0) = 0 and
where a > 0 and 1 ≤ m < ∞. (We have always such a local representation of O.) It is readily seen that
Proposition 2.2 Let η > 0 be the solution to the equation
Proof. By (1.4), we see that, for each
is the unique positive solution to (2.12). We have
and, since ϕ and ∇ϕ are bounded on bounded sets, we infer that, for each
, where a > 0 and m ≥ 2. Then (2.12) reduces to
14)
where y =
· A simple analysis of equation (2.14) reveals that, for each
Then, by Proposition (2.2), it follows that, for each γ > 0, 0 < ε < b, and
Then, Theorem 2.1 implies that
16)
where γ > 0 and 0 < ε < b.
In particular, it follows by Theorem 2.1 that (1.1) is exactly null controllable with controllers v = 1 O 0 u in any set O 0 of the form (2.16). At finite distance, this set can be taken as close as we want of the recession cone
Remark 2.5 The conclusion of Corollary 2.4 remains true if O is of the form (2.10) away from origin, that is, 
, and so the controllability set O 0 is of the form
where ε > 0 is arbitrarily small.
Proof of Theorem 2.1
Denote by N * the dual operator of N in the space
. A simple calculation involving (2.5) and (2.7) shows that
Moreover, taking into account that
∇(log ρ), we see by (3.1) that N * = N , i.e., N is self-adjoint. As it is well known, for the exact controllability of (2.8) we need the observability inequality
for any solution p to the backward equation dp dt
To get (3.2), we prove first a Carleman-type inequality for solutions p to equation (3.3) . To this end, proceeding as in [12] , we consider an open set
, and set
where ψ is the function given by Lemma 3.1 below. The following Carleman inequality is exactly of the same form as that given in [12] . 
for all the solutions p to (3.3).
By (3.7), we obtain estimate (3.2). Namely,
Corollary 3.3
The observability inequality (3.2) holds for all the solutions p to (3.3).
Proof. We note first that
We have, for all 0
and, therefore,
Integrating (3.9) on (t 1 , t 2 ) ⊂ (0, T ), we obtain by (3.7) the desired inequality (3.2) with a suitable constant C. We note also that (3.8) implies that p ∈ W 1,2 (0, T ; L 2 (O; µ)). Without loss of generality, we may assume in the following that p ∈ L 2 (0, T ; W 2,2 (O; µ)).
(Taking into account the structure of the domain D(N ) this happens if p(T ) ∈ D(N ) which, without any loss of generality, we may assume.) Also, for the sake of simplicity, we shall prove Proposition 3.2 for the equation 
Proof of Proposition 3.2.
Since the proof is similar to that given in [12] , it will be outlined only by emphasizing however on the differences which arise here due to the presence of dµ = ρ dx instead of the Lebesgue measure dx. However, in the proof we follow [2] , [3] . We set z = e sα p and note that z is solution to the equation
We set
.) Then, we rewrite (3.11) as
Z(t)z = −(sλφ∆ψ − F · ∇ψ)z + F · ∇z. Multiplying (3.12) by B(t)z and, integrating on O, we obtain d dt
∫ O (B(t)z)(x, t)z(x, t)dµ = ∫ O ((B(t)z)(x, t)z t (x, t) +(B(t)z t )(x, t)z(x, t))dµ + ∫ O (B t (t)z)(x, t)z(x, t)dµ = 2 ∫ O (B(t)z)(x, t
)(B(t)z(x, t) − X(t)z(x, t) + Z(t)z(x, t))dµ
(3.14)
We note that ∫ 
B(t)z)(Z(t)z)dµ dt
and so, by (3.13) and (3.15), we see that
while, by (3.14), we obtain that, for s, λ ≥ λ 0 sufficiently large,
By Green's formula and (2.1), (2.5), (5.12), we have
Note also that 2sλ
(Here, we used the fact that |∇ρ| d ≤ Cρ.) By (3.14), (3.17)-(3.19), we get
Next, by the Green formula it follows after some calculation that
Since ∂ψ ∂ν ≤ 0 and ψ = 0 on ∂O, we have
This yields
Then, by (3.17)-(3.20), we obtain that
To get (3.21) we used the trace inequality
Recalling the definition of D(s, λ, z) and the fact that
it follows by (3.21) that there are λ 0 > 0 and
Coming back to p, we get
If we multiply (3.13) by X φe 2sα ρp and integrate on q, we obtain that
for all λ ≥ λ 0 sufficiently large and s ≥ s 0 (λ). This completes the proof.
Proof of Theorem 2.1. Theorem 2.1 follows by observability inequality by a standard general result: the observability of solutions to backward dual system implies exact null controllability, so nothing remains to be done.
Remarks on the nongradient case
One might suspect that assumption (ii) can be weakened to
where α 1 > 0, m ∈ N and α 2 , γ ∈ R.
Indeed, in this case, it follows that there is a positive function 
As in the gradient case F = ∇g treated above, the exact null controllabili8ty of (2.8) is equivalent with the observability inequality (3.2) for the dual backward system dp dt − N * p = 0.
(Note that in this case N is no longer self-adjoint.) The major difficulty to obtain a Carleman inequality in this case is the form of the drift term ∇(log ρ) · p arising in the form of N * (see (3.1)) and also the integral term (3.19) . In order to have a convenient estimate for both terms, we need a condition of the form |∇ρ| d ≤ Cρ on O, which automatically holds in the gradient case, but is no longer implied by (4.5). One might expect, however, that under additional conditions on F this condition holds. Taking into account that ρ is the solution to (4.4) , this means to find conditions on F such that |∇ log ρ| ∈ L ∞ (O).
Appendix
Proof. This result was proved under more general conditions in [4] (see, also, [5] ), so here the proof will be only outlined. One must prove that, for each f ∈ L 2 (O; µ) and λ > 0, the equation
To this end, we assume first that f ∈ C
, that is, f and ∇f are uniformly continuous and bounded. Then, consider the elliptic equation in R
Here, P O is the projection of convex closed set O and
.g., [6] ). In fact, y ε is given by the probabilistic formula
where X ε is the solutions to the stochastic equation 5) which approximates the stochastic reflection problem (1.3) for ε → 0. We set
where ∇g ε = F ε . It is readily seen that β ε → ρ for ε → 0. Moreover, by (5.4) we see that
and, since X ε → X (the solution to (1.3)), we have that, for ε → 0,
Now, taking into account that
We have, by (4.3),
This yields 1 2
Then, letting ε → 0, we see by (5.8) that y is the solution to (5.1) (in the sense of distributions). More precisely, we have
We also have the estimate (see [2] ) 
, ∀y ∈ O \ recc(O), which, clearly, implies (5.13), as desired.
Remark A.1. The condition ∂O of class C 2 is excessively restrictive and was imposed to have (5.11) and by construction in Lemma 3.1, ψ in C 2 (O). However, as seen in the proof of Proposition 2.2 instead of (1.6), it suffices to have D 2 ij ψ ∈ L ∞ (O) only and, therefore, it suffices to take ∂O of class C 1,∞ .
