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Abstract
Field theories on deformed spaces suffer from the IR/UV mixing and renormalization is generically spoiled.
In work with R. Wulkenhaar, one of us realized a way to cure this disease by adding one more marginal operator.
We review these ideas, show the application to φ3 models and use the heat kernel expansion methods for a scalar
field theory coupled to an external gauge field on a θ-deformed space and derive noncommutative gauge field
actions.
1 Introduction
Four-dimensional quantum field theory suffers from infrared and ultraviolet divergences as well as from the di-
vergence of the renormalized perturbation expansion. Despite the impressive agreement between theory and ex-
periments and despite many attempts, these problems are not settled and remain a big challenge for theoretical
physics. Furthermore, attempts to formulate a quantum theory of gravity have not yet been fully successful. It is
astonishing that the two pillars of modern physics, quantum field theory and general relativity, seem to be incom-
patible. This convinced physicists to look for more general descriptions: After the formulation of supersymmetry
and supergravity, string theory was developed, and anomaly cancellation forced the introduction of six additional
dimensions. On the other hand, loop gravity was formulated, and led to spin networks and space-time foams. Both
approaches are not fully satisfactory. A third impulse came from noncommutative geometry developed by Alain
Connes, providing a natural interpretation of the Higgs effect at the classical level. This finally led to noncommu-
tative quantum field theory, which is the subject of this contribution. It allows to incorporate fluctuations of space
into quantum field theory. There are of course relations among these three developments. In particular, the field
theory limit of string theory leads to certain noncommutative field theory models, and some models defined over
fuzzy spaces are related to spin networks.
The argument that space-time should be modified at very short distances goes back to Schro¨dinger and Heisen-
berg. Noncommutative coordinates appeared already in the work of Peierls for the magnetic field problem, and are
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obtained after projecting onto a particular Landau level. Pauli communicated this to Oppenheimer, whose student
Snyder [1] wrote down the first deformed space-time algebra preserving Lorentz symmetry. After the development
of noncommutative geometry by Connes [2], it was first applied in physics to the integer quantum Hall effect.
Gauge models on the two-dimensional noncommutative tori were formulated, and the relevant projective modules
over this space were classified.
Through interactions with John Madore one of us (H.G.) realized that such Fuzzy geometries allow to ob-
tain natural cutoffs for quantum field theory [3]. This line of work was further developed together with Peter
Presˇnajder and Ctirad Klimcˇı´k [4]. At almost the same time, Filk [5] developed his Feynman rules for the canon-
ically deformed four-dimensional field theory, and Doplicher, Fredenhagen and Roberts [6] published their work
on deformed spaces. The subject experienced a major boost after one realized that string theory leads to noncom-
mutative field theory under certain conditions [7, 8], and the subject developed very rapidly; see e.g. [9, 10].
2 Noncommutative Quantum Field Theory
The formulation of Noncommutative Quantum Field Theory (NCFT) follows a dictionary worked out by mathe-
maticians. Starting from some manifold M one obtains the commutative algebra of smooth functions over M,
which is then quantized along with additional structure. Space itself then looks locally like a phase space in
quantum mechanics. Fields are elements of the algebra respectively a finitely generated projective module, and
integration is replaced by a suitable trace operation.
Following these lines, one obtains field theory on quantized (or deformed) spaces, and Feynman rules for
a perturbative expansion can be worked out. However some unexpected features such as IR/UV mixing arise
upon quantization, which are described below. In 2000 Minwalla, van Raamsdonk and Seiberg realized [11] that
perturbation theory for field theories defined on the Moyal plane faces a serious problem. The planar contributions
show the standard singularities which can be handled by a renormalization procedure. The nonplanar one loop
contributions are finite for generic momenta, however they become singular at exceptional momenta. The usual
UV divergences are then reflected in new singularities in the infrared, which is called IR/UV mixing. This spoils
the usual renormalization procedure: Inserting many such loops to a higher order diagram generates singularities
of any inverse power. Without imposing a special structure such as supersymmetry, the renormalizability seems
lost; see also [12, 13].
However, progress was made recently, when H.G. and R. Wulkenhaar were able to give a solution of this
problem for the special case of a scalar four-dimensional theory defined on the Moyal-deformed space R4θ [14].
The IR/UV mixing contributions were taken into account through a modification of the free Lagrangian by adding
an oscillator term with parameter Ω, which modifies the spectrum of the free Hamiltonian. The harmonic oscil-
lator term was obtained as a result of the renormalization proof. The model fulfills then the Langmann-Szabo
duality [15] relating short distance and long distance behavior. The proof follows ideas of Polchinski. There are
indications that a constructive procedure might be possible and give a nontrivial φ4 model, which is currently under
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investigation [16]. At Ω = 1 the model becomes self-dual, and we are presently studying them in more detail. The
noncommutative Euclidean selfdual φ3 model can be solved using the relationship to the Kontsevich matrix model.
This relation holds for any even dimension, but a renormalization still has to be applied. In D = 2 and D = 4
dimensions the models are super-renormalizable [17, 18]. In D = 6 dimensions, the model is only renormalizable
and details are presently worked out [19].
Nonperturbative aspects of NCFT have also been studied in recent years. The most significant and surpris-
ing result is that the IR/UV mixing can lead to a new phase denoted as “striped phase” [20], where translational
symmetry is spontaneously broken. The existence of such a phase has indeed been confirmed in numerical stud-
ies [21, 22]. To understand better the properties of this phase and the phase transitions, further work and better
analytical techniques are required, combining results from perturbative renormalization with nonperturbative tech-
niques. Here a particular feature of scalar NCFT is very suggestive: the field can be described as a hermitian
matrix, and the quantization is defined nonperturbatively by integrating over all such matrices. This provides a nat-
ural starting point for nonperturbative studies. In particular, it suggests and allows to apply ideas and techniques
from random matrix theory.
Remarkably, gauge theories on quantized spaces can also be formulated in a similar way [23–26]. The action
can be written as multi-matrix models, where the gauge fields are encoded in terms of matrices which can be
interpreted as “covariant coordinates”. The field strength can be written as commutator, which induces the usual
kinetic terms in the commutative limit. Again, this allows a natural nonperturbative quantization in terms of matrix
integrals.
In the last section, we discuss a formulation of gauge theories related to the approach to NCFT presented
here. We start with noncommutative φ4 theory on canonically deformed Euclidean space with additional oscillator
potential. The oscillator potential modifies the free theory and solves the IR/UV mixing problem. We couple an
external gauge field to the scalar field via introducing covariant coordinates. As in the classical case, we extract
the dynamics of the gauge field from the divergent contributions to the 1-loop effective action. The effective action
is calculated using a heat kernel expansion [27, 28]. The technical details are going to be presented in [29].
3 Renormalization of φ4-theory on the 4D Moyal plane
We briefly sketch the methods used in [14] proving the renormalizability for scalar field theory defined on the
4-dimensional quantum plane R4θ , with commutation relations
[xµ, xν ] = iθµν . (1)
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The IR/UV mixing was taken into account through a modification of the free Lagrangian, by adding an oscillator
term which modifies the spectrum of the free Hamiltonian:
S =
∫
d4x
(1
2
∂µφ ⋆ ∂
µφ+
Ω2
2
(x˜µφ) ⋆ (x˜
µφ) +
µ2
2
φ ⋆ φ+
λ
4!
φ ⋆ φ ⋆ φ ⋆ φ
)
(x) . (2)
Here, x˜µ = 2(θ−1)µνxν and ⋆ is the Moyal star product
(a ⋆ b)(x) :=
∫
d4y
d4k
(2π)4
a(x+ 12θ·k)b(x+y) eiky , θµν = −θνµ ∈ R . (3)
The model is covariant under the Langmann-Szabo duality relating short distance and long distance behavior. At
Ω = 1 the model becomes self-dual, and connected to integrable models.
The renormalization proof proceeds by using a matrix base, which leads to a dynamical matrix model of the
type:
S[φ] = (2πθ)2
∑
m,n,k,l∈N2
(1
2
φmn∆mn;klφkl +
λ
4!
φmnφnkφklφlm
)
, (4)
where
∆m1
m2
n1
n2 ;
k1
k2
l1
l2
=
(
µ2+2+2Ω
2
θ (m
1+n1+m2+n2+2)
)
δn1k1δm1l1δn2k2δm2l2
− 2−2Ω2θ
(√
k1l1 δn1+1,k1δm1+1,l1 +
√
m1n1 δn1−1,k1δm1−1,l1
)
δn2k2δm2l2
− 2−2Ω2θ
(√
k2l2 δn2+1,k2δm2+1,l2 +
√
m2n2 δn2−1,k2δm2−1,l2
)
δn1k1δm1l1 . (5)
The interaction part becomes a trace of product of matrices, and no oscillations occur in this basis. The propagator
obtained from the free part is quite complicated, in 4 dimensions it is:
Gm1
m2
n1
n2 ;
k1
k2
l1
l2
=
θ
2(1+Ω)2
m1+l1
2∑
v1= |m
1−l1|
2
m2+l2
2∑
v2= |m
2−l2|
2
B
(
1+µ
2θ
8Ω +
1
2 (m
1+k1+m2+k2)−v1−v2, 1+2v1+2v2)
× 2F1
(
1+2v1+2v2 , µ
2θ
8Ω − 12 (m1+k1+m2+k2)+v1+v2
2+µ
2θ
8Ω +
1
2 (m
1+k1+m2+k2)+v1+v2
∣∣∣∣(1−Ω)2(1+Ω)2
)(1−Ω
1+Ω
)2v1+2v2
×
2∏
i=1
δmi+ki,ni+li
√(
ni
vi+n
i−ki
2
)(
ki
vi+k
i−ni
2
)(
mi
vi+m
i−li
2
)(
li
vi+ l
i−mi
2
)
. (6)
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These propagators (in 2 and 4 dimensions) show asymmetric decay properties:
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They decay exponentially on particular directions (in l-direction in the picture), but have power law decay in
others (in α-direction in the picture). These decay properties are crucial for the perturbative renormalizability of
the models.
The proof in [14,30] follows the ideas of Polchinski [31]. The quantum field theory corresponding to the action
(4) is defined — as usual — by the partition function
Z[J ] =
∫ (∏
m,n
dφmn
)
exp
(
−S[φ]−
∑
m,n
φmnJnm
)
. (8)
The strategy due to Wilson [32] consists in integrating in the first step only those field modes φmn which have a
matrix index bigger than some scale θΛ2. The result is an effective action for the remaining field modes which
depends on Λ. One can now adopt a smooth transition between integrated and not integrated field modes so that
the Λ-dependence of the effective action is given by a certain differential equation, the Polchinski equation.
Now, renormalization amounts to prove that the Polchinski equation admits a regular solution for the effective
action which depends on only a finite number of initial data. This requirement is hard to satisfy because the space
of effective actions is infinite dimensional and as such develops an infinite dimensional space of singularities when
starting from generic initial data.
The Polchinski equation can be iteratively solved in perturbation theory where it can be graphically written as
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The graphs are graded by the number of vertices and the number of external legs. Then, to the Λ-variation of a
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graph on the lhs there only contribute graphs with a smaller number of vertices and a bigger number of legs. A
general graph is thus obtained by iteratively adding a propagator to smaller building blocks, starting with the initial
φ4-vertex, and integrating over Λ. Here, these propagators are differentiated cut-off propagatorsQmn;kl(Λ) which
vanish (for an appropriate choice of the cut-off function) unless the maximal index is in the interval [θΛ2, 2θΛ2].
As the field carry two matrix indices and the propagator four of them, the graphs are ribbon graphs familiar from
matrix models.
It can then be shown that cut-off propagator Q(Λ) is bounded by CθΛ2 . This was achieved numerically in [14]
and later confirmed analytically in [16]. A nonvanishing frequency parameter Ω is required for such a decay
behavior. As the volume of each two-component index m ∈ N2 is bounded by C′θ2Λ4 in graphs of the above
type, the power counting degree of divergence is (at first sight) ω = 4S−2I , where I is the number of propagators
and S the number of summation indices.
It is now important to take into account that if three indices of a propagator Qmn;kl(Λ) are given, the fourth
one is determined by m+ k = n+ l, see (6). Then, for simple planar graphs one finds that ω = 4 −N where N
is the number of external legs. But this conclusion is too early, there is a difficulty in presence of completely inner
vertices, which require additional index summations. The graph
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
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



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??
??
??
??
??
?
??
??
??
??
??
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__ ??



m
n
l
k
q
p1+m
p1+q
p2+l
p2+q
p3+q
p3+l
p3+m
(10)
entails four independent summation indices p1, p2, p3 and q, whereas for the powercounting degree 2 = 4−N =
4S − 5 · 2 we should only have S = 3 of them. It turns out that due to the quasi-locality of the propagator (the
exponential decay in l-direction in (7)), the sum over q for fixedm can be estimated without the need of the volume
factor.
Remarkably, the quasi-locality of the propagator not only ensures the correct powercounting degree for planar
graphs, it also renders all nonplanar graphs superficially convergent. For instance, in the nonplanar graphs
oo
//
 OO
//
oo
OO
oo
//

OO
m4
n4
m1
n1
n2
m2
m3
n3
q
q′
∣∣∣∣∣∣∣∣∣
q′=n1+n3−q
oo
// OO
oo
OO
oo
//

OO
m2
n2 r
′ r
m1
n1
q
q′
∣∣∣∣∣∣∣∣∣∣∣ q′ = m2 + r − q
r′ = n2 + r −m1
(11)
the summation over q and q, r, respectively, is of the same type as over q in (10) so that the graphs in (11) can be
estimated without any volume factor.
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After all, we have obtained the powercounting degree of divergence
ω = 4−N − 4(2g +B − 1) (12)
for a general ribbon graph, where g is the genus of the Riemann surface on which the graph is drawn and B
the number of holes in the Riemann surface. Both are directly determined by the graph. It should be stressed,
however, that although the number (12) follows from counting the required volume factors, its proof in our scheme
is not so obvious: The procedure consists of adding a new cut-off propagator to a given graph, and in doing so the
topology (B, g) has many possibilities to arise from the topologies of the smaller parts for which one has estimates
by induction. The proof that in every situation of adding a new propagator one obtains (12) is given in [30].
Moreover, the boundary conditions for the integration have to be correctly chosen to confirm (12), see below.
The powercounting behavior (12) is good news because it implies that (in contrast to the situation without
the oscillator potential) all nonplanar graphs are superficially convergent. However, this does not mean that all
problems are solved: The remaining planar two- and four-leg graphs which are divergent carry matrix indices, and
(12) suggests that these are divergent independent of the matrix indices. An infinite number of adjusted initial data
would be necessary in order to remove these divergences.
Fortunately, a more careful analysis shows that the powercounting behavior is improved by the index jump
along the trajectories of the graph. For example, the index jump for the graph (10) is defined as J = ‖k − n‖1 +
‖q− l‖1+ ‖m− q‖1. Then, the amplitude is suppressed by a factor of order
(
max(m,n . . . )
θΛ2
) J
2
compared with
the naive estimation. Thus, only planar four-leg graphs with J = 0 and planar two-leg graphs with J = 0 or J = 2
are divergent (the total jumps is even). For these cases, a discrete Taylor expansion about the graphs with vanishing
indices is employed. Only the leading terms of the expansion, i.e. the reference graphs with vanishing indices, are
divergent whereas the difference between original graph and reference graph is convergent. Accordingly, in this
scheme only the reference graphs must be integrated in a way that involves initial conditions. For example, if the
contribution to the rhs of the Polchinski equation (9) is given by the graph
Λ
∂
∂Λ
A
(2)planar,1PI
mn;nk;kl;lm[Λ] =
∑
p∈N2


 ??  __
??__
 __ ??
m
m
k
k
n n
l l
p p

 (Λ) , (13)
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the Λ-integration is performed as follows:
A
(2)planar,1PI
mn;nk;kl;lm[Λ]
= −
∫ ∞
Λ
dΛ′
Λ′
∑
p∈N2


 ??  __
??__
 __ ??
m
m
k
k
n n
l l
p p −
 ??  __
??__
 __ ??
m
m
k
k
n n
l l
0 0
0 0
p p

[Λ′]
+
 ??  __
??__
m
m
k
k
n n
l l 
∫ Λ
ΛR
dΛ′
Λ′
∑
p∈N2


 ??  __
??__
 __ ??
0
0
0
0
0 0
0 0
p p

[Λ′] +A(2,1,0)1PI00;00;00;00[ΛR]

 . (14)
Only one initial condition, A(2,1,0)1PI00;00;00;00[ΛR], is required for an infinite number of planar four-leg graphs (distin-
guished by the matrix indices). We need one further initial condition for the two-leg graphs with J = 2 and two
more initial condition for the two-leg graphs with J = 0 (for the leading quadratic and the subleading logarithmic
divergence). This is one condition more than in a commutative φ4-theory, and this additional condition justifies a
posteriori our starting point of adding one new term to the action (2), the oscillator term Ω.
Knowing the relevant/marginal couplings, we can compute Feynman graphs with sharp matrix cut-offN . The
most important question concerns the β-function appearing in the renormalisation group equation which describes
the cut-off dependence of the expansion coefficients Γm1n1;...;mNnN of the effective action when imposing nor-
malisation conditions for the relevant and marginal couplings. We have [33]
lim
N→∞
(
N ∂
∂N +Nγ + µ
2
0βµ0
∂
∂µ20
+ βλ
∂
∂λ
+ βΩ
∂
∂Ω
)
Γm1n1;...;mNnN [µ0, λ,Ω,N ] = 0 , (15)
where
βλ = N ∂
∂N
(
λ[µphys, λphys,Ωphys,N ]
)
, βΩ = N ∂
∂N
(
Ω[µphys, λphys,Ωphys,N ]
)
,
βµ0 =
N
µ20
∂
∂N
(
µ20[µphys, λphys,Ωphys,N ]
)
, γ = N ∂
∂N
(
lnZ[µphys, λphys,Ωphys,N ]
)
. (16)
Here, Z is the wavefunction renormalisation. To one-loop order one finds [33]
βλ =
λ2phys
48π2
(1−Ω2phys)
(1+Ω2phys)
3
, βΩ =
λphysΩphys
96π2
(1−Ω2phys)
(1+Ω2phys)
3
, (17)
βµ = −
λphys
(
4N ln(2) + (8+θµ
2
phys)Ω
2
phys
(1+Ω2phys)
2
)
48π2θµ2phys(1+Ω
2
phys)
, γ =
λphys
96π2
Ω2phys
(1+Ω2phys)
3
. (18)
Eq. (17) shows that the ratio of the coupling constants λΩ2 remains bounded along the renormalization group flow
up to first order. Starting from given small values for ΩR, λR at NR, the frequency grows in a small region around
ln N
NR
= 48π
2
λR
to Ω ≈ 1. The coupling constant approaches λ∞ = λRΩ2R , which can be made small for sufficiently
small λR. This leaves the chance of a nonperturbative construction [34] of the model.
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In particular, the β-function vanishes at the self-dual point Ω = 1, indicating special properties of the model.
4 Nontrivial solvable φ3 model
In [18] the 4-dimensional scalar noncommutative φ3 model is considered, with additional oscillator-type potential
in order to avoid the problem of IR/UV mixing. The model is defined by the action [17, 18]
S˜ =
∫
R4θ
1
2
∂iφ∂iφ+
µ2
2
φ2 +Ω2(x˜iφ)(x˜iφ) +
iλ˜
3!
φ3 (19)
on the 4-dimensional quantum plane. The dynamical object is the scalar field φ = φ†, which is a self-adjoint
operator acting on the representation space H of the algebra (1). The action is chosen to be written with an
imaginary coupling iλ˜, assuming λ˜ to be real. The reason is that for real coupling λ˜′ = iλ˜, the potential would
be unbounded from above and below, and the quantization would seem ill-defined. The quantization is completely
well-defined for imaginary iλ˜, and allows analytic continuation to real λ˜′ = iλ˜ in a certain sense which will be
made precise below. Therefore we accept for now that the action S˜ is not necessarily real. Using the commutation
relations (1), the derivatives ∂i can be written as inner derivatives ∂if = −i[x˜i, f ]. Therefore the action can be
written as
S˜ =
∫
−(x˜iφx˜iφ− x˜ix˜iφφ) + Ω2x˜iφx˜iφ+ µ
2
2
φ2 +
iλ˜
3!
φ3 (20)
using the cyclic property of the integral. For the “self-dual” point Ω = 1, this action simplifies further to
S˜ =
∫
(x˜ix˜i +
µ2
2
)φ2 +
iλ˜
3!
φ3 = Tr
(1
2
Jφ2 +
iλ
3!
φ3
)
. (21)
Here we replaced the integral by
∫
= (2πθ)2Tr, and introduce
J = 2(2πθ)2(
∑
i
x˜ix˜i +
µ2
2
), λ = (2πθ)2λ˜. (22)
In [17, 18] it has been shown that noncommutative Euclidean selfdual φ3 model can be solved using matrix
model techniques, and is related to the KdV hierarchy. This is achieved by rewriting the field theory as Kontsevich
matrix model, for a suitable choice of the eigenvalues in the latter. The relation holds for any even dimension,
and allows to apply some of the known, remarkable results for the Kontsevich model to the quantization of the φ3
model [35, 36].
In order to quantize the theory, we need to include a linear counterterm −Tr(iλ)a φ to the action (the explicit
factor iλ is inserted to keep most quantities real), and – as opposed to the 2-dimensional case [17] – we must also
allow for a divergent shift
φ→ φ+ iλc (23)
9
of the field φ. These counterterms are necessary to ensure that the local minimum of the cubic potential remains at
the origin after quantization. The latter shift implies in particular that the linear counterterm picks up a contribution
−Tr(iλ)(a+ cJ)φ from the quadratic term. Therefore the linear term should be replaced by −Tr(iλ)Aφ where
A = a+ cJ, (24)
while the other effects of this shift φ→ φ+ iλc can be absorbed by a redefinition of the coupling constants (which
we do not keep track of). We are thus led to consider the action
S = Tr
(1
2
Jφ2 +
iλ
3!
φ3 − (iλ)Aφ − 1
3(iλ)2
J3 − JA
)
. (25)
involving the constants iλ, a, c and µ2. The additional constant terms in (25) are introduced for later convenience.
By suitable shifts in the field φ, one can now either eliminate the linear term or the quadratic term in the action,
S = Tr
(
− 1
2iλ
M2φ˜+
iλ
3!
φ˜3
)
= Tr
(1
2
MX2 +
iλ
3!
X3 − 1
3(iλ)2
M3
)
(26)
where4
φ˜ = φ+
1
iλ
J = X +
1
iλ
M (27)
and
M =
√
J2 + 2(iλ)2A =
√
J˜2 + 2(iλ)2a− (iλ)4c2 (28)
J˜ = J + (iλ)2c. (29)
This has precisely the form of the Kontsevich model [36].
The quantization of the model (25) resp. (26) is defined by an integral over all Hermitian N2 × N2 matrices
φ, where N serves as a UV cutoff. The partition function is defined as
Z(M) =
∫
Dφ˜ exp(−Tr
(
− 1
2iλ
M2φ˜+
iλ
3!
φ˜3
)
) = eF (M), (30)
which is a function of the eigenvalues of M resp. J˜ . Since N is finite, we can freely switch between the various
parametrizations (25), (26) involving M , J , φ, or φ˜. Correlators or “n-point functions” are defined through
〈φi1j1 ...φinjn〉 =
1
Z
∫
Dφ exp(−S)φi1j1 ....φinjn , (31)
keeping in mind that each in denotes a double-index [18].
This allows to write down closed expressions for the genus expansion of the free energy, and also for some
4for the quantization, the integral for the diagonal elements is then defined via analytical continuation, and the off-diagonal elements remain
hermitian since J is diagonal.
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n-point functions by taking derivatives and using the equations of motion. It turns out that the required renor-
malization is determined by the genus 0 sector only, and can be computed explicitly. As for the renormalization
procedure, see [17–19]. All contributions in a genus expansion of any n-point function correlation function are
finite and well-defined for finite coupling. This implies but is stronger than perturbative renormalization. One thus
obtains fully renormalized models with nontrivial interaction which are free of IR/UV diseases. All this shows that
even though the φ3 may appear ill-defined at first, it is in fact much better under control than other models.
5 Induced gauge theory
Since elementary particles are most successfully described by gauge theories it is a big challenge to formulate
consistent gauge theories on non-commutative spaces. Let u be a unitary element of the algebra such that the
scalar fields φ transform covariantly:
φ 7→ u∗ ⋆ φ ⋆ u, u ∈ G. (32)
For a purpose which will become clear in the sequel, we rewrite the action (2) using ∂µf = −i[x˜µ, f ]⋆ and obtain
S0 =
∫
dDx
(
1
2φ ⋆ [x˜ν , [x˜
ν , φ]⋆]⋆ +
Ω2
2 φ ⋆ {x˜ν , {x˜ν , φ}⋆}⋆
+µ
2
2 φ ⋆ φ+
λ
4!φ ⋆ φ ⋆ φ ⋆ φ
)
(x) . (33)
The approach employed here makes use of two basic ideas. First, it is well known that the ⋆-multiplication of a
coordinate - and also of a function, of course - with a field is not a covariant process. The product xµ ⋆ φ will not
transform covariantly,
xµ ⋆ φ9 u∗ ⋆ xµ ⋆ φ ⋆ u .
Functions of the coordinates are not effected by the gauge group. The matter field φ is taken to be an element of a
left module [37]. The introduction of covariant coordinates
Bν = x˜ν +Aν (34)
finds a remedy to this situation [38]. The gauge field Aµ and hence the covariant coordinates transform in the
following way:
Aµ 7→ iu∗ ⋆ ∂µu+ u∗ ⋆ Aµ ⋆ u , (35)
Bµ 7→ u∗ ⋆ Bµ ⋆ u .
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Using covariant coordinates we can construct an action invariant under gauge transformations. This action defines
the model for which we shall study the heat kernel expansion:
S =
∫
dDx
(
1
2
φ ⋆ [Bν , [B
ν , φ]⋆]⋆ +
Ω2
2
φ ⋆ {Bν , {Bν , φ}⋆}⋆
+
µ2
2
φ ⋆ φ+
λ
4!
φ ⋆ φ ⋆ φ ⋆ φ
)
(x) . (36)
Secondly, we apply the heat kernel formalism. The gauge field Aµ is an external, classical gauge field coupled
to φ. In the following sections, we will explicitly calculate the divergent terms of the one-loop effective action.
In the classical case, the divergent terms determine the dynamics of the gauge field [28, 39, 40]. There have
already been attempts to generalise this approach to the non-commutative realm; for non-commutative φ4 theory
see [41, 42]. First steps towards gauge kinetic models have been done in [43–45]. However, the results there are
not completely comparable, since we have modified the free action and expand around −∇2 + Ω2x˜2 rather than
−∇2. In addition, some assumptions are not met. In [45], the author starts with an action of the form
S′ =
∫
dDxφ (−∇2 + E)φ, (37)
where
∇µ = ∂µ + L(λµ) +R(ρµ),
E = L(l1) +R(r1) + L(l2) ◦R(r2).
R and L denote right and left ⋆-multiplication, respectively. Comparison with our action yields the following
identifications:
λµ = −iAµ,
ρµ = iAµ,
r1 = l1 = Ω
2(Bµ ⋆ B
µ − x˜2), (38)
r2µ = l2µ =
√
2ΩBµ .
All fields are assumed to fall off at infinity faster than any power. But A and B = x˜ + A cannot both drop off to
zero at infinity.
As we will see, the employed method is not manifest gauge invariant. But in the end, various terms add up to
give gauge invariant results. In this paper we will discuss the case Ω = 1 in D = 2 and 4 dimensions and the case
Ω 6= 1 in D = 2 dimensions, respectively.
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5.1 The model
Let us start from the action (2)
S =
∫
dDx
(
1
2
φ ⋆ [Bν , [B
ν , φ]⋆]⋆ +
Ω2
2
φ ⋆ {Bν , {Bν , φ}⋆}⋆
+
µ2
2
φ ⋆ φ+
λ
4!
φ ⋆ φ ⋆ φ ⋆ φ
)
(x) .
The expansion of S yields
S = S0 +
∫
dDx
1
2
φ ⋆
(
2iAν ⋆ ∂νφ− 2i∂νφ ⋆ Aν
+2(1 + Ω2)Aν ⋆ A
ν ⋆ φ− 2(1− Ω2)Aν ⋆ φ ⋆ Aν
+2Ω2{(θ−1x)ν , (Aν ⋆ φ+ φ ⋆ Aν)}⋆
)
, (39)
where S0 denotes the quadratic part ot the action. We expand the fields in the matrix base of the Moyal plane,
Aν(x) =
∑
p,q∈ND/2
Aνpqfpq(x) , φ(x) =
∑
p,q∈ND/2
φpqfpq(x) , ψ(x) =
∑
p,q∈ND/2
ψpqfpq(x) . (40)
This choice of basis simplifies the calculations. In the end, we will again represent the results in the x-basis.
Usefull properties of this basis (which we also use in the Appendix) are reviewed in the appendix of [46]. In order
to calculate the effective 1-loop action we need to compute the second derivative of the action first. The second
derivative of the action yields
δ2S
δφ2
(fmn)(x) =
∑
r,s∈N2
Grs;mnfsr(x)
+
∑
r∈N2
( λ
3!
φ ⋆ φ+ (1 + Ω2)
(
Bν ⋆ B
ν − x˜2))
rm
frn(x)
+
∑
s∈N2
( λ
3!
φ ⋆ φ+ (1 + Ω2)
(
Bν ⋆ B
ν − x˜2))
ns
fms(x)
+
∑
r,s∈N2
( λ
3!
φrmφns − 2(1− Ω2)Aν,rmAνns
)
frs(x)
+(1− Ω2)i
√
2
θ
∑
r∈N2
(√
n1A
(1+)
r1
r2
m1
m2
f
r1
r2
n1−1
n2
−
√
n1 + 1A
(1−)
r1
r2
m1
m2
f
r1
r2
n1+1
n2
+
√
n2A
(2+)
r1
r2
m1
m2
fr1
r2
n1
n2−1
−
√
n2 + 1A
(2−)
r1
r2
m1
m2
fr1
r2
n1
n2+1
)
−(1− Ω2)i
√
2
θ
∑
s∈N2
(
−
√
m1 + 1A
(1+)
n1
n2
s1
s2
fm1+1
m2
s1
s2
+
√
m1A
(1−)
n1
n2
s1
s2
fm1−1
m2
s1
s2
−
√
m2 + 1A
(2+)
n1
n2
s1
s2
f m1
m2+1
s1
s2
+
√
m2A
(2−)
n1
n2
s1
s2
f m1
m2−1
s1
s2
)
, (41)
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where
A(1±) = A1 ± iA2 , A(2±) = A3 ± iA4 . (42)
We extract the lk-component of (41):
θ
2
(
δ2S
δφ2
(fmn)
)
lk
= H0kl;mn +
θ
2
Bkl;mn ≡ Hkl;mn , (43)
where H0mn;kl = θ2∆mn;kl given in Eq. (5). is the field independent part and
Vkl;mn =
( λ
3!
φ ⋆ φ+ (1 + Ω2)
(
Bν ⋆ B
ν − x˜2))
lm
δnk
+
( λ
3!
φ ⋆ φ+ (1 + Ω2)
(
Bν ⋆ B
ν − x˜2))
nk
δml
+
( λ
3!
φlmφnk − 2(1− Ω2)Aν,lmAνnk
)
+ (1 − Ω2)i
√
2
θ
(√
n1A
(1+)
l1
l2
m1
m2
δ
k1
k2
n1−1
n2
−
√
n1 + 1A
(1−)
l1
l2
m1
m2
δ
k1
k2
n1+1
n2
+
√
n2A
(2+)
l1
l2
m1
m2
δk1
k2
n1
n2−1
−
√
n2 + 1A
(2−)
l1
l2
m1
m2
δk1
k2
n1
n2+1
)
− (1 − Ω2)i
√
2
θ
(
−
√
m1 + 1A
(1+)
n1
n2
k1
k2
δm1+1
m2
l1
l2
+
√
m1A
(1−)
n1
n2
k1
k2
δm1−1
m2
l1
l2
−
√
m2 + 1A
(2+)
n1
n2
k1
k2
δ m1
m2+1
l1
l2
+
√
m2A
(2−)
n1
n2
k1
k2
δ m1
m2−1
l1
l2
)
. (44)
According to [41], the third line of the above equation corresponds to non-planar contributions. The above expres-
sions for even dimensions other than four can easily be extracted.
In (43), we use two different notations for the index assignment. Given an operator P on the algebra, we write
Pfmn =
∑
k,l
(Pmn)lkflk =
∑
k,l
flkPkl;mn . (45)
Then, the composition of two such operators P,Q reads
PQfmn =
∑
k,l(Qmn)lk(Pflk) =
∑
k,l,r,s(Qmn)lk(Plk)rsfrs
=
∑
k,l(Pflk)Qkl;mn =
∑
k,l,r,s frsPsr;lkQkl;mn , (46)
hence
[PQ]sr;mn =
∑
k,l
Psr;lkQkl;mn . (47)
The trace of such an operator is then given by
TrP =
∑
m,n
Pmn;nm . (48)
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The regulatised one-loop effective action for the model defined by the classical action (36) is given by
Γǫ1l[φ] = −
1
2
∫ ∞
ǫ
dt
t
Tr
(
e−tH − e−tH0
)
. (49)
Using the Duhamel formula, we obtain the following expansioin:
Γǫ1l[φ] = −
1
2
∫ ∞
ǫ
dt
t
Tr
(
−θ
2
tV e−tH
0
+
θ2
4
∫ t
0
dt′t′V e−t
′H0V e−(t−t
′)H0 + . . .
)
(50)
= Γǫ1l,1[φ] + Γ
ǫ
1l,2[φ] +O(θ3) .
The heat kernel e−tH0 of the Schro¨dinger operator (5) can be calculated from the propagator given in Eq. (6).
In the matrix base of the Moyal plane, it has the following representation:
(
e−tH
0
)
mn;kl
= e−t(µ
2θ/2+ΩD)δm+k,n+l
D/2∏
i=1
Kmini;kili(t) , (51)
Km,m+α;l+α,l(t) =
min(m,l)∑
u=0
√(
m
u
)(
l
u
)(
α+m
m− u
)(
α+ l
l − u
)
×e
−4Ωt( 1
2
α+u)(1 − e−4Ωt)m+l−2u
(1− (1−Ω)2(1+Ω)2 e−4Ωt)α+m+l+1
( 4Ω
(1 + Ω)2
)α+2u+1(1− Ω
1 + Ω
)m+l−2u
(52)
=
min(m,l)∑
u=0
√(
m
u
)(
l
u
)(
α+m
m− u
)(
α+ l
l − u
)
(53)
× e2Ωt
(
1− Ω2
2Ω
sinh(2Ωt)
)m+l−2u
XΩ(t)
α+m+l+1 ,
where we have used the definition
XΩ(t) =
4Ω
(1 + Ω)2e2Ωt − (1− Ω)2e−2Ωt . (54)
For Ω = 1, the interaction part of the action simplifies,
Vkl;mn =
( λ
3!
φ ⋆ φ+ 2
(
Bµ ⋆ B
µ − x˜2))
lm
δnk
+
( λ
3!
φ ⋆ φ+ 2
(
Bµ ⋆ B
µ − x˜2))
nk
δml +
λ
3!
φlmφnk (55)
≡ almδnk + ankδml + λ
3!
φlmφnk , (56)
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and for the heat kernel we obtain the following simple expression:
(
e−tH
0
)
mn;kl
= δmlδkne
−2tσ2
D/2∏
i=1
e−2t(m
i+ni), (57)
Kmn;kl(t) = δml
D/2∏
i=1
e−2t(m
i+ki), (58)
where σ2 = µ
2θ
4 +
D
2 .
5.2 2-Dimensional case
5.2.1 Ω = 1
The heat kernel is given by (
e−tH
0
)
mn;kl
= δmlδkne
−2tσ2e−2t(m+n), (59)
where σ2 = µ
2θ
4 + 1. Let us compute the first term in (50). In order to do so we need to calculate the partial trace
∞∑
n=0
(
e−tH
0
)
mn;nl
=
∞∑
n=0
e−2tσ
2
e−2t(m+n)δml (60)
= e−2t(σ
2+m) 1
1− e−2t δml
≈ e−2tσ2( 1
2t
+
1
2
−m)δml +O(t) . (61)
Therefore, we obtain for the divergent contribution of the effective action
Γǫ1l,1 =
θ
4
∫ ∞
ǫ
dtTr(V e−tH
0
)
=
−θ
4
∑
m
( λ
3!
φ ⋆ φ+ 2
(
Bµ ⋆ B
µ − x˜2))
mm
ln ǫ (62)
+
∫ ∞
ǫ
dt
θ
4
λ
3!
∑
m,n
φmmφnne
−2t(σ2+m+n) + finite terms .
The last term
∫ ∞
ǫ
dt
θ
4
λ
3!
∑
m,n
φmmφnne
−2t(σ2+m+n) =
∫ ∞
ǫ
dt
θ
4
λ
3!
e−2tσ
2
∑
m
φmme
−2tm
∑
n
φnne
−2tn
is finite, if we assume φ to be a trace class operator, i.e., |∑m φmm| < ∞. In future, we will skip the remark ”+
finite terms” and assuming that only the divergent contributions are of interest.
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We can now use
∑
m ψmm =
1
2πθ
∫
d2x ψ(x), ψ(x) =
∑
m,n ψmnfmn(x), to transform (62) into
Γǫ1l =
−1
8π
∫
d2x
( λ
3!
φ ⋆ φ+ 2(Bµ ⋆ B
µ − x˜2)
)
ln ǫ . (63)
There are no divergencies from the higher order expansion of (50), since the leading contributions are of the form
∫ ∞
ǫ
dt te−2t(σ
2+c) 1
2t
, (64)
which is finite in the limit ǫ→ 0.
5.2.2 Ω 6= 1
Due to the off-diagonal terms of the potential V in Eq. (44), it is not sufficient to calculate only the partial trace
(e−tH
0
)mn;nl in order to obtain the first order term Γǫ1l,1 of the effective action. It reads
Γǫ1l,1[φ] =
θ
4
∫
dtTr(V e−tH
0
)
= 2aml
(
e−tH
0
)
mn;nl
+ (
λ
3!
φlmφnk − 2(1− Ω2)Aν,lmAνnk)
(
e−tH
0
)
nm;lk
(65)
+i
√
2/θ
{√
n+ 1A+l,m+1 −
√
n+ 1A−l,m+1 +
√
m+ 1A+n+1,l
−√m+ 1A−n+1,l
}(
e−tH
0
)
n+1,m+1;ml
As above, we neglect the non-planar contribution. We are left with two different partial traces. For the first one we
obtain the following expression:
∞∑
n=0
Kmn;nm(t) =
=
∞∑
n=0
min(m,n)∑
v=0
(
m
v
)(
n
v
)
e−4Ωt(
1
2
n+ 1
2
m−v)(1 − e−4Ωt)2v
(1 − (1−Ω)2(1+Ω)2 e−4Ωt)n+m+1
( 4Ω
(1 + Ω)2
)n+m−2v+1(1− Ω
1 + Ω
)2v
. (66)
In the limit t→ 0 this is equivalent to
∞∑
n=0
Kmn;nm(t) ∼=
∞∑
n=0
(
4Ω
(1 + Ω)2e2Ωt − (1− Ω)2e−2Ωt
)n
=
1
(1 + Ω2)t
+O(1) . (67)
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The second expression we need is the sum
∞∑
n=0
√
n+ 1√
m+ 1
Km+1,n+1;n,m(t) =
=
∞∑
n=0
min(m,n)∑
v=0
√
n+ 1√
m+ 1
√(
m+ 1
v + 1
)(
m
v
)(
n+ 1
v + 1
)(
n
v
)
×e
−2Ωt(m+n−2v)(1− e−4Ωt)2v+1
(1 − (1−Ω)2(1+Ω)2 e−4Ωt)m+n+2
( 4Ω
(1 + Ω)2
)m+n−2v+1(1− Ω
1 + Ω
)2v+1
=
1− Ω2
(1 + Ω2)2
1
t
+O(1) . (68)
We now obtain the quadratically divergent part of the effective action by inserting (67) and (68) into (49),
restricted to the first term in (50). With (44) we have
Γǫ1l =
θ
4
∫ ∞
ǫ
dtTr(V e−tH
0
)
=
−θ
2(1 + Ω2)
∑
m
( λ
3!
φ ⋆ φ+ (1 + Ω2)Aν ⋆ A
ν
)
mm
ln ǫ
− 4Ω
2θ
(1 + Ω2)2
∑
m
(
(θ−1x)ν ·Aν
)
mm
ln ǫ . (69)
We can now use
∑
m ψmm =
1
2πθ
∫
d2x ψ(x), ψ(x) =
∑
m,n ψmnfmn(x), to transform (69) into
Γǫ1l =
−1
2π(1 + Ω2)
∫
d2x
{
λ
3!2
φ ⋆ φ+
1 + Ω2
2
Aν ⋆ A
ν (70)
+
4Ω2
1 + Ω2
(θ−1x)ν · Aν
}
ln ǫ
This expression is not gauge invariant. However, divergent contributions to the effective action in second order
will repair this defect. According to Eq. (49), the action to second order is given by
−θ
2
8
∫ ∞
ǫ
dt
t
∫ t
0
dt′t′ Vmn,kl
(
e−t
′H0
)
lk,sr
Vrs,vu
(
e−(t−t
′)H0
)
uv,nm
.
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The only divergent contributions are due to off-diagonal elements in the potential V . Explicitly, we obtain
−θ
2
8
∫ ∞
ǫ
dt
t
∫ t
0
dt′t′ Vmn;kl
(
e−t
′H0
)
lk;sr
Vrs;vu
(
e−(t−t
′)H0
)
uv;nm
=
= −θ
4
∫ ∞
ǫ
dt
t
∫ t
0
dt′t′ e−2tσ
2
(1− Ω2)2
√
l
√
u+ 1A+nkA
−
svKlk;sr(t
′)Kuv;nm(t− t′) (71)
×δm+1,l δr,u+1 δl+s,k+r δu+n,v+m
−θ
4
∫ ∞
ǫ
dt
t
∫ t
0
dt′t′ e−2tσ
2
(1− Ω2)2√l + 1√uA−nkA+svKlk;sr(t′)Kuv;nm(t− t′) (72)
×δm,l+1 δr+1,u δl+s,k+r δu+n,v+m
−θ
4
∫ ∞
ǫ
dt
t
∫ t
0
dt′t′ e−2tσ
2
(1− Ω2)2√v√k + 1A+lmA−urKlk;sr(t′)Kuv;nm(t− t′) (73)
×δk+1,n δv,s+1 δl+s,k+r δu+n,v+m
−θ
4
∫ ∞
ǫ
dt
t
∫ t
0
dt′t′ e−2tσ
2
(1− Ω2)2
√
k
√
v + 1A−lmA
+
urKlk;sr(t
′)Kuv;nm(t− t′) (74)
×δk,n+1 δv+1,s δl+s,k+r δu+n,v+m
Each of the 4 terms yields the same contribution. Therefore, let us concentrate on the first one. In the limit
t→ 0, t′ → 0 this is equivalent to
−θ
4
∫ ∞
ǫ
dt
t
∫ t
0
dt′t′ e−2tσ
2
(1 − Ω2)2(m+ 1)A+nkA−knKm+1,k;k,m+1(t′)Kmn;nm(t− t′) =
= −θ
4
∫ ∞
ǫ
dt
t
∫ t
0
dt′t′ e−2tσ
2
(1− Ω2)2(m+ 1)A+nkA−kn (75)
×
∞∑
m=0
(m+ 1)
(
(4Ω)2
((1 + Ω)2e2Ωt′ − (1− Ω)2e−2Ωt′)((1 + Ω)2e2Ω(t−t′) − (1− Ω)2e−2Ω(t−t′))
)m
= −θ
4
∫ ∞
ǫ
dt
t3
∫ t
0
dt′t′ e−2tσ
2 (1− Ω2)2
(1 + Ω2)2
∑
nk
A+nkA
−
kn +O(t0)
=
1
2πθ
∫
d2x
θ
8
(
1− Ω2
1 + Ω2
)2
AµA
ν ln ǫ+O(t0) (76)
Therefore, we obtain the following final result:
Γǫ1l =
−1
2π(1 + Ω2)
∫
d2x
{
λ
3!2
φ ⋆ φ+
2Ω2
1 + Ω2
(Bν ⋆ B
ν − x˜2)
}
ln ǫ (77)
5.3 4-Dimensional case
In 4 dimensions the calculations are much more involved. Higher than second order contributions will contribute
to the effective action. Therefore, we restrict ourselves to the case Ω = 1. We start with the heat kernel in D = 4
dimensions: (
e−tH
0
)
mn;kl
= δmlδkne
−2tσ2
2∏
i=1
e−2t(m
i+ni), (78)
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where σ2 = µ
2θ
4 + 2.
∞∑
n=0
(
e−tH
0
)
mn;nl
= δml
∞∑
n1,n2=0
e−2tσ
2
e−2t(m
1+n1)e−2t(m
2+n2) (79)
= e−2t(σ
2+m1+m2)δml
1
(1 − e−2t)2
≈ e−2t(σ2+m) δml
4t2
(1− 2t(m1 +m2 − 1)) +O(1) . (80)
Next, let us calculate the divergent contributions of Γǫ1l,1, the first term in the expansion of the 1-loop effective
action. In order to do so we have to evaluate the integral over the following trace:
Γǫ1l,1 =
θ
4
∫ ∞
ǫ
dtTr(V e−tH
0
)
=
θ
8
∑
m
( λ
3!
φ ⋆ φ+ 2
(
Bµ ⋆ B
µ − x˜2))
mm
(
1
ǫ
+
µ2θ
2
ln ǫ
)
+
θ
4
∑
m
(m1 +m2 + 1)
( λ
3!
φ ⋆ φ+ 2
(
Bµ ⋆ B
µ − x˜2))
mm
ln ǫ .
As we have seen before, the contribution of the last term is finite. At this point, we again perform a change of basis
from the matrix basis to the x-basis using
∑
m ψmm =
1
(2πθ)2
∫
d4xψ(x), where ψ(x) =
∑
m,n ψmnfmn(x).
Using ∑
m
(
m1 +m2 + 1
)
(ψ ⋆ ψ)mm =
1
(2πθ)2
∫
d4x
θ
8
ψ ⋆
(−∆+ 4x˜2)ψ (81)
we obtain as contributions to the effective action
Γǫ1l,1 =
1
16π2
∫
d4x
(
λ
3!2θ
(
1
ǫ
+
µ2θ
2
ln ǫ
)
φ ⋆ φ (82)
+
λ
3!8
φ ⋆ (−∆+ 4x˜2)φ ln ǫ
+
1
θ
(
1
ǫ
+
µ2θ
2
ln ǫ
)
(Bµ ⋆ B
µ − x˜2)
+
1
4
Aµ ⋆ (−∆+ 4x˜2)Aµ ln ǫ+ 2x˜2x˜µAµ ln ǫ
)
,
where we have used the identification Bµ = Aµ + x˜µ. The third line of Eq. (82) is gauge invariant, but not the
fourth one. In order to render the 1-loop effective action gauge invariant, we need further terms from the second
order expansion of (50). But let us first rewrite the that last line using ∂µa(x) = −i[x˜µ, a(x)]⋆,
1
4
Aµ ⋆ (−∆+ 4x˜2)Aµ + 2x˜2x˜µAµ = x˜2(Aµ ⋆ Aµ) + 2x˜2x˜µAµ . (83)
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Hence Γǫ1l,1 reads
Γǫ1l,1 =
1
16π2
∫
d4x
(
λ
3!2θ
(
1
ǫ
+
µ2θ
2
ln ǫ
)
φ ⋆ φ (84)
+
λ
3!8
φ ⋆ (−∆+ 4x˜2)φ ln ǫ
+
1
θ
(
1
ǫ
+
µ2θ
2
ln ǫ
)
(Bµ ⋆ B
µ − x˜2)
+x˜2(Aµ ⋆ A
µ) ln ǫ+ 2x˜2x˜µA
µ ln ǫ
)
.
The second order expansion of (50) has the form
Γǫ1l,2[φ] = −
θ2
8
∑
m,n,k,l,r,s,u,v
∫ ∞
ǫ
dtt
∫ 1
0
dξξVmn;kl
(
e−tξH
0
)
lk;sr
Vrs;vu
(
e−t(1−ξ)H
0
)
uv;nm
. (85)
Let us first consider the case φ = 0. Then, we have
Γǫ1l,2[φ] = −
θ2
8
∫ ∞
ǫ
dt t
∫ 1
0
dξ ξ
∑
(ankδml + almδnk)δlrδkse
−2tξ(σ2+l1+l2+k1+k2) (86)
×(asvδru + aurδsv)δumδvne−2t(1−ξ)(σ2+u1+u2+v1+v2)
= −θ
2
8
∫ ∞
ǫ
dt t
∫ 1
0
dξ 2ξe−2tσ
2
( ∑
n,s,m
ansasne
−2tξ(s1+s2)−2t(1−ξ)(n1+n2)−2t(m1+m2)
+
∑
m,n
ammanne
−2t(m1+m2+n1+n2)
)
. (87)
The first line of Eq. (87) contains the following divergent contribution:
−θ
2
4
∫ ∞
ǫ
dt t
∫ 1
0
dξ ξe−2tσ
2
∑
n,s,m
ansasne
−2tξ(s1+s2)−2t(1−ξ)(n1+n2)−2t(m1+m2) = (88)
≈ 1
16π2
∫
d4x
(1
2
(Bµ ⋆ B
µ) ⋆ (Bν ⋆ B
ν)− 1
2
(x˜2)2 − x˜2(Aµ ⋆ Aµ)− 2x˜2x˜µAµ
)
ln ǫ
Last but not least, we have to collect all the divergent contributions containing the scalar field φ. As we have
seen, the divergent contribution from second order is proportional to a⋆2 = ( λ3!φ ⋆ φ+ 2(Bµ ⋆ B
µ − x˜2))⋆2:
Γǫ1l,2 =
1
16π2
∫
d4x
1
8
(
λ
3!
φ ⋆ φ+ 2(Bµ ⋆ B
µ − x˜2))⋆2 ln ǫ
=
1
16π2
∫
d4x
1
8
(
4(Bµ ⋆ B
µ − x˜2)⋆2 (89)
+
λ2
36
φ ⋆ φ ⋆ φ ⋆ φ+
2λ
3
(Aµ ⋆ A
µ + 2x˜µA
µ) ⋆ φ ⋆ φ
)
ln ǫ (90)
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Collecting all the terms together, we get for the divergent contributions of the effective action
Γǫ1l,1 + Γ
ǫ
1l,2 =
1
16π2
∫
d4x
(
λ
3!2θ
1
ǫ
φ ⋆ φ+
1
ǫθ
(Bν ⋆ B
ν − x˜2)
+
λ
3!2
(
1
4
φ ⋆ [Bν , [B
ν , φ]⋆]⋆ +
1
4
φ ⋆ {Bν, {Bν , φ}⋆}⋆
+
µ2
2
φ ⋆ φ+
λ
4!
φ ⋆ φ ⋆ φ ⋆ φ
)
ln ǫ (91)
+
(
µ2
2
(Bν ⋆ B
ν − x˜2) + 1
2
(
(Bµ ⋆ B
µ) ⋆ (Bν ⋆ B
ν)− (x˜2)2)) ln ǫ
)
5.4 Remarks
There are three different regimes corresponding to different values of Ω. Namely, for Ω = 0, we obtain the usual
non-commutative theories on Rθ with IR/UV mixing catastrophe. The work presented here implies that for Ω = 1
the gauge action consists of a static potential, only. No dynamical term, such as FµνFµν appears. The resulting
potentials for 2 and 4 dimensions are given in (63) and (91), respectively.
The third regime is Ω 6= 0. The 2 dimensional case has been treated here. Remarkably, first order and second
order contributions add up to give a gauge invariant result. In the case Ω = 1, there were no divergent second order
contributions to the effective action. Due to the off-diagonal terms of the potential V (44) divergent terms appear,
see Eq. (75).
And in a next step, we have to study the model away from the selfduality point in 4 dimensions. Logarithmic
divergent dynamical terms, such as FµνFµν are supposed to occur. They will appear with a factor proportional
to 1 − Ω2. These contributions are therefore absent in the selfdual case. We intend to study the question of
renormalizability for these resulting noncommutative gauge field models.
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