Abstract-We propose DotSlash, a self-configuring and scalable rescue system, for handling web hotspots at dynamic content web site. To support load migration for dynamic content, an origin web server sets up needed rescue servers drafted from other web sites on the fly, and those rescue servers retrieve the scripts dynamically from the origin web server, cache the scripts locally, and access the corresponding database server directly.
I. INTRODUCTION Handling web hotspots (also known as flash crowds or the Slashdot effect [l] ) at dynamic content web sites is a challenging problem. First, a dynamic content web site is more likely to be overwhelmed by flash crowds because the request rate it supports is often much lower than that of a static content web site [9] since generating dynamic web pages consumes more CPU cycles than serving static web pages. Secondly, many existing caching mechanisms are designed for static content, and cannot be applied to dynamic content directly [9], [lo] , [20] . Furthermore, a dynamic content web site typically has a three-tier architecture as illustrated in Figure 1 : a frontend web server handles the HTTP requests from clients, an application server implements the business logic, and a backend database server stores the content. Depending on different applications and system configurations, different servers in the infrastructure may become the bottleneck [4] , [XI.
In our earlier work [21], we have developed DotSlash, a self-configuring and scalable rescue system for handling web hotspots for static content effectively. Here, we extend the DotSlash framework to support web hotspot rescue for dynamic content.
Dynamic content can be generated using different technologies, such as PHP, Active Server Pages (ASP), Java Server Pages (JSP), Java Servlets, and Enterprise Java Beans (FJB). PHP is the most popular dynamic web technology used with Apache, and Apache is the most popular web server, Thus, we discuss DotSlash in the context of the widely used LAMP configuration (Linux, Apache, MySQL, and PHP), and expect that similar techniques can be applied to other configurations of dynamic content web sites [81, 1181. In the Amza et al. [43 show that different applications may have different bottlenecks in the LAMP configuration. The database server is the bottleneck for the TPC-W benchmark 1191 that models online bookstores such as amazon.com. But the web server is the bottleneck for the RUBiS benchmark [15] that models auction sites such as eBay, and for the RUBBoS benchmark 1161 that models bulletin board sites such as Slashdot. We focus on the web server bottleneck in this paper, and will address the database server bottleneck in the next stage of this project. Our approach is as follows. When a web server is heavily loaded, it drafts a number of rescue servers from other web sites on the fly, and redirects a fraction of client requests to those rescue servers. To serve redirected client requests, a rescue server retrieves the PHP scripts dynamically from its origin server, caches the scripts locally, and accesses the corresponding database server directly. We have implemented a prototype of DotSlash for the LAMP configuration, and tested our implementation using the RUBBoS bulletin board benchmark [4] . Experiments show that by using DotSlash a dynamic content web site can completely remove its web server bottleneck, and can support a request rate constrained only by the capacity of its database server.
The remainder of this paper is organized as follows. We discuss related work in Section 11, give an overview of the DotSlash architecture in Section II1, and describe dynamic script replication in Section IV. We present experimental results and evaluations in Section V, and conclude in Section VI. In edge computing [2] . appiication components can be offloaded to edge servers, but manual configuration is needed to choose the components to be offloaded and where to deploy applications. In ACDN 1131, applications can be deployed and re-deployed dynamically, but manual administration is still involved such as creating a meta-file for each application to be replicated. In contrast. DotSlash is self-managing by replicating each script file on demand and fully automatically.
To address the database bottleneck, various schemes for database caching and replication 131, [61, 1121 , [171, [141 have been proposed. We plan to incorporate effective mechanisms into DotSlash to automate data replication for web hotspot rescue in the future.
THE DOTSLASH ARCHITECTURE
We provide a brief overview of the DotSlash architecture here; a more complete description is given in [21] .
Dotslash uses a mutual-aid rescue model, where different web sites form a mutual-aid community and use spare capacity in the community to relieve web hotspots experienced by any individual site. DotSlash consists of service discovery, workload monitoring, request redirection, dynamic virtual hosting, and rescue control. DotSlash allows a web site to build an adaptive distributed web server system in a fidly automated way: service discovery [22] enables servers of different web sites to learn about each other dynamically and collaborate without any administrator intervention; dynamic virtual hosting enables a rescue server to serve the content of its origin servers on the fly; and rescue control allows a web server to tune its resource utilization by using rescue actions triggered automatically based on load conditions.
IV. DYNAMIC SCRIPT REPLICATION
To support load migration for dynamic content, we enhance DotSlash with dynamic script replication, which allows a rescue server to dynamically replicate scripts from its origin servers, and cache the scripts locally. The motivation is b a t running scripts consumes a fair amount of CPU cycles, and the CPU often becomes the bottleneck for dynamic content web sites [4] .
In Dotslash, an origin web server uses both DNS round robin and HTTP redirect to offload a fraction of client requests to its rescue servers [21] . For clarity. we omit DNS name resolution steps, and give an example that uses HTTP redirect C makes an HTTP request to So using If Q f exists, the script will be executed normally; otherwise, a "file not found" error will be triggered, and be handled by a 404 handler as follows. If Scriptxoot is set (i.e., a redirected request for dynamic content), the DotSlash inclusion function dofsincllide is invoked; otherwise, a regular "file not found" message is returned. Dynamic script replication is performed hy ciotsinciude using the folIowing steps.
Retrieve the script file from So using http:/,/OriginServer: Origin-Port/URIPafh; Add a header H to the retrieved script file for handling file inclusions (see Section IV-C for details); Set query variables (extracted from the query part of the request URI) in $-GET or SSOST; Run the script by invokmg the native PHP indude. File locking is used to ensure that partially retrieved script files are not used by concurrent requests.
B. Operations at the Origin Server
When the origin server So receives a request Q, it checks whether Q is from a rescue server (based on its rescue server list. see [ Z l l for details), and whether Q is for dynamic contenl. If so, So will return the script file to the rescue server instead of running the script.
C. File Inclusions in Replicated Scripts
In PHP. We use RUBBoS clients to generate workloads. Each RUBBoS client can simulate a few hundred HTTP clients. An I-ITTP client issues a sequence of requests-using a think time that follows a negative exponential distribution, with an average of 7 seconds [19] . If the request rate to be generated is high, multiple RUBBoS clients are used, each running on a separate machine. We use 7 seconds [7] as the timeout value for getting the response for a request. If more than 10% [7] of issued requests time out, the web server is considered overloaded.
B. Eflectiveness
To show the effectiveness of Dotslash, we measure R at an origin web server from the client side in different cases, based on whether DotSlash is used or not, and whether the origin server runs on an HC machine or on an LC machine.
In the first experiment, we run the origin web server on an HC machine denoted as OrigHC, and DotSlash is disabled. Figure 4 4 . The request rate and timeour rate for the origin web server OrigNC in two cases, namely without using DotSlash verses using Dotslash -respectively. Clearly. the web server is the bottleneck, although it has the same hardware configuration as the database server.
In the second experiment, the origin web server still runs on OrigJiU, but DotSlash is enabled, and rescue servers are added automatically as load imeases. All rescue web servers run on LC machines. We also show the experimental resuhs in Figure 4 , but for N, 2 500 only since OngHC does not use any rescue server when A' , 5 400. The measured R is 245 requestshecond obtained when hrc = 1900. and OrigHC uses 9 rescue servers. When Arc reaches 2200, the database server D B X C pets overloaded, where 16% of requests time out, and OrigHC uses 10 rescue servers. At this workload, the CPU utilizations of OrigHC and D B X C are 60% and lo%, respectively, and the CPU utilizations of all rescue servers are below 60%.
Comparing the above two experiments, we have two results. First, in terms of the R supported by OrigXC, we have 245/118 > 2. meaning that we doubled the performance by using Dotslash. Secondly, based on the CPU utilization, we can observe that when DotSIash is used, the origin web server is no longer a bottleneck, and the performance is constrained only by the database server. To further verify this observation, we repeat the above two experiments by running the origin web server on an LC machine denoted as OrigLC so that we have a low-end origin web server and a high-end database server. To save space, we summarize the experimental results as follows without showing figures.
Without using Dotslash, the measured R is 49 requestslsecond obtained when N, = 500. OrigLC gets overloaded when N . reaches 600, where 21% of requests time out. When DotSlash is used, the measured R is 245 From the above experiments, we can observe that using DotSlash can completely remove h e web server bottleneck, and the performance of a dynamic content web site is constrained only by its database server. Also, when DotSlash is used, it does not make much difference as to using a high-end web server or a low-end web server. For example, to support a rate of 24.5 requestslsecond, OrigHC uses 9 rescue servers whereas OrigLC uses 10 rescue servers. Figure 6 shows the CPU utilization for OrigSC, the 9 rescue servers, and D B X C . We can observe the following results First, UrigLC has successfully controlled its CPU utilization to stay within 5040%. Secondly, all rescue servers have a CPU utilization of 45-55%, being close to 50% mostly. Finally, when Arc reaches 1700, D B X C has a CPU utilization around 95%, meaning that without relieving the database server bottleneck, there is not much potential to further increase the request rate.
C. Workload

VI. CONCLUSIONS
In this paper, we have described Dotslash, a new system for performing web hotspot rescue at dynamic content web sites. By supporting dynamic script replication, DotSlash can completely remove the web server bottleneck for dynamic content web sites. In future work, we pian to investigate mechanisms to relieve the database server bottleneck for web hotspot rescue.
