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a b s t r a c t
In this article, we present new algorithms for the nonclassic Adomian polynomials, which
are valuable for solving a wide range of nonlinear functional equations by the Adomian
decomposition method, and introduce their symbolic implementation in MATHEMATICA.
Beginning with Rach’s new definition of the Adomian polynomials, we derive the explicit
expression for each class of the Adomian polynomials, e.g. Am =∑mk=1 f (k)(u0)Zm,k for the
Class II, III and IV Adomian polynomials, where the Zm,k are called the reduced polynomials.
These expressions provide a basis for developing improved algorithmic approaches. By
introducing the index vectors, the recurrence algorithms for the reduced polynomials
are suitably deduced, which naturally lead to new recurrence algorithms for the Class II
and Class III Adomian polynomials. MATHEMATICA programs generating these classes of
Adomian polynomials are subsequently presented. Computation shows that for computer
generation of the Class III Adomian polynomials, the new algorithm reduces the running
times compared with the definitional formula. We also consider the number of summands
of these classes of Adomian polynomials and obtain the corresponding formulas. Finally,
we demonstrate the versatility of the four classes of Adomian polynomials with several
examples, which include the nonlinearity of the form f (t, u), explicitly depending on the
argument t .
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The Adomian decompositionmethod (ADM) is a versatile technique for solving nonlinear functional equations [1–9]. The
method, which requires neither linearization nor perturbation, works efficiently for a large class of initial value or boundary
value problems including linear or nonlinear equations and even stochastic systems. For example, it has been applied to
ordinary, partial and delay differential equations, as well as algebraic, differential–algebraic, integral, integro-differential,
non-integer-order differential equations, and so on [3–6,8–19].
Let us recall the basic principles of the ADMwith an initial value problem for the nonlinear ordinary differential equation
Lu+ Ru+ Nu = g, (1)
where L is usually chosen as the highest order linear differential operator L = dpudtp , R is the remainder linear operator
containing the lower order linear derivatives, Nu represents the analytic nonlinear term and g is a given analytic function.
We remark that the choice for the operator L is generally nonunique [20–22].
Applying the p-fold definite integral operator L−1, from t0 to t , to both sides of Eq. (1) yields
u = Φ + L−1g − L−1Ru− L−1Nu, (2)
whereΦ comprises the initial conditions such that LΦ = 0.
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For boundary value problems, indefinite integrations are used and the constants of integration are evaluated from the
given boundary conditions [6,15,16,23].
The method supposes a decomposition series solution and decomposes the nonlinear term Nu into a series
u =
∞−
m=0
um, Nu =
∞−
m=0
Am, (3)
where Am depend on u0, u1, . . . , um, are called the Adomian polynomials and defined by the implicit formula, e.g. for the
simple nonlinearity Nu = f (u),
Am = 1m!
dm
dλm
f
 ∞−
n=0
unλn

λ=0
, m = 0, 1, 2, . . . . (4)
We remark thatmore complex forms for the nonlinearityNu are also definable in a similarmanner [1,23,24]. For example,
when Nu = f (t, u(t)), we have a more general form
Am = 1m!
∂m
∂λm
f (t, u(t; λ))

λ=0
with u(t; λ) =
∞−
n=0
unλn, (5)
where we have used the partial differential operator ∂ to emphasize that only the dependent variable(s) and their
derivative(s), if any, are parametrized by the grouping parameter λ, and not the independent variable(s), i.e. such as the
state variables t, x, y and z.
The decomposition method consists in computing the solution components um by means of the recurrence scheme
u0 = Φ + L−1g, (6)
um+1 = −L−1Rum − L−1Am, m = 0, 1, 2, . . . . (7)
We remark that other choices for u0 as well as other recurrence schemes for the solution components are possible. For
example, Wazwaz [25,26] has adopted a different decomposition of u0 in order to obviate the appearance of the so-called
noise terms occurring in special cases as first identified by Adomian and Rach [27,28]. Wazwaz and El-Sayed [29], Abbaoui
and Cherruault [30] and Duan [31] have also introduced different recurrence schemes for computational convenience.
The convergence of the method was extensively studied in [7,30–35]. Comparisons of the method with Picard’s iterative
method were made in [36–38] and several computational advantages of the ADM were demonstrated. Bellomo and
Monaco [39] reported their comparison between the ADM and the perturbation techniques which show that the ADM
provides several improvements over perturbation techniques including minimizing the volume of computational work.
Wazwaz [40] demonstrated that the ADMprovides a fast convergent series of easily computable components and eliminates
cumbersome computational work needed by the Taylor series method.
Besides the classic Adomian polynomials, Adomian [4] introduced the accelerated Adomian polynomials Aˆm, and later
Adomian and Rach [41] presented two new kinds of modified Adomian polynomials A¯m and
=
Am.
Daftardar-Gejji and Jafari [42], Behiry et al. [43] and El-Kalla [44] have each re-discovered the accelerated Adomian
polynomials. In [42] some nonlinear differential, integral and algebraic equations were solved by the accelerated Adomian
polynomials. In [43,44] convergence analysis and numerical experiments of themethodwere applied to a class of differential
equations.
Recently, Rach [7] has given a new definition of the Adomian polynomials, in which different classes of the Adomian
polynomials were defined within the same context.
In this article, we begin with his new definition of the four classes of the Adomian polynomials and derive their explicit
expressions, investigate the recurrence algorithms for the three classes of the nonclassic Adomian polynomials, present
MATHEMATICA programs for the algorithms, and develop formulas for the number of summands for each class of these
polynomials.
2. A review of the four classes of the Adomian polynomials
In [7], theAdomianpolynomialsAn are defined bydetermining the partial sumsΘm of
∑∞
n=0 An bymeans of the truncation
operator [[·]] acting on the Taylor expansion of f ∑∞n=0 un about the initial solution component function u0. Precisely,Θm
is defined as
Θm =


 ∞−
k=0
 f (k)(u0)
k!
 ∞−
j=0
uj − u0
k
j≥q1

k≥q2


∑
jpj≥q3
, (8)
where q1, q2, q3 are decomposition parameters determining the classes of the Adomian polynomials; the truncation rules
for j ≥ q1 and k ≥ q2 result in discarding the terms in which the indices are greater than or equal to the parameter qi, while
the truncation rule for
∑
jpj ≥ q3 refers to the truncation of products∏ upjjpj! ; see Section 6.
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The four classes of Adomian polynomials correspond respectively to the values of the decomposition parameters [7]:
I: q1 = m, q2 = ∞, q3 = ∞, (9)
II: q1 = m, q2 = m, q3 = ∞, (10)
III: q1 = m− k+ 1, q2 = m, q3 = ∞, (11)
IV: q1 = m− k+ 1, q2 = m, q3 = m. (12)
The corresponding class of the Adomian polynomials is defined by the difference of its consecutive partial sums
A0 = Θ1, (13)
Am = Θm+1 −Θm, m ≥ 1, (14)
where we define the initial Adomian polynomial to be
A0 = Θ1 = f (u0) (15)
for each class, then we shall discuss Am form ≥ 1 in the sequel.
3. The Class I Adomian polynomials
The Class I Adomian polynomials [7] also called the accelerated Adomian polynomials in [4], are denoted by Aˆm in [4]
and A(I)m in [7]. On applying the truncation operators in Eq. (8) with the decomposition parameters (9), the partial sum
becomes
Θm =
∞−
k=0
f (k)(u0)
k!

m−1−
j=1
uj
k
, m ≥ 2. (16)
By Eqs. (14)–(16), we have
A1 =
∞−
k=1
f (k)(u0)
uk1
k! , (17)
and
Am =
∞−
k=1
f (k)(u0)
1
k!
 m−
j=1
uj
k
−

m−1−
j=1
uj
k , m ≥ 2. (18)
Inserting the multinomial formula
m−1−
j=1
uj
k
= k!
−
p1+···+pm−1=k
m−1∏
j=1
u
pj
j
pj! , (19)
yields
Am =
∞−
k=1
f (k)(u0)Zm,k(u1, u2, . . . , um), m ≥ 1, (20)
where
Zm,k(u1, u2, . . . , um) =
−
p1+···+pm=k, pm≠0
up11
p1! · · ·
upmm
pm! (21)
is a function of m-variables and is called a reduced polynomial of the Class I Adomian polynomials. We also use Zm,k as a
shorthand for Zm,k(u1, u2, . . . , um).
Next we introduce the set of vectors with nonnegative integer entries
Sm,k = {(p1, p2, . . . , pm)|p1 + · · · + pm = k, pm ≠ 0}. (22)
Then the reduced polynomials (21) can be expressed as
Zm,k(u1, u2, . . . , um) =
−
(p1,...,pm)∈Sm,k
up11
p1! · · ·
upmm
pm! . (23)
A vector in Sm,k is called an index vector of the Adomian polynomial Am, where each Am is determined by all of its index
vector sets Sm,k, k = 1, 2, . . . .
We present the recursive algorithm of the index vector sets Sm,k for the Class I Adomian polynomials.
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Table 1
Index vector sets for the Class I Adomian polynomials.
Sm,k k = 1 k = 2 k = 3 k = 4
m = 1 (1) (2) (3) (4)
m = 2 (01) (11) (02) (21) (12) (03) (31) (22) (13) (04)
m = 3 (001) (101) (011) (002) (201) (111) (102)
(021) (012) (003)
(301) (211) (202) (121) (112)
(103) (031) (022) (013) (004)
m = 4 (0001) (1001) (0101)
(0011) (0002)
(2001) (1101) (1011) (1002)
(0201) (0111) (0102) (0021)
(0012) (0003)
(3001) (2101) (2011) (2002) (1201)
(1111) (1102) (1021) (1012) (1003)
(0301) (0211) (0202) (0121) (0112)
(0103)(0031) (0022) (0013) (0004)
Algorithm 1.
S1,k = {(k)}, k = 1, 2, . . . , (24)
Sm,1 = {(0, . . . , 0, 1)}, m = 1, 2, . . . , (25)
Sm,k =
k−1
r=0
{(r, p1, p2, . . . , pm−1)|(p1, p2, . . . , pm−1) ∈ Sm−1,k−r}, m ≥ 2, k ≥ 2. (26)
The proof of Algorithm 1 is trivial. We list Sm,k for first fewm and k in Table 1 by using Algorithm 1. The Class I Adomian
polynomials A2 and A3 are
A2 = f ′(u0)u2 + f ′′(u0)

u1u2 + u
2
2
2!

+ f ′′′(u0)

u21
2! u2 + u1
u22
2! +
u32
3!

+ · · · ,
A3 = f ′(u0)u3 + f ′′(u0)

u1u3 + u2u3 + u
2
3
2!

+ f ′′′(u0)

u21
2! u3 + u1u2u3 + u1
u23
2! +
u22
2! u3 + u2
u23
2! +
u33
3!

+ · · · .
From Algorithm 1, we derive the recursive algorithm for the reduced polynomials.
Algorithm 1′.
Z1,k(u1) = u
k
1
k! , k = 1, 2, . . . , (27)
Zm,1(u1, . . . , um) = um, m = 1, 2, . . . , (28)
Zm,k(u1, . . . , um) =
k−1
r=0
ur1
r! Zm−1,k−r(u2, . . . , um), m ≥ 2, k ≥ 2. (29)
In particular, for the polynomial nonlinearity f (u) = un for n = 1, 2, 3, . . . , we see from Eq. (20) that the Class I Adomian
polynomial Am has a closed form, i.e. a finite sum
Am =
n−
k=1
n(n− 1) · · · (n− k+ 1)un−k0 Zm,k(u1, . . . , um), m ≥ 1. (30)
We remark that from Eqs. (13)–(16) the Class I Adomian polynomials can be elegantly written as
Am = f

m−
n=0
un

− f

m−1−
n=0
un

, m ≥ 1, (31)
which is usable for simple polynomial nonlinearities, such as f (u) = u2, nevertheless the Class I Adomian polynomials can
lead to a difficult integration for general nonlinearities, such as eu; see Examples 2 and 3 in Section 7.
Next, we discuss the number of the summands in Zm,k(u1, . . . , um), i.e. the number of the vectors in Sm,k, wherewe denote
the number byNm,k.
We rewrite the Diophantine equation in Eq. (21) or (22) as
p1 + · · · + pm−1 + (pm − 1) = k− 1. (32)
Based on the theory of combinatorics [45,46], the number of solutions of the Diophantine equation (32) such that pm−1 ≥ 0
is the coefficient of tk−1 in the power series expansion of the generating function 1
(1−t)m . Thus the number of summands in
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Zm,k(u1, . . . , um) is found to be
Nm,k =

m+ k− 2
k− 1

, (33)
where

n
k

= n!k!(n−k)! is the usual binomial coefficient.
4. The Class II Adomian polynomials
The Class II Adomian polynomials [7] alias the modified Adomian polynomials of the first kind [41] are denoted by
=
Am
in [41] and A(II)m in [7]. On applying the truncation operators in Eq. (8) with the decomposition parameters (10), the partial
sum becomes
Θm =
m−1−
k=0
f (k)(u0)
k!

m−1−
j=1
uj
k
, m ≥ 2. (34)
By Eqs. (14), (15) and (34), we have
A1 = f ′(u0)u1, (35)
and
Am =
m−1−
k=1
f (k)(u0)
k!
 m−
j=1
uj
k
−

m−1−
j=1
uj
k+ f (m)(u0)
m!

m−
j=1
uj
m
, m ≥ 2. (36)
Inserting the multinomial formula (19) yields
Am =
m−
k=1
f (k)(u0)Zm,k(u1, u2, . . . , um), m ≥ 1, (37)
where the reduced polynomials are
Zm,k(u1, u2, . . . , um) =
−
p1+···+pm=k, pm≠0
up11
p1! · · ·
upmm
pm! , (38)
for 1 ≤ k ≤ m− 1, while for k = m,
Zm,m(u1, u2, . . . , um) = 1m!

m−
k=1
uk
m
, (39)
or
Zm,m(u1, u2, . . . , um) =
−
p1+···+pm=m
up11
p1! · · ·
upmm
pm! . (40)
The index vector sets for the Class II Adomian polynomials are the following sets of vectors with nonnegative integer
entries
Sm,k =
{(p1, p2, . . . , pm)|p1 + · · · + pm = k, pm ≠ 0}, 1 ≤ k ≤ m− 1,
{(p1, p2, . . . , pm)|p1 + · · · + pm = m}, k = m. (41)
In terms of the index vector sets, the reduced polynomials (38) and (40) can be expressed as
Zm,k(u1, u2, . . . , um) =
−
(p1,...,pm)∈Sm,k
up11
p1! · · ·
upmm
pm! . (42)
Next we present the recursive algorithm of the index vector sets Sm,k for the Class II Adomian polynomials.
Algorithm 2. Let Sm,k, m ≥ 1, k ≥ 1, be the index vector sets of the Class I Adomian polynomials. To obtain the index
vector sets of the Class II Adomian polynomials, we only need to update Sm,m, m = 2, 3, . . . , as follows:
Sm,m ← Sm,m
m−1
k=1
{(p1, p2, . . . , pm−k, 0, . . . , 0)|(p1, p2, . . . , pm−k) ∈ Sm−k,m}

. (43)
Then Sm,k, m ≥ 1, 1 ≤ k ≤ m, constitute the index vector sets of the Class II Adomian polynomials.
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Table 2
Index vector sets for the Class II Adomian polynomials.
Sm,k k = 1 k = 2 k = 3 k = 4
m = 1 (1)
m = 2 (01) (11) (02)
(20)
m = 3 (001)
(101)
(011)
(002)
(201) (111) (102) (021)
(012) (003) (210) (120)
(030) (300)
m = 4 (0001)
(1001)
(0101)
(0011)
(0002)
(2001) (1101)
(1011) (1002)
(0201) (0111)
(0102) (0021)
(0012) (0003)
(3001) (2101) (2011) (2002) (1201) (1111)
(1102) (1021) (1012) (1003)(0301) (0211)
(0202) (0121) (0112) (0103) (0031) (0022)
(0013) (0004)(3010) (2110) (2020) (1210)
(1120) (1030) (0310) (0220) (0130) (0040)
(3100) (2200) (1300) (0400) (4000)
We list Sm,k for the first fewm and k in Table 2 by using Algorithm 2. From Table 2, the Class II Adomian polynomials A2
and A3 are
A2 = f ′(u0)u2 + f ′′(u0)u
2
1
2! + f
′′(u0)u1u2 + f ′′(u0)u
2
2
2! ,
A3 = f ′(u0)u3 + f ′′(u0)u1u3 + f ′′(u0)u2u3 + f ′′(u0)u
2
3
2! + f
′′′(u0)
u21
2! u3
+ f ′′′(u0)u1u2u3 + f ′′′(u0)u1 u
2
3
2! + f
′′′(u0)
u22
2! u3 + f
′′′(u0)u2
u23
2!
+ f ′′′(u0)u
3
3
3! + f
′′′(u0)
u21
2! u2 + f
′′′(u0)u1
u22
2! + f
′′′(u0)
u32
3! + f
′′′(u0)
u31
3! .
From Algorithm 2, we derive the reduced polynomials of the Class II Adomian polynomials from that of the Class I
Adomian polynomials.
Algorithm 2′. Let Zm,k, 1 ≤ m ≤ n, 1 ≤ k ≤ n, be the reduced polynomials of the Class I Adomian polynomials. We update
Zm,m as follows
Zm,m ←
m−1−
k=0
Zm−k,m(u1, . . . , um−k), m ≥ 2. (44)
Then Zm,k, 1 ≤ m ≤ n, 1 ≤ k ≤ m, comprise the reduced polynomials of the Class II Adomian polynomials A1, . . . , An.
Next, we discuss the numberN (II)m of summands for the Class II Adomian polynomials Am. By Eq. (37) and Algorithm 2 or
2′, we have
N (II)m =
m−
k=1
Nm,k +
m−1−
r=1
Nr,m. (45)
With the help of Eq. (33) and the combinatorial formula
l−
n=k

n
k

=

l+ 1
k+ 1

, l ≥ k, (46)
we obtain the number of summands in the Class II Adomian polynomials Am as
N (II)m =

2m− 2
m

+

2m− 1
m

, m ≥ 1, (47)
where

0
1

= 0. In light of Stirling’s formula the asymptotic behavior is determined as
N (II)m ∼
3√
πm
4m−1, m →∞. (48)
5. The Class III Adomian polynomials
The Class III Adomian polynomials [7] alias the modified Adomian polynomials of the second kind [41] are denoted by
A¯m in [41] and A
(III)
m in [7]. On applying the truncation operators in Eq. (8) with the decomposition parameters (11), the
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Table 3
Index vector sets for the Class III Adomian polynomials.
Sm,k k = 1 k = 2 k = 3 k = 4 k = 5
m = 1 (1)
m = 2 (01) (2)
m = 3 (001) (11) (02) (3)
m = 4 (0001) (101) (011) (002) (21) (12) (03) (4)
m = 5 (00001) (1001) (0101)
(0011) (0002)
(201) (111) (102)
(021) (012) (003)
(31) (22)
(13) (04) (5)
partial sum becomes
Θm =
m−1−
k=0
f (k)(u0)
k!

m−k−
j=1
uj
k
, m ≥ 1. (49)
By Eqs. (14), (15) and (49), we have
A1 = f ′(u0)u1, (50)
and
Am =
m−1−
k=1
f (k)(u0)
k!
m+1−k−
j=1
uj
k
−

m−k−
j=1
uj
k+ f (m)(u0)um1m! , m ≥ 2. (51)
Inserting the multinomial formula (19) yields
Am =
m−
k=1
f (k)(u0)Zm,k(u1, u2, . . . , um−k+1), m ≥ 1, (52)
where the reduced polynomials Zm,k are functions ofm− k+ 1 variables
Zm,k(u1, u2, . . . , um−k+1) =
−
p1+···+pm−k+1=k, pm−k+1≠0
up11
p1! · · ·
upm−k+1m−k+1
pm−k+1! , (53)
for 1 ≤ k ≤ m.
The index vector sets for the Class III Adomian polynomials are the set of vectors with nonnegative integer entries
Sm,k = {(p1, p2, . . . , pm−k+1)|p1 + · · · + pm−k+1 = k, pm−k+1 ≠ 0}, 1 ≤ k ≤ m. (54)
The recursive algorithm for the index vector sets Sm,k of the Class III Adomian polynomials can be given as follows.
Algorithm 3.
Sm,1 = {(0, . . . , 0, 1)}, Sm,m = {(m)}, m = 1, 2, . . . . (55)
Sm,k =
k−1
r=0
{(r, p1, p2, . . . , pm−k)|(p1, p2, . . . , pm−k) ∈ Sm−1−r,k−r}, m ≥ 3, 2 ≤ k ≤ m− 1. (56)
We list Sm,k for the first fewm and k in Table 3 by using Algorithm 3. The Class III Adomian polynomials A2, A3 and A4 are
A2 = f ′(u0)u2 + f ′′(u0)u
2
1
2! ,
A3 = f ′(u0)u3 + f ′′(u0)u1u2 + f ′′(u0)u
2
2
2! + f
′′′(u0)
u31
3! ,
A4 = f ′(u0)u4 + f ′′(u0)u1u3 + f ′′(u0)u2u3 + f ′′(u0)u
2
3
2! + f
′′′(u0)
u21
2! u2
+ f ′′′(u0)u1 u
2
2
2! + f
′′′(u0)
u32
3! + f
(4)(u0)
u41
4! .
From Algorithm 3, we derive the recurrence algorithm for the reduced polynomials (53) of the Class III Adomian
polynomials.
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Algorithm 3′.
Zm,1 = um, Zm,m = u
m
1
m! , m ≥ 1, (57)
Zm,k =
k−1
r=0
ur1
r! Zm−1−r,k−r(u2, . . . , um−k+1), m ≥ 3, 2 ≤ k ≤ m− 1. (58)
For the number N (III)m of summands in the Class III Adomian polynomials Am, we have from Eq. (52) and Algorithm 3
or 3′:
N (III)m =
m−1−
k=0
Nm−k,k+1. (59)
From Eqs. (33) and (59) we derive
N (III)m = 2m−1, m ≥ 1. (60)
6. The Class IV Adomian polynomials
Applying the truncation operators in Eq. (8) with the parameters (12) and the multinomial formula (19) yields
Θm =

m−1−
k=0
f (k)(u0)
−
p1+···+pm−k=k
up11
p1!
up22
p2! · · ·
upm−km−k
pm−k!

∑
jpj≥m
, m ≥ 2,
which yields
Θm =
m−1−
k=0
f (k)(u0)
−
m−k∑
j=1
pj=k,
m−k∑
j=1
jpj≤m−1
up11
p1!
up22
p2! · · ·
upm−km−k
pm−k! . (61)
Using Eqs. (13)–(15) and (61) we obtain the Class IV Adomian polynomials, which are just the classic Adomian polynomi-
als [1–3,31,47,48]
Am =
m−
k=1
f (k)(u0)Zm,k(u1, u2, . . . , um−k+1), m ≥ 1, (62)
where the reduced polynomials are
Zm,k(u1, u2, . . . , um−k+1) =
−
m−k+1∑
j=1
pj=k,
m−k+1∑
j=1
jpj=m
up11
p1!
up22
p2! · · ·
upm−k+1m−k+1
pm−k+1! . (63)
We list the index vector sets
Sm,k =

(p1, . . . , pm−k+1)
m−k+1
j=1
pj = k,
m−k+1
j=1
jpj = m

(64)
in Table 4 and the Class IV Adomian polynomials A1, A2, A3 and A4 as follows for a comparison with the preceding three
classes.
A1 = f ′(u0)u1,
A2 = f ′(u0)u2 + f ′′(u0)u
2
1
2! ,
A3 = f ′(u0)u3 + f ′′(u0)u1u2 + f ′′′(u0)u
3
1
3! ,
A4 = f ′(u0)u4 + f ′′(u0)u1u3 + f ′′(u0)u
2
2
2! + f
′′′(u0)
u21
2! u2 + f
(4)(u0)
u41
4! .
The algorithms for the classic Adomian polynomials have been extensively investigated in [1–3,7,8,31,47–56]. New,
efficient recurrence algorithms for the reduced polynomials Zm,k(u1, u2, . . . , um−k+1) are presented in [31,54–56], and are
placed in Appendix A for convenience.
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Table 4
Index vector sets for the Class IV Adomian polynomials.
Sm,k k = 1 k = 2 k = 3 k = 4 k = 5
m = 1 (1)
m = 2 (01) (2)
m = 3 (001) (11) (3)
m = 4 (0001) (101) (020) (21) (4)
m = 5 (00001) (1001) (0110) (201) (120) (31) (5)
We remark that the system of equations
∑m
j=1 pj = k,
∑m
j=1 jpj = m is equivalent to
∑m−k+1
j=1 pj = k,
∑m−k+1
j=1 jpj =
m, pm−k+2 = · · · = pm = 0. The set of the nonnegative integer vectors
m
k=1

(p1, . . . , pm)
 m−
j=1
pj = k,
m−
j=1
jpj = m

(65)
equals
(p1, . . . , pm)
 m−
j=1
jpj = m

. (66)
Thus Eqs. (62) and (63) can be rewritten as
Am =
−
p1+2p2+···+mpm=m
f (p1+p2+···+pm)(u0)
up11
p1!
up22
p2! · · ·
upmm
pm! . (67)
From Eq. (67), we see that the generating function [45,46] for the number Nn of summands of the classic Adomian
polynomials An is
G(t) =
∞∏
i=1
1
1− t i , |t| < 1. (68)
Hence the number of summands of the classic Adomian polynomials An is just the well-known partition function [45,46]
Nn = p(n). (69)
From the theory of partitions we know that theNn’s satisfy the following recurrence relation [45,46]
N0 = 1, Nn = 1n
n−
k=1
σ(k)Nn−k, n ≥ 1 (70)
where σ(k) is the sum of the divisors of k, e.g. σ(1) = 1, σ (2) = 1+ 2 = 3, σ (3) = 1+ 3 = 4, σ (4) = 1+ 2+ 4 = 7, etc.
In addition, the asymptotic behavior ofNn is known to be
Nn ∼ 1
4n
√
3
eπ
√
2n/3, n →∞. (71)
We remark that although the number of summands per An grows rapidlywith respect to the index n for either of the Class
II, III or IV Adomian polynomials, Rach has previously shown that the magnitude of An for all four classes of the Adomian
polynomials equals zero as n approaches infinity for the reasonable and physical prerequisites of the Cauchy–Kovalevskaya
Theorem [7].
We present three MATHEMATICA programs generating these classes of the first n Adomian polynomials for a user-
specified n in Appendix B. Program 1 generates the Class II and Class III Adomian polynomials based on the definitional
formulas (13)–(15). By running this program, a function is set up, where its second input parameter accepts the value of
either 2 or 3 only, corresponding to the Class II or III Adomian polynomials, respectively; e.g. AP23[10, 2] generates the
Class II Adomian polynomials A0, A1, . . . , A10, and AP23[20, 3] generates the Class III Adomian polynomials A0, A1, . . . , A20.
Program 2 generates the Class III Adomian polynomials based on Algorithm 3′. Program 3 generates the Class IV Adomian
polynomials based on Algorithm i in Appendix A. We have validated these three programs by computing the Class II, III
and IV Adomian polynomials, respectively, for the abstract analytic function f (u) in MATHEMATICA 7.0 on a commercially
available laptop computer with an Intel (R) Core (TM) 2 Duo P8700 CPU at a clock rate of 2.53 GHz, 2.96 GB of random
access memory, and Microsoft’s Windows Vista (32-bit) operating system. The running times have been recorded within
MATHEMATICA. By Program 1, the first 11 Class II Adomian polynomials were generated within 5 s, and the first 11 and 21
Class III Adomian polynomials were generated within 0.04 s and 61 s, respectively. By Program 2, the first 11 and 21 Class
III Adomian polynomials were generated within 0.04 s and 51 s, respectively, which is more efficient than the definitional
algorithm in Program 1. By Program 3, the first 11 and 21 Class IV Adomian polynomials were generated within 0.00 s and
0.1 s, respectively.
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For more complicated nonlinearities such as f (t, u), each class of the Adomian polynomials is obtained by simply
replacing the derivatives f (k)(u0) in the preceding Adomian polynomials by the partial derivatives
∂kf (t,u0)
∂uk0
.
7. Illustrative examples
We consider the following nonlinear differential equations by using different classes of the Adomian polynomials.
Example 1. Consider the nonlinear partial differential equation
∂u
∂t
− u∂u
∂x
= 0, u(x, 0) = x. (72)
This equation has the exact solution
u∗(x, t) = x
1− t , t < 1. (73)
On the interval |t| < 1, the solution has the Taylor series expansion
u∗(x, t) = x+ tx+ t2x+ t3x+ · · · , |t| < 1. (74)
Let Lt = ∂∂t and Lx = ∂∂x . Applying the integration operator L−1t to both sides of the differential equation in (72) yields
u = x+ 1
2
L−1t Lxu
2, (75)
where we have replaced the product nonlinearity by its equivalent polynomial form. Let u = ∑∞k=0 uk, then the solution
components are determined by the recurrence scheme
u0 = x, uk = 12 L
−1
t LxAk−1, k = 1, 2, . . . . (76)
For the polynomial nonlinearity f (u) = u2 the Class I Adomian polynomials are
A0 = u20,
A1 = 2u0u1 + u21,
A2 = 2u0u2 + 2u1u2 + u22,
A3 = 2u0u3 + 2u1u3 + 2u2u3 + u23,
· · · .
From the recurrence scheme (76) we derive
u1 = tx,
u2 = t2x+ 13 t
3x,
u3 = 23 t
3x+ 2
3
t4x+ 1
3
t5x+ 1
9
t6x+ 1
63
t7x,
u4 = t
4x
3
+ 8t
5x
15
+ 5t
6x
9
+ 4t
7x
9
+ 71t
8x
252
+ 86t
9x
567
+ 22t
10x
315
+ 5t
11x
189
+ t
12x
126
+ t
13x
567
+ t
14x
3969
+ t
15x
59 535
,
· · · .
The 5-term approximation φ(I)5 (x, t) =
∑4
k=0 uk for the solution is
φ
(I)
5 (x, t) = x+ tx+ t2x+ t3x+ t4x+
13t5x
15
+ 2t
6x
3
+ 29t
7x
63
+ 71t
8x
252
+ 86t
9x
567
+ 22t
10x
315
+ 5t
11x
189
+ t
12x
126
+ t
13x
567
+ t
14x
3969
+ t
15x
59 535
.
The 5-term approximations derived by using the Class II, the Class III and the Class IV Adomian polynomials for the
polynomial nonlinearity f (u) = u2 are, respectively,
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Fig. 1. The exact solution u∗(x, t) (thick solid line) and the 5-term approximate solutions φ(I)5 (x, t) (thin solid line), φ
(II)
5 (x, t) (dot line), φ
(III)
5 (x, t) (dashed
line) and φ(IV)5 (x, t) (dot-side line) at x = 1.
φ
(II)
5 (x, t) = x+ tx+ t2x+ t3x+ t4x+
4t5x
5
+ 17t
6x
30
+ 12t
7x
35
+ 7t
8x
40
+ 13t
9x
180
+ t
10x
50
+ t
11x
275
,
φ
(III)
5 (x, t) = x+ tx+ t2x+ t3x+ t4x+
t5x
5
,
φ
(IV)
5 (x, t) = x+ tx+ t2x+ t3x+ t4x.
Compared with the Taylor expansion (74) of the solution, each 5-term approximation provides the first five exact terms
plus fractions of the next few terms of the Taylor series, the 5-term approximation derived from the Class I Adomian
polynomials includes 11 fractional terms, the 5-term approximation derived from the Class II Adomian polynomials includes
7 fractional terms and the 5-term approximation derived from the Class III Adomian polynomials includes one fractional
term. By using the Class IV Adomian polynomials in this particular example, we observe that the components of the
decomposition solution are just the terms of the Taylor expansion (74) of the solution.
The curves of the exact solution u∗(x, t) and the 5-term approximate solutions φ(I)5 (x, t), φ
(II)
5 (x, t), φ
(III)
5 (x, t) and
φ
(IV)
5 (x, t) at x = 1 are plotted in Fig. 1. We can see that the φ(I)5 (x, t) has the largest effective region as an approximation.
Verifications for other values of x display the same characteristics.
Example 2. Consider the nonlinear ordinary differential equation
du
dt
+ eu = 0, u(0) = 1. (77)
The exact solution of the equation is
u∗(t) = 1− ln(1+ et), t > −e−1. (78)
On the interval |t| < e−1 the solution has the Taylor series expansion
u∗(t) = 1− et + (et)
2
2
− (et)
3
3
+ · · · , |t| < e−1. (79)
Integrating the differential equation in (77) yields
u = 1−
∫ t
0
eudt. (80)
The components of the decomposition solution u =∑∞n=0 un are determined by the recurrence scheme
u0 = 1, un = −
∫ t
0
An−1dt, n = 1, 2, . . . . (81)
(i) Using the Class I Adomian polynomials for f (u) = eu we obtain
u1 = −et,
u2 = e−et + et − 1,
but the computation for u3 involves a difficult integral in the scope of closed forms.
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Fig. 2. The exact solution u∗(t) (solid line) and the 5-term approximate solutions φ(II)5 (t) (dot line), φ
(III)
5 (t) (dashed line) and φ
(IV)
5 (t) (dot-side line).
(ii) Using the Class II Adomian polynomials for f (u) = eu we obtain
u1 = −et,
u2 = (et)
2
2
,
u3 = − (et)
3
3
+ (et)
4
8
− (et)
5
40
,
u4 = (et)
4
8
− 17(et)
5
120
+ 73(et)
6
720
− 283(et)
7
5040
+ 163(et)
8
5760
− 131(et)
9
10 368
+ 2561(et)
10
518 400
− 1063(et)
11
633 600
+ 169(et)
12
345 600
− 3(et)
13
25 600
+ 23(et)
14
1 075 200
− (et)
15
384 000
+ (et)
16
6 144 000
,
· · · .
(iii) Using the Class III Adomian polynomials for f (u) = eu we obtain
u1 = −et, u2 = (et)
2
2
, u3 = − (et)
3
3
, u4 = (et)
4
4
− (et)
5
40
, . . . .
(iv) Using the Class IV Adomian polynomials for f (u) = eu we obtain
u1 = −et, u2 = (et)
2
2
, u3 = − (et)
3
3
, u4 = (et)
4
4
, . . . ,
which are just the general terms of the Taylor expansion (79) of the solution [30].
The curves of the exact solution u∗(t), 5-term approximations φ(II)5 (t), φ
(III)
5 (t) and φ
(IV)
5 (t) derived from the Class II, III
and IV Adomian polynomials, respectively, are plotted in Fig. 2. Comparatively φ(II)5 (t) has the larger effective region as an
approximation.
Example 3. Consider the pendulum equation without resort to linearization
d2u
dt2
+ sin u = 0, u(0) = 0, u′(0) = 1. (82)
The exact solution can be expressed in terms of the Jacobi elliptic function
u∗(t) = 2 arcsin

1
2
sn

t,
1
4

. (83)
Integrating the differential equation in (82) yields
u = t −
∫ t
0
∫ t
0
sin u dtdt. (84)
The components of the decomposition solution u =∑∞n=0 un are given by the recurrence scheme
u0 = t, un = −
∫ t
0
∫ t
0
An−1dtdt, n = 1, 2, . . . . (85)
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Fig. 3. The exact solution u∗(t) (solid line) and the 4-term approximate solutions φ(II)4 (t) (dot line) and φ
(III)
4 (t) (dashed line).
(i) Using the Class I Adomian polynomials for sin u yields
u1 = −t + sin t,
but then we encounter a difficult integral in the computation of u2.
(ii) Using the Class II Adomian polynomials for sin uwe obtain
u1 = −t + sin t,
u2 = −5t4 − t cos t + 2 sin t +
1
4
cos t sin t,
u3 = −313 867t69 120 −
31t3
64
− 703
64
t cos t − 49
32
t cos 2t − 203t cos 3t
1728
− 1
512
t cos 4t + 3415 sin t
256
− 85
32
t2 sin t
+ 51
32
sin 2t − 9
32
t2 sin 2t + 2861 sin 3t
13 824
− 1
72
t2 sin 3t + 7 sin 4t
1024
+ sin 5t
12 800
.
The 4-term approximate solution is φ(II)4 (t) =
∑3
k=0 uk.
(iii) Using the Class III Adomian polynomials for sin u yields the same formulas for u1 and u2 as in Case (ii) but
u3 = 148
−132t − 156t cos t − 12t cos 2t + 249 sin t − 24t2 sin t + 24 sin 2t + sin 3t .
The 4-term approximate solution is φ(III)4 (t) =
∑3
k=0 uk.
We have calculated that the 4-term approximate solution by using the Class IV Adomian polynomials for sin u is identical
with that by the Class III Adomian polynomials.
The curves of the exact solution u∗(t) and the 4-term approximate solutions φ(II)4 (t) and φ
(III)
4 (t) on the interval[−3.2, 3.2] are plotted in Fig. 3.
Example 4. Consider the nonlinear differential equation
du
dt
= 1
(t + u)2 , u(1) = 1/4. (86)
The implicit exact solution is
u− arctan(t + u)+ arctan 5
4
= 1
4
. (87)
Integrating the differential equation in (86) yields
u = 1
4
+
∫ t
1
1
(t + u)2 dt. (88)
The components of the decomposition solution u =∑∞n=0 un are given by the recurrence scheme
u0 = 14 , un =
∫ t
1
An−1dt, n = 1, 2, . . . . (89)
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(i) The first three Class II Adomian polynomials for the nonlinearity f (t, u) = 1
(t+u)2 are
A0 = 1
(t + u0)2
,
A1 = − 2u1
(t + u0)3
,
A2 = 3u
2
1
(t + u0)4
− 2u2
(t + u0)3
+ 6u1u2
(t + u0)4
+ 3u
2
2
(t + u0)4
.
The 4-term approximate solution φ(II)4 (t) =
∑3
k=0 uk is
φ
(II)
4 (t) =
21
20
− 41 847 107 551 232
1 845 703 125(1+ 4t)9 +
7 393 501 315 072t
205 078 125(1+ 4t)9 −
16 084 768 718 848t2
205 078 125(1+ 4t)9
+ 10 200 547 524 608t
3
87 890 625(1+ 4t)9 −
1 911 045 750 784t4
29 296 875(1+ 4t)9 +
4 242 736 676 864t5
29 296 875(1+ 4t)9 −
14 376 488 665 088t6
87 890 625(1+ 4t)9
− 884 981 366 784t
7
68 359 375(1+ 4t)9 +
6 520 095 899 648t8
205 078 125(1+ 4t)9 +
26 080 383 598 592t9
1 845 703 125(1+ 4t)9
− 11 264
375(1+ 4t)3 +
6144t
125(1+ 4t)3 −
1024t2
125(1+ 4t)3 −
4096t3
375(1+ 4t)3 −
4
1+ 4t .
(ii) The Class III Adomian polynomials for f (t, u) = 1
(t+u)2 are
A0 = 1
(t + u0)2
, A1 = − 2u1
(t + u0)3
, A2 = 3u
2
1
(t + u0)4
− 2u2
(t + u0)3
.
The 4-term approximate solution φ(III)4 (t) =
∑3
k=0 uk is
φ
(III)
4 (t) =
21
20
− 24 444 928
46 875(1+ 4t)5 +
3 997 696t
3125(1+ 4t)5 −
2 424 832t2
3125(1+ 4t)5
− 1 245 184t
3
9375(1+ 4t)5 +
262 144t4
3125(1+ 4t)5 +
1 048 576t5
15 625(1+ 4t)5 −
11 264
375(1+ 4t)3
+ 6144t
125(1+ 4t)3 −
1024t2
125(1+ 4t)3 −
4096t3
375(1+ 4t)3 −
4
1+ 4t .
The curves of the implicit exact solution and the 4-term approximate solutions φ(II)4 (t) and φ
(III)
4 (t) are plotted on the
interval [1, 5] in Fig. 4. We have checked that the errors can be reduced if more Adomian polynomials are used.
We remark that the domain of the convergence for the decomposition solution, like other series solutions,maynot always
be sufficiently large for engineering purposes. But we can readily solve this problem by means of solution continuation
or convergence acceleration techniques, such as analytic continuation [57,58], the multistage ADM [59], diagonal Padé
approximants [6,8,14,60–62], the iterated Shanks transform [6], Adomian’s asymptotic decomposition method [3,6,63],
numeric methods based on the ADM and the Rach–Adomian–Meyers modified decomposition method (MDM) [57,58,64,
65], and so on.
8. Conclusion
We have introduced the index vectors and the reduced polynomials for the three classes of the nonclassic Adomian
polynomials and derived their recurrence relations. From themwe have developed new recurrence algorithms for the Class
II and Class III Adomian polynomials. MATHEMATICA programs generating the Class II and Class III Adomian polynomials
are presented next. Computer generation of the Class III Adomian polynomials using the new algorithm requires less time
than does the definitional algorithm. For each of the Class II, Class III and Class IV Adomian polynomials, formulas for the
number of summands in each An and its asymptotic behavior have been presented. The Class I Adomian polynomials are
especially valuable for polynomial nonlinearities, while each of the last three classes of the Adomian polynomials is in the
form of finite sums and can be readily applied to any nonlinearity to solve nonlinear differential equations. Several examples
have demonstrated the versatility of these nonclassic Adomian polynomials for solving nonlinear differential equations,
emphasizing polynomial, exponential, sinusoidal and even negative-power nonlinearities.
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Fig. 4. The implicit exact solution (solid line) and the 4-term approximate solutions φ(II)4 (t) (dot line) and φ
(III)
4 (t) (dashed line).
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Appendix A. The recurrence algorithms for the reduced polynomials of the Class IV Adomian polynomials
The following results are extracted from Refs. [31,56], where the reduced polynomials Zn,k(u1, u2, . . . , un−k+1) are
denoted by C(k, n) in [31] and Ckn in [56]. Here we use the original notations.
Algorithm i. For any n ≥ 1,
C(1, n) = un. (A.1)
As n ≥ 2 and  n2  < k ≤ n,
C(k, n) = C(k− 1, n− 1)|p1→p1+1, (A.2)
as n ≥ 4 and 2 ≤ k ≤  n2 ,
C(k, n) = C(k− 1, n− 1)|p1→p1+1 + C(k, n− k)|uj→uj+1 , (A.3)
where p1 → p1 + 1 stands for replacing u
p1
1
p1! by
u
p1+1
1
(p1+1)! .
Algorithm ii. The Ckn satisfy the recurrence algorithm
C1n = un, n ≥ 1, (A.4)
Ckn =
1
n
n−k
j=0
(j+ 1)uj+1Ck−1n−1−j, 2 ≤ k ≤ n. (A.5)
Appendix B. MATHEMATICA programs
Program 1 (Generation of the Class II and Class III Adomian Polynomials Based on the Definitional Formulas (13)–(15)).
AP23[n_, class_] := Module[{}, Th[1] = f [u0];
Th[m_] := Expand[Sum[D[f [u0], {u0, k}]/k! ∗
Sum[ui, {i, 1,Which[class == 2,m− 1, class == 3,m− k]}]∧k, {k, 0,m− 1}]];
A0 = Th[1];Do[Ai = Th[i+ 1] − Th[i], {i, 1, n}];
Table[Ai, {i, 0, n}]]
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Program 2 (Generation of the Class III Adomian Polynomials Based on Algorithm 3′).
AP3[n_] := Module[{Z, der}, A[0] = f [u0];
Table[Z[m, k], {m, 1, n}, {k, 1,m}];
der = Table[D [f [u0] , {u0, k}] , {k, 1, n}];
Do[Z[m, 1] = um; Z[m,m] = u1∧m/m!, {m, 1, n}];
For[m = 3,m ≤ n,m++, For[k = 2, k ≤ m− 1, k++,
Z[m, k] = Expand[Sum[u1∧r/r! ∗ (Z[m− 1− r, k− r]/. uj_ → uj+1),
{r, 0, k− 1}]]]];
For[m = 1,m ≤ n,m++,
A[m] = Expand[Table[Z[m, k], {k, 1,m}].Take[der,m]];
Do[Z[m, k] = ., {k, 1,m}]]; Table[A[m], {m, 0, n}]]
Program 3 (Generation of the Class IV Adomian Polynomials Based on Algorithm i).
AP4[n_ ] := Module[{Z, der}, A[0] = f [u0]; Table[Z[i, j], {i, 1, n}, {j, 1, i}];
der = Table[D[f [u0], {u0, k}], {k, 1, n}];
For[m = 1,m ≤ n,m++, Z[m, 1] = um; For[k = 2, k ≤ m, k++,
If[Head[Z[m− 1, k− 1]] === Plus,
Z[m, k] = Map[# ∗ u1/(Exponent[#, u1] + 1)&, Z[m− 1, k− 1]],
Z[m, k] = Map[# ∗ u1/(Exponent[#, u1] + 1)&, Z[m− 1, k− 1], {0}]]];
For[k = 2, k ≤ Floor[m/2], k++,
Z[m, k] = Z[m, k] + (Z[m− k, k]/. us_ → us+1)];
A[m] = Table[Z[m, k], {k, 1,m}].Take[der,m];
If[EvenQ[m],Do[Z[m/2, k] = ., {k, 1,m/2}]]]; Table[A[m], {m, 0, n}]]
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