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ABSTRACT OF THE DISSERTATION
The theory of gyrokinetic turbulence:
A multiple-scales approach
by
Gabriel Galad Plunk
Doctor of Philosophy in Physics
University of California, Los Angeles, 2009
Professor Steven Cowley, Chair
Gyrokinetics is a rich and rewarding playground to study some of the mysteries
of modern physics – such as turbulence, universality, self-organization and dy-
namic criticality – which are found in physical systems that are driven far from
thermodynamic equilibrium. One such system is of particular importance, as it is
central in the development of fusion energy – this system is the turbulent plasma
found in magnetically confined fusion device. In this thesis I present work, mo-
tivated by the quest for fusion energy, which seeks to uncover some of the inner
workings of turbulence in magnetized plasmas. I present three projects, based on
the work of me and my collaborators, which take a tour of different aspects and
approaches to the gyrokinetic turbulence problem.
I begin with the fundamental theory of gyrokinetics, and a novel formulation
of its extension to the equations for mean-scale transport – the equations which
must be solved to determine the performance of magnetically confined fusion
devices. The results of this work include (1) the equations of evolution for the
mean-scale (equilibrium) density, temperature and magnetic field of the plasma,
xx
(2) a detailed Poynting’s theorem for the energy balance and (3) the entropy
balance equations.
The second project presents gyrokinetic secondary instability theory as a
mechanism to bring about saturation of the basic instabilities that drive gy-
rokinetic turbulence. Emphasis is put on the ability for this analytic theory to
predict basic properties of the nonlinear state, which can be applied to a mix-
ing length phenomenology of transport. The results of this work include (1) an
integral equation for the calculation of the growth rate of the fully gyrokinetic
secondary instability with finite Larmor radius (FLR) affects included exactly, (2)
the demonstration of the robustness of the secondary instability at fine scales (kρi
for ion temperature gradient (ITG) turbulence and kρe  1 for electron temper-
ature gradient (ETG)) which rules out the possibility that ultra-fine streamers
could produce significant transport, (3) a demonstration that the variation in
the phasing of the primary mode (which depend on the values of the equilib-
rium scale lengths of the system) effects the strength of the secondary instability,
distinguishing the gyrokinetic model from a previous gyrofluid model, (4) param-
eter scans for the mean-scale gradient lengths which suggest a possible role of
secondary instabilities in the Dimits shift and the formation of electron internal
transport barriers (ITB) in tokamaks, (5) a formulation of the theory for fully
gyrokinetic ions and electrons in order to explore the transition between ETG and
ITG scales and (6) demonstrate the existence of a mechanism for the saturation
of long-wavelength ETG modes in this ETG-ITG transition range (modes which
have been demonstrated in simulations not to saturate when employing the ETG
Boltzmann-ion gyrokinetic system).
The final project is an application of the methods from inertial range under-
standing of fluid turbulence, to describe the stationary state of fully developed
xxi
two-dimensional gyrokinetic turbulence. This work explores the relatively new
idea of a phase-space cascade, whereby fine scales are nonlinearly generated in
both position space and velocity space, and ultimately smoothed by collisional
entropy production. This process constitutes the thermodynamic balance which
occurs in the true steady state of a turbulent plasma, including those found in
fusion devices. The results of this work include (1) exact third order relations (in
analogy to Kolmogorov’s four-fifths law), (2) phenomenological scaling theories
for the forward and inverse cascades, (3) a detailed description of the relationship
of the two-dimensional gyrokinetic cascade to the Charney-Hasegawa-Mima and
two-dimensional Navier-Stokes cascades, (4) a Hankel transform formalism for
treating velocity scales in the distribution function and (4) power law predictions
for the phase-space free energy spectra.
xxii
CHAPTER 1
Introduction
The work of this thesis addresses related but distinct problems in the theory of
gyrokinetic (GK) turbulence, or gyrokinetics. This introduction will motivate the
problems addressed by this thesis and outline the main results of the work.
1.1 Gyrokinetics
When inter-particle collisions in a plasma are too weak to maintain local thermo-
dynamic equilibrium (over time-scales of interest) the velocity distribution of the
particles becomes an important dynamical feature, and a kinetic description (i.e.
the Fokker-Planck equation) is necessary to capture this. In kinetics, a plasma is
described by a scalar field over 6 dimensions in phase space. This is clearly more
complicated than a fluid description, over 3 spatial dimensions. The complexity
of plasmas is furthered by its famously rich “zoology” of waves and instabilities,
existing over an enormous dynamical and spatial range of scales.
In magnetized plasmas, this complexity may be reduced substantially when
the dynamics of interest occur over time-scales much longer than the cyclotron
period, the period of rotation of particles about the mean magnetic field. This is
the starting point for the development of gyrokinetic theory. The complexity of
the problem is reduced in two ways. First, phase space is reduced by one dimen-
sion (by eliminating the gyro-angle of particles about the magnetic field). Second,
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and most important, the dynamical range of the problem is reduced by averaging
away behavior at the cyclotron time-scale. This yields a vast improvement in the
efficiency of numerical simulations. One estimate gives a total speedup of 1011
achieved by the nonlinear gyrokinetic equation (when including the elimination
of the plasma frequency scale, Debye and electron Larmor radius scales, and the
ion cyclotron scale).(Ham07)
The historical milestones in the development of gyrokinetics are as follows.
The evolution begins with the work of (TH68) and (RF68). The discovery of
a generalized adiabatic invariant in the presence of low frequency fluctuations
allowed the generalization of guiding center theory in the form of gryo-orbit-
averaged kinetic equation, which became known as the linear gyrokinetic equa-
tion. The linear theory was refined by introduction of the Catto-transformation
and the inclusion of collisional effects in the paper (CT77). The work by (TL80)
developed the application of gyrokinetics to the flux-surface equilibrium field
geometry of axi-symmetric magnetically confined plasmas. Then a critical break-
through came with the nonlinear formulation of gyrokinetics by (FC82). The
hamiltonian formulation of gyrokinetics has also brought deeper understanding,
and its history, as well as a general review of gyrokinetics, is reviewed in (BH07).
1.2 The Tokamak Transport Problem
The motivation and context for the development of the gyrokinetic equations is in
magnetic fusion. Although the applicability of gyrokinetics extends to astrophys-
ical plasmas, the application on which this thesis will focus will be fusion. We
begin this introduction with a statement of the problem of Tokamak transport.
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1.2.1 Confinement and Fusion
Following the presentation in (Wes04) and (Fri07), we now take a look at some
simple considerations of confinement and fusion. The fusion reaction rate per
unit volume is give by the product of the densities of the the two fusing species
multiplied by an integral over the reaction cross section which accounts for the
relative contribution from different energy levels of the bulk Maxwellian:
< =
(
8
pi
)1/2
n1n2
(µ
T
)3/2 1
m21
∫
σ(ε)ε exp(− µε
m1T
)dε
= n1n2 〈σv〉 (1.1)
where µ = m1m2/(m1 + m2) is the reduced mass of the fusing nuclei and σ is
the collisional cross section. To determine the conditions necessary for a fusion
reactor, let’s consider how the heating by fusion power must balance with the
thermal losses. The fusion reaction between the tritium and deuterium nuclei
produces an alpha particle and a neutron with 3.5 MeV and 14.1 MeV of kinetic
energy respectively. The high-energy neutrons are not confined and pass from
the plasma volume. The alpha particles are sufficiently confined to impart their
energy back to the plasma. We may calculate the total power of this heating by
multiplying the fusion rate < by the energy of α particles, Eα = 3.5MeV , and
integrate over the plasma volume:
Pα =
∫
d3rEα<
= Eα
∫
d3rn1n2 〈σv〉
=
n2
4
EαV 〈σv〉 (1.2)
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where V is the plasma volume and we assume a constant density n1 = n2 = n/2
between lines two and three. The over-bar indicates volume-averaging. Now
consider the overall energy balance equation in steady state. The total plasma
energy is W = 3
∫
d3r nT and in steady-state, its decay due to losses is balanced
by the externally applied heating PH and the heating by alpha particles:
Pα + PH =
W
τE
=
3n
τE
∫
d3r T
=
3nT¯V
τE
(1.3)
This introduces the important measure, τE ≡ (d lnW/dt)−1losses, which is called
the confinement time. The confinement time is the e-folding time of the total
plasma energy due to thermal conduction. Ignition is achieved when the α particle
heating matches or exceeds thermal losses. When this occurs, the external heating
PH is not needed to sustain the plasma energy. By setting PH = 0, and using
the expression 1.2 for α-heating power, we obtain an expression for a minimal
confinement time needed for ignition:
nτE =
12T¯
〈σv〉Eα
(1.4)
To get a sense of the performance requirements of a fusion reactor, an approximate
expression may be obtained for a constant temperature (flat profile) between 10
and 20 keV (from equation 1.5.5 in (Wes04)):
nTτE ≈ 3× 1021m−3keV s (1.5)
The typical densities found in present-day tokamaks vary from 1019-1020 m−3.
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Assuming the temperature range 10-20 keV, this gives an ignition confinement
time of approximately τE ∼ 1.5− 30 s.
This timescale is very large in comparison to the micro-scales in the plasma
such as inter-particle collisions, particle transit and bounce frequencies, linear
and nonlinear timescales. This is the basis for the assumption of scale separation
and suggests that a suitably defined time-average may be used as the ensemble
average in the formal statistical treatment of fluctuations. We will explore this
idea in detail in chapter 2.
The preceding simple calculation of the ignition confinement time sets a rough
goal for the required performance of a tokamak-based reactor. There are several
processes which enter in the determination of the confinement measure τE. The
basic mechanisms of confinement degradation, that are of chief concern, are col-
lisional (classical) transport and turbulent (anomalous) transport. The former
process is well-understood but unfortunately subdominant to the latter process,
which is a subject of intense research, and a focus of this thesis.
1.2.2 Classical transport
The transport due to collisions in a magnetized plasma in local thermodynamic
equilibrium is referred to as classical transport. The theory of this process is
significantly more detailed for a toroidal plasma, so has been given the name
neoclassical transport for that case. The classical and neoclassical theories are
not the main subject of this thesis. However, there are some scenarios where
anomalous transport is suppressed, and the neoclassical levels are observed (for
example, transport barriers – see (SGS99)). Thus classical transport is discussed
here briefly as a baseline mechanism for transport and to outline some general
considerations of scaling in experiments.
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The diffusion of particles in the classical scenario occurs via random collisions.
For this process, the scale of interest in the presence of a uniform background
magnetic field is the Larmor radius. The random change in the particle veloc-
ity implies a change in the the position of the center of the particle orbit, the
gyro-center. Thus the step length for this process is the Larmor radius ρ and the
time between steps is set by the inter-species collisional frequency (like-particle
collisions do not produce particle diffusion). This gives a classical particle dif-
fusivity of D(C) ∼ νieρ2i ∼ νeiρ2e. On the other hand, the thermal diffusivity is
caused by like-particle collisions and is given χ(C) ∼ χ(C)i ∼ νiρ2i . The associated
confinement time is τE ∼ a2/χ, where a is the minor radius of the plasma.
As an example of a tokamak which is approaching reactor conditions, consider
the Joint European Torus (JET), which is capable of achieving peak density
and temperatures Ti ≈ 28keV and n ≈ 4 × 1019m−3 (see (Gor99) and also
section 13.7 of (Fri07)). Using these numbers and the basic parameters of the
machine (B = 3.6T , a = 1.25m), we may calculate the ion collisional frequency,
νi = 3.5s
−1, and ion Larmor radius, ρ = 6.7mm. The corresponding classical
thermal diffusivity gives a confinement time
τE ∼ 2.8hrs. (1.6)
Obviously, this greatly exceeds the minimal ignition confinement time (which,
using equation 1.5, is τE ∼ 2.7s). However, it also greatly exceeds the actual
confinement time observed, τE ∼ 1s.
Neoclassical transport theory can account for a small part of this discrep-
ancy. Toroidal geometry introduces, among other features, additional timescales
and spatial scales associated with the toroidal orbits of the particles. (We will
not review the details here.) The net result is a substantial enhancement of
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collisional diffusion. With the approximations of high-aspect-ratio and circu-
lar cross-section, the neoclassical thermal diffusivity was derived by (RHH72) in
terms of the classical diffusivity to be χ(NC) ∼ 0.68q2(R/a)3/2χ(C)1, where (R/a)
is the aspect ratio and q is the safety factor which characterizes the trajectory
of the magnetic field lines as they trace out the toroidal surface. For the high-
performance JET discharge (taking q ∼ 4 and (R/a) ∼ 2.4), these factors give
an enhancement of about 40 over classical diffusion so that the confinement time
is reduced to
τE ∼ 4min. (1.7)
Clearly, neoclassical transport not nearly enough to account for the experimental
observed confinement. The remainder of the thermal conduction is accounted for
by the so-called anomalous transport as we shall now describe.
1.2.3 Anomalous transport
Micro-instabilities drive turbulent plasma flows, on scales ranging from the ion
to the electron Larmor radius, thereby mixing plasma and enhancing transport,
well beyond base levels set by classical diffusion. This “anomalous transport”
has the affect of degrading heat confinement, so that fusion scientists widely
view turbulence as an ailment of fusion devices.
Let’s examine turbulent transport in a little more detail. The anomalous con-
tribution to transport of density and temperature can described by the equations
1See also equation (14.126) of (Fri07)
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(
dn
dt
)
a
= −∂xΓx
3
2
n
(
dT
dt
)
a
= −∂xQx (1.8)
where x is the radial direction – the direction in which the equilibrium temper-
ature and pressure vary. The complexity and difficulty of the problem enters in
that these fluxes must be calculated from a statistical description of the turbulent
steady state. A standard expression for the anomalous particle flux (the formal
theory will be worked out in chapter 2) is:
Γx =
∫
d3v vχh (1.9a)
=
∫
d3v
∫
d3k vˆχ(k)hˆ(−k) (1.9b)
where the over-bar is a suitably defined averaging operator (to be specified later),
h is the fluctuating part of the (gyrokinetic) distribution function, and vχ is
the turbulent drift-velocity. (Note that we have used homogeneity to obtain
the expression 1.9b.) We may state the transport problem thus either as the
calculation of the steady state averaged value of vχh or the average spectrum
vˆχhˆ. In other words, the transport problem is that of determining the stationary
spectrum of fluctuations in fully developed plasma turbulence.
Thus a central problem in the general theory of ‘turbulence’–that is, obtaining
a statistical description of the turbulent state which is capable of predicting
mean-scale quantities such as drag coefficient conductivity, diffusivity, etc–is the
essence of the anomalous transport problem. From a theoretical perspective, this
is obviously a difficult, unsolved problem and although an exact solution has
not been achieved, there are approaches to estimating the transport fluxes. The
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simplest approach is the random walk mixing length estimate. This estimate
assumes that the transport spectrum is dominated by a single characteristic scale
and assumes a diffusive random-walk process such that the fluxes are proportional
to a diffusivity D:
Γx ∼ −D ∂xn
Qx ∼ −nχ ∂xT (1.10a)
and
D ∼ χ ∼ ∆x
2
∆t
(1.11)
where ∆x is the characteristic step length and ∆t is the typical time between
steps. If one assumes that the step length ∆x is the ion Larmor radius (i.e. that
the transport spectrum is dominated by k ∼ ρ−1, as is supported by nonlin-
ear simulations) and the step time is the inverse of the linear diamagnetic drift
frequency (ω? ∼ (kρ) vth/LT ∼ vth/LT ), one obtains gyro-Bohm diffusivity
DGB = ρ
2
i vth/LT (1.12)
where L−1T = −d lnT/dx. Assuming the high performance JET parameters from
above (so vth ∼ 1.2× 106m/s and LT ∼ 1m), we obtain a resulting confinement
time τE ∼ a2/DGB ≈ 3s. Clearly, this is much closer than the classical or
neoclassical estimates (1.6 and 1.7) to the observed confinement time τE ∼ 1s.
The gyro-Bohm estimate for the turbulent diffusivity reveals the scaling of the
transport fluxes (under the assumption of scale-separation) but does not give a
specific quantitative prediction or include details of the nonlinear dynamics. How-
ever, the validity of gyro-Bohm scaling has been tested via simulations(WCR02; CWD04)
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and it is the accepted scaling in the limit of strong scale separation between the
Larmor radius scale and the equilibrium variation scale – i.e. the limit of small
ρ? ≡ ρ/LT .
As a general note on scaling, let’s compare the neoclassical confinement time
to the gyro-Bohm confinement time. In particular, the temperature dependence
of the collisional frequency goes as T−3/2 so that the classical and neoclassical con-
finement times will increase as T 3/2 and increase with the system size as roughly
a2 (assuming a constant aspect ratio). On the other hand the gyro-Bohm diffu-
sivity increases as T 3/2 due to increased Larmor radius and linear diamagnetic
frequency. This means gyro-Bohm confinement worsens at higher temperature
(of course, the positive scaling of confinement in system size is the dominant effect
in scaling to reactor designs). Thus the hotter temperatures expected in reactor
conditions should make classical and neoclassical contributions to transport even
less important, compared with the anomalous contribution.
1.2.4 Weak turbulence
Quasi-linear theory gives an estimate for the anomalous transport fluxes under
the assumption of weak turbulence.(Tsy77; T 79; CP01) This estimate is more sophis-
ticated than the dimensional analysis of random walk estimate (given above) in
that it includes linear mode solutions for a specific set of plasma parameters and
equilibrium geometry. Thus it is capable of capturing the parametric dependence
of specific features such as the anomalous particle pinch.(APJ05) It also has the
advantage of being built upon rigorous mathematical footing via a perturbative
expansion in the fluctuation amplitude. However, it is limited since a linear mode
spectrum may not adequately describe the fully developed state. The quasilinear
theory must also provide a guess for amplitudes of the modes – the “saturation
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amplitude.” To sketch an example, let’s return to the expression 1.9b and ap-
proximate hˆ quasilinearly. From the gyrokinetic equation (Eqn. 2.55) we may
write (neglecting the nonlinearity and the equilibrium curvature and ∇B drifts)
− ı˙ω(k)hˆ(k) ∼ k? · vˆχ(k)F0 (1.13)
where k? =∇ lnF0 ∼ xˆL−1T – assuming that the density gradient is weaker than
the temperature gradient, i.e. L−1T  L−1n . Also, . (Note, we have only included
the “irreversible” contribution to hˆ in going from the first to second line.(CP01))
Substituting this into the expression 1.9b we get
Γx ∼
∫
d3v
∫
d3k xˆ · vˆχ(k) ı˙
ω
k? · vˆχ(−k)F0
=
∫
d3k
n0
LT
|xˆ · vˆχ(k)|2 γ|ω|2 (1.14)
where γ = Im[ω] and the second line is obtained by noting that the Γx is real so we
may take the real part of the expression. We may eliminate vχ in favor of the fluid
displacement variable, ξ, which is the time integral of the drift velocity: dξ/dt =
vχ. Thus we may write |xˆ · vˆχ(k)|2 ∼ |ω|2|ξˆx(k)|2 leading to the expression
Γx ∼
∫
d3k γ
n0
LT
|ξˆx|2 (1.15)
Now if we assume that the dominant part of the spectrum comes from k ∼ ρ−1
and furthermore assume that ξ ∼ ρ, we obtain the quasi-linear estimate for the
transport flux.2
2The additional approximation γ ∼ vth/LT applied to equation 1.16 gives gyro-Bohm dif-
fusivity argued above by random walk. Thus the random walk mixing length estimate is
sometimes referred to as a quasi-linear estimate.
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Γx ∼
(
γ
n0
LT
ρ2
)
k⊥=ρ−1
(1.16)
One limitation of the assumption ξ ∼ k−1⊥ is that the typical fluid displacement
may in fact be less than k−1⊥ if the saturation amplitude is low. Thus ξ ∼ ρ may
be considered an upper bound imposed by the geometry of the flow for the case
where the spectrum is dominated by kx ∼ ρ−1. This case is represented in figure
1.1(a). If, on the other hand, there are anisotropic radially elongated streamers,
as can be the case with electron temperature gradient (ETG) driven turbulence,
the dominant wavenumber may correspond to ky ∼ ρ−1 but kx  ky so that we
may have ξx  ρ – see figure 1.1(b). It is clear that the proper formulation of
mixing length phenomenology requires insight into the fully developed turbulent
state – a state which may or may not be successfully treated with quasi-linear
theory.
1.2.5 Strong turbulence
In the strong-turbulence limit, the nonlinearity is treated non-perturbatively and
the spectrum of turbulent excitations cannot a priori be assumed to retain lin-
ear mode features. This problem is treated most commonly by direct numerical
simulation. Although there is great progress in the ability to simulate turbulent
transport, it remains a problem that pushes the limits of computational tech-
nology and progress in theoretical understanding remains critically important.
Strong turbulent transport may be divided into two categories: Inertial range
turbulence and large scale or energy-containing range turbulence (see for
instance (CG85)).
The inertial range understanding of turbulence, pioneered by Kolmogorov(Kol41b; Kol41c; Kol41a),
is characterized by the nonlinear cascade, whereby dynamically invariant quanti-
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(a) Isotropic turbulent mixing: gyro-Bohm diffusivity assumes kx ∼ ky ∼
ρ−1 and ξx ∼ pi/kx
(b) Mixing by radially elongated streamer: Enhancement of transport
by anisotropic turbulent mixing.
Figure 1.1: Transport by turbulent mixing: The radial mixing length is
set by the strength of the flow (the saturation amplitude) but limited by the
dominant wavenumber in the transport spectrum ξx . pik−1x .
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ties are transfered locally in k-space, to different scales, producing a self-similar
spectrum which is independent of the specific way that the system is driven (uni-
versality). It is a common point of view that the inertial range understanding
of fluid turbulence has a limited applicability to the tokamak transport problem.
Indeed, simulations suggest that the majority of transport occurs at linearly un-
stable scales where the majority of free energy injection occurs – such scales,
by definition, are outside of the inertial range.3 Also there is evidence of self-
organization in plasma dynamics at scales that are not well-separated from the
system scale(II01) so that the traditional assumptions of homogeneity will not ap-
ply to these cases. For these reasons, the application of inertial range concepts
to gyrokinetic turbulence has been largely unexplored, although much is known
about fluid models such as the Charney–Hasegawa–Mima (CHM) turbulence.
The final chapter, chapter 4, of this thesis is devoted to an inertial range theory
of gyrokinetics and we will argue that this theory has a place in the study of
anomalous transport. For instance, the inertial range understanding is impor-
tant in determining the proper resolution needed in numerical simulations. That
is, the fine-scale inertial range transfer of energy to the collisional scale is the
process by which the true steady state is achieved in a turbulent plasma; and the
collisional scale determines the smallest scale which must be resolved in a simula-
tion. This will be discussed more in chapter 4. At this point, we emphasize that
although an inertial range theory can not come close to fully describing tokamak
turbulence, we believe it is a key part of the picture and that, in general, its
applicability is an open question.
The range where energy injection is non-negligible is the “energy-containing”
range because the fully developed steady-state tends to have the majority of en-
3It is also possible to sustain turbulence without unstable linear modes via a nonlinear
process which draws from the background gradient in free energy.(DZB95) Thus, linear instability
is not a definitive criteria that separates inertial and non-inertial ranges.
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ergy contained here. A statistical description of the turbulence spectrum in this
range depends on the particular features of instability drives and other features of
equilibrium plasma which can strongly affect the nonlinear physics. It therefore
does not exhibit the universality that characterizes the inertial range. For this
reason, there does not exist as much of a unifying framework to describe phe-
nomena of the energy-containing range. Theoretical progress in this subject is
driven by (1) the intuition built by experiment and direct numerical simulations,
and (2) theoretical models of nonlinear processes inspired, at least in part, by
these observations. The material in chapter 3, which is mostly concerned with
the energy containing range, falls into the second category.
As a final note about strong turbulence, note that although the random walk
mixing length diffusivity estimate 1.12 may be obtained within quasilinear frame-
work, mixing length phenomenology in general does not assume weak-turbulence
so it can be applied to strong turbulence regimes as well. This will be discussed
in chapter 3.
1.3 Results
We now turn to the results of this thesis. There are three chapters in the body of
the thesis, corresponding to the three separate but related projects undertaken
by the author and his collaborators. These projects all investigate theoretical
aspects of gyrokinetic turbulence and are closely related but ultimately, stand
alone individually. The first project, presented in chapter 2 and the appendix A, is
a yet unpublished study of the equations of gyrokinetics extended to describe the
mean-scale evolution of a turbulent plasma. The final two chapters are adapted,
with little modification, from papers by the author and his collaborators – the first
published in Physics of Plasmas (Plu07) and the second submitted to the Journal
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of Fluid Mechanics(PCS08). These two works are a closer look at the details of
fully developed gyrokinetic turbulence and are described below.
1.3.1 Chapter 2: Gyrokinetics as a transport theory
The theory of transport in magnetically confined fusion plasmas began with the
formulation of classical transport theory(Bra65) and then neoclassical transport
theory (a review is given by two of the pioneers in (HH76)). These theories
followed the example set by the theory of collisional transport in neutral gases
pioneered by Chapman and Enskog. While being great achievements, neither
of the classical transport theories – which considered transport by diffusive colli-
sional processes – could, in general, come close to predicting the level of transport
in tokamaks.
As we have been discussing, it has become the popular belief that the equation
of magnetized turbulence, namely the gyrokinetic equation, must be solved to
predict “anomalous” transport levels. On the other hand, it is observed that
under some conditions, neoclassical transport does correctly predict the base
level of transport – i.e. ion thermal transport in transport barrier regions. Thus,
the most complete descriptions unify neoclassical and anomalous transport. We
provide such a description in this chapter, chapter 2.
1.3.1.1 Scale separation, locality and gyro-Bohm scaling
Our treatment of gyrokinetics is standard in many regards. In particular, the or-
dering of terms and the final gyrokinetic equation obtained is consistent with stan-
dard non-linear delta-f gyrokinetics (FC82). The main feature which distinguishes
our approach from others is (1) the assumption of separation of scales between
equilibrium scales and the fluctuation scales and (2) the method (intermediate-
16
scale spatial averaging and time averaging) by which we separate fine scale fluc-
tuations and mean-scale quantities. This permits the simultaneous derivation of
(neo)classical and anomalous transport theory.
We can view separation of scale as an assumption of local homogeneity. Con-
sider a sub-system which extends over a volume much smaller than the equilib-
rium scale but much larger than the turbulent scale. Although there are turbulent
fluctuations locally, we assume that these fluctuations do not accumulate coher-
ently to produce variation on the size of the sub-system–for instance, the root-
mean-square of the fluctuation can only change significantly on the mean scale, so
is approximately constant (homogeneous) in the intermediate-scale sub-system.
At the level of direct numerical simulation, scale separation implies that small
sub-domains of the full system may be simulated separately. Such a domain may
be chosen to be a full annulus segment comprised of the full volume contained
between two toroidal surfaces (see section A.2.3), or even smaller domains called
flux tubes, which cover a small volume following a magnetic field line. These
domains are represented in figure 1.2. A reduced domain yields a large improve-
ment in computational efficiency and has made possible the direct simulation
of the macro-evolution of the plasma. This has been achieved in the work by
(Bar08) which, has used the formulation of transport (based upon the separation
of scales) which will be presented in this chapter.
1.3.1.2 Chapter 2 overview
The presentation given in section 2 gives a detailed description of the assumptions
and methods leading to gyrokinetic theory and the mean-scale transport theory –
the solutions to which constitutes the ultimate goal of the study of turbulence in
fusion plasmas. This material will constitute the fundamental framework upon
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Figure 1.2: Flux tube simulation domain: A thin flux tube volume surrounding
an equilibrium field line is rendered in green. Also, a small segment of the full
annulus volume is included on the left side of the torus. A larger segment of an
annulus volume is pictured in figure A.1. (courtesy of G. Stantchev)
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which the subsequent chapters are built. The notation will largely carry through,
with the exception of specific normalizations which will be introduced explicitly
before they are used.
The chapter will begin with introductory material describing the ordering
assumptions, notations and then proceed to the derivation of the gyrokinetic
equation. The ordered expansion of the Fokker-Planck equation is extended to
one order beyond the gyrokinetic equation to obtain the transport equations for
density and temperature. Finally a detailed look at Poynting’s theorem and
entropy balance will give a perspective of the overall energy balance and mean-
scale thermodynamics.
An extension of this work to the case of toroidal magnetic field geometry is
given in the appendix A. The material in chapter 2 and appendix A constitute
a body of work that is still developing. In light of its special applicability to the
ITER design, it may be adapted to an ITER-specific theory.(Cow08) However, in
its present form it does have several complete results, some of which have already
been incorporated into the work by (Bar08) as mentioned above.
1.3.2 Chapter 3: Primary and secondary mode theory
To understand micro-turbulent transport, one typically starts with the linearly
unstable modes which drive the turbulence. These “primary” modes in general
exploit a gradient in the free energy of the background plasma and magnetic field.
As these modes grow, they begin to interact nonlinearly, causing the transition to
a turbulent state – a state where transport by the mixing of plasma would bring
about the relaxation of the driving gradient, if an external drive were absent. In
the case of tokamak turbulence, however, the steady state operation corresponds
to a balance between the overall loss by transport and injection of heat and par-
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ticles. This fully developed state remains highly turbulent throughout operation
of the device.
This chapter will discuss some details of primary mode analysis, but is mostly
focused on “secondary instability” theory. A secondary instability is an exponen-
tially growing mode induced by the presence of a linearly unstable mode which
has itself grown to sufficient-amplitude. Secondary modes or ‘secondaries’ are a
key part of the nonlinear physics. Their study in the context of plasma turbu-
lence can bring understanding of the transition to turbulence. Also, and perhaps
surprisingly, secondary instability theory may also be used to determine features
of the fully developed state.
In fully developed plasma turbulence, it cannot be assumed that the chaotic
state will bear resemblance to the unstable linear modes from which the state
originated. However, it has been observed that radial streamers (structures ex-
isting in the fully developed turbulent state) bear a close resemblance to unstable
linear modes.(Dor08; Jen08) In light of this observation, it is not surprising that the
theory of secondary instabilities has been used successfully to predict saturation
amplitudes in fully developed turbulence.(JD02) These saturation amplitudes, as
argued above, place an upper bound on radial fluid displacement and therefore
enter directly in the mixing length phenomenology of transport.
1.3.2.1 Chapter 3 overview
Chapter 3 is largely taken without modification from the work (Plu07). As men-
tioned, we have added some more detail on the solution of the linear dispersion
relation. The main subject of this chapter, however, is a fully gyrokinetic sec-
ondary instability theory.
Our investigation into the fully gyrokinetic secondary was first motivated, in
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part, by the possibility of an ultra-thin streamer, with kyρe significantly greater
than 1. Using the mixing length ideas, such a streamer could enhance transport
via its very rapid turnover and large step length. Also, these structures could
evade detection, as (1) the most advanced experimental techniques for measuring
electron temperature/density fluctuations(WSM08) are able to resolve k ∼ 1cm−1
(which is much larger than the electron Larmor radius for tokamak plasmas)
and (2) the computational requirements of a simulation would be quite large to
resolve the temporal and spatial scale range of the nonlinear state in which these
structures exist.
The first result coming from this work is that the very fine-scale (kρe > 1)
ETG secondary instability is robustly unstable, over the full range of parameters
investigated. This indicates that ultra-thin streamers are unlikely to exist. Then,
some unexpected results are reported. By scanning across several parameters, we
find features which suggest the role of secondary instabilities in affecting such
macroscopic phenomena as profile stiffness and the electron transport barrier.
Specifically, it is found that the secondary instability for the two dimensional
ETG mode (“toroidal” mode) exhibits a significant sensitivity to the the critical
gradient parameter (R/LT )crit (which determines the instability of the primary
mode). This finding is used, again with the aid of mixing length phenomenology,
to offer an explaination of observed transport reduction near marginal stability
of the primary mode (the essential idea behind the “Dimits shift”) and the fact
that ETG turbulence exhibits less profile stiffness4 than ITG turbulence.
Using gyrokinetic secondary instability theory, we also are able to explore the
4From experiments and simulations of tokamaks, there is a large amount of evidence that
the equilibrium profile is maintained at a near-marginal state by the underlying transport. This
concept is known as profile stiffness because transport fluxes increase sharply if the equilibrium
is pushed beyond a critical level – which means the profile exhibits a stiffness or resistance
against being externally tuned.
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intermediate scale range between the electron Larmor radius and the ion Larmor
radius. In this range, which is an example of what we later call the nonlinear
phase-mixing range, the ion gyrokinetic equation is strongly affected by the gyro-
averaging which cannot be approximated by a fluid treatment. We calculate the
primary and secondary instability using a full gyrokinetic description for both ions
and electrons and are able to locate the wavenumber of minimal secondary growth
rate. It is argued that the trough in the secondary growth rate curve may, under
suitable conditions, correspond to the peak of the turbulent spectrum, which is
one of the most important features in applying mixing length phenomenology to
predicting the diffusivity.
To complete the study, we also investigate the secondary instability theory
for a three dimensional slab configuration. We confirm the findings of previous
works which indicated that the nonlinear behavior of ITG and ETG do not differ
as strongly as they do for the toroidal case.
1.3.3 Chapter 4: The phase space cascade in two dimensional gyroki-
netics
While chapter 3 is concerned with the energy containing range, chapter 4 will
shift to a study of inertial range gyrokinetics. This is a very different approach
to describing fully developed turbulent state, and although the inertial range
represents a relatively small contribution to the “bottom-line” of fusion theory –
e.g. turbulent transport – it is surely host to important nonlinear phenomena at
play in a general turbulent plasma state.
Gyrokinetics assumes anisotropy in the fluctuations such that structures are
elongated in the direction of the equilibrium magnetic field, i.e. that k‖  k⊥.
In a subsidiary limit, when the effect of k‖ is subdominant to the nonlinearity,
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we may neglect k‖ altogether to obtain two-dimensional gyrokinetics. This two
dimensional assumption is the basis of the successful Charney–Hasegawa–Mima
(CHM) fluid model(Cha71; HM78) which is closely related to the equation of in-
compressible two-dimensional fluid turbulence. There are at least two scenarios,
relevant to tokamak turbulence, in which two dimensional gyrokinetics may be
an appropriate description.
First consider the case of the cascade of ion-scale turbulence to scales much
finer than the ion Larmor radius, kρi  1.5 First, for kρ  1 the dynamics
are dominated by a nonlinear phase-mixing process which precludes a fluid ap-
proximation. Also, in this limit the linear modes may be stable (a necessary
but not sufficient condition for inertial range treatment) and the strength of the
nonlinearity grows with k⊥ and will dominate over the parallel compressibility
term if we assume k‖ is bounded. For instance, one conventional assumption is
k‖ ∼ 1/qR. That is, the parallel wavelength is assumed to be roughly the dis-
tance between the inboard and outboard sides of the toroidal magnetic surface,
i.e. the distance between the good and bad curvature regions. Another hypoth-
esis, given by (SCD08), is that the parallel wavenumber is determined by the
distance that particles stream along the field lines during a nonlinear turnover
time – this implies that the parallel term remains balanced with the nonlinearity
and cannot be formally neglected. However, it is pointed out in (SCD08) that
this term becomes much less efficient as a phase-mixing mechanism and does not
break the conservation of the forward cascading invariant. Thus this hypothesis
of balance is not incompatible with the the exact two-dimensional theory.
Another scenario where the high-k two dimensional theory of gyrokinetics
may be useful is in describing the inverse cascade from turbulence driven at the
5Alternatively, we may consider the cascade from the electron-scale turbulence to even finer
scales. This case relates closely to the ion-scale cascade, as is described in detail in section 4.2.
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electron Larmor radius to scales as large as the ion Larmor radius.6 (This may
be relevant in cases where the ion scale turbulent drive is quenched by shear flow
in, for example, a transport barrier – although further investigation is necessary
to establish this.) This scenario is also inextricably kinetic, as the nonlinear
phase-mixing in the ion gyrokinetic equation is strong at kρi > 1.
1.3.3.1 The inertial range cascade in tokamak turbulence
Notably, there are parameter regimes for tokamaks which exhibit linear insta-
bility across nearly the full range of dynamical interest. For instance, the ITG
instability may blend continuously into the trapped electron mode (TEM) which
is continued as the ETG instability. Here, it is not clear that the inertial theory
is directly applicable. However, the rigorous justification for inertial range treat-
ment requires a demonstration that the non-conservative terms (i.e. the linear
drive terms) become subdominant to the other terms in the dynamical equation.
This is possible even when a linear instability is present – the linear instability
would simply be ineffective at injecting energy.
Even when the case of interest does not exhibit an inertial range, the classical
inertial range cascade should be understood as one of the possible underlying
nonlinear processes. Also, because an inertial range cascade is a universal fea-
ture which is insensitive to the specific forcing mechanism, the verification of
theoretical features of the cascade may be used in diagnosing and benchmarking
numerical simulations and determine resolution requirements.
As a final note of motivation, the fine-scale contribution to transport fluxes
6As with neutral fluid turbulence (and CHM turbulence), the two dimensional scenario in
gyrokinetic turbulence two dynamically invariant quantities. The spectral scaling of the two
invariants has a fixed relationship, as with the case of fluid turbulence, which forces a dual
cascade.
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may be obtained from an inertial range theory. Although the majority of trans-
port is believed to originate from the linearly unstable scales kρi . 1, the turbu-
lent transport at fine scales may represent a non-negligible portion of transport.
A forward-thinking theory of plasma turbulence should include such contributions
as they will ultimately be part of quantitative predictions.
1.3.3.2 Chapter 4 overview
These preceding considerations suggest the need for a high-k inertial range theory
of gyrokinetics in the two-dimensional limit. We present such a theory in the
final work of this thesis. We offer that the case of two dimensional gyrokinetic
turbulence is a simple paradigm for kinetic plasma turbulence.
We study the inertial range dual cascade, assuming a localised random forcing.
This cascade occurs in phase-space (two dimensions in position-space plus one
dimension in velocity-space) via the nonlinear phase-mixing process, at scales
smaller than the Larmor radius. In this “nonlinear phase-mixing range,” we show
that the turbulence is self-similar and exhibits power law spectra in position and
velocity-space. The velocity-space spectrum is treated via a Hankel-transform
which fits naturally into the mathematical framework of gyrokinetics. We derive
the exact relations for third order structure functions, in analogy to Kolmogorov’s
four-fifths law.
The two dimensional gyrokinetic system bears some resemblance to the equa-
tions of incompressible fluid turbulence and, notably, may be rigorously reduced
(in the appropriate long wavelength limit) to the familiar Hasegawa-Mima equa-
tion or the vorticity equation for two dimensional Euler turbulence. We inves-
tigate the relationship between these theories. First we review the derivation
of the CHM/vorticity equation from gyrokinetics. Then we derive a relation-
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ship between the fluid and gyrokinetic invariants and, after a phenomenological
derivation of the inertial range scaling laws, present a picture of the full range of
cascades from the fluid range to the fully kinetic range.
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CHAPTER 2
Gyrokinetics as a transport theory
2.1 Introduction
This chapter will introduce the basic equations of gyrokinetics and gyrokinetic
transport. On a basic level, the derivation is a rigorous asymptotic expansion of
the Fokker-Planck equation centered around the assumption of scale separation
between equilibrium and fluctuation quantities. The ultimate goals are (1) to
obtain the gyrokinetic equation to describe turbulence at the ion Larmor radius
scale, (2) obtain the classical counterpart to describe perturbations that vary
smoothly in space and time and (3) obtain the evolution equations for the mean-
scale quantities (temperature, density, magnetic field) which are influenced by
both turbulent fluctuations and collisional effects associated with the inhomo-
geneity of the equilibrium (classical and neoclassical transport theory).
For the sake of cohesiveness with the other chapters in this thesis, we will avoid
discussion of axi-symmetric geometry, flux coordinates and neoclassical theory in
this chapter. Although the full-geometry toroidal case has been treated (and
is included in the Appendix), the remainder of the chapters in this thesis will
take a local slab (constant curvature) approximation and we find it to be more
simple and illuminating in this chapter to formulate gyrokinetics and transport
in a local, geometry-free manner.
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2.2 Scale separation
The key feature which distinguishes the following approach to gyrokinetics and
transport is the assumption of multiple disparate scales in both time and space.
Although there are several approaches to deriving the gyorkinetic system of
equations and multiple forms of the final equations (e.g. conservative, non-
conservative, gyro-center density, real space density) they share a common set
of ordering assumptions. In the following approach we take scale separation as
the fundamental assumption and the ordering assumptions of spatial and time
derivatives follow from this.
From this approach, classical (or neoclassical) theory is recovered from mean-
scale behavior (governed by the kinetic equations under a suitably defined smooth-
ing operation) while turbulent theory manifests itself in the fine-scale behavior of
the perturbative fields. In other words, by starting with the assumption that the
physical fields have dependence concurrently on multiple scales, we can recover
both theories on the same footing. Other works having achieved this synthesis of
anomalous and classical theories are (Sha88; Bal90; SH95; SOH96a).
It should be pointed out that this approach does have some weakness. In
particular it is not designed to treat meso-scale phenomena(II01) where variation
on a scale intermediate to the micro- and macro-scales is present. This is pos-
sible with transport barriers (where the equilibrium background varies on scales
approaching the turbulence scale). However we reiterate that scale separation
is widely observed in tokamak experiments and should become an excellent ap-
proximation for ITER where ρ? will be quite small. Thus while there are surely
many interesting and undiscovered meso-scale phenomena, it is the view of the
authors that the case of scale separation is crucially important to understanding
tokamak turbulence and transport.
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In this section we will introduce the two characteristic spatial scales (whose
ratio defines the fundamental small parameter of gyro-kinetic theory) as well as
the three characteristic time scales. We then discuss the method of multiple
scales as a foundation to the derivations of this paper. Finally we detail the
gyrokinetic ordering scheme.
2.2.1 Characteristic scales
We assume the existence of two important spatial scales, the macroscopic spatial
scale length L and the microscopic spatial scale length ρi. The macroscopic scale
length is the distance over which equilibrium quantities (such as density and
pressure) vary and is taken to be the size of the plasma–the minor radius, the
major radius, etc., will all be taken to be order L. The microscopic scale length is
taken to be the ion Larmor radius (we will omit the subscript unless there is need
to distinguish it from the electron Larmor radius). These scale lengths define the
fundamental expansion parameter:
 =
ρ
L
 1 (2.1)
(Which is what is commonly referred to as ρ?.) For example in ITER these
lengths will be approximately: L ∼ n/|∇n| ∼ 2m (the minor radius of ITER)
and ρ ∼ 2mm(Tea02). This gives a strong expansion parameter:  ∼ 10−3. There
are three basic time scales of interest defined by characteristic frequencies. The
first is the fast ion cyclotron frequency Ω0i (we will omit the subscript here also).
Ω0 =
qB0
mi
(2.2)
In ITER Ω0 ∼ 2× 108rad/s. Next is the medium turbulent frequency ω.
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ω =
vthi
L
(2.3)
where vthi is the ion thermal speed. On ITER ω ∼ ×105rad/s. The third time
scale is the slow transport time τ . On ITER τ ∼ 3.7s. These frequency scales
have a simple relationship in terms of .
τ−1 ∼ O(2ω) ∼ O(3Ω0) (2.4)
2.2.2 Method of multiple scales
The method of multiple scales (see for instance (BO78)) is characterized by the
formal introduction of independent variables to describe dependence on different
scales. The equation describing the system of interest is then perturbatively
expanded and solved in these independent variables.
For our purposes, the distribution function, f(r, t), has dependence on space
and time (and velocity). Here, however, we formally assume
f = f(rs, r, ts, t) (2.5)
with ts ≡ 2 t (“slow time”) and rs ≡  r (“slow space”) taken to be independent
variables. (The fast time scale dependence will only enter at the level of single
particle dyanics. In gyrokinetics, this behavior is not included in the collective
dynamics captured by the distribution function and associated fields.) Now we
expand the distribution function, electric field and magnetic field in powers of 
f = F0 + δf1 + δf2 ... (2.6)
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and
B = B0 + δB, E = δE (2.7)
with δfn/F0 ∼ O(n), |δB|/|B0| ∼ O(), etc. Additionally we take |δE|/|vthiB0| ∼
O() where vthi is the ion thermal speed which will be taken to be
√
Ti/mi. This
expansion is the starting point for the method of multiple scales. Now we must
specify the assumptions of scale dependence for the problem of interest, gyro-
kinetic transport theory. We assume the equilibrium quantities F0 and B0 have
dependence only on the slow (transport) time variable ts, the slow (macroscopic)
spatial vector rs and velocity v. The perturbative quantities δB, δE and δf have
additional dependence on the turbulent scale variables denoted simply by t and
r. Furthermore, as with standard gyro-kinetic ordering, the microscopic spatial
dependence is assumed only in the direction perpendicular to the equilibrium
magnetic field B0. We can summarize these statements as follows:
F0 = F0(rs,v, ts)
B0 = B0(rs,v, ts)
δf = δf(r⊥, rs,v, t, ts)
δE = δE(r⊥, rs,v, t, ts)
δB = δB(r⊥, rs,v, t, ts) (2.8)
These assumptions are important for all that follows. However, we find it pos-
sible to avoid the cumbersome subscript notation entirely. This is done by first
explicitly stating the ordering of spatial and temporal variations (described in
section 2.3) and by introducing spatial and temporal averages that serve to sepa-
rate scale dependence (section 2.4). In the following analysis, we thus need only
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refer to a single space vector r and time variable t. As a final note, velocity space
dependence is here assumed to occur on the scale of the ion thermal velocity.
There are subtleties involved in the formation of velocity structure and these will
be explored in Chapter 4 of this thesis.
2.3 Gyrokinetic ordering
Here we describe the ordering of spatial and temporal variation that results di-
rectly from our assumptions of scale dependence. In brief, the slow scale de-
pendence of equilibrium quantities results in space and time derivatives that are
an order smaller than the same derivatives performed on perturbative quanti-
ties. These orderings are essential for solving the Fokker-Planck equation and
are summarized in the following table.
Ordering of Spatial and Temporal Variation
• ∇ ∼ O( 1
L
) acting on F0 or B0
• ∂
∂t
∼ O(2ω) acting on F0 or B0
• ∇⊥ ∼ O(1ρ) acting on δf1, δB or δE
• ∇‖ ∼ O( 1L) acting on δf1, δB or δE
• ∂
∂t
∼ O(ω) acting on δf1, δB or δE
where ∇⊥ and ∇‖ denote the gradient perpendicular and parallel to B0.
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2.3.1 Electron and ion orderings
Because ρ is taken to be the ion Larmor radius, we are considering ion scale
turbulence. We may imagine, for instance, that the electron-larmor-radius-scale
instability (ETG) is not present in the system of interest. (In practice, it is be-
lieved that the feedback of electron scale turbulence onto the ion scale is minimal
Ref. (WCF07; GJ08b).) The turbulent frequency is defined ω = vthi/L relative
to the ion thermal speed. It is important to make these assumptions explicit at
this point because they will be implicit during the analysis. In the case of electron
dynamics (for ion-scale turbulence), we will be able to exploit an additional small
parameter: the electron-ion mass ratio is taken to be the order of the expansion
parameter:
me
mi
∼ O() (2.9)
Formally, this will require fractional ordering of the equations when square roots
of the mass ratio appear. However, there is nothing fundamentally new about
the analysis and the results follow easily from the ion case, as we will see.
2.4 Averaging and scale separation
As previously mentioned, the multiple scale approach aims to obtain both tur-
bulent and classical (or neoclassical) theory simultaneously. To this end, we use
smoothing averaging to separate the equations for equilibrium-scale quantities
from the rapid turbulent dynamics described by gyro-kinetic theory. This section
introduces time and space smoothing operators which averaging over regions of
space and time intermediate to the cyclotron, turbulent and transport scales. It
should be stressed that these are tools of the formalism and the final equations
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do not depend on a specific
2.4.1 Gyro-average and single particle motion
The gyro-average exploits the disparity between the cyclotron frequency and the
turbulent frequency. The rapid rotation of individual particles sample turbulent
electromagnetic fluctuations which are static on this timescale. This means that
turbulent timescale dynamics are influenced by the orbit or gyro-average of the
fluctuating fields. Let’s examines individual particle motion more closely. The
velocity vector is defined using cylindrical coordinates aligned with the magnetic
field.
v = v‖b0 + v⊥(cosϑ e1 + sinϑ e2). (2.10)
where the unit vectors b0, e1 and e2 form a local right handed coordinate basis
i.e. e1×e2 = b0. (Because these basis vectors are defined by the equilibrium field
geometry, it should be apparent that they vary on the macroscopic, L, spacial
scale and the slow, τ , time scale.) The fastest motion is the gyro-motion:
dϑ
dt
= −Ω0 +O(Ω0). (2.11)
where Ω0 = qB0/m is the cyclotron frequency for the species of interest. An
individual particle’s velocity is thus fluctuating rapidly on the fast time scale. If
we look at the motion of the gyro-center, however, one finds it’s fluctuations are
small. One can use the gyro-average to separate smooth turbulent scale motion of
the gyro-center to obtain the drift behavior of particle motion in the gyro-kinetic
limit. The gyro-center position is defined by the the Catto Transformation
34
R = r− ρ (2.12)
where ρ is the larmor radius vector defined by
ρ =
b0 × v
Ω0
(2.13)
The gyro-average is defined as follows
〈A(r,v, t)〉R =
1
2pi
∫ 2pi
0
A(R− v × b0
Ω0
,v, t)dϑ. (2.14)
It is an average over the gyro-angle ϑ with the gyro-center position R held fixed.
Note that the parallel velocity, magnitude of the perpendicular velocity and all
equilibrium quantities are fixed since they do not significantly vary over a parti-
cle’s trajectory during a gyro-period. If one applies the gyro-average to the rate
of change of the gyro-center position, dR/dt, one can obtain the drift velocity of
a particle’s gyro-center (see section 2.6.3). To reiterate, this quantity varies on
the medium turbulent time scale, with cyclotron time scale behavior having been
smoothed away.
2.4.2 Spatial averages
To separate turbulent spatial scale from the equilibrium scale we employ a patch
volume average. The patch volume Vp is defined around a point (x, y, z) defined
using locally flat coordinates as indicated in Fig. 2.1.
P [A] =
∫
Vp
d3r′A
Vp
=
∫ x+∆x
x−∆x dx
′ ∫ y+∆y
y−∆y dy
′ ∫ z+∆z
z−∆z dz
′A(x′, y′, z′)
∆x∆y∆z
(2.15)
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Figure 2.1: Patch Volume and Scale Separation: The patch volume Vp (colored
brown) is chosen to be small enough such that the equilibrium geometry is flat
but large enough to contain many turbulent scale (correlation) lengths.
where the intervals ∆x, ∆y and ∆z define a region with dimensions intermediate
to the microscopic and macroscopic spatial scales–i.e. we require
ρ ∆x, ∆y, ∆z  L. (2.16)
Formally, we take ∆x ∼ ∆y ∼ ∆z ∼ √L. The details of the patch average
definition are less important than its practical utility. As stated, it smooths
away turbulent scale dependence. For example, if one assumes that |∇A| ∼
O(A/ρ) it is easily shown that |∇(P [A])|  |∇A|. In analogy to the gyro-
average which smoothes out fast time scale behavior, the patch average smoothes
microscopic turbulent spatial structure. We will use it often to separate quantities
into equilibrium and turbulent parts (see Sec. 2.5).
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2.4.3 Time average
The last average acts between the slow transport time scale and the medium
turbulent time scale, separating out turbulent time scale structure. The time
average is defined
A¯ =
1
∆t
∫ t+∆t/2
t−∆t/2
A dt′, ω−1  ∆t τ (2.17)
Formally, we take ∆t ∼ 3/2τ .
2.5 Maxwell’s equations and potentials
In this section we demonstrate use of the ordering assumptions to obtain some
simple results from Maxwell’s Equations. Let’s start with Faraday’s Law
∂B
∂t
= −∇× δE. (2.18)
Upon ordering, the dominant equation is
∇× δE = 0 (2.19)
This means that the inductive part of the electric field must be higher order than
the electrostatic part so we may write
δE = −∇(ϕ) +O(2) (2.20)
This suggests using potentials to express the fields. Thus we define
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A = A0 + δA (2.21)
where
B0 = ∇×A0 (2.22)
δB = ∇× δA (2.23)
For definiteness we use the coulomb gauge, ∇ · A = 0. Note that our ordering
requires δA ∼ O(2A0). Additionally, it should be apparent that A0 is an
equilibrium quantity and thus has only slow scale dependence like B0. Likewise,
δA has turbulent scale dependence. The perturbative electric field becomes
δE = −∇ϕ− ∂A
∂t
(2.24)
where ∂A/∂t is composed of equilibrium and perturbative parts of the same order
in size. We now show that δE and δB both have small patch averages. Since δE
is mostly electrostatic we may write
P [δE] ∼ −P [∇ϕ] (2.25)
To demonstrate use of the patch average, we apply it to the electrostatic field:
P [∇ϕ] =
∫
dx dy dz ∇ϕ
∆x∆y∆z
(2.26)
recalling that ρ ∆x,∆y,∆z  L. Then we have
P [δE] ∼ O(−xˆ ϕ
∆x
− yˆ ϕ
∆y
− zˆ ϕ
∆z
) δE (2.27)
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The proof works likewise for δB.
2.6 Ordered Fokker-Planck equation for ion species
In Secs. 2.6 and 2.6.4 we will be solving the ordered Fokker-Planck equation with
the goal of arriving at the gyro-kinetic equation and classical equation which are
used to solve for δf1. The ion case is treated in more detail because the electron
case can be approached analogously. Using the orderings listed in Sec. 2.3, we
write down the Fokker-Planck equation with terms ordered in powers of  relative
to vthiF0/L. Each set of terms with the same power of  will yield an equation
to be solved. In this section, we will solve the Fokker-Planck equation for ions at
each power of  for the three largest orders.
∂f
∂t
+ v · ∇f + q
m
(E + v ×B) · ∂f
∂v
= C(f, f) (2.28)
2.6.1 O(−1) equation:
One term in the Fokker-Planck equation is larger than all others.
v ×B · ∂F0
∂v
= −Ω0
(
∂F0
∂ϑ
)
r,v,v⊥
= 0 (2.29)
from which we deduce that F0 is independent of gyro-angle ϑ so that:
F0 = F0(r, v, v⊥, t) (2.30)
Now we proceed to O(1):
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2.6.2 O(1) equation:
The next order ion equation is
v · ∇F0 + v⊥ · ∇δf1 + q
m
(−∇ϕ+ v × δB) · ∂F0
∂v
− Ω0
(
∂δf1
∂ϑ
)
r,v,v⊥
= C(F0, F0)
(2.31)
Applying the patch average to this equation, we obtain a separate equation con-
taining the slowly terms.
v · ∇F0 +−Ω0
(
∂P [δf1]
∂ϑ
)
r,v,v⊥
= C(F0, F0) (2.32)
From this equation we use Boltzman’s H-theorem to show that F0 must be
Maxwellian. To do this, we multiply Eqn (2.31) by 1 + logF0, integrate over
velocity space. We find that upon integrating, most of the terms on the left side
vanish, leaving us with
∫
d3vv‖b0 · ∇F0 =
∫
d3vC(F0, F0) lnF0 = 0 (2.33)
We make the additional assumption that b0 · ∇F0 = 0. This assumption is valid
for systems with closed flux-surface geometry (as proven in the Appendix) such as
toroidal fusion devices because rapid transport along the equilibrium magnetic
field lines enforces constant equilibrium temperature and density on each flux
surface. What we are left with from Eqn (2.33), to O(1), is
∫
d3v(lnF0)C(F0, F0) = 0 (2.34)
Eqn (2.34) and the H theorem tell us there is no entropy production at this
order. Our first significant result in this section is found because we know that
the entropy production can only be zero if F0 is a local Maxwellian.
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F0 =
n
(
√
2pivth)3
exp−( v
2
2v2th
) (2.35)
Given this result, we can obtain information about δf1 by using our solution for
F0 in Eqn (2.31).
v⊥ · ∇δf1 − Ω0
(
∂δf1
∂ϑ
)
r,v,v⊥
= −v⊥ · ∇(qϕ
T
) F0 − v⊥ · ∇F0 (2.36)
We have dropped the factor v‖b0 · ∇( qϕT ) F0 from the right hand side because it
is negligible at this order. The following particular solution satisfies the eqaution
at this order:
δf1p = −(qϕ
T
) F0 − ρ · ∇F0. (2.37)
where ρ is the larmor radius vector defined by Eqn. 2.13. The first term is the
perturbed Boltzmann response of the particles to the potential. The potential is
static on the gyration time scale and therefore the energy E = (1/2)mv2 + qϕ is
conserved to this order. The second term can be recognized as the beginning of
an expansion of F0 about the gyro-center position:
F0(R) ∼ F0(r)− ρ · ∇F0(r) (2.38)
We absorb these terms into a new definition of F0 in gyro-center coordinates, i.e.
F0 = Fm(R) exp−(qϕ
T
) (2.39)
where Fm is the maxwellian distribution with real-space coordinates
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Fm = n(t, r)
(
m
2piT (t, r)
)3/2
exp
[
−(1/2)mv
2
T (t, r)
]
(2.40)
To obtain the homogeneous solution for δf1 in Eqn. (2.36), we rewrite the left
hand side of this equation using the following identity:
Ω0
(
∂
∂ϑ
)
R
= Ω0
(
∂
∂ϑ
)
r
− v⊥ · ∇ (2.41)
Dropping the right hand side of Eqn. (2.36) will give us the equation for the
homogeneous part of δf1, δf1h:
(
∂δf1h,
∂ϑ
)
R
= 0. (2.42)
Thus the homogeneous part is independent of gyro-angle at fixed R i.e.,
δf1h = h(R, v, v⊥, t) (2.43)
Sometimes h(R, v, v⊥, t) is called the Guiding center distribution. As we
show in next order h satisfies the gyro-kinetic equation. Combining all O(1)
results gives the following distribution function:
f(r,v, t) = F0(r,v, t) + h(R, v, v⊥, t) + δf2(r,v, t) + ... (2.44)
This fixes the form of the solution for the distribution function f . However, we
still need to derive equations to describe the evolution of h(R, v, v⊥, t), n(t, ψ)
and T (t, ψ). Now we proceed to O() where we obtain the gyro-kinetic equation
and classical equation to solve for h:
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2.6.3 O(): Gyrokinetic equation
It is now straightforward to take Eqn (2.44) and Eqn (2.40) and proceed to
the next order in the Fokker-Planck equation. We would then gyro-average this
equation to obtain the gyrokinetic equation. This process is somewhat tedious.
We find an improved route by recasting the Fokker-Planck equation in gyro-center
variables:
R = r +
v × b0
Ω0
, E = 1
2
mv2 + qϕ, µ =
mv2⊥
2B0
The Fokker-Planck equation takes the form
∂f
∂t
+
dR
dt
· ∂f
∂R
+
dµ
dt
∂f
∂µ
+
dE
dt
∂f
∂E +
dϑ
dt
∂f
∂ϑ
= C(f, f) (2.45)
Our final equation will involve the gyro-average defined in Eqn (2.14) of dR/dt,
dE/dt, dϑ/dt and dµ/dt. Calculated to necessary order, these quantities are
〈
dR
dt
〉
R
= v‖b0 + b0Ω ×
(
q〈∇χ〉R
m
+ v2‖b0 · ∇b0 + v
2
⊥
2
∇ lnB0
)
(2.46)〈
dE
dt
〉
R
= q
(
∂〈χ〉R
∂t
− v‖ · ∂A0∂t
)
(2.47)〈
dϑ
dt
〉
R
= −Ω0 (2.48)〈
dµ
dt
〉
R
= 0 (2.49)
where we define χ = ϕ − v · δA. To be explicit, we note that in these variables
f = F0(R, E , t) + h(R, E , µ, t) + δf2(R, E , µ, ϑ, t) + ... The O() equation is found
to be
43
∂h
∂t
+ dR
dt
· ∂
∂R
(h+ F0) +
dµ
dt
∂h
∂µ
− C(h− ρ · ∇Fm, Fm)
= Ω0
(
∂δf2
∂ϑ
)
R
+ 1
T
dE
dt
F0 (2.50)
Fm inside the collision operator refers to Eqn. 2.35, and we will write C(., Fm)
as C(.) from now on. Now we can eliminate δf2 to obtain an equation in h only
– to do this we gyro-average the equation. With some algebra we arrive at the
following.
∂h
∂t
+ v‖b0 · ∇h+ vD + vχ · ∇h− 〈C(h)〉R
= q F0
T0
(
∂〈χ〉R
∂t
− v‖ · ∂A0∂t
)
− (vD + vχ) · ∇F0 (2.51)
where the equilibrium and perturbative parts of the drift velocity are split as
follows
vD =
b0
Ω
×
(
v2‖b0 · ∇b0 +
v2⊥
2
∇ lnB0
)
vχ =
b0
B0
× 〈∇χ〉R (2.52)
Note that the term C(−ρ · ∇Fm, Fm) in Eqn. 2.51 was annihilated by the gyro-
average. Hidden in this equation are actually two independent equations. This
is due to the multi-scale dependence of h. We recall the patch operator and time
average from Sec. 2.4.2 and define their action on h as follows.
P [h¯] = hcl (2.53)
This allows us to split up h into two parts: h = hcl + hgk, where “cl” stands for
classical (which will be the neoclassical response in toroidal geometry) and “gk”
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stand for gyro-kinetic. Applying P and the time average to equation (2.51) gives
the equation for the “classical” part of h (an equation of slow varying quantities).
v‖b0 · ∇hcl − C(hcl) = −vD · ∇Fm − qFm
T0
v‖ · ∂A0
∂t
(2.54)
Now subtracting equation (2.54) from equation (2.51) above gives the Gyro-
kinetic equation:
∂hgk
∂t
+ (v‖b0 + vD + vχ) · ∇hgk − 〈C(hgk)〉R = q
F0
T0
∂ 〈χ〉R
∂t
− vχ · ∇F0 (2.55)
In some loose sense the Gyro-kinetic equation is the kinetic equation for rings
of charge centered at R(t) of radius v⊥/Ω.
2.6.4 Kinetic and classical equations for electron species
As described in Sec. 2.3.1, we assume gradients and time derivatives act on the
electron distribution function at the same order as ions. The significant difference
when deriving the kinetic equation for electrons is the smaller mass. When re-
examining terms in the Fokker-Planck equation, Eqn (2.28), we order the square
root of the mass ratio as
√
me/mi ∼
√
 which formally introduces fractional
ordered terms in our perturbative expansion. However it is much more convenient
to take a maximal ordering approach and include root mass ratio terms until the
final equation (the kinetic equation for electrons) is obtained at which point we
can introduce the effects of the mass ratio as a subsidiary ordering. Thus we
can immediately write the gyrokinetic and classical equations from the previous
section for the electron species and include only dominant terms in the root mass
ratio:
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v‖b0 · ∇hcl − C(hcl) = −qFm
T0
v‖ · ∂A0
∂t
(2.56)
and
(v‖b0 + ve) · ∇hgk − C(hgk) = −ve · ∇F0 − qF0
T0
v‖ · ∂δA
∂t
(2.57)
where ve is the perturbative magnetic field drift velocity for electrons
ve = −b0 ×∇(v‖δA‖)
B0
(2.58)
2.7 Maxwell’s equations for gyrokinetics
The gyro-kinetic equation from the previous section determines how to evolve
the turbulent distribution function. This section describes the equations that
will evolve the turbulent potentials, and consequently, the turbulent fields.
2.7.1 Quasi-neutrality
−niq2ϕ
Ti
+ 2piq
∫ ∫
v⊥dv⊥dv‖
〈
hi,gk(R, v⊥, v‖, t)
〉
r
= nie
2ϕ
Te
+ 2pie
∫ ∫
v⊥dv⊥dv‖
〈
he,gk(R, v⊥, v‖, t)
〉
r
(2.59)
2.7.2 Parallel Ampere’s law
b0 · ∇2A = µ0J‖ =
∫
d3vv‖[q fi − e fe] (2.60)
which results in two equations upon patch averaging.
∇2δA‖ = µ02pi
∫ ∫
dv⊥dv‖v‖v⊥[q hi,gk − e he,gk] (2.61)
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and
b0 · ∇2A0 = µ02pi
∫ ∫
dv⊥dv‖v‖v⊥[q hi,cl − e he,cl] (2.62)
2.7.3 Perpendicular Ampere’s law
(∇×B)× b0 = µ0
∫
d3v(v × b0)[q fi − e fe] (2.63)
again, giving two equations.
−∇⊥δB‖ = µ0
∫
d3v(v × b0)[q hi,gk − e he,gk] (2.64)
and
B20b0 · ∇b0−
1
2
∇⊥B20 = µ0
∫
d3v(v×B0)[q(−ρi ·∇Fmi)−e(−ρe ·∇Fme)] (2.65)
2.7.4 Pressure balance
The right hand side of this equation, µ0J0 × B0, can be manipulated to give
the familiar equilibrium force balance. The surviving terms after velocity space
integration can be identified as the polarization current (recall that we have
assumed there is no equilibrium scale electrostatic potential).
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J0 ×B0 = B0
∫
d3v(v × b0)[q(−ρi · ∇Fmi)− e(−ρe · ∇Fme)]
=
∫
d3v(v × b0)(v × b0) · ∇[miFmi +meFme]
=
∫
d3v
v2⊥
2
∇⊥[miFmi +meFme]
=
2
3
∫
d3v∇⊥[miv
2
2
Fmi +
mev
2
2
Fme]
= ∇P0 (2.66)
where we recall ρs =
b0×v
Ω0s
and used the fixed-r ring average between lines one and
two and use that P0 =
2
3
∫
[miv
2
2
Fmi +
mev2
2
Fme]. Substituting this into Eqn. 2.65
we arrive at the following equation
B20b0 · ∇b0 −
1
2
∇⊥B20 = µ0∇P0 (2.67)
This equation describes the macroscopic equilibrium of the plasma. This com-
pletes the solution on the medium timescale fluctuations and we now go one more
order to obtain the slow evolution of the equilibrium.
2.8 O(2): Transport equations in the slab limit
To proceed to the problem of transport and evolution of the equilibrium, a full de-
scription of the equilibrium geometry is necessary. The full axisymmetric toroidal
case is treated in the Appendix. Here we calculate transport in an illustrative and
simple limit of gyrokinetics, the straight field line “slab” geometry. The equilib-
rium magnetic field lines have a constant direction (zˆ), and the curvature drift is
eliminated from the gyrokinetic equation. The x coordinate is taken as the flux
surface label so the equilibrium has variation only in this direction. Also note
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that for this case the classical part hcl will be neglected as will the the evolution
of the background magnetic field (∂A0/∂t). The system is taken to be periodic
in the y and z directions. In place of the time average and patch average we will
use a single smoothing operator which will combine an intermediate-scale average
in the x-direction with a full average over the system in the y and z directions
and the intermediate time-scale average defined earlier by Eqn. 2.17.
S[A] =
∫ t+∆t/2
t−∆t/2 dt
′ ∫ dzdy ∫ x+∆x/2
x−∆x/2 dx
′
∆t∆xL2
A(x′, y, z, t′) (2.68)
where the system extends a distance L in the y and z directions and, thus,
V = ∆xL2 is the volume over which the smoothing operator averages. To obtain
the slow time dependence of n0 and T0 we consider the moment equations of
the full kinetic equation and apply the smoothing average. Many terms will be
zero outright and we can avoid tabulating all the O(2) terms from the expanded
equations. Also, since the moments are taken in real-space coordinates, it will
often be convenient to refer to terms explicitly in these real-space coordinates
(as opposed to gyro-center coordinates). I.e. we will make reference to δf1
which we recall is the first order correction to F0 in non gyro-center coordinates:
f = Fm(r,v) + δf1 +O(2) where δf1 = −ρ · ∇Fm − qϕFm/T0 + h.
2.8.1 Particle transport
To obtain the time evolution of the density, we will integrate the Fokker-Planck
equation over velocity and apply the smoothing operator .
S[
∫
d3v
∂fs
∂t
+ v · ∇fs + q
m
(E + v ×B) · ∂fs
∂v
] = S[
∫
d3vC(f, f)] (2.69)
The integral of the collisions over velocity will be zero to conserve particles. The
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(E + v × B) · ∂fs
∂v
terms will be zero because they are a perfect divergence in
velocity space. What is left is the continuity equation.
S[
∫
d3v
∂fs
∂t
+∇ · (vfs)] = 0 (2.70)
The y-derivative and z-derivative parts of ∇ · (vfs) will spatially average to zero
due to periodic boundary conditions in those directions. Finally, the x component
of the ∇ · (vfs) term can be rewritten by considering the following:
∫
d3v(v × b0) · xˆ ∂
∂v
· (v × b0fs)
=
∫
d3v
∂
∂v
· [(v × b0) · xˆ(v × b0fs)]−
∫
d3v(v × b0fs) · ∂
∂v
(v × b0) · xˆ
= −
∫
d3v [(v × b0)× b0] · xˆfs
=
∫
d3v(v · xˆ)fs (2.71)
Thus, we can write
∫
d3v
∂
∂x
(vxfs) =
∂
∂x
∫
d3v(vxfs)
= ∂x ·
∫
d3v(v × b0) ∂
∂v
· (v × b0fs)
= ∂x ·
∫
d3v(v × b0)
[
(v × b0) · ∂fs
∂v
]
= ∂x ·
∫
d3v
(v × b0)
Ω
[
q
m
(v ×B0) · ∂fs
∂v
]
(2.72)
where we used ∂
∂v
· (v × b0) = 0 and introducted the notation ∂x = xˆ∂/∂x. We
can rewrite
[
q
m
(v ×B0) · ∂fs∂v
]
using the full Fokker-Planck equation.
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∂x ·
∫
d3v
(v × b0)
Ω
[
q
m
(v ×B0) · ∂fs
∂v
]
= −∂x ·
∫
d3v
(v × b0)
Ω
[
∂fs
∂t
+ v · ∇fs + q
m
(E + v × δB) · ∂fs
∂v
− C(f, f)
]
(2.73)
The advantage of writing the v ·∇fs term in this form is that the factor of (v×b0)·xˆΩ
in front of the Fokker-Planck terms will reduce the order of the terms inside since
(Ω−1 ∼ O( 
ω
)). This is as far as we can get before using the solution for fs. Now,
we can rewrite Eqn 2.70 as
S[∫ d3v ∂fs
∂t︸︷︷︸
1
] =
∂x ·
∫
d3v (v×b0)
Ω
S[ ∂fs
∂t︸︷︷︸
2
+ v · ∇fs︸ ︷︷ ︸
3
+
q
m
(E + v × δB) · ∂fs
∂v︸ ︷︷ ︸
4
−C(f, f)︸ ︷︷ ︸
5
] (2.74)
If we plug our solution of fs into term 1 of Eqn 2.74, we obtain up to O(2)
∫
d3vS[∂fs
∂t
] =
∂n0
∂t
+ S[
∫
d3v
∂δf1
∂t
+
∂δf2
∂t
] (2.75)
We identify
∫
d3v ∂Fm
∂t
= ∂n0s
∂t
as the quantity we are solving for, namely the time
derivative of the equilibrium density. The δf1 terms are negligible as follows:
firstly, the boltzmann response vanishes after space averaging (we have assumed
there is no equilibrium-scale electrostatic potential) and second, gyro-center dis-
tribution function h contributes negligibly after smoothing (note that we have
neglected to include hcl in this derivation but contribution from this term would
be obvioiusly be an order epsilon smaller than ∂F0/∂t). Finally, the δf2 term in
Eqn 2.75 will drop out after performing the time average. Term 2 in Eqn 2.74 is
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treated analogously to term 1 but the order of each term is one smaller because of
the preceding factor of (v×b0)·xˆ
Ω
. Thus, it contributes negligibly. The third term in
Eqn 2.74 has derivatives in y and z which vanish by periodicity after averaging.
What remains is the x-gradient,
S[
∫
d3v
(v × b0) · xˆ
Ω
(vx
∂
∂x
)(F0 + h+ δf2)] (2.76)
None of these terms will enter at O(2). To show this we first note that h and
F0, are functions of gyro-center position R. These terms can be first spatially
averaged over y. This removes any odd dependence in vx due to gyro-center
dependence. The resulting terms are odd in vx and can be integrated away. The
δf2 term will drop in ordering after averaging it over space. The fourth term in
Eqn 2.74 can be written to O(2) as
S[
∫
d3v
(v × b0) · xˆ
Ω
q
m
(E + v × δB) · ∂
∂v
(F0 + h)] (2.77)
The parts of F0 are negligible as follows: The Boltzmann response term is zero
under velocity differentiation. The gyor-center correction −ρ · ∇Fm is an order
smaller after smoothing over the turbulent fields E + v × δB. The Maxwellian
part Fm is argued away by a combination of periodicity in y and z, time averaging
and oddness in velocity velocity space. We now write E + v× δB as −∇χ− dA
dt
.
To simplify the h term, we integrate by parts in cartesian velocity coordinates,
so that
S[
∫
d3v
vy
Ω
q
m
(−∇χ− dA
dt
) · ∂
∂v
h] = S[
∫
d3v
1
B0
xˆ · (∇χ× b0)h] (2.78)
Where the dA
dt
term is removed by by noting that ∂A
∂t
is small in our ordering and
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employing Eqn 2.41 after integration by parts to remove the rest. The final term
in Eqn 2.74 simply involves plugging in values for the distribution function.
−
∫
d3v
(v × b0) · xˆ
Ω
C(−ρ · ∇Fm, Fm) (2.79)
Recall that the Maxwellian is notated Fm so as to distinguish it from the modified
Maxwellian F0 defined in Eqn 2.40. Collecting terms, and recalling the
∂
∂x
in front
of the integral from Eqns 2.78 and 2.79 from Eqn 2.74 , we have the transport
equation for particles:
∂n0
∂t
= ∂x ·
∫
d3v
[
S[(∇χ× b0
B0
) h] +
(v × b0)
Ω
C(ρ · ∇Fm, Fm)
]
(2.80)
2.8.2 Heat transport equation
To calculate heat transport , we multiply the Fokker-Planck equation by 1
2
mv2,
integrate over velocity, and smooth. Following the same methodology as used
with the particle transport,
∫
d3v
mv2
2
S[∂fs
∂t
+v ·∇fs+ q
m
(E+v×B) · ∂fs
∂v
] =
∫
d3v
mv2
2
S[C(f, f)] (2.81)
The first term of Eqn 2.81 yields
3
2
∂(T0n0)
∂t
+ S[
∫
d3v
1
2
mv2
∂
∂t
(δf1 + δf2)] (2.82)
The first term is equilibrium pressure evolution 3
2
T0n0 =
∫
d3vmv
2
2
Fm. The other
terms in the time derivative will be negligible after smoothing. The second term
in Eqn 2.81 can be rewritten in the same manner as Eqn 2.71.
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∫
d3v
mv2
2
(v · ∇xfs) = ∂
∂x
∫
d3v
mv2
2
(vxfs)
= ∂x ·
∫
d3v
m
2
(v × b0) ∂
∂v
· (v × b0fsv2)
=
m
2
∂x ·
∫
d3v
(v × b0)
Ω
[
q
m
(v ×B0) · (v2∂fs
∂v
)
]
(2.83)
The last line was obtained using (v × b0) · ∂v2∂v = 0. Once again, we are able to
substitute in the Fokker-Planck equation, and obtain
m
2
∂x ·
∫
d3v v2
(v × b0)
Ω
[
q
m
(v ×B0) · ∂fs
∂v
]
= −m
2
∂x ·
∫
d3v v2
(v × b0)
Ω
[
∂fs
∂t
+ v · ∇fs + q
m
(E + v × δB) · ∂fs
∂v
− C(f, f)
]
(2.84)
The difference between this equation and Eqn 2.73 is obviously the v2 inside the
integral. Fortunately, all the terms that were negligible in density transport will
be negligible in this case as well, because the arguments relied on parity in vx
and vy, spatial smoothing and ordering, and ϑ integrations. Thus, what we really
need to calculate is
− S[
∫
d3v
mv2
2
vy
Ω
q
m
(−∇χ− dA
dt
) · ∂h
∂v
] (2.85)
Here, the integration by parts will be a little messier than with the analogous
term in the particle transport equation. The dA
dt
term is negligible as before. The
result is
− ∂x ·
∫
d3vS[mv
2(∇χ× b)
2B0
h+
m(v × b0)
B0
((v · ∇)φ)h] (2.86)
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We will later see that the second term of Eqn 2.86 will cancel. The collisional
terms of Eqn 2.84 work similarly as with density transport.
− ∂x ·
∫
d3vv2
m(v × b0)
2Ω
C(−ρ · ∇Fm, Fm) (2.87)
Unlike the case of particle transport, the electric field term will not integrate
away from Eqn 2.81. First we manipulate as follows:
∫
d3v
mv2
2
q
m
(E) · ∂f
∂v
= −
∫
d3vq(E · v)f (2.88)
The scalar potential part of the electric field is an order larger than the ∂A
∂t
term,
but as we will see most of it will cancel. This will result in the part of the scalar
potential that does not average away acting on the same order as ∂A
∂t
.
∫
d3v [qv · ∇φf ] = − ∫ d3v [q ∂φ
∂t
f
]
+
∫
d3v
[
q(∂φ
∂t
+ v · ∇φ)f]
= − ∫ d3v [q ∂φ
∂t
f
]− ∫ d3v [q(∂f
∂t
+ v · ∇f)φ]+ ∫ d3v [q ∂(φf)
∂t
]
+
∫
d3vq∇(φf) · v
= − ∫ d3v [q ∂φ
∂t
f
]
+ q
2
m
∫
d3v ∂
∂v
· [(E + v ×B)φf ]− ∫ d3v [q(C(f, f))φ]
+
∫
d3v
[
q ∂(φf)
∂t
]
+
∫
d3vq(v · ∇)(φf)
= − ∫ d3v [q ∂φ
∂t
f
]
+
∫
d3v
[
q ∂(φf)
∂t
]
+
∫
d3vq(v · ∇)(φf) (2.89)
We have integrated by parts in time and space between lines one and two. Be-
tween lines two and three we substitute the full Fokker-Planck equation df
dt
=
C(f, f) and, finally, we use gauss’s law in velocity space and that collisions con-
serve particles to eliminate the velocity divergence and collisional integral to
obtain line four. The second term on the final line will be negligible after time
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average. We find that the very last term will cancel the last term of Eqn 2.86
when we compute the contribution of h from f in the equation.
∫
d3vq(v · ∇)(φh)
=
∂
∂x
∫
d3vqvx(φh)
= − ∂
∂x
∫
d3vqvyφ
(
∂h
∂ϑ
)
r
= − ∂
∂x
∫
d3vqvyφ(
v · ∇
Ω
h+
(
∂h
∂ϑ
)
R
)
=
∂
∂x
∫
d3vqvyh
v · ∇
Ω
φ
= ∂x ·
∫
d3v
m(v × b0)
B0
(v · ∇φ)h (2.90)
Between lines 1 and 2 we integrated by parts in velocity coordinate ϑ. Between
lines 3 and 4 we have integrated by parts in space to move the gradient onto the
φ. We now want to combine our results from the electrostatic part of the electric
field in Eqn 2.90 with the inductive part.
m
2
∫
d3v v2
q
m
E · ∂f
∂v
=
∫
d3v{q ∂
∂t
[φ− v ·A] δf1} (2.91)
where the Maxwellian part of F0 averages away due to velocity parity. We now
plug in our solution for δf1. The adiabatic/Boltzman term gives
S[
∫
d3vq
∂
∂t
[φ− v‖A‖ − v⊥ ·A⊥](−q φ
T0
Fm)] = − ∂
∂t
S[n0
T0
(
φ2
2
)] (2.92)
since: the A‖ term is odd in v‖ and the A⊥ gyro-averages to zero (or equivalently
is odd in v⊥). What is left will time average away, leading to the result that at
this order the E · v qφ
T
Fm term produces no heating. Returning to the original
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moment equation in this section, Eqn. 2.81, the v×B terms will not contribute,
as magnetic fields do no work (it can be written as a perfect divergence and
eliminated by integration over velocity space). The final term we need to calculate
is the collisional energy exchange terms between species are now included – note
like particle collisions do not produce a loss of energy and thus do not appear
(this is easy to prove). The collisional energy exchange is standard since to this
order it is between Maxwellian species. Specifically:
∫
d3v
1
2
mv2Cie(fi, fe) = n0ν
ie
E (Te − Ti). (2.93)
where νsrE is found in (HS02) – it is
√
me/mi smaller than the ion-ion collision
rate which is itself
√
me/mi smaller than the electron-ion collision rate. We now
collect all the results and write down what we have so far for the heat transport
equation.
3
2
∂n0iT0i
∂t
=
∂x ·
∫
d3v
mv2
2
(
S[ (∇χ× b0)
B0
h] +
(v × b0)
Ω
[C(ρ · ∇Fm, Fm)]
)
+
∫
d3vqS[∂χ
∂t
h] + n0ν
ie
E (T0e − T0i) (2.94)
We can rewrite the gyrokinetic heating term qh∂χ/∂t (this is a necessary step for
establishing entropy balance later). We write the smoothing operator explicitly as
a spatial average (ignoring the time average for now) and use Parseval’s identity
to write the integral as a sum of Fourier components so that the gyro-angle
average may be shifted to χ. The result is
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∫
d3r
V
∫
d3vq ∂χ
∂t
h
=
∫
d3r
V
∫
d3vq ∂χ
∂t
〈h〉r
=
∑
k
∫
d3vq ∂χk
∂t
J0(kρ)h−k
=
∫
d3R
V
∫
d3vq
∂〈χ〉R
∂t
h (2.95)
Now using the gyrokinetic equation, Eqn. 2.55, this expression becomes
− ∫ d3R
V
∫
d3v
〈∇χ〉R×b0
B0
· ∇F0 hTF0 −
∫
d3R
V
∫
d3vhT
F0
〈C(h, Fm)〉R
+
∫
d3R
V
∫
d3v ∂
∂t
(h
2T
2F0
) (2.96)
where we have multiplied the gyrokinetic equation by Th
F0
, and applied the indi-
cated averages. The final term will average away upon time-averaging. We may
reverse the change of variables trick and revert back to the smoothing operator
form to plug into the heating equation.
Thus, combining all the surviving terms from Eqns 2.82, 2.86, 2.87, 2.96, and
2.93 will give us the heating equation.
3
2
∂n0iT0i
∂t
=
∂x ·
∫
d3v
(
S[mv
2(∇χ× b0)
2B0
h] + v2
m(v × b0)
2Ω
[C(ρ · ∇Fm, Fm)]
)
−
∫
d3vS[∇χ× b0
B
· ∇Fm T
Fm
h]−
∫
d3vS[hT
Fm
C(h, Fm)]
+ n0ν
ie
E (Te − Ti). (2.97)
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2.8.3 Entropy balance
Establishing entropy balance is a good way to ground the results of the gyrokinetic
transport calculation to an exact result from statistical physics. A tokamak (or
any other plasma) is ultimately a collisional (dissipative) system. The generation
of entropy by the collision operator provides the mechanism for the ultimate
dissipation of turbulent fluctuations and in particular prevents the formation of
unphysically small scale features of the distribution function. Also, calculation of
entropy balance has the added benefit of a consistency check to confirm that the
terms in our transport equations have been calculated correctly. The time rate
of change of the mean entropy per unit volume (contained in the volume over
which we are smoothing) is given by
∂S
∂t
= −
∫
d3vS[ ∂
∂t
f ln f ] (2.98)
We multiply the Fokker-Planck equation by 1 + ln f and integrate to obtain the
relation
∫
d3v
∂f ln f
∂t
+
∫
d3v S[v · ∇(f ln f)] =
∫
d3vS[C(f, f) ln f ] (2.99)
We will now use heat and particle transport equations to demonstrate that en-
tropy balance does indeed take the form
∂S
∂t
= ∂x ·
∫
d3vS[vf ln f ]−
∫
d3vS[C(f, f) ln f ] (2.100)
It is not hard to show that ∂S
∂t
is mostly due to the background Maxwellian, i.e.
∂S
∂t
∼ − ∂
∂t
∫
d3vFm lnFm (2.101)
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Performing the integrations give
∂S
∂t
= −
[
lnn0 +
3
2
ln(
m
2piT0
) + 1
]
∂n0
∂t
+
3
2T
∂n0T0
∂t
(2.102)
We can now substitute in from Eqns 2.80 and 2.97.
∂S
∂t
= − ∫ d3v (lnn0 + 32 ln( m2piT0 ) + 1) ∂x · [S[∇χ×b0B0 h]− ρ C(ρ · Fm, Fm)]
+ 1
T
[
∂x ·
∫
d3vmv
2
2
(
S[∇χ×b0
B0
h] + ρ C(ρ · ∇Fm, Fm)
)]
− 1
T
[
∫
d3vS[∇χ×b0
B0
h] · ∇(lnFm)T +
∫
d3vS[ hT
Fm
C(h, Fm)]
+n0ν
ie
E
T0e−T0i
T0i
] (2.103)
What is left to do is some integration by parts and arrangement of terms followed
by evaluation of ∇ lnFm on the third line. The result is
∂S
∂t
= ∂x ·
∫
d3v(lnFm + 1)(S[∇χ×b0B0 h]− ρ C(ρ · ∇Fm, Fm))
− ∫ d3v(ρ · ∇ lnFm)C(ρ · ∇Fm, Fm)− ∫ d3vS[ hFmC(h, Fm)]
+n0ν
ie
E
T0e−T0i
T0i
(2.104)
which completes entropy balance. Notice that the finally two lines can be easily
seen to come from
∫
d3v ln fC(f, f). The two terms on the second line repre-
sent the nonvanishing parts of
∫
d3v−δf1
Fm
C(δf1, Fm) and the final term is simply∫
d3v lnFmC(Fm,i, Fm,e)
2.9 Poynting’s theorem
A standard derivation of Poynting’s Theorem begins taking the inner product of
Ampere’s law with the electric field
60
J · E = −0∂E
∂t
· E + 1
µ0
E · (∇×B) (2.105)
One continues by applying the identity ∇ · (A×B) = B · ∇ ×A −A · ∇ × B
followed by substituting Faraday’s Law ∇ × E = −∂B
∂t
to obtain the standard
form of Poynting’s Theorem:
J · E = −1
2
(
1
µ0
∂B2
∂t
+ 0
∂E2
∂t
)
− 1
µ0
∇ · (E×B) (2.106)
This gives a complete picture of the electromagnetic energy flow, making no
ordering assumptions, but throws away details by lumping together all fields
(electrostatic, inductive, equilibrium, perturbative). We can obtain Poynting’s
Theorem in three separate parts and use our ordering assumptions to get a de-
tailed picture of electromagnetic energy flows. We do this by taking the inner
product of ampere’s law separately with three different parts of the electric field:
the electrostatic part (Es = −∇ϕ), the equilibrium inductive part (Ei0 = −∂A0∂t )
and the perturbative inductive part (Ei1 = −∂δA∂t ). We proceed exactly as with
the standard Poynting’s Theorem derivation above. Only lowest order terms
are retained in each equation. We order the J · E terms using preceding kinetic
analysis (see Eqn. A.73) and find they are each O(2ωT ). We then use a patch
volume average and time average to separate the multi-scale dependence. First
the electrostatic part we find
J · Es = − 1
µ0
∇ · (Es ×B) (2.107)
Where we have neglected the displacement current term which will enter at a
higher order in Poynting’s Theorem for both non-relativistic and  ordering ar-
guments. We have also used here that ∇× Es = 0 because Es is the gradient of
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a scalar. We note that J ·Es is an order smaller than the remaining term on the
right hand side of the equation. This gives us the following result, at dominant
order:
Es · (∇×B) = 0 (2.108)
We can interpret this to mean that the electrostatic Poynting flux is everywhere
zero. At next order we learn something about J · Es:
J · Es = − 1
µ0
∇ · (Es × δB + Es2 ×B0) (2.109)
where Es2 is the second order electrostatic potential – for which we do not solve.
However, all terms on the right hand side are linear in the fluctuating fields,
so applying the patch average, they are eliminated (increased in order) and we
obtain the result
P [J · Es] = 0 (2.110)
which means that the electrostatic field does no work on the total current. Now,
the equilibrium inductive part:
J · Ei0 = − 1
µ0
∇ · (Ei0 ×B)− 1
2µ0
∂B20
∂t
(2.111)
Again, neglecting the displacement current and higher order terms. We apply
the patch average to remove the δB perturbative term on the right hand side.
J · Ei0 = − 1
µ0
∇ · (Ei0 ×B0)− 1
2µ0
∂B20
∂t
(2.112)
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This equation describes the balance of energy flow due to Ohmic heating. Lastly,
the perturbative inductive part of the electric field.
J · Ei1 = − 1
µ0
∇ · (Ei1 ×B)− 1
µ0
B0 · ∂δB
∂t
(2.113)
The patch average and time average of the right hand side removes all terms due
to ordering arguments.
P [J · Ei1] = 0 (2.114)
Thus from this result and Eqn. 2.110 we find that the fluctuating electric field
(both inductive and electrostatic) does no mean work on the total current.
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CHAPTER 3
Primary and Secondary Mode Theory
The following statement applies to the figures included in this chapter, which
have been taken from the paper (Plu07): Reprinted with permission from Gabriel
Plunk, Physics of Plasmas, Vol. 14, Issue 11, Page 112308, 2007. Copyright
2007, American Institute of Physics.
3.1 Introduction
A natural first step in understanding anomalous transport is the calculation of the
primary instabilities which drive micro-turbulence. We will begin this chapter by
reviewing a fluid description of the relevant instabilities driving core turbulence
and also solve the gyrokinetic linear dispersion relation. This chapter continues
with secondary instability, a powerful and physically intuitive analytic theory that
helps to explain mode saturation and transition to turbulence. The material on
secondary instabilities is copied to a large extent from the author’s work (Plu07)
with permission from the publishers.
The ion temperature gradient (ITG) drives modes at spatial scales compara-
ble to the ion Larmor radius and is typically the strongest source of transport.
Electron thermal transport due to turbulence driven by the electron temperature
gradient (ETG) and/or trapped electron modes (TEM) is regarded as a strong
second candidate. This chapter investigates ITG and ETG turbulence.
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In this chapter and the following chapter we take the simplification that the
electrostatic perturbations are dominant over the magnetic field perturbuations.
In this chapter we also assume that the collisional terms are subdominant. In
plasma turbulence, collisions ultimately must play a critical role even when they
are very weak and do not enter at the scales of the primary instability. As
with fluid turbulence, the steady state of a turbulent plasma is characterized
by injection and ultimate dissipation, without which entropy production and
velocity space distribution would develop unphysical characteristics. This issue
will be explored in more detail in the following chapter.
The system is closed by the quasi-neutrality condition and, for most of the
chapter, the Boltzmann or “adiabatic” response will be assumed as a simplifica-
tion. In particular this means that for ETG driven turbulence, ions are assumed
to have a Boltzmann response and for ITG driven turbulence, the electrons have
the appropriate Boltzmann response. The previous chapter has built the founda-
tion for a local treatment, with spatial derivatives of equilibrium quantities taken
as constants. As demonstrated later, the local approximation is remarkably accu-
rate in calculating linear growth rates of micro-instabilities. In nonlinear regime,
we expect the local case to give insight into tokamak turbulence and provide the
basis for a more complete treatment in future work.
3.2 Normalized equations
It is convenient to now use a normalized version of the gyrokinetic equation,
Eqn. 2.55. A locally flat orthogonal coordinate system is used where, as is the
convention, x is identified with the radial direction, z is the coordinate along the
magnetic field and y is the binormal coordinate (normal to both z and x). The
gradient lengths are taken to be constants and the magnetic field is taken to have
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constant curvature (i.e. b·∇b and ∇ lnB are constant vectors where they appear
in the drift velocity below). The normalized gyrokinetic equation is written
∂h
∂t
+ v‖
∂h
∂z
+ zˆ × 〈∇ϕ〉R · ∇h+ vD · ∇h
=
(
∂ 〈ϕ〉R
∂t
− zˆ × 〈∇ϕ〉R · k?
)
F0 (3.1)
with
k? = xˆ(η
−1 + v2/2− 3/2)
vD = zˆ × (v2‖LTb · ∇b + v
2
⊥
2
LT∇ lnB) (3.2)
with η = Ln/LT . The bracket average 〈.〉R in Eqn (3.1) denotes the gyro-average,
an average over gyro angle at fixed gyro center R. In this normalization the
gyrocenter variable is defined R = r−ρ = zzˆ+Y yˆ+Xxˆ = zzˆ+(y−v⊥ sinϑ)yˆ+
(x+ v⊥ cosϑ)xˆ. The normalized quasi-neutrality condition is
2pi
∫ ∫
v⊥dv⊥dv‖ 〈h〉r = (1 + τ)ϕ−
(
δ(ITG)
)
τϕ¯ (3.3)
with
δ(ITG) ≡

1 if ITG
0 if ETG
The flux surface average ϕ¯ =
∫ ∫
ϕ dydz/(LyLz) is an average over the periodic
box with sides Ly and Lz. The notation 〈.〉r is used for an average over gyro-
angle ϑ at fixed spatial coordinate r. Note that the flux surface averaged potential
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enters crucially for the Boltzmann (adiabatic) electron response in ITG turbu-
lence but is absent for the Boltzmann ion response for ETG turbulence. This is
the only difference between the equations governing electrostatic ITG and ETG
turbulence. This results from the different physical mechanisms that create the
boltzmann response. For ETG, the ion Larmor motion provides rapid motion
perpendicular to the field lines that allow the ions to “sense” electrostatic per-
turbations. In the case of ITG, the Larmor radius of electrons is small compared
to the fluctuations and it is the rapid motion along the field lines that gives the
mobility to sense potential fluctuations. Thus the fluctuations are felt relative to
the flux surface that contains the field line and the effective potential is ϕ− ϕ¯.
The normalization used is as follows:
t = tphysvth/LT v = vphys/vth
x = xphys/ρ h = hphys
v3
th
LT
nρ
y = yphys/ρ ϕ = ϕphys
qLT
Tρ
z = zphys/LT F0 = F0physv
3
th/n =
e−v
2/2
(2pi)3/2
where ρ = vth/Ω, vth = (T/m)
1/2, Ω = qB/m and L−1T = ∂ lnT/∂x and dimen-
sional quantities have subscript ‘phys’ (but only where it is necessary to distin-
guish them with the dimensionless versions). The temperature ratio is defined
τe =
1
τi
= Z Te
Ti
and Z = qi/e.
Note that quantities are normalized in accordance with the turbulent species,
dropping subscripts. For example, it should be understood that ITG length scales
are normalized to ρi and LTi in the perpendicular and parallel directions while
ETG has normalization relative to ρe and LTe . Also it is worth making explicit
that here Ωe = qeB/me = −eB/me while Ωi = qiB/mi = ZeB/mi. (This
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convention gives identical normalized equations for the linear theories of ETG
and ITG).
3.2.1 The primary mode
The instabilities considered here are the ITG/ETG slab and toroidal modes. As
described in Ref. (CKS91), the slab instability can be physically understood in
terms of phase differences in the perturbed quantities that lead to an unstable
feedback process. The slab mode has variation on the y and z directions. It is
a three dimensional instability since it relies on a temperature gradient in the
radial direction, mode structure and propogation in the poloidal direction and
flows along the magnetic field. The toroidal or curvature-driven mode is much
simpler as it is unstable in the two dimensional limit and can be understood in
terms of equilibrium drift (vD) reinforcing density and pressure perturbations.
Returning to local gyrokinetic theory, we write the general primary mode as
a plane wave with variation in the y and z directions. The form of the solution
is assumed to be
hp = ϕp0 fp(v‖, v⊥) exp ı˙(kpY + k‖z − ωpt) (3.4)
ϕp = ϕp0 exp ı˙(kpy + k‖z − ωpt) (3.5)
where ϕp0 is a real amplitude. Substituting this into the gyrokinetic Eqn (3.1)
yields an expression for the kinetic response fp
fp = J0(kpv⊥)F0
[
kp(η
−1 + v2/2− 3/2)− ωp
kpT (v2‖ + v
2
⊥/2) + v‖k‖ − ωp
]
(3.6)
where the approximation xˆ · b · ∇b ≈ xˆ · ∇ lnB allows one to write
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vD · yˆ = T (v2‖ + v2⊥/2)
The quantity T is interpreted as LT/R when considering modes localized to
the outboard midplane. The dispersion relation is obtained by combining Eqn
(3.6) and Eqn(3.3) noting the flux surface average is zero for the primary mode
solution.
1 =
2pi
1 + τ
∫ ∞
0
∫ ∞
−∞
J0(kpv⊥) fp v⊥dv⊥dv‖ (3.7)
Obviously, Eqn. 3.7 must be solved for the complex frequency ωp. One ap-
proach is to employ a numerical search algorithm over the complex plane as a
two dimensional space. However, since the equation does not depend in general
on two variables, but on the single complex number ωp, an improved route is
found in Muller’s method (see (Fra58)). Muller’s method is used to find complex
roots of transcendental equations using quadratic interpolation. The convergence
depends on the transcendental equation being analytic in the neighborhood of
the root. The quickest method employed by the author has been to initialize
the search algorithm to a solution from fluid theory and use Muller’s method
to locate and polish the solution to the kinetic dispersion relation. Growth rate
plots can then be obtained quite efficiently by making small adjustments to the
parameters of the primary mode and using the previous solution as an initial
guess for the new root.
An example from a Mathematica calculation is given below. It is remarkable
how closely the solution to the local dispersion relation agrees with exact (full
geometry) eigenmode calculations. Fig 3.1 compares numerical solutions of this
dispersion relation with results from linear runs(Wan06) on GYRO(CW03) with the
equilibrium corresponding to the Cyclone(DBB00; NCC06) base case.
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Figure 3.1: Primary growth rate comparison: Taking η = 3.14, T = .14
and τ = 1, the local dispersion relation is solved and compared with results from
linear run(Wan06) from GYRO.(CW03) (color figure)
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It is worthwhile to note that this linear solution to the gyrokinetic equation
is actually an exact nonlinear solution – linear modes are not self-interacting in
the local approximation. To recover the fluid limit, the kinetic response given in
Eqn. 3.6 can be expanded in the slab and toroidal limits. In the slab limit we
take T = 0 (low-beta limit) and v‖k‖  ωp  kp(η−1 + v2/2− 3/2) (strong tem-
perature gradient limit). This leaves gaussian integrals which can be performed
analytically. For the toroidal branch we set k‖ = 0 and kpT (v2‖ + v
2
⊥/2) ωp 
kp(η
−1 + v2/2 − 3/2) so that the temperature gradient again dominates but is
made unstable by bad curvature.
3.3 Introduction to secondary instability theory
The instabilities that drive turbulence and transport in tokamaks themselves be-
come unstable at finite amplitude to secondary instabilities. These “secondaries”
are a key part of the nonlinear physics. The following sections in this chapter
present a fully gyrokinetic secondary instability theory for electron temperature
gradient (ETG) and ion temperature gradient (ITG) driven turbulence, drawing
from the author’s work (Plu07). We continue in the local electrostatic limit to
derive an integral equation for the secondary mode. The assumptions made in
deriving the equation are designed to find “fast” secondary modes which satisfy
γs  γp and can therefore lead to mode saturation. Finite Larmor radius (FLR)
and other kinetic effects are treated exactly capturing kρ > 1 as well as kρ  1
quasi-singular behavior.
Aside from their potentially important role in anomalous transport in fusion
plasmas, secondary instabilities are of theoretical interest as a mechanism for the
transition to turbulence and as a simplification of the fully nonlinear state of
plasma turbulence.
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3.3.1 Motivation
ITG turbulence is characterized by a self regulating process whereby zonal flows
(E ×B flows due to potential perturbations varying only in the radial direction)
are strongly excited leading to the shearing of turbulent eddies which both in-
hibits transport and reduces the linear growth drive. Internal transport barriers
(ITB) are characterized by the presence of spontaneously created sheared flows.
Although the role of turbulence in generating these flows is debated, they do have
the effect of suppressing ITG turbulence and reducing ion thermal transport to
neoclassical levels. However, within these barriers, the electron thermal trans-
port persists at anomalous levels with a temperature gradient close to the critical
gradient of ETG linear theory.(SGS99)
The presence of persistent high electron thermal transport in both experi-
ments and simulations has been a challenge to explain. Initial mixing length
estimates for ETG driven turbulence gave χe ∼
√
me/mi χi which caused many
to believe that electron thermal transport due to ETG should be negligibly small
compared to the transport from ITG. These estimates were motivated by the no-
tion that ETG and ITG turbulence are nearly isomorphic and might be expected
to exhibit analogous spectrums – i.e. that typical eddy size and turnover times,
etc., could be obtained by simple transformation from ITG values. With the
discovery of streamer structures in ETG simulations,(JDK00) it became clear that
fully developed ETG turbulence is qualitatively different and has the potential
to deliver non-negligible thermal transport.
Mixing length theory is used to estimate transport in plasma turbulence. It
does so by assuming a representative eddy (e.g. an ETG streamer) which stirs
plasma in the presence of an equilibrium temperature and density gradient. There
are questions which naturally arise if we are to interpret ETG or ITG turbulence
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in this framework. What typical temporal and spatial scales should one expect?
Do primary mode structures exist which are stable or quasi-stable? If so, do
they have an important role in transport? At what amplitude do primary modes
‘saturate’ and by what mechanism? In other words, what are the properties
the “typical” eddies which cause transport? From this information, one can
obtain estimates and the scaling properties for transport(CKS91). We will show
how secondary instability theory can be used to obtain these estimates and also
gain insight into underlying physical processes.
To get a sense of what is meant by “secondary instability”, one may consider
the following idealized lifetime of a primary mode. It is broken into three stages
as follows. In the first stage the mode is growing linearly. The second stage
begins when the amplitude of this primary instability gets large (along with its
associated gradients) and a secondary mode is destabilized with a growth rate
substantially larger than the primary growth rate. The secondary growth rate is
proportional to the amplitude of the primary and its time dependence is therefore
commonly described as the exponential of an exponential. Despite the fact that
the growth rate of this secondary is large, the perturbation itself is still small and
therefore the primary mode growth is basically unchanged. In the third stage, the
secondary mode has rapidly “caught up” to the primary and the dynamics become
fully nonlinear leading to a “turning over” of both the primary and secondary
modes.
The secondary instability described in stage two is the subject of the remain-
der of this chapter. The true non-linear evolution of an ITG/ETG mode is not
as simple as the above description. Coupling with other modes is always present
to some degree. It is therefore only in the most controlled simulations where one
actually encounters a single linear mode growing in a quiescent background. This
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scenario is, nonetheless, of fundamental interest. In studying secondary instabil-
ity theory, we hope to find dominant effects which determine the features (scales,
amplitudes, etc.) of fully developed turbulence.
Here we consider what will be referred to as “fast” secondaries which are
normal modes that satisfy the condition |ωs|  |ωp| where ωs and ωp are the
secondary and primary mode frequencies. In particular, the modes of interest
also satisfy γs  γp. Such modes are desirable to study because they are readily
observable in simulations and are regarded as an important mechanism to bring
about mode saturation because they have the ability to “catch up” to the pri-
mary. Thus the primary mode functions as a “frozen” equilibrium which drives
the secondary. The key assumption leading to the destabilization of a “fast”
secondary is that the gradients of the primary mode (pressure, density, etc.)
become so large that they dominate over the background gradients. Note that
this does not violate the assumptions of gyrokinetics (which require for example
δn  n0) since the spatial scales of perturbed quantities are formally an order
smaller than the background scales allowing perturbed and equilibrium gradients
of comparable magnitude. In the presence of such a strong primary, the effective
total gradient becomes oriented in the k⊥ direction(CKS91) (on the outboard mid-
plane, this would be in the poloidal direction for the most unstable linear modes)
instead of the radial direction. Concurrently, the electrostatic perturbation is
causing E×B and parallel flows which are sheared and can give rise to a Kelvin-
Helmholtz type instability. Thus there are several ingredients present which can,
given the appropriate primary mode phasing, create a strong secondary insta-
bility. The assumption of large perturbative gradients also results in a simple
version of the gyrokinetic equation where the background linear drive terms do
not enter. (Also, geodesic acoustic modes will be absent as a result of ignoring
background gradients.)
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The interest in secondary instability theory for tokamak turbulence has been
strong in recent years. Authors have explored both “fast”(DFG92; JDK00; CKS91) and
“slow”(DK91; CD01; GD04; CLW00; LMT01) (|ωs|  |ωp|) instabilities of primary mode
structures. The break up of primary mode structures via secondary instabilities
has been shown by many authors to be tied closely to zonal flow generation (see
for instance Refs (CD01; CLW00; RDK00)), leading to a predator prey-type un-
derstanding of ITG turbulence.(DCM01) Secondary instability theory has also been
used successfully to estimate saturation amplitudes and explain the qualitative
differences between ETG and ITG driven turbulence.(JD02) Thus secondary insta-
bility theory has enjoyed success in advancing our fundamental understanding of
tokamak turbulence.
Refs (JDK00; CKS91; GD04; CLW00) investigate modes destabilized by both
linear and nonlinear turbulent structures. We broadly refer to these modes as
secondary instabilities. They employ a variety of model equations and ordering
assumptions but have a common aim of investigating instabilities which arise from
the presence of primary mode structures. The secondary instability considered
in the present work is closely related to the one considered in Ref (JDK00) and
to the secondary instability described in Ref (CKS91). It can be thought of as a
fully gyrokinetic extension of those works.
3.3.2 Content
The remaining content of the chapter is as follows. In Sec (3.2) the equations for
the secondary instability are derived. The primary mode is calculated using the
local kinetic dispersion relation (which is justified for large range of perpendicular
wavenumbers). The amplitude of the primary is assumed to be large enough (as
described above) that the secondary instability is driven only by the primary.
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Therefore, the background equilibrium only enters in the secondary calculation
through the dependence of the primary mode solution on the parameters τe =
ZTe/Ti, η = Ln/LT and T = LT/R.
In Sec (3.4) results are discussed for the case of the toroidal branch primary
mode (k‖ = 0). At small primary wavenumber, the maximum ETG and ITG
secondary growth rates are proportional to k4p and kp respectively in agreement
with Ref (JDK00). The secondary instability dependence on the parameters
η = Ln/LT and T = LT/R is studied. The parametric dependence of the ETG
secondary instability is qualitatively different and significantly more sensitive
than the ITG case.
Sec (3.5) continues the discussion of the toroidal case. Mixing length theory
is used to explore the consequences of secondary instability theory on transport
in tokamaks. In both ITG and ETG, the well known Dimits shift(DBB00) above
the critical gradient parameter (R/LT )crit can be seen to follow from secondary
theory. The difference between the ITG and ETG cases suggest that stiffness
may play a weaker role in the determination of the electron temperature profile
due to an unexpected weakening of the ETG secondary at strong temperature
gradient (more specifically, small T ). We draw attention to recent experiments
in electron cyclotron heating which did not find a critical gradient in the electron
temperature.(DCL05) The weakening of ETG secondaries at high temperature gra-
dient also may be a key element in the understanding of electron ITB formation.
Sec (3.6) presents results for the secondary instability for slab primary modes
(T = 0 and k‖ 6= 0) initially investigated in Ref (CKS91). The ITG and ETG
theories are identical, in agreement with Ref (JD02). The mode is strong at
small primary wavenumber kp in contrast with the toroidal case. Thus the role
of this instability deserves a more detailed investigation especially in light of the
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fact that the parallel wavenumber of toroidal ETG/ITG primary modes becomes
important in the small kp limit.
Finally, Sec (3.7) takes a brief look at secondary instability theory applied to
the the intermediate ITG/ETG coupling regime that has been explored in recent
numerical simulations.(WCF07; FD07) The regime ρ−1i < k⊥ < ρ
−1
e is especially
challenging because the adiabatic (aka Boltzmann) response is no longer valid
and the kinetic treatment of ions is dominated by FLR effects. This makes
gyrokinetic secondary theory well suited to explore the transition and interaction
between ITG and ETG driven turbulence.
3.3.3 Secondary instability
The secondary instability equation is derived by considering a small perturbation
to the primary mode
h = hp + hs and ϕ = ϕp + ϕs (3.8)
with ϕs/ϕp  1 and hs/hp  1.
The solution for the primary mode is given by Eqn (3.4 - 3.7). At next order
one obtains a linear equation for hs and ϕs. As discussed, we are looking for
“fast” secondaries and assume the primary mode dominates over the background.
Specifically we take ∇hp  ∇F0 and terms involving the equilibrium do not
appear in the equation that follows. Therefore the secondary mode draws energy
directly from the primary mode and can serve as a saturating mechanism. The
time dependence (ωpt) of the primary mode is taken as a constant phase which is
set to zero without loss of generality. We thus restrict the calculation to secondary
modes with frequency ωs satisfying |ωs|  |ωp|. This includes the most important
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modes with γs > γp that are capable of “catching up” with the primary mode.
In summary, the primary mode serves as a “frozen” fine-scale equilibrium that
drives the secondary instability. The gyrokinetic equation for the secondary is
∂hs
∂t
+ v‖
∂hs
∂z
+ zˆ × 〈∇ϕs〉R · ∇Re[hp] + zˆ × 〈∇Re[ϕp]〉R · ∇hs = F0
∂ 〈ϕs〉R
∂t
(3.9)
The third and fourth terms on the left hand side result from the Poisson bracket
nonlinearity in the gyrokinetic equation. The first of these represents the action
of the primary as a perturbed gradient (i.e. with ∇hp in place of ∇F0). The
second term represents the action of the sheared E × B primary flow on the
secondary mode. The secondary is next written as a fourier mode in z (because
|ωs|  |ωp|, see Sec 3.6) and x multiplied by what will loosely be referred to as
an eigenfunction, depending on y
ϕs = ϕ˜(y) exp ı˙(kxx+ k‖sz − ωst) (3.10)
with the gyrocenter distribution function given by
hs = h˜(Y, v⊥, v‖) exp ı˙(kxX + k‖sz − ωst) (3.11)
Combining this with quasi-neutrality Eqn (3.3) gives an integral equation for
ϕ˜(y):
ϕ˜(y) =
∫
d4v H(v⊥, ϑ, ϑ′) ϕ˜(y − v⊥(sinϑ− sinϑ′)) + δ(ITG) τ
τ + 1
ϕ˜(y) (3.12)
with
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H(v⊥, ϑ, ϑ′) ≡ Re[−ı˙fp e
ı˙kp(y−v⊥ sinϑ)] − ωzF0
sin[kp(y−v⊥ sinϑ)]J0(kpv⊥)+v‖k‖z−ωz e
ı˙kxv⊥(cosϑ−cosϑ′)
d4v ≡ dv‖v⊥dv⊥dϑdϑ′
2pi(1+τ)
ωz ≡ ωskpkxϕp0
k‖z ≡ k‖skpkxϕp0 (3.13)
The secondary stability Eqn (3.12) is solved for ϕ˜(y) and ωz for fixed parameters
kp, τ , η, T , kx and k‖z. First assume a truncated fourier series expansion (as
used for instance in Refs (The92; Fre91)).
ϕ˜ ∼ ϕ˜M = eı˙kfy
M∑
n=−M
cn e
ı˙nkpy (3.14)
where kf is the Floquet exponent. Eqn (3.12) then leads to the matrix equation
c = L c +D c (3.15)
with c the column vector with elements {c−M ...cM}. The operator D carries
through the flux surface average term for ITG. The elements of D are
Dmn = δmδn
(
δ(ITG)δkf δk‖s
) τ
τ + 1
(3.16)
The factors δkf and δk‖z simply account for the fact that non-zero kf or k‖z yield
a vanishing flux surface average of ϕs. The elements of L are
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Lmn =
2pi
1 + τ
∫
dv‖v⊥dv⊥ ZmnJ0(kmv⊥)J0(knv⊥)
Zmn =
1
2pi
∫ 2pi
0
dy
(Re[−ı˙fpeı˙y]− ωzF0) eı˙(n−m)y
sin(y)J0(kpv⊥) + v‖k‖z − ωz
=
[
ı˙Re[−ı˙fpeı˙y]− ωzF0
cos(y)J0(kpv⊥)
eı˙(n−m)y
]
y=ypole
(3.17)
with
km =
√
k2x + (kf +mkp)
2
kn =
√
k2x + (kf + nkp)
2
ypole = sin
−1[
ωz−v‖k‖z
J0(kpv⊥)
]
The matrix approach with a truncated fourier series has the advantage that
the ϑ and ϑ′ integrals are done analytically to obtain Bessel functions and the
integration over y is handled by contour integration in the final line of Eqn 3.17.
The system is solved by finding roots ωz which correspond to functions ϕ˜ pos-
sessing convergent fourier expansions (ϕ˜M → ϕ˜ as M →∞.)
3.4 Secondary instability for toroidal branch primary mode
Consider the case k‖ = 0. This corresponds to a primary mode driven by mag-
netic curvature and the temperature gradient. This mode belongs to the toroidal
branch and its secondary instability will be referred to as the Rogers-Dorland
(R-D) secondary instability. This is the instability considered in Ref (JDK00).
The authors of Ref (JDK00) identify the physical mechanism driving this sec-
ondary as the shear in the radial ExB flows generated by the primary. Thus the
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R-D secondary is closely related to the Kelvin-Helmholtz instability from fluid
theory. This statement is justified by comparing the secondary instability equa-
tion derived from the gyro-fluid equations to the Rayleigh Stability Equation –
the equations differ by an additive constant due to the “ion response.”(DJK00)
(However, the difference is significant as the conventional Kelvin-Helmholtz in-
stability is markedly weaker than the R-D ITG secondary but stronger than the
R-D ETG secondary.)
We find for the case of ETG that ωs is weakly dependent on the Floquet
exponent kf and that kf acts to stabilize the secondary instability. For ITG
non-zero kf is strongly damping as it causes the flux average term to vanish. We
therefore set kf to zero. The same appears to be true for the parallel wavenumber
of the secondary k‖z and this parameter is also set to zero.
With k‖ = k‖z = 0, the symmetry of Eqn (3.12) ensures that complex fre-
quencies ωz appear in sets of four. If ωz is a solution then ω
?
z , −ωz and −ω?z
are also solutions. We can therefore confine the search for solutions to the upper
right quadrant of the complex plane.
Growth rate curves are computed by maximizing the secondary growth rate
over kx. Fig 3.2 shows the primary growth rate curve as well as secondary growth
rates for the standard (Cyclone) parameters η = 3.14, T = .14 and τ = 1.
3.4.1 ETG
For ETG secondaries, we find that both the large and small kp limit introduce ki-
netic effects that cannot be treated perturbatively and make the integral equation
fundamentally non-local. In these cases, one introduces inaccuracies in modeling
the secondary instability with a differential equation.
For short wavelengths, kp ? 1, the exact instability equation can be efficiently
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(a) Growth rate of primary mode (b) Growth rate of ITG secondary mode
(c) Growth rate of ETG secondary mode (d) Radial wavenumber at maximum growth rate
Figure 3.2: Rogers-Dorland secondary instability: Growth rates for the
toroidal (R-D) case are plotted as a function of primary wavenumber kp. The
secondary growth rates correspond to the fastest growing kx mode for each value
of kp and are given relative to the amplitude of the primary mode.
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solved with a small number of fourier modes yielding a healthy secondary growth
rate across the domain of instability for the primary mode.
For modes with k2p  1 the eigenvalue ωz is approximately proportional to k2p
and becomes very small. Since these modes are unstable for kx ∼ kp, it follows
from Eqn (3.13) that the growth rate maximized over kx (see Fig 3.4) is approx-
imately of the form γs ∝ k4p and can be exceedingly small, as also reported in
Ref (JDK00). Fig 3.3 compares the gyrokinetic secondary growth rate calculated
from Eqn (3.12) with the growth rate computed from the gyro-fluid model, Eqn
(2) of Ref (DJK00). The gyro-fluid model has parameters kp, kx and τ . Here we
take τ = 1 and maximize the growth rate over kx. The gyrokinetic secondary is
solved for Cyclone parameters and maximized over kx. The agreement is reason-
able with the gyro-fluid growth rate differing by about 30% from the gyrokinetic
value. As we will see, however, the gyrokinetic secondary growth rate is sensitive
to the parameters η and T and the agreement with the gyro-fluid model will only
hold when these parameters are carefully chosen.
In the small kp limit, the secondary stability equation becomes quasi-singular
with a resonant denominator. The number of fourier modes needed to accurately
resolve the eigenfunction ϕ˜ increases rapidly as kp tends to zero and the matrices
in the numerical calculation become large. Fortunately, it is possible to expand
the integrals in the matrix elements in the k2p  1 limit which decouples the v⊥
integral and makes the computation less intensive. Solutions obtained from this
approximate method agree with those obtained from the exact computation.
Fig 3.5 shows the resolution in ky needed to give properly convergent growth
rates. The quasi-singularity occurs as the eigenvalue ωz of Eqn 3.12 tends to zero
at small kp. In particular, the denominator in the kernel of the integral equa-
tion can become small in boundary layers around the nulls of the electric field
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Figure 3.3: Secondary growth rate comparison: For the R-D secondary,
the growth rate from gyorkinetic secondary theory, Eqn (3.12), is compared with
values computed from the gyro-fluid model of Ref (DJK00). For the gyrokinetic
case parameters are: τ = 1, η = 3.14 and T = 0.14.
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(a) kx spectrum (kp = .14) (b) kx spectrum (kp = .35)
(c) kx spectrum (kp = .7)
Figure 3.4: ETG kx spectrum: Growth rates for the R-D secondary are plotted
as a function of radial wavenumber kx for three values of kp. Parameters are τ = 1,
η = 3.14 and T = 0.14
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Figure 3.5: Resolution in ky needed for convergence of ωs to within 50%, 10%
and 1% of it’s fully converged value for R-D ETG secondary instability. (color
figure)
(where flow shear is maximum). Quasi-singularity was observed in Ref (JDK00)
but was found to weakly affect the secondary growth rate calculation. As Fig
3.5 demonstrates, the gyrokinetic secondary instability exhibits more sensitivity
of the secondary growth rate to properly resolving the fine scale structure. Such
sensitivity underscores the need for sufficient resolution in simulations where sec-
ondaries play an important role.
The fine scale structure can be observed in plots of the eigenfunctions in Fig
3.6. Here we compare eigenfunctions for different values of kp. One noteworthy
feature of these eigenfunctions is that the sharp features appear close to the region
where the magnitude of the shear in the E×B flow is maximum (where ∂2ϕp/∂y2
is largest in magnitude), pointing to shear flow as a central driving force of the
instability.
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(a) kp = .14 (b) kp = .35
(c) kp = .7
Figure 3.6: Rogers-Dorland secondary eigenfunctions: Re[ ˜ϕ(y)] (black–
solid) and Im[ ˜ϕ(y)] (grey-solid) are plotted for the fastest growing modes. The
primary mode ϕp = ϕp0 cos(kpy) appears red-dashed. Parameters are τ = 1,
η = 3.14 and T = 0.14. (color figure)
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3.4.2 ITG
The R-D secondary instability for ITG is easily computed for all values of kp
across the range of primary instability. The eigenvalue ωz tends to a constant
in the limit kp → 0 and the secondary instability equation is non-singular. As a
result, the secondary growth rate has dependence γs ∝ kp for small kp, as can be
seen in Fig 3.2. Additionally, the value of kx at which γs is a maximum (kx,max)
also tends to a constant. Of course this means that for kp  1, the secondaries
have kx,max  kp so that long wavelength modes tend to be highly unstable to
short radial wavelength perturbations. Fig 3.2(d) plots kx,max as a function of
kp for the Cyclone parameters. In contrast to ETG, ITG secondaries have the
feature kx,max > kp. This is an indication that ITG turbulence should develop
short radial wavelength structure in contrast to the “streamers” found in ETG
turbulence. However, one cannot be sure that the fastest growing secondaries
may are the most effective mechanism of mode saturation and it is possible that
“tertiary” instabilities(DJK00) play a role in determining which secondary modes
dominate the saturation process.
3.4.3 Parametric dependence and contour plots
The qualitative features of the R-D secondary instability described in the previous
section hold across the range of parameters η and T investigated in this work.
Namely for small kp, γs ∝ k4p for ETG and γs ∝ kp for ITG and the secondary
is unstable for all kp such that γp > 0. Parameter scans across the η-T plane
give quantitative growth rate comparisons. Fig 3.7 plots the growth rate of ETG
and ITG secondaries across the η-T (τ = 1) instability region (γp > 0) for a
fixed value of the primary wavenumber, kp = 0.21. This value of kp was chosen
to correspond to the typical poloidal wavenumber of streamer structures in ETG
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(a) ETG (b) ITG
Figure 3.7: Rogers-Dorland secondary parameter scan: The growth rate
γs/ϕp0 is plotted for τ = 1 and kp = 0.21. The red line gives the approximate
marginal stability contour and the black region outside this contour corresponds
to γp ≤ 0. Also at the top of the plot the primary growth rate goes to zero at the
critical marginal stability parameter which is roughly T,crit ∼ 0.3 (as calculated
from the local kinetic dispersion relation). Secondary growth rates are calculated
for the region to the right of the red contour where γp > 0. The color scales
linearly for ITG from black < 0.035 to white > 0.05. ETG has a more sensitive
parametric dependence with black < 0.0003 and white > 0.003.
simulations. The lines in these plots correspond to curves of constant γs/ϕp0. The
qualitative differences between ETG and ITG are apparent: the ITG secondary
growth rate is generally bigger close to marginal stability of the primary mode,
whereas the ETG secondary appears strongest at small T . Also we note that
the strength of the ETG secondary varies by an order of magnitude whereas the
ITG growth has a less sensitive parametric dependence.
From the plot of the maximizing radial wavenumber kx,max in Fig 3.8, it can
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(a) ETG (b) ITG
Figure 3.8: Rogers-Dorland kx,max parameter scan: Contour plot paramet-
ric dependence of kx,max, the value of kx corresponding to the fastest growing
secondary. Here we have kp = 0.21. The red line gives the approximate marginal
stability contour and the black region outside this contour corresponds to γp ≤ 0.
Also at the top of the plot the primary growth rate goes to zero at the critical
marginal stability parameter which is T,crit ∼ 0.3 (as calculated from the local
kinetic dispersion relation).
be seen that the enhancement of growth rate at small T for ETG is accompanied
by a qualitative change in the radial wavenumber (kx) spectrum. For large T ,
the instability condition kx < kp is approximately true. But in the enhanced
growth rate region there are unstable modes with kx > kp. Furthermore Fig 3.8,
shows there is a small region (white) where the fastest secondary modes satisfy
kx,max > kp. This may manifest as a qualitative change in the nature of turbulence
for systems in this regime.
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(a) ETG (b) ITG
Figure 3.9: Effective aspect ratio parameter scan: Constant contours of the
effective aspect ratio at saturation ξsat/λp are plotted. The primary wavenumber
and temperature ratio are held constant: kp ∼ 0.21 and τ = 1. As expected,
ETG exhibits the signature large aspect ratio “streamers,” while the ITG aspect
ratio is kept below unity aspect ratio. Both cases indicate a strong suppression
of turbulent transport near the linear marginal stability cutoff (LT/R)crit (top of
plots) giving a theoretical understanding of the Dimits shift.
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3.5 Transport and mixing length theory
Although ITG shows a much more modest variation in the secondary growth
rate shown in Fig 3.7(b), in both the cases of ETG and ITG, it is interesting
to consider how the variation can effect transport. To this end we consider the
mixing length estimate of diffusivity which gives χ ∼ `2r/τ where `r is a radial
step length and τ is a nonlinear step time.
As in Ref (CKS91) we have in mind a typical electrostatic eddy of radial extent
`r and lifetime τ . Such a structure convects plasma by E×B flow. The distance
that the plasma can “step” is limited by the radial extent `r but also limited
by the maximum fluid displacement determined by the strength of the E × B
flow and the linear timescales associated with the eddy. Here we define the fluid
displacement ξ as the time integral of the primary mode E × B velocity (which
in our normalization is simply vE = kpϕp): ξ =
∫
kpϕpdt. To obtain an estimate
for the maximum fluid displacement we first estimate the maximum amplitude of
the primary (“saturation amplitude”) as the amplitude at which γs = γp.
(JDK00)
From Eqn 3.13, the secondary growth rate may be written γs = γ¯sϕp0. Then
the saturation amplitude is ϕsat = γp/γ¯s. Finally the fluid displacement at mode
saturation is
ξsat = ξ(ϕp = ϕsat) ∼ kpϕsat|ωp| (3.18)
This quantity can be interpreted within the mixing length framework as a
radial step length. The growth rates of Figs 3.7(a) and 3.7(b) are reinterpreted
in terms of ξsat in Fig 3.9. Constant contours of the quantity kpξsat/2pi = ξsat/λp
(“effective aspect ratio”) are plotted in the η − T plane.
Note that the color scale is logarithmic and the variation in the effective aspect
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ratio is quite large. In both cases, a mechanism for the nonlinear shift away from
marginal stability (Dimits shift(DBB00)) is evident. At the top of the plot, the
growth rate of the primary goes to zero at a critical value of T . It follows that
the secondary growth rate can exceed the primary growth rate at small primary
amplitude close to this marginal stability boundary. The result is a very small
effective step length for the turbulent mixing. Therefore, transport would not
be expected to “turn on” until the temperature gradient is shifted some amount
above marginal stability.
A surprising feature of the ETG case of Fig 3.9(a) is the reduction of the
effective aspect ratio at T < 0.1 where the temperature gradient gets very large.
This is due to the strengthening of the secondary instability. Coming back to Fig
3.9(a), one may imagine a scenario where heating is causing a steepening of the
temperature gradient. Keeping the density gradient and major radius constant,
the local parameters would tend toward small T and increasing η. Initially close
to marginal stability, turbulent transport is effectively turned off and heating
pushes the temperature gradient up easily. However, the effective radial mixing
length ξsat plateaus at around T ∼ 0.12. After this point, ξsat now actually de-
creases as the temperature gradient climbs. Such behavior supports experimental
results that the electron temperature profile is not strongly stiff.(DCL05) Also, note
that values of T less than 0.1 are observed in electron internal transport barriers
(see for instance Ref (SGS99) or Ref (MEJ03)). The strengthening of the ETG
secondary at low T may therefore be a key element in the formation of electron
ITBs.
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(a) Primary mode growth rate (b) Primary mode parallel wavenumber at
maximum growth rate
(c) Secondary mode growth rate (d) Secondary mode parallel and radial
wavenumbers at maximum growth rate
Figure 3.10: Cowley (slab branch) secondary: η = 3.14. The primary growth
rate is maximized over k‖. The secondary growth rate is maximized over both
k‖s and kx.
3.6 Secondary instability for the slab branch primary mode
For most of the spectrum of unstable wavenumbers kp, the toroidal branch is the
dominant primary instability branch for ETG/ITG tokamak turbulence. How-
ever, the slab branch may play a role in long wavelength turbulence(KH91), espe-
cially at wavelengths where the toroidal branch is stabilized. The primary mode
with T = 0 but k‖ 6= 0 belongs to the slab branch of ETG/ITG. It is character-
ized by sheared parallel flows which are unstable to a secondary instability first
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studied by Cowley in the fluid limit(CKS91). For this reason it is referred to as the
Cowley secondary instability.
Because the primary mode now has z-dependence, the eigenfunction ϕ˜ should
formally now have both z and y dependence. This complication can be avoided by
noting that the z-dependence of ϕs is unimportant unless vth∂ lnϕs/∂z ∼ O(ωs).
The assumption that ωs  ωp then guarantees that ∂ lnϕs/∂z  k‖ is satisfied.
The equation to be solved is again Eqn (3.12). The flux surface average found in
the ITG equation is now zero and the ITG and ETG secondaries are the same.
This is in agreement with simulations by Jenko and Dorland(JD02) that showed
slab branch driven turbulence having the same normalized heat flux for ETG and
ITG.
Fig 3.10 shows results for η = 3.14. The growth rate γs is maximized over
both kx and k‖s in the plot. Like the ITG R-D secondary, the Cowley secondary
has dependence γs ∝ kp for small kp and therefore is much stronger than the
ETG R-D secondary. The fastest growing secondaries also have finite kx,max in
the limit kp → 0 and have k‖s,max ∝ kp. By comparing the plots of Fig 3.10 it can
also be seen that the assumption ωs  ωp does indeed guarantee that k‖s  k‖
and the Fourier mode dependence in z is justified. (An amplitude ϕp0 which gives
ωs  ωp also gives k‖s  k‖.)
3.7 ETG secondary with kinetic ion response
Recent simulations indicate that the adiabatic ion response (assumed so far in
this analysis) may not capture the physics needed for resolving the non-linear
behavior of long wavelength ETG turbulence.(WCF07; FD07) ETG turbulence simu-
lations conducted on independently developed codes employing the adiabatic ion
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response exhibit a divergence of the electron heat flux at high normalized shear.
This increased heat flux is associated with the secular growth of long wavelength
fluctuations.(NCC06) Inclusion of a non-zero kinetic ion distribution function has
been shown to give convergent electron heat transport. It is possible to examine
this issue from the perspective of gyrokinetic secondary theory because the FLR
effects which dominate the kinetic ions can be treated exactly.
The mode investigated here is the R-D Secondary. The dispersion relation
is modified to include two kinetic species and the gyrokinetic equation for the
ions is normalized relative to the ETG scales with the exception of velocities in
the ion kinetic response which are normalized to the ion thermal velocity. The
secondary instability equation follows as before:
ϕ˜(y) =
∫
d4v He ϕ˜(y − v⊥(sinϑ− sinϑ′))−Hi ϕ˜(y − v⊥µ(sinϑ− sinϑ′))
(3.19)
where
He ≡ Re[−ı˙fpe e
ı˙kp(y−v⊥ sinϑ)] − ωzF0e
sin[kp(y−v⊥ sinϑ)]J0(kpv⊥)+v‖k‖z−ωz e
ı˙kxv⊥(cosϑ−cosϑ′)
Hi ≡ Re[−ı˙fpi e
ı˙kp(y−v⊥µ sinϑ)] + τωzF0i
sin[kp(y−v⊥µ sinϑ)]J0(kpv⊥µ)+v‖k‖z−ωz e
ı˙kxv⊥µ(cosϑ−cosϑ′)
µ ≡ |ρi/ρe| = Z
√
miTi/(Teme) (3.20)
Gyrokinetic simulations capturing both electron and ion scale turbulence are
made possible by setting the larmor radius ratio µ to be smaller than the actual
physical value (e.g. 20 − 30 instead of 40 − 60). This technique yields a vast
improvement in computational efficiency by essentially squeezing electron and
ion scales together and reducing the range of temporal and spatial scales that
need to be resolved.
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Here we calculate (again with Cyclone parameters) the effect of including the
full kinetic response on the secondary instability growth rate. Fig 3.11 plots three
cases: the ETG R-D secondary with adiabatic ion (ETG-ai) response, the kinetic
ion (ETG-ki) case with the unphysically small µ ∼ 30 and the ETG-ki case with
the physical (corresponding to deuterium) value µ ∼ 60. Although the data for
the ETG-ki and ETG-ai do not overlap, both ETG-ki cases should agree with the
ETG-ai plot well before kpρe = 1. (The approximate continuation of the µ = 30
ETG-ki case is drawn in dashed red and labeled “trend projection.”) Starting
from the right hand side of the plot, we see the familiar weak ETG-ai secondary
that goes like k4p. Then there is a recovery of the secondary growth rate due
to the kinetic response of the ions. However it is clear that the value of µ has
a dominant effect on the strength of the kinetic ion secondary (relative to the
adiabatic ion secondary).
The simulations of Ref (WCF07) are invariant under scaling of µ in the sense
that the electron thermal diffusivity measured in ion Gyro-Bohm units does not
change significantly for several cases (µ = 20, µ = 30, µ = 40). However,
electron thermal transport at ETG scales does increase sharply with µ when
measured in electron Gyro-Bohm units. We interpret this to indicate that ETG
driven turbulence becomes more intense as its coupling with ITG turbulence
weakens and as the kinetic-ion secondary weakens (relative to ETG scales)–but
this is accompanied by an overall downward scaling ETG transport as the ETG
spatial scales shrink relative to those of the ITG turbulence (observe that χGBe ∼
χGBi/µ). So the net result is an invariance of electron thermal transport in
absolute terms (ion Gyro-Bohms).
We can gain insight into the role of secondary instabilities in long wavelength
ETG turbulence by comparing the kinetic secondary instability results with Fig
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Figure 3.11: Rogers-Dorland secondary instability with kinetic ions: Pa-
rameters are ηi = ηe = 3.14, T i = Te = .14 and τ = 1. (color figure)
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Figure 3.12: Spectrum of electron energy transport versus wavenumber. (a)
Large-box ITG/TEM-ETG coupled simulation; (b) small-box ETG-ki uncoupled
(no ITG cascade). Reproduced with permission from Ref (WCF07). (color figure)
3.12(b) taken with permission from Ref (WCF07). There is a rough correspon-
dence in the location of the trough of the secondary growth rate curve and the
peak of the “small box” ETG turbulence spectrum. In this case it seems plau-
sible that the secondaries play a role in determining this spectrum. (Actually,
the quantity being plotted in Fig 3.12(b) is thermal diffusivity per mode and
should be compared with something like a mixing length estimate of diffusion
using ξsat(kp) as the radial step length–in this case the error of the location of
the peak is still “rough,” at about 50%.) However Fig 3.12(a) shows that the full
ETG-ITG coupled simulation exhibit a monotonically decreasing transport spec-
trum that is dominated by ITG wavelengths and does not show special behavior
at the location of weakest secondary growth rate. This seems to suggest another
mechanism is important for bringing about saturation of long wavelength ETG
modes.
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A prevalent view is that the growth of long wavelength ETG modes is mod-
erated by ambient shear flow resulting from the ITG turbulence cascade–and
therefore we might conclude that the kinetic-ion secondary instabilities do not
play a critical role in the full ETG-ITG coupled scenario.
However, one should not count out kinetic ion secondaries entirely. Indeed,
it is useful to remember that one of the original motivating factors to giving
attention to ETG turbulence was the persistence of electron thermal transport in
cases where ITG turbulence was supressed(SGS99) (i.e. internal transport barriers).
In such a case we may expect these kinetic ETG secondary instabilities to be quite
important and lead to a transport spectrum like the one described in Fig 3.12(b).
3.8 Conclusion
Secondary instability theory is a key part of the nonlinear physics of tokamak
turbulence. This work has shown how the local electrostatic gyrokinetic theory of
secondary instabilities has bearing on important topics in the theory of tokamak
turbulence.
First we have seen that the gyrokinetic theory compares well with the gyro-
fluid model, yielding k4p and kp growth rate spectra for ETG and ITG R-D sec-
ondaries. At wavelengths significantly shorter than the electron larmor radius,
the gyrokinetic secondary growth rate is healthy. (This eliminates the possibility
of stable ultra-fine-scale streamers.) Quasi-singular behavior of the secondary
stability equation Eqn (3.12) for long-wavelength primaries (small kp) calls for
high poloidal resolution for an accurate secondary growth rate. This is relevant
for simulations where resolving saturating mechanisms is important.
We have seen that estimating saturation amplitudes from secondary growth
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rates can yield estimates for radial mixing lengths and turnover times which can
be used to estimate transport. The parametric (T and η) dependence of the
radial mixing length (or “effective aspect ratio”) yields a novel way to estimate
the effect of varying local equilibrium scale lengths (LT , Ln, R) on transport.
These parameter scans suggest that the suppression of turbulent transport close
to marginal stability (Dimits shift) can be understood in terms of the relation-
ship between secondary and primary instability growth rates. It is worthwhile
to emphasize that the parametric sensitivity of the gyrokinetic secondary is a
somewhat unexpected result. It indicates that the gyrokinetic secondary is not
driven exclusively by E×B shear flow and is not as closely related to the Kelvin-
Helmholtz instability as the gyro-fluid secondary of Ref (DJK00).
One of the central results of the work (Plu07) is the surprising strengthening
of the R-D ETG secondary at small T . First this suggests that the phenomenon
of profile stiffness may play a weaker role for an electron temperature profile
controlled by ETG turbulence than the an ion temperature profile controlled by
ITG turbulence. A strong ETG secondary at small T also immediately suggests
the possibility that secondary instabilities play a role in the formation of electron
ITBs. However, there are questions which remain. Small or reverse magnetic
shear is known to be a important ingredient in the formation of electron ITBs.
An issue not addressed in this work is how magnetic shear effects secondaries. It
is known that the gyro-fluid secondary is modestly destabilized by shear.(JDK00)
However, since the effect of shear on gyrokinetic secondaries is not included,
further work would be useful to determine their role in electron ITBs.
Finally, we calculate the ETG secondary employing a kinetic ion response.
This calculation cannot be done in the fluid limit because the ion gyro-average
dominates the ion kinetic response. Comparison of results with coupled simula-
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tions suggest that kinetic secondaries are an important mechanism for saturation
of long wavelength ETG modes in cases such as ITBs where the ITG cascade is
quenched.
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CHAPTER 4
The phase space cascade in two dimensional
gyrokinetics
The paper on which this chapter is based has been substantially updated (with
some errors corrected). Please find the full article online: arXiv:0904.0243
4.1 Introduction
The gyrokinetic system of equations (TH68; RF68; CT77; TL80; PB81; FC82;
BH07) are used to describe plasma dynamics on time-scales much larger than
the ion Larmor period. This system is essentially a kinetic theory of charged
rings–rings formed by the fast Larmor motion of particles around the mag-
netic field lines. These equations have been developed by the magnetic fusion
community to describe plasma turbulence which causes the transport of heat
and particles in fusion devices. As demonstrated in the series of recent works
(SCD07; HCD06; HCD08), gyrokinetics is also appropriate for a wide range of
astrophysical plasmas. A review of the theoretical framework of turbulence in
magnetised plasmas is given by (Kro02).
In this chapter, we study the simplest gyrokinetic system–the two dimen-
sional electrostatic gyrokinetic system driven by a statistically homogeneous and
isotropic fluctuating force. The most important scale in this problem is the Lar-
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mor radius scale. For electrostatic fluctuations on scales much larger than the
Larmor radius, all particles move together with the same E × B drift and a
fluid description is correct. At turbulent scales at the Larmor radius scale and
smaller, particles of distinct velocities have different effective E × B drifts (as
they sample different regions of electric field during their rapid Larmor motion)
and a kinetic description is required. At such scales, gyrokinetic turbulence ex-
hibits strongly kinetic behaviour in phase-space due to the presence of so-called
nonlinear phase-mixing (DH93). Thus fluctuations in the distribution function
nonlinearly cascade to create fine scale structure in velocity-space in addition
to the the two real-space dimensions–and we may think of velocity-space as an
additional dimension to be treated on equal footing to position-space, although
in this case having a somewhat subsidiary role to position-space as we shall see.
In this chapter, we borrow traditional methods from fluid turbulence. This is
made possible in part due to the fact that the gyrokinetic system bears some re-
semblance to equations of incompressible fluid turbulence. The nonlinearity has a
nearly divergence-free convective velocity (the E×B drift velocity due to fluctu-
ating electrostatic fields) while dissipation occurs via a collisional operator which
acts via second-order derivatives (see the appendix of SCD07) in phase-space
and, therefore, acts on fine scales in analogy to viscosity in fluid turbulence. In
the proper limit (see section 4.4), the electrostatic (that is, magnetic fluctuations
are neglected) gyrokinetic system can be reduced to the Charney–Hasegawa–
Mima (CHM) equation (Cha71; HM78), or with additional assumptions reduces
to the the inviscid vorticity equation (the relationship between plasma dynamics
and two dimensional fluid turbulence was demonstrated first by TM71) which
describes two dimensional Euler turbulence (Kra67; Bat69). Thus from a fluid
turbulence perspective, two-dimensional electrostatic gyrokinetics can be seen as
a simple kinetic extension of fluid equations which have been extensively studied.
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The chapter is structured as follows. We begin in section 4.2 by discussing
the gyrokinetic model, its applicability and the specific assumptions and approx-
imations we will be using. We then discuss the dynamical collisionless invariants
of the gyrokinetic system in section 4.3. It is shown that there are two basic
collisionless invariants, one which will correspond to the inversely cascading Eu-
ler/CHM energy invariant and the other, which can be chosen with some freedom,
is related to the perturbed entropy or free energy of the system. We argue that
this invariant must cascade to fine scales in phase-space, where it is ultimately
acted upon by the collisional operator, and incorporated into the background
Maxwellian to increase entropy.
In section 4.4 we explore the relationship between gyrokinetic and the CHM
turbulence. We derive the CHM/Euler and the viscous CHM/NS equation from
gyrokinetics to elucidate their relationship. We also discuss the two invariants
of the CHM/Euler equation and how they relate to the gyrokinetic collisionless
invariants. We find that the inversely cascading gyrokinetic invariant transforms
continuously into the inversely cascading CHM/Euler invariant (‘energy’). The
forward cascading quantity from CHM/Euler turbulence (‘enstrophy’) is found
to feed into the gyrokinetic forward cascade but composes only one part of the
forward cascading gyrokinetic invariant.
In section 4.5, we shift attention to the non-linear phase-mixing regime k  1,
where the role of phase-space has a strongly kinetic character–this regime will
be the focus of the remainder of the chapter. This section gives a heuristic
perspective, beginning with a description of the nonlinear phase-mixing process
and a phenomenological analysis based upon the work by (SCD07).
Following phenomenology, we begin a more formal analysis of the gyrokinetic
system. Section 4.6 introduces the statistical tools and notation that will be
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needed, followed by a list of the symmetries of the gyrokinetic system. Sym-
metries play an important role, and in subsequent arguments we will appeal to
the principle of restored symmetry in the fully developed state. In section 4.6.3
we present a derivation of exact third-order statistical results following from the
gyrokinetic equation, in the style of (Kol41a) and (Yag49).
In sections 4.7 and 4.7.8 we derive scaling laws for various spectra. To de-
scribe these spectra, we must first provide appropriate definitions and identities,
tailored to the needs of gyrokinetic turbulence. Scales in real-space are treated
in the conventional way using a Fourier transform while we find an appropriate
treatment of velocity-space scales in terms of a zeroth-order Hankel transform,
which has a natural compatibility with the mathematical structure of gyrokinet-
ics. Given these definitions, we can derive approximate spectral scaling laws, for
the forward and inverse cascades, in the limit of turbulent scales much smaller
than the Larmor radius (kρ  1) and velocity scales much smaller than the
thermal velocity (pvth  1).
4.2 Equations
Following is a brief discussion of the equations, their normalisation and appli-
cability, and the Boltzmann response model. An important point that emerges
from this discussion is that the model studied in this chapter will have a wide
range of applicability, subject to specific interpretation of the fluctuating fields
and normalisation. Readers wishing to skip these details are advised to take
equations 4.7 and 4.8, with definitions 4.3 and 4.9 as the model equations.
In kinetic plasma theory, each species ’s’ (electrons or ions) of a plasma is
described by the distribution function fs which is a function of space, time and
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velocity. As is customary with so-called delta-f gyrokinetics, the full distribution
function is split into an equilibrium part and fluctuating parts such that the total
distribution function is expressed
fs = F0s − ϕF0s + hs (4.1)
where ϕ is the electrostatic potential (the normalisation is explained below).
The equilibrium distribution F0s is a Maxwellian distribution in velocity-space,
F0s = (2pi)
−3/2e−v
2
⊥/2−v2‖/2. The second term the so-called Boltzmann part of the
distribution. And the final term is the gyro-centre distribution function, hs, which
depends on the perpendicular velocity (magnitude of the velocity perpendicular to
the mean magnetic field), the parallel velocity (velocity parallel to the equilibrium
magnetic field) and the gyro-centre position R which is the spatial position r
minus the Larmor radius vector ρ (defined in normalised units below). It can
be shown by rigourous asymptotic expansion that the gyro-centre distribution
function hs satisfies the nonlinear gyrokinetic equation. In the normalisation we
choose, the gyrokinetic equation is the same for each species. Thus we drop the
species label. The electrostatic gyrokinetic equation, without variation in the
background magnetic field or temperature, is
∂h
∂t
+ v‖
∂h
∂z
+ vE ·∇h− 〈C[h]〉R =
∂ 〈ϕ〉R
∂t
F0 + F (4.2)
where the gradient is in the gyro-centre coordinate, i.e. ∇ = ∇R, and F0 =
(2pi)−3/2e−v
2
⊥/2−v2‖/2. We have also introduced a general kinetic forcing term F
which will be left unspecified at this stage. The normalisation is summarised in
the following table, with physical quantities having subscript ‘p’:
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t = tpvth/Ln x = xp/ρ y = yp/ρ z = zp/Ln
v = vp/vth ϕ = ϕp
qLn
T0ρ
h = hp
v3
th
Ln
n0ρ
F0 = F0pv
3
th/n0
where we have the following definitions: The equilibrium density and temperature
of the species of interest are n0 and T0; the mass and charge are m and q; the
thermal velocity is vth =
√
T0/ms; the Larmor radius is ρ = vth/Ωc where the
Larmor frequency is Ωc = qB/m. The equilibrium density scale length is taken
to be Ln = |d lnn0/dx|−1. The gyro-average 〈.〉R is an average over the gyro-
angle ϑ with gyro-centre position R held fixed. The real space and gyro-centre
coordinates are related by the transformation r = R + ρ where the Larmor
radius vector is ρ(ϑ) = zˆ × v = v⊥(yˆ cosϑ − xˆ sinϑ). In this normalisation, the
gyro-average acting on an arbitrary function of position A(r) is defined
〈A(r)〉R = (2pi)−1
∫
dϑA(R + ρ(ϑ)) (4.3)
Lastly, the gyro-averaged E ×B velocity in equation 4.2 is
vE = zˆ ×∇ 〈ϕ〉R (4.4)
The full plasma dynamics are described by the evolution of the gyrokinetic
equations for all species, with the additional constraint that charge neutrality
must be maintained (the quasi-neutrality constraint). However, due to numerical
and analytic difficulty, one does not typically solve the gyrokinetic equations for
multiple species simultaneously. It is common to solve a single gyrokinetic equa-
tion, and exploit the separation in scales between the ion and electron Larmor
radii to obtain a Boltzmann (or ‘adiabatic’) approximation for the other species.
Thus, conceptually, one can consider two separate regimes, one corresponding
108
to non-trivial ion-dynamics at the ion Larmor radius scale and ion thermal ve-
locity scale (‘ion-scale’ turbulence) and the other corresponding to dynamics of
the electrons at the electron Larmor radius scale and electron thermal velocity
(‘electron-scale’ turbulence). (These scales are separated in magnitude by roughly
the square root of the ion-electron mass ratio.)
For ion-scale turbulence, the electron gyrokinetic equation is dominated by
the parallel streaming term which gives the simple equation v‖∂he/∂z = 0. Thus
the electron gyro-centre distribution function must be a constant in the magnetic
surface (flux surface) defined by the equilibrium. We will make the assumption
that this constant is zero and thus the perturbed electron distribution function
is given only by the electron Boltzmann response1 (normalised to ion-scales).
δfe ≈ − eTi
qTe
ϕF0 (4.5)
As an alternative to the Boltzmann response, one may consider the ‘no re-
sponse’ model, δfe ≈ 0. This may be more appropriate in the case of exact two
dimensional turbulence because a small but non-vanishing parallel wavenumber
is required to physically establish the Boltzmann electron response. For electron-
scale turbulence, the ion gyrokinetic equation, expanded in the root-mass-ratio
becomes simply ∂thi = 0. Thus hi is a constant which is set to zero. And the
appropriate ion response model is the Boltzmann ion response (normalised to
electron-scales):
1Note that a modified Boltzmann response (see equation 2.69 of Dor93) would be more
correct than this pure Boltzmann response. The modified response is physically more accurate
as it accounts for the fact that the parallel mobility of the electron species only allows them
to establish a Boltzmann distribution relative to the flux surface to which they are confined.
However, the additional term in the modified response (containing a flux-surface-average of the
potential) formally breaks the isotropy assumption but does not otherwise substantially affect
the analysis that follows. Thus we will omit it for simplicity.
109
δfi ≈ −qTe
eTi
ϕF0 (4.6)
We will now give the gyrokinetic system, normalised to the scales of the tur-
bulent species. The subsequent analysis of this chapter will proceed without
reference to a specific species or response model. As a final point before intro-
ducing the normalised system, we note that although it may be useful to think
in terms of ion-scale turbulence for comparison with the Hasegawa–Mima tur-
bulence, the results may be even more applicable to electron-scale turbulence as
the ion Boltzmann response becomes more exact at high wavenumbers whereas
the Boltzmann-electron approximation will be broken for high wavenumbers –
that is, the electrons become kinetic as the scale approaches the electron Larmor
radius (kρe ∼ 1).
We take equation 4.2 and neglect the parallel ion inertia term v‖ ∂h∂z (see 4.8.3
for a discussion of this). The v‖-dependence is no longer important (except for its
appearance in the collisional operator). Thus it will be concealed when possible
in the remainder of this chapter and it should be assumed that wherever velocity
integration is present, integration over v‖ is implied.2 Henceforth, we will notate
the perpendicular velocity v⊥ as simply v. We express the gyrokinetic equation
compactly in terms of the gyro-centre dependent quantity g = h−〈ϕ〉R F0. Thus
the two dimensional gyrokinetic equation we will be using in this chapter is
∂g
∂t
+ vE ·∇g = 〈C[h]〉R + F (4.7)
The gyrokinetic system is closed with the quasi-neutrality constraint, which states
that the ion charge and electron charge, which are expressed as integrals over the
2When written explicitly, the full collisional operator is the gyro-averaged linearised Lan-
dau operator (see the appendix of SCD07), an integro-differential operator with non-trivial
dependence on v‖-space.
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distribution function, must sum to zero :
2pi
∫
vdv 〈g〉r = αϕ− Γ0ϕ (4.8)
where we define the angle average 〈.〉r as an average over gyro-angle with real-
space coordinate r held fixed:
〈A(R)〉r = (2pi)−1
∫
dϑA(r− ρ(ϑ)) (4.9)
The operator Γ0 is defined Γ0ϕ =
∫
vdv e−v
2/2 〈〈ϕ〉R〉r. This operator is multi-
plicative in Fourier-space–it is simply Γˆ0(k) = I0(k
2)e−k
2
, where I0 is the zeroth-
order modified Bessel function. The constant α in equation 4.8 varies depending
on the choice of scales and response model
α =

(1 + eTi
qTe
) ion-scale, Boltzmann-electron response
(1 + qTe
eTi
) electron-scale, Boltzmann-ion response
1 no-response model
(4.10)
(Note that the constant temperature ratios are determined by the fact that we
normalise the Boltzmann response to the scales of the turbulent species.) Quasi-
neutrality in Fourier space is expressed
ϕˆ(k) = β(k)
∫
vdvJ0(kv)gˆ(k, v) (4.11)
with
β(k) =
2pi
α− Γˆ0(k)
(4.12)
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We will take the system defined by equations 4.7 and 4.8 (or equivalently equation
4.11) to be our gyrokinetic model. We propose that this system may be thought
of as a simple paradigm for kinetic turbulence.
4.3 Collisionless invariants
In two dimensional gyrokinetics, g2 is collisionlessly conserved for each value of
v individually. Multiplying the gyrokinetic equation 4.7 by g and averaging over
gyro-centre position R we have
∫
d2R
V
1
2
∂g2
∂t
=
∫
d2R
V
g 〈C[h]〉R + ε (4.13)
where the injection rate of kinetic free energy is defined
ε =
∫
d2R
V
gF (4.14)
Multiplying this equation by F−10 and integrating over velocity-space yields
the global balance for what we will call ‘generalised free energy’:
dWg
dt
=
∫
d2r
V
2pi
∫
vdv
〈
g 〈C[h]〉R
F0
〉
r
+ ε¯ (4.15)
where the generalised free energy is defined
Wg = 2pi
∫
vdv
∫
d2R
V
g2
2F0
(4.16a)
= 2pi
∫
vdv
∫
d2r
V
〈g2〉r
2F0
(4.16b)
and the injection rate of free energy is defined
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ε¯ =
∫
d2r
V
2pi
∫
vdv
〈
gF
F0
〉
r
(4.17)
Of course, g2 multiplied by any function of v is conserved in the absence of
collisions. (In fact any power of g multiplied by any power of v is conserved.)
Beginning in section 4.6, when we develop the statistical theory of gyrokinetics, we
will re-define g to be multiplied by an arbitrary function of v so that the following
analysis will be more general. Here, we take the preceding definition which relates
in a straightforward way to the three dimensional invariant of gyrokinetics as we
discuss below.
There is a second invariant in two-dimensional gyrokinetics, which is a real-
space invariant. It is found by multiplying the gyrokinetic equation 4.7 by 〈ϕ〉R
and integrating over real-space coordinate r and velocity v. The resulting equa-
tion is
dE
dt
=
1
2
∫
d2r
V
ϕ 2pi
∫
vdv 〈〈C[h]〉R〉r + εE (4.18)
where the invariant E is defined
E =
1
2
∫
d2r
V
[
αϕ2 − ϕΓ0ϕ
]
(4.19)
and the injection rate of E is defined
εE =
1
2
∫
d2r
V
ϕ 2pi
∫
vdv 〈F〉r (4.20)
In this chapter we will take Wg and E to be the fundamental invariants. Ob-
viously there is freedom to this choice. Another choice is the three dimensional
invariant in gyrokinetics. That is, the gyrokinetic equation 4.2 retaining the term
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v‖∂h/∂z, has just one invariant, just as three dimensional fluid turbulence has
one invariant (energy). In the electrostatic limit, the single gyrokinetic invariant
(in physical units) is the free energy, W = T0δS, where the perturbed entropy
is δS = −∑s ∫ d3v(δfs)2/2F0s (see KH94; SOH96b). (In electromagnetic gy-
rokinetics, (HCD06) have derived the corresponding invariant which they refer
to as ‘generalised energy.’) We can easily demonstrate the conservation of (nor-
malised) free energy W, for the two dimensional electrostatic case by multiplying
the gyrokinetic equation 4.7 by h/F0 and integrating over velocity and position
r. The quantity is expressed in terms of h for comparison with (HCD06):
W =
1
2
∫
d2r
V
[
2pi
∫
vdv
〈h2〉r
F0
− αϕ2
]
(4.21)
Alternatively, free energy can be expressed as a linear combination of Wg and E:
W = Wg + E (4.22)
where it may be useful to see that Wg written in terms of h is expressed
Wg =
1
2
∫
d2r
V
[
2pi
∫
vdv
〈h2〉r
F0
+ ϕΓ0ϕ− 2αϕ2
]
As we will see, E becomes subdominant to Wg at high-k and we will have W ≈ Wg
in this limit.
4.4 Charney–Hasegawa–Mima/Euler turbulence
In this section we will derive a single equation which corresponds to the Euler
equation or the inviscid CHM equation depending on the choice of a parameter, λ.
The system is still kinetic in that there is a passive cascade of a kinetic invariant.
114
We will derive the invariants of this system and provide a complete description
of the relationship of these invariants to the gyrokinetic invariants derived in the
previous section.
At the end of the section, we will briefly show how raising the ordering of the
collision operator can produce the viscous CHM and NS equations. Thus we verify
that the kinetic description is needed in the regime of low-collisionality, while in
the high-collisionality limit, the fluid equations are a complete description.
We begin by repeating the gyrokinetic system:
∂g
∂t
+ vE ·∇g = 〈C[h]〉R + F (4.23a)
2pi
∫
vdv 〈g〉r = αϕ− Γ0ϕ (4.23b)
To arrive at the CHM/Euler equation from the system 4.23a, one takes the small
ion Larmor radius limit, k  1, as well as the small temperature ratio limit such
that (1−α) ∼ O(k2).3 In this limit, the gyro-average on the E×B velocity acts
as unity. Also, the gyro-average on the collision operator can be neglected since
its corrections are higher order. We must keep Γ0 to second order in k (the zeroth
order part gives no contribution upon substitution into the nonlinearity), so we
take Γ0 ≈ 1 +∇2 in the quasi-neutrality constraint. The gyrokinetic system in
this limit is given by
∂g
∂t
+ vE0 ·∇g = C[g] + F (4.24a)
2pi
∫
vdv 〈g〉r = λ2ϕ−∇2ϕ (4.24b)
3The limit of small temperature ratio is somewhat artificial but leads to an elegantly simple
fluid equation, the CHM equation. We note that a more detailed system of fluid equations
may be worked out for a temperature ratio of order unity but, for our purposes, will not be
substantially different that the familiar CHM equation.
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where vE0 = zˆ×∇ϕ is the E×B velocity (without gyro-average) and λ2 = α−1.
The scale given by the inverse of this constant, λ−1, corresponds to the Rossby
deformation radius in the atmosphere or the sound Larmor radius, ρs, in a plasma.
For two dimensional Euler turbulence the parameter is zero, λ = 0, corresponding
to the no-response model given in equation 4.10. Now, by integrating equation
4.24a over velocity-space (noting that the integral of the collision operator is zero
by particle conservation) and substituting quasi-neutrality, equation 4.24b, we
obtain a single equation for the electrostatic potential. This equation can be
recognised as the inviscid and CHM equation:
∂t(λ
2 −∇2)ϕ+ vE0 ·∇(−∇2ϕ) = FCHM (4.25)
where FCHM = 2pi
∫
vdv 〈F〉r. Again, the two dimensional Euler equation follows
from this equation by taking the no-response model, λ = 0. Note that there
is traditionally a term ∂yϕ due to the background density gradient. Although
we have not included this term explicitly in our gyrokinetic system, it may be
included in the source term FCHM if needed.
It is well known that there are two invariants of the CHM/Euler equation.
These are referred to as energy and enstrophy, although their physical interpreta-
tion depends upon the specific scale of interest. Energy and enstrophy, are found
by multiplying equation 4.25 by ϕ and ∇2ϕ respectively and integrating over the
system volume. The invariants are
ECHM =
1
2
∫
d2r
V
(λ2ϕ2 + |∇ϕ|2) (4.26a)
ZCHM =
1
2
∫
d2r
V
(λ2|∇ϕ|2 + (∇2ϕ)2) (4.26b)
It should be clear that the two dimensional Euler invariants are recovered by
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neglecting the terms proportional to λ2. We now show that there is an additional
invariant associated with the (equivalent) gyrokinetic description given by equa-
tion 4.24. This will complete our discussion of the relationship between the CHM
(and two dimensional Euler) cascade and the gyrokinetic cascade. To derive the
new invariant we must solve for g in equation 4.24a. Without loss of generality,
we introduce the following ansatz for g:
g = F0(λ
2 −∇2)ϕ+ g˜ (4.27)
It is clear that quasi-neutrality, equation 4.24b, implies
∫
vdv 〈g˜〉r = 0
Furthermore, by multiplying the CHM equation 4.25 by F0 and subtracting it
from equation 4.24a, we obtain a separate equation for g˜:
∂g˜
∂t
+ vE0 ·∇g˜ = 〈C[g˜]〉R + (F − F0FCHM) (4.28)
This implies another collisionless invariant (in addition to the Wg invariant which
must obviously still be conserved):
Wg˜ =
1
2
∫
d2r
V
∫
vdv
〈g˜2〉r
F0
(4.29)
Expanding the generalised free energy invariant Wg in terms of the solution for
g we can express it in terms of the three gyrokinetic–CHM invariants:
Wg = Wg˜ + λ
2ECHM + ZCHM (4.30)
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each of which are conserved individually in the CHM/Euler limit, as we have
shown.
To complete the picture of how the gyrokinetic cascade continues in the
CHM/Euler limit, we note that the the gyrokinetic invariant E reduces to the
energy invariant with the CHM approximation Γ0 ≈ 1 +∇2.
E ≈ ECHM (4.31)
As a last note, notice that in the CHM/Euler limit, the g˜ distribution function,
governed by equation 4.28, takes on the role of a hidden passive scalar, being
advected by the E ×B flow.
4.4.1 Collisional limit, Navier–Stokes and viscous Charney–Hasegawa-
Mima equations
Viscosity does not appear in the preceding fluid limit of the gyrokinetic sys-
tem. This is to be expected, as the collisional dissipation is ordered small in
gyrokinetics, i.e. the collisionality is sufficiently small that a kinetic description
of the plasma is required. To recover the viscous CHM and the two-dimensional
Navier–Stokes equation, we must raise the ordering of the collisional operator.
Specifically we will assume that C[g] ∼ O(k−2∂g/∂t). We apply the same ansatz
for the solution of g given in equation 4.27. This time, the dominant-order equa-
tion for g is simply
C[g˜] = 0 (4.32)
Note that the collision operator acting on the other part of g is zero since it has
been defined to be proportional to a Maxwellian. As the collision operator has
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been linearised, the meaning of this equation is that collisions between g˜ and
the background Maxwellian are negligible. Consequently, g˜ must be a perturbed
Maxwellian, F0(n0 + ∆n, T0 + ∆T )−F0(n0, T0). Because quasi-neutrality implies∫
vdvg˜ = 0, there is no density perturbation so we have g˜ = (v2/2 − 3/2)F0T˜ ,
where T˜ = ∆T/T0 and T˜ satisfies a passive scalar equation.
At next order we obtain the CHM/Euler equation by integrating the remnants
of the gyrokinetic equation over velocity. The integral of the collision term is
somewhat involved. Note that we must retain all gyro-average and angle-averages
with the collisional term, as the dominant terms will all be zero and the final result
is due only to the so-called finite-Larmor-radius O(k2) corrections. The result is
2pi
∫
vdv
〈〈C[〈ϕ〉R F0]〉R〉r = −ν∇4ϕ (4.33a)
ν ≡ −
∫
vdvdϑ
v2
4
(1 + cos2 ϑ)C[v2(1/2 + cos2 ϑ)F0] (4.33b)
Thus we arrive at the viscid CHM equation
∂t(λ
2 −∇2)ϕ+ vE0 ·∇(−∇2ϕ) = −ν∇4ϕ+ FCHM (4.34)
Again, we note that the two-dimensional NS equation is recovered in the no-
response limit, by setting λ = 0.
As we have reviewed in this section, the small-k limit of gyrokinetic turbulence
imparts a fluid character to the plasma dynamics. In particular the phenomenon
of nonlinear-phase mixing is crucially absent in this limit. In this chapter we are
especially interested in the case where the kinetic behaviour is nonlinear in char-
acter, which is corresponds to k ∼ O(1) and larger. In the large-k limit, we will
show how statistical self-similarity and scaling relations can be derived for the
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gyrokinetic turbulence cascade. In the following section we sketch phenomeno-
logical arguments corresponding to the low-k CHM limit, and then proceed to
the phenomenology of the large-k limit and build on the previous sections to
give a general sketch of the full range of the stationary spectra, from CHM to
gyrokinetics.
4.5 Phenomenology
We introduce the notation by sketching the phenomenology for stationary, driven
CHM turbulence. We define ϕ` to be the electrostatic potential at scale spatial
scale `. We take this to be a fluctuating quantity–i.e. it is a random variable with
negligible mean. We notate the averaged quantity as ϕ¯` which may be interpreted
as the root-mean-square potential at scale ` or the square root of the structure
function.
We assume injection at a scale ki, giving rise to two inertial ranges, the inverse
cascade inertial range corresponding to k  ki and the forward cascade inertial
range k  ki. From equation 4.25 we have
τ−1NL(λ
2ϕ¯` − `−2ϕ¯`) ∼ `−4ϕ¯2` (4.35)
We multiply this equation by `−2ϕ¯` and assume constancy of enstrophy flux in
the forward cascade range–i.e. we take the left hand side equal to a constant,
the enstrophy injection rate, εZ ∼ τ−1NL(`−2λ2 − `−4)ϕ¯2` . Thus `−6ϕ¯3` ∼ εZ so
that ϕ¯` ∼ ε1/3Z `2 and the ϕ2-spectrum is Eϕ ∼ k−5. Likewise, multiplying 4.35
by ϕ¯` and assuming constancy of energy flux in the inverse cascade range gives
ϕ¯` ∼ ε1/3E `4/3 or Eϕ ∼ k−11/3.
The cascade of Wg˜ is passive (see for example LH06) and is directed forward.
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In the forward cascade range we have ε˜ ∼ `−2 ¯˜g2` ϕ¯`. Therefore we have ¯˜g` ∼
`ε˜1/2ϕ¯
−1/2
` ∼ ε˜1/2ε−1/6Z and Wg˜(k) ∼ k−1.
4.5.1 The nonlinear phase-mixing range, k  1
(SCD07) have produced a phenomenological description of the large-k forward
cascade in two-dimensional gyrokinetics (see also SCD08). The scaling results
obtained by (SCD07) are in agreement with the results of this chapter. We
reproduce their arguments here, with an expanded notation, and also give the
inverse cascade phenomenology. The phenomenology will motivate the following
material in this chapter and highlight the salient physical processes.
In gyrokinetics, ions and electrons are acted upon by fluctuating fields which
are averaged along their gyro-orbits. Two particles sharing the same gyro-centre
but having different velocity perpendicular to the equilibrium magnetic field are
subject to a different averaged electrostatic potential and thus experience a dis-
tinct E ×B drift. This is illustrated in figure 4.1. One can see from this cartoon
that if the E × B flow has a correlation length `, then the particle motion must
be correlated in velocity-space such that `v ∼ `.
Now let g` be the the distribution function g at scale `. Again, this quantity
is assumed to be random and the scaling we will find will be for the averaged
quantity g¯`. The central assumption for our treatment of velocity-space depen-
dence is a two-scale dependence. To be explicit here, we may assume that g` may
be separated into its fine and smooth-scale dependence as follows
g` = g¯`F (v)f˜`(v) (4.36)
where F (v) is a smoothly varying function of velocity which decays strongly
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Figure 4.1: Correlation in velocity-space
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at large v so that we may say
∫
vnFm(v)dv ∼ O(1) for any m and n. We assume
f˜`(v) is a random variable which varies on the scale `v ∼ `, as argued above,
and has negligible mean and a variance which is of order unity. To see that g¯`
functions as the amplitude of g` we may calculate the velocity integral of g
2
` ,
exploiting the scale separation in velocity-space:
∫
vdvg2` = g¯
2
`
∫
vdvF 2(v)f˜ 2` ≈ g¯2`
∞∑
0
vF 2(v)
∫ v+1
v
f˜ 2` (v
′)dv′
∼ g¯2`
∫
vdvF 2(v) ∼ g¯2` (4.37)
where we have used that
∫ v+1
v
f˜ 2` (v
′)dv′ ∼ 1. Now, from quasi-neutrality, 4.8,
we can determine the scaling of ϕ¯` in terms of g¯`. Equation 4.8 gives ϕ¯` ∼∫
vdvJ0(v/`)g`. The right hand side is calculated as follows
∫
vdvJ0(v/`)g` ∼ `1/2
∫
v1/2dv cos(v/`− pi/4)g`
∼ `1/2g¯`
∞∑
0
v1/2F (v)
∫ v+1
v
f˜`(v
′)dv′
∼ `g¯`
∫
v1/2dvF (v)
∼ `g¯` (4.38)
where we have used the large-argument approximation of the Bessel function J0
on the first line. Also we argue that the f˜ integral accumulates like a random
walk to write
∫ v+1
v
f˜`(v
′)dv′ ∼ `1/2v ∼ `1/2. So the result is
ϕ¯` ∼ `g¯` (4.39)
From the gyrokinetic equation 4.7 we have the nonlinear decorrelation time
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τ−1NL ∼ `−2ϕ`J0(v/`) ∼ `−3/2v−1/2ϕ` cos(v/`− pi/4) (4.40)
where we have again used the large argument approximation for J0. Averaging
this expression, and then multiplying by g2` we get
g2`
τNL
∼ `−3/2v−1/2ϕ¯`g2` (4.41)
Dividing by the background distribution function F0, integrating over velocity
and assuming a constant free energy flux gives
`−3/2ϕ¯`g¯2` ∼
∫
vdv
g2`
τNLF0
∼ ε¯ (4.42)
Using the result 4.39, we have g¯3` `
−1/2 ∼ ε¯ so that we can write g¯` ∼ ε¯1/3`1/6
and ϕ¯` ∼ ε¯1/3`7/6. The resulting spectra are Wg(k) ∝ k−4/3 and Eϕ(k) ∝ k−10/3,
where Eϕ is the ϕ
2 spectrum.
The inverse cascade range is analysed in the same manner. We integrate the
(phenomenological) gyrokinetic equation over velocity to get
ϕ¯`
τNL
∼ `−2ϕ¯`
∫
vdvJ20 (v/`)g` ∼ `−1ϕ¯`
∫
dv cos2(v/`− pi/4)g`
∼ `−1/2ϕ¯`g¯` ∼ `−3/2ϕ¯2` (4.43)
where we have again assumed a random walk accumulation to write
∫
dv cos2(v/`−
pi/4)g` ∼ `1/2g¯`. And assuming constancy of flux of the invariant E in the in-
verse cascade range, we have ϕ¯2`/τNL ≡ εE ∼ `−3/2ϕ¯3` . Thus ϕ¯` ∼ ε1/3E `1/2 and
g¯` ∼ ε1/3E `−1/2 and the spectra are E(k) ∼ Eϕ(k) ∼ k−2 and Wg(k) ∼ k0.
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4.5.2 The cascade through multiple scales
Using the phenomenological scalings from this section, we may give a sketch of the
fully developed cascade from CHM/Euler limit to the high-k gyrokinetic limit.
As there are multiple special scales and invariant quantities, there are several
possible scenarios. For simplicity we consider just two scenarios given by figures
4.2 and 4.3. Equation 4.30 states that the gyrokinetic invariant Wg is composed
of three separately conserved quantities in the CHM limit: Wg = Wg˜ + λ
2E +Z.
We use this relation to trace out the fate of Wg in the long wavelength limit.
4.5.2.1 Injection at large scales
In figure 4.2 injection is at large scales, in the so-called potential limit of the
CHM equation, where ki  λ and the invariant E reduces to E ≈ λ2Eϕ. In the
stationary state, the injection of E fuels the inverse cascade and the injection of
Z and Wg˜ feed into forward cascades which ultimately drive the cascade of Wg
at the Larmor radius scale k ∼ 1. In the so-called “kinetic limit” of the CHM
equation, λ k  1, the contribution of E to Wg is negligible and Wg = Wg˜+Z.
In the potential limit, k  λ, the steep spectrum of E is the dominate part of
Wg, i.e. Wg ≈ λ2E. This leads to the unexpected result that there must be a
continual accumulation of the forward cascaded quantity Wg at large scales, in
the fully developed state.
4.5.2.2 Injection at small scales
In figure 4.3 injection is at small scales, in the nonlinear phase-mixing regime,
k  1. The free energy Wg cascades forward to the dissipation scale whereas
the second invariant E cascades inversely. Again, the identity of Wg changes in
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Figure 4.2: Scenario 1: Injection at large scales
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Figure 4.3: Scenario 2: Injection at small scales
the long wavelength limits. In the so called kinetic limit of the CHM equation,
λ  k  1, we have Wg ≈ Z since there is no source of Wg˜ in this scenario. In
the potential limit k  λ, we have Wg ≈ λ2E and the Wg takes on the steeper
spectrum of E.
4.6 Statistical theory
In this section we will analyse the gyrokinetic system, equations 4.7 and 4.8 us-
ing familiar statistical methods from fluid turbulence (we adopt somewhat the
methods, terminology and notation of Fri95). First we list the symmetries of
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gyrokinetic system and then formulate the statistical assumptions which follow.
Following this we derive the two exact third-order statistical relations which de-
termine self-similarity in the inertial ranges for the forward and inverse cascades.
4.6.1 Symmetries of the gyrokinetic system
Statistical arguments in turbulence theory are anchored to the underlying sym-
metries of the dynamical equations of interest. Although specific boundary condi-
tions, initial conditions and forcing mechanisms break these symmetries at large
scale, a guiding principle of fluid turbulence is that at sufficiently small scales, far
from boundaries, a fully developed turbulence will emerge where the symmetries
of the dynamical equations are restored in a statistical sense. We will appeal to
this principle in the arguments of this chapter.
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The following table is a summary of symmetries of the gyrokinetic system:
Position-translation: (r)→ (r + σ)
(4.44a)
Time-translation: (t)→ (t+ τ)
(4.44b)
Constant potential shift: (g, ϕ)→ (g + (α− 1)ψF0, ϕ+ ψ)
(4.44c)
Scaling transformations: (g, ϕ, r, v, t)→ (γ−1g, µ2γ−1ϕ, µr, µv, γt)
(4.44d)
Rotations: (r)→ (Ar); A ∈ SO(2)
(4.44e)
Parity: (g, ϕ, r)→ (−g, −ϕ, −r)
(4.44f)
Translational invariance in time and position-space are obviously the basis for
the assumptions of homogeneity and stationarity respectively. The invariance of
gyrokinetics to shift by an arbitrary constant potential is somewhat trivial since a
constant potential produces no electric field and thus has no effect on dynamics.
(Note that for the transformation 4.44c, the shift in g is Maxwellian so as to
vanish under the collision operator.) The scaling symmetries are described by
the transformation 4.44d and parameterised by two scaling factors, µ and γ.
This symmetry will be crucial in determining the scaling in the velocity-space
increment. In particular, for γ = 1, the scaling invariance 4.44d implies a dual-
scaling in velocity and position-space as described in section 4.7.1. Note that the
scaling invariance applies to the collisionless limit.
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4.6.2 The ensemble average
We will denote the ensemble average with an over-bar so that the correlation
function of g between two points in phase space, (r, v) and (r′, v′), is defined
G = g(R, v)g(R′, v′) = gg′ (4.45)
Homogeneity in position-space (or equivalently, in gyro-centre space) follows from
the translational invariance of the gyrokinetic equation and implies that G is
a function only of the increment ` = R′ − R. In contrast, velocity-space is
fundamentally inhomogeneous as there is obviously no translational invariance
in v-space. (Velocity dependence in the Maxwellian and the gyro-average each
break translational invariance.) However, we expect a local homogeneity to apply
to velocity-space for small enough velocity increment `v = v
′−v. In other words,
the two-point statistical quantities such as structure and correlation functions
should have a two-scale dependence in velocity-space, varying strongly with the
increment `v but weakly (smoothly) with the centred velocity v¯ = (v
′ + v)/2.
The remainder of this section will be devoted to deriving exact statistical
relations in analogy to Kolmogorov’s ‘four-fifths’ law (or the ‘three-halves’ law
for two dimensional NS turbulence). As there are two conserved quantities, there
will be two third-order statistical relations. We begin with the relation implied
by the conservation of Wg and finish with that for E.
4.6.3 third-order Kolmogorov relations
Let’s redefine g to be normalised by an arbitrary mean-scale function of velocity-
space, κ(v). This will allow us to develop a theory for arbitrary velocity-integrated
moments of the invariant g2. (We will fix κ at a specific point in the analysis,
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later. This is done for the sake of clarity in presentation and we will demonstrate
that the results are valid for general κ) The definition of g we now adopt is
g = (h− F0 〈ϕ〉R)/κ(v) (4.46)
The generalised free energy, originally defined by equation 4.16a, is also redefined.
Using the ensemble average instead of explicit spatial averaging, we define
Wg = 2pi
∫ ∞
0
vdv
g2
2
(4.47)
which for κ = F
1/2
0 corresponds to the definition given by equation 4.16a and we
will see that this instance of Wg corresponds to the free energy W in the large-k
limit.
From the gyrokinetic equation we derive the budget equation at scales ` and
`v
∂G
∂t
− 1
2
∇` · S3 = g 〈C ′[h′]〉R′ /κ′ + g′ 〈C[h]〉R /κ+ gF′/κ′ + g′F/κ (4.48)
where we have defined the third order structure function S3 ≡ δvEδg2 with δg =
g′−g and δvE = v′E−vE. Also, we have used homogeneity and incompressibility
of vE to manipulate the nonlinear flux to obtain −g′vE ·∇g + gv′E ·∇′g′ =
∇` · S3/2
Now if we take ` = 0, `v = 0, the nonlinear term is zero by homogeneity. The
result (equivalent to equation 4.13) is the ‘global budget’ equation:
∂g2
∂t
= 2g 〈C[h]〉R /κ+ 2gF/κ (4.49)
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assuming stationarity, the left hand side of the equation is zero and we have the
steady state balance between forcing and dissipation
gF/κ = −g 〈C[h]〉R /κ = ε(v) (4.50)
where we have defined the kinetic free energy injection rate ε(v). To derive the
‘inertial range’ law for S3 we now assume that the forcing is restricted to a narrow
range around a injection scale which we denote `i. For simplicity we also assume
that the only special velocity scale of the problem is the thermal velocity v = 1
and we therefore assume that the forcing acts on this scale in velocity-space. For
` `i and `v  1, the forcing term in the budget equation 4.48 reduces to
gF′/κ′ + g′F/κ ≈ 2gF/κ = 2ε (4.51)
Now we take the limit of small collisionality. That is, since the collision opera-
tor is proportional to a normalised collision frequency ν? (which is the collision
frequency of the turbulent species divided by the diamagnetic frequency vth/Ln)
we are free to take this parameter as small as we like so that for fixed ` and `v,
the collisional term is negligible in the budget equation 4.48. Thus by assuming
small collisionality, stationarity `v  1 and ` `i we have from equation 4.48
∇` · S3 = −4ε(v) (4.52)
where we have written the injection rate ε as an explicit function of v. Using
isotropy, it follows that
S3 = −2ˆ`(ε`+ const.) (4.53)
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Note that the constant of integration is included here, which in general depends
on v and `v. In fluid turbulence, this constant is zero since the structure function
in that case depends only on `, so must be zero when ` = 0. However, with
non-zero `v we must allow for possibility that S3 tends to a constant as ` → 0.
Indeed, we have not yet determined the `v-dependence of S3 (i.e. ε does not
depend on `v) and we will use the additional term to account for this dependence
in section 4.7.1.
4.6.4 The E third-order Kolmogorov relation
To derive the scale-by-scale budget equation for the invariant E we proceed anal-
ogously to the analysis leading to equation 4.53. However in this case, we are
dealing with functions of real-space variable r and its increment `r = r
′ − r.
Also, velocity will appear as a dummy variable of integration, so it will simplify
our notation to refer to a single variable v in what follows–i.e. R = r − ρ(v),
R′ = r′ − ρ(v) and g′ = g(R′, v), etc. , from which it follows that ` = `r and we
will refer to a single increment in position-space, `. As our interest has shifted
away from velocity dependence, let’s also take the simplification κ = 1 in our
definition of g, equation 4.46.
We take the gyrokinetic equation 4.7 for g and g′ and multiply by ϕ′ and
ϕ respectively, then ensemble average. Next we integrate over velocity v. The
result is
(α− Γ0)∂Φ
∂t
−∇` · S(E)3 =
2pi ϕ′
∫
vdv 〈〈C[h]〉R〉r + 2pi ϕ
∫
vdv 〈〈C ′[h′]〉R′〉r′ + ϕFE ′ + ϕ′FE (4.54)
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where we have defined Φ = ϕϕ′ and S(E)3 = 2pi
∫
vdv δ 〈ϕ〉R δvEδg4 (with
δ 〈ϕ〉R = 〈ϕ′〉R′ − 〈ϕ〉R) which by homogeneity depends only on the increment
`. Also by homogeneity, we have Γ0Φ = Γ
′
0Φ = Γ
(`)
0 Φ where Γ
(`)
0 operates in `-
space. Also, we have defined the E-forcing FE = 2pi
∫
vdv 〈F〉r. We can express
the first term of equation 4.54 in terms of the rate of change of the invariant E
and structure functions of ϕ. Using homogeneity we find the following relation
(α− Γ0)Φ = 2E − 1
2
(
δϕ2 − δϕδ(Γ0ϕ)
)
(4.55)
where δ(Γ0ϕ) = Γ
′
0ϕ
′−Γ0ϕ. We substitute this into equation 4.54. The structure
function terms are zero in the stationary limit. With the additional assumption
of small collisionality, equation 4.54 becomes
∂E
∂t
=
1
2
∇` · S(E)3 +
1
2
ϕFE ′ + 1
2
ϕ′FE (4.56)
For ` = 0 we have the global balance of E which describes the continual accumu-
lation due to forcing:
∂E
∂t
= ϕFE ≡ εE (4.57)
where εE is the injection rate of E. Now recall that the forcing is assumed to
be restricted to a scale `i as explained in the previous section on the forward
cascade. For the inverse cascade, we are considering an inertial range such that
` `i. In this limit, the forcing term in equation 4.56 is zero and we may write
the third order inertial range result for the inverse cascade of E:
4An alternate equivalent expression for S(E)3 is S
(E)
3 = δϕ 2pi
∫
vdv 〈δvEδg〉(r,r′) where
δϕ = ϕ′ − ϕ and the angle average with respect to r and r′ is defined 〈f(R′,R)〉(r,r′) =
(2pi)−1
∫
dϑf(r′ − ρ(ϑ), r− ρ(ϑ)).
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∇` · S(E)3 = 2εE (4.58)
Using isotropy, we may also write
S
(E)
3 = εE` (4.59)
4.6.5 The CHM/Euler limit
In the CHM or Euler limit (the result is applicable to both Euler and CHM since
the electron response does not enter in the nonlinearity), equation 4.58 reduces
to
∇` · δϕ δvE0 δ(∇2ϕ) = −2εE (4.60)
where we recall that vE0 = zˆ×∇ϕ is the E × B velocity without gyro-average.
With some algebra, equation 4.60 may be manipulated to find agreement with
the result from (GM02) for CHM turbulence and the result from (Ber99) for two
dimensional NS turbulence:
∇` · δu|δu|2 = 4εE (4.61)
where u ≡ −vE0.
The two gyrokinetic results of this section, equation 4.52 and equation 4.58,
hold for arbitrary spatial scales–i.e. they hold above, below and at the Larmor
radius scale. (Note, however, that for equation 4.52, we have assumed the velocity
scale satisfies `v  1.) In the the following sections, to derive approximate power-
law spectra for the conserved quantities, we will consider the limit k  1 and
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p  1. This limit corresponds to the regime where non-linear phase mixing is
dominant and gyrokinetics exhibits the phase-space cascade.
4.7 The gyrokinetic turbulence cascade
4.7.1 Self-similarity hypothesis
For the forward cascade of free energy, scaling with respect to ` is described by
the property of S3 given by equation 4.53. As we have pointed out, self-similarity
in `v is not predicted by the inertial range free energy-flux equation 4.53. Thus we
will supplement equation 4.53 with an hypothesis as follows. Given fixed scales
` and `v, the difference δg satisfies the dual self-similarity hypothesis
δg(λ`, λ`v)
.
= λhgδg(`, `v) (4.62)
by which we mean that δg exhibits this scaling statistically–i.e. where it appears
in an ensemble average. For instance it implies S2(λ`, λ`v)/S2(`, `v) = λ
2hg . The
hypothesis may be justified from two perspectives. The first is the argument of
decorrelation in velocity-space as has been described by (SCD08) and reiterated
in section 4.5. A second point of view is based upon the fact that the collisionless
gyrokinetic system is invariant to simultaneous scaling of R and v by the same
factor (this is the symmetry 4.44d with γ = 1). Thus, if we consider velocity
increments `v  1 (that is, smaller than the thermal velocity, the characteristic
scale of the Maxwellian), the statistics of the fluctuations should depend weakly
on the centred velocity v¯ and obey a dual scaling in ` and `v–i.e. equation 4.62.
As we will prove later, the scaling for δg implies a self-similarity for the gyro-
averaged E ×B velocity difference δvE, for small ` and `v:
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δvE(λ`, λ`v)
.
= λhEδvE(`, `v) (4.63)
As a consequence of these scaling relations and equation 4.53 we see that the
unknown constant in the expression for S3 = δvEδg2 must be linear in `v (if it is
non-zero). Thus we write
S3 = −2ˆ`(ε`+ ε′|`v|) (4.64)
where ε′ is an unknown constant. The absolute value on `v is required, due to the
fact that under the transformation (`, `v)→ (−`, −`v) we must have S3 → −S3.
Finally, equation 4.64 implies that
2hg + hE = 1 (4.65)
4.7.2 The kinematics of gyrokinetic turbulence
Before investigating spectral scaling, we must define the free energy spectral
density. In this section we introduce a way of characterising velocity scales using
a zeroth-order Hankel transform. The Hankel transform, being a two-dimensional
Fourier transform with rotational symmetry, is also encountered in the theory of
two-dimensional fluid turbulence. The difference is that in gyrokinetics, dynamics
are exactly independent of the angle of the perpendicular velocity whereas in
isotropic fluid turbulence, only statistically averaged quantities are independent
of orientation in space.
We now introduce some of the notation and identities that will be needed.
Given a function g(v), its Hankel transform is
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gˆ(p) =
∫ ∞
0
vdvJ0(pv)g(v) (4.66)
Inversion of the transformation is easily achieved using the orthogonality of the
zeroth-order Bessel functions, given by
∫ ∞
0
J0(p1x)J0(p2x)xdx = δ(p1 − p2)/p1 (4.67)
Using this identity it is easy to see that the generalised Parseval’s theorem for
two functions f and g is
∫ ∞
0
vdvf(v)g(v) =
∫ ∞
0
pdpfˆ(p)gˆ(p) (4.68)
An integral involving three Bessel functions is encountered in deriving the mode
coupling due to the nonlinearity. This integral is
∫ ∞
0
vdvJ0(p1v)J0(p2v)J0(p3v) = K(p1, p2, p3) (4.69)
where if p1, p2 and p3 form the sides of a triangle, then K = 1/2pi∆ where ∆ is
the area of that triangle; if p1, p2 and p3 do not form the sides of a triangle, then
K = 0. Applying this identity, we can obtain the mode coupling equation for
Hankel-Fourier modes. Neglecting collisions, the gyrokinetic equation, equation
4.7, in Hankel-Fourier space is
∂gˆ(k, p)
∂t
=
1
2pi
∫
d2k′β(k′) (k− k′) · (zˆ× k′)
∫
qdq K(k′, p, q) gˆ(k′, k′)gˆ(k− k′, q) (4.70)
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4.7.3 The forward cascade of free energy Wg
Returning to the problem at hand, the Hankel-Fourier transform of the distribu-
tion function g is
gˆ(k, p) ≡ 1
2pi
∫
R
d2R
∫ ∞
0
vdvJ0(pv)e
−ı˙k·Rg(R, v) (4.71)
Now we transform and inverse-transform g and use homogeneity to express the
conserved quantity g2 in terms of the correlation function G(`, v′, v):
g2 =
∫
kdkpdp`d`v′dv′J0(k`)J0(pv′)J0(pv)G(`, v′, v) (4.72)
where we have used the identities
∫
J0(ax)J0(bx)xdx = δ(b−a)/b and
∫
d2keı˙k·r =
(2pi)2δ(r). Also, isotropy has been used to reduce the Fourier-transform in vector
position increment ` to an Hankel transform in scalar increment `. Now recall
the mean (ensemble-averaged) generalised free energy is defined
Wg = 2pi
∫
vdv
g2
2
(4.73)
From equation 4.72 it follows that
Wg =
∫
dkdp Wg(k, p) (4.74)
where
Wg(k, p) ≡ pipk
∫
`d`vdvv′dv′J0(k`)J0(pv′)J0(pv)G(`, v′, v) (4.75)
The spectral density can be expressed in terms of the transform function:
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Wg(k, p) = pi pk gˆ(k, p)2 (4.76)
Notice that equation 4.75 is not invertible as with the case of the Weiner-Khinchin
formula found in fluid turbulence–i.e. the correlation function G(`, v′, v) cannot
be recovered from Wg(k, p). Because of the lack of homogeneity in v, we have
integrated over two dimensions v and v′ to define scales in velocity-space via a
single wavenumber p.
4.7.4 Spectral scaling laws
Now to establish the relationship between the scaling of the spectrum Wg(k, p)
and that of the structure function S2 = δg2 at small scales, we will first change
velocity variables to the increment variable `v = v
′ − v and the centred velocity
v¯ = (v + v′)/2.
Wg(k, p) = pipk
∫
`d`(4v¯2 − `2v)d`vdv¯J0(k`)Q(p, `v, v¯)G(`, `v, v¯) (4.77)
where
Q(p, `v, v¯) = J0[p(2v¯ + `v)/2]J0[p(2v¯ − `v)/2] (4.78)
4.7.5 Scales smaller than the Larmor radius: k  1
Until now, we have not made any assumption about the size of k or p. Now we
now consider the phase-mixing range k  1 and p  1. First, we make use
the fact that the correlation function G(`v) must be peaked around small `v to
approximate that the integral is dominated by `v  v¯. We can also take pv¯  1
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and use the large-argument approximation of the Bessel function. In this limit,
Q(p, `v, v¯) can be expressed
Q(p, `v, v¯) ≈ 1
4pipv¯
(sin(2pv¯) + cos(p`v)) (4.79)
Substituting this expression into equation 4.77 we see that the term proportional
to sin(2pv¯) oscillates rapidly and does not contribute in comparison, so we neglect
this. Using G = (g2 + (g′)2 − S2)/2 we can express Wg(k, p) in terms of S2 for
non-zero k and p:
Wg(k, p) ≈ −k
2
∫
`d` v¯dv¯ d`vJ0(k`) cos(p`v)S2 (4.80)
Then self-similarity of δg implies that Wg(k, p) must satisfy the scaling
Wg(λk, λp) = λ
νWg(k, p) (4.81)
with
ν = −2− 2hg (4.82)
(Note that to arrive at this scaling, we have assumed that the bounds of the
integration of `v in equation 4.80 are not important since we are concerned with
the small `v behaviour of the integral.) To determine the scaling index ν we will
now find its relationship to hE, the scaling index of the gyro-averaged E × B
velocity structure function δvE. We will write S2E = |δvE|2 in terms of the
spectral free energy density Wg(k, p) and take the limit `v  v¯ as above. We
recall quasi-neutrality
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ϕˆ(k) = β(k)
∫
vdvJ0(kv)κ(v)gˆ(k, v) (4.83)
where
β(k) =
2pi
α− Γˆ0(k2)
(4.84)
and we recall that Γˆ0(k
2) = e−k
2
I0(k
2). We momentarily assume the special case
κ(v) = 1. We must stress that this assumption will not, in the end, affect the
generality of the results. After establishing the spectral scaling in Wg for the case
κ = 1, the scaling index of S2E is fixed, and one may refer to the general result of
equation 4.64 to establish the general scaling of S2 and thus the general Wg(k, p)
spectral scaling laws. The general-κ scaling laws are found to be the same as
those for to the case κ = 1. Continuing, with κ = 1, we may write
ϕˆ(k) = β(k)gˆ(k, k) (4.85)
which allows us to express S2E = |δvE|2 in the form
S2E =
∫
dkH(k, `, v, v′)Wg(k, k) (4.86)
where
H(k, `, v, v′) = −kβ
2(k)
pi
[
J20 (kv
′) + J20 (kv)− 2J0(kv′)J0(kv)J0(k`)
]
(4.87)
Expanding this in the limit kv¯  1 and `v  v¯, as done for Q above, only part
of H contributes significantly to the integral of equation 4.86 and we may take
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H(k, `, `v, v¯) ≈ 2
α2v¯
[1− cos(k`v)J0(k`)] (4.88)
Substituting this into equation 4.86, we have
S2E ≈ 2
α2v¯
∫
dk [1− cos(k`v)J0(k`)]Wg(k, k) (4.89)
From equation 4.89 we may determine the scaling index hE in terms of ν, the
scaling index of Wg:
2hE = −1− ν (4.90)
Now we may combine our results for the high-k limit to obtain unique scaling
indices for δg, δvE and Wg(k, p). From equations 4.65, 4.82 and 4.90 we have
hg = 1/6 (4.91a)
hE = 2/3 (4.91b)
ν = −7/3 (4.91c)
And, therefore, taking p = k we have the power law
Wg(k, k) ∝ k−7/3 (4.92)
which implies the large-k limit of the second invariant E (which is simply the ϕ2
spectrum) scales like
E(k) ≈ αEϕ(k) ≈ αk
4pi
|ϕˆ(k)|2 ∼ k−1Wg(k, k) ∝ k−10/3 (4.93)
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This scaling for the electrostatic spectrum Eϕ(k) is in agreement with the previous
predictions of (SCD07) (see section 4.5).
4.7.6 The two-dimensional spectrum Wg(k, p)
We have already seen that the two-dimensional spectrum Wg(k, p) obeys the
scaling law given by equation 4.81, with ν = −7/3. To obtain this scaling, we
have assumed k  1 and p  1 but nothing about the relative sizes of k and
p. In the subsidiary limits p  k and k  p, we can show that the spectrum
Wg(k, p) has a power law separately in k and p. The results we obtain are
Wg(k, p) ∝

k−2p−1/3, for k  p
p−2k−1/3, for k  p
(4.94)
We will present the argument for p  k and omit the case k  p which is
analogous. In the limit p k, the scaling of the spectrum Wg(k, p) is determined
by the scaling of the S2 in the limit that `  `v. Thus we must determine the
behaviour of the structure functions in this limit. Since we now have a power
law for Wg(k, k), it is apparent from equations 4.89 and 4.92 that S2E = |δvE|2
may be computed analytically as a function of ` and `v. For general ` and `v,
the structure function S2E is evaluated in terms of a hypergeometric function.
However, here we are only interested in the limits `  `v. Thus if we take
Wg(k, k) = Wg0 k
−7/3 and expand the integral to first order in `/`v, we obtain
the result
S2E ≈ C1`4/3v + C2`−2/3v `2 (4.95)
where C1 and C2 are constants which depend on Wg0 and v¯. Next, we write
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S2 ≈ |S3|/
√
S2E and obtain to first order
S2 ≈ ε
′
√
C1
`1/3v (1 +
ε
ε′
`
`v
) (4.96)
When we substitute this into the expression for Wg(k, p), equation 4.80, the
leading order term produces a delta function after integration over ` which will
be zero for non-zero k. Since we are assuming k and p are both much greater
than one, this term is obviously zero. Thus Wg(k, p) is
Wg(k, p) ≈ − kε√
C1
∫
`d` v¯dv¯ d`vJ0(k`) cos(p`v) (`
−2/3
v `) (4.97)
It is easy to see that equation 4.97 implies the power law Wg(k, p) ∝ p−1/3k−2.
Repeating this analysis for the limit k  p completes the demonstration of
equation 4.94.
4.7.7 The one-dimensional spectra Wg(k) and Wg(p)
By integrating equation 4.77 over p we obtain
Wg(k) ≡
∫
dpWg(k, p) = −pik
2
∫
`d`vdvJ0(k`)S2(`, v, v) (4.98)
And integrating over k we obtain
Wg(p) ≡
∫
dkWg(k, p) = −1
2
∫
v¯dv¯d`v cos(p`v)S2(` = 0, `v, v¯) (4.99)
The scaling of S2 for zero gyro-position increment ` can be obtained from equation
4.95. The scaling of S2 for zero velocity increment `v is obtained analogously. We
find the following power laws:
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Wg(k) ∝ k−4/3 (4.100)
and
Wg(p) ∝ p−4/3 (4.101)
The power law for Wg(k) has been predicted by (SCD07) while the power law for
Wg(p) is a new prediction. As a consistency check one may integrate Wg(k, p) di-
rectly, using the asymptotic forms from equation 4.94, to obtain roughly Wg(p) ∼∫ p
0
dkk−1/3p−2 +
∫∞
p
dkk−2p−1/3 ∼ p−4/3. This works likewise for Wg(k).
4.7.8 The inverse cascade of E
We now turn to the scaling of the spectra for the high-k inverse cascade range,
1 k  ki. We recall the result of equation 4.59: S(E)3 = εE` (which is valid for
`v = 0), where S
(E)
3 = 2pi
∫
vdv δ 〈ϕ〉R δvEδg.
We must take care in deducing the scaling index hg of the increment δg from
this expression for S
(E)
3 . From the phenomenological arguments of section 4.5, we
expect that the velocity integration of δg should, roughly speaking, introduce a
factor of `1/2. Thus we cannot, for instance, argue that the scaling indices satisfy
hg +hE +h〈φ〉 = 1 from the linearity of S
(E)
3 –as was done to obtain equation 4.65.
We will not use the random walk argument in this section. However, we
will make the additional assumption of local transfer in k-space (implicit in the
phenomenology) to obtain an estimation of the effect of the velocity integration
on scaling of S
(E)
3 . In k-space, δg, δvE and δ 〈ϕ〉R are expressed
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δg =
1
2pi
∫
d2k1
[
e−ı˙k1·R
′ − e−ı˙k1·R
]
gˆ(k1)
δ 〈ϕ〉R =
1
2pi
∫
d2k2
[
e−ı˙k2·R
′ − e−ı˙k2·R
]
J0(k2v)ϕˆ(k2)
δvE =
1
2pi
∫
d2k3
[
e−ı˙k3·R
′ − e−ı˙k3·R
]
J0(k3v)(zˆ × k3)ϕˆ(k3) (4.102)
If we substitute these expressions this into the quantity δ 〈ϕ〉R δvEδg, locality
in k-space implies that we may approximate J0(k3v) ≈ J0(k1v) and J0(k2v) ≈
J0(k1v) and transfer the two Bessel functions to the integral over k1. This leads
to the approximation
S
(E)
3 ≈ δϕδvE0
∫
vdv
∫
d2k [e−ı˙k·R′ − e−ı˙k·R] J20 (kv)gˆ(k) (4.103)
recalling that the E × B velocity (without gyro-average) is vE0 = zˆ ×∇ϕ. The
scaling of δϕ and δvE0 may be written in terms of the index ν by following the
methods leading to the scaling index of S2E, hE. It is found that
δϕ(λ`)
.
= λ−ν/2δϕ(`) (4.104a)
δvE0(λ`)
.
= λ−ν/2−1δvE0(`) (4.104b)
Now we determine the scaling of the remaining velocity integral in equation 4.103.
To do this we expand in the Hankel transform of δg and perform the integration
over velocity using equation 4.69. Then we square the quantity and ensemble
average, applying homogeneity and isotropy. We obtain
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(∫
vdv
∫
d2k [e−ı˙k·R′ − e−ı˙k·R] J20 (kv)gˆ(k)
)2
≈
8pi
∫
dk pdp K2(k, k, p)[1− J0(k`)]Wg(k, p) (4.105)
where the function K is defined by equation 4.69–it arises from the integral of
three Bessel functions. Also, we have made the approximation that gˆ(p)gˆ(p′) ≈
2pigˆ(p)gˆ(p′)δ(p − p′). This approximation is analogous to the exact result in
position-space due to homogeneity: gˆ(k′)gˆ(k) = δ(k′ + k)gˆ(k′)gˆ(k). The Hankel
transform velocity-space analogue may be proved5 by taking the limit k  1 and
assuming that the correlation function G(`v) is highly peaked around `v = 0 and
varies smoothly in v¯ (as we have been assuming in this chapter).
Combing the results of equations 4.59, 4.103, 4.104 and 4.105 we have
ν = −1 (4.106)
which implies, using equation 4.82, that
hg = −1/2 (4.107)
leading to the spectra
E(k) ∝ k−2 (4.108a)
Wg(k, k) ∝ k−1 (4.108b)
Wg(k) ∝ k0 (4.108c)
5The identity δ(p′ − p) = lim
a→0
1
2pi
∫ 1/a
−1/a
cos[v¯(p′ − p)]dv¯ is useful here.
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4.7.9 Some comments on the two dimensional spectrum Wg(k, p)
From the scaling relations obtained in this section we may write δ 〈ϕ〉R δvEδg ∝
`1/2. However this result is specific to `v = 0. For `v 6= 0, the self-similarity hy-
pothesis 4.62 can only give δ 〈ϕ〉R δvEδg ∝ f(`, `v), such that the function f(`, `v)
obeys the scaling f(λ`, λ`v) = λ
1/2f(`, `v). Without more specific knowledge of
the function f , it is not possible to determine power law spectra for Wg(k, p) in
the limits k  p and k  p. However, in the limit that ` = 0 and `v 6= 0 we
must have f ∝ `1/2v , implying that
Wg(p) ∝ p0 (4.109)
4.8 Conclusion
4.8.1 Summary
In this chapter we have considered forced two dimensional gyrokinetics as a sim-
ple paradigm for kinetic plasma turbulence. We have explored how the nonlin-
ear phase-mixing mechanism gives rise to a phase-space cascade for scales much
smaller than the Larmor radius. We have investigated the relationship between
the inertial range cascades in fluid theories (HM and two-dimensional Euler tur-
bulence) and gyrokinetics, and found a simple relationship between the fluid
invariants and the kinetic invariants, given by equation 4.30. The gyrokinetic
free energy invariant Wg is cascaded to fine scales and is ultimately dissipated by
collisions. Concurrently, there is a gyrokinetic invariant E which my in principle
cascade inversely from very fine scales (e.g. the electron Larmor radius) to long
wavelength regimes of the CHM/Euler limits, much larger that the ion Larmor
radius.
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In addition to a phenomenological derivation of the spectral scaling laws based
on the previous work of (SCD07), we have given derivations of exact third-order
laws for the forward cascade range and for the inverse cascade range. These
derivations are based upon general considerations of symmetries of the gyrokinetic
equation and an additional assumption of a two scale dependence in velocity-
space.
Combining the exact third order results with a dual self-similarity hypothesis
and the two-scale assumption in velocity-space, we are able to reproduce the
phenomenological scaling laws for the both the forward cascade range and the
inverse cascade range. Since the methods used are somewhat different, this can
be seen as an independent confirmation of these scaling laws.
For the forward cascade range, the dual self-similarity hypothesis is also used
to obtain novel predictions for the velocity-space spectrum. To describe the
velocity spectrum, we introduce the use of a zeroth order Hankel transformation.
This novel spectral treatment of perpendicular velocity-space may in general, be
found useful for theoretical and numerical applications in gyrokinetics.
4.8.2 A note on forcing and universality
In general, turbulence may be generated by linear instabilities which are induced
by a mean-scale free energy gradient. In this case, additional (linear) terms in
the gyrokinetic equation must be included. Although the present work has left
the exact form of the forcing unspecified, we note that a simple phenomenological
calculation shows that the additional terms do not invalidate the inertial range
assumption at fine scales – the details of these arguments are left for future work.
Thus it is possible that these scalings may be a universal feature of magnetised
plasma turbulence.
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Encouragingly, the scaling for Eϕ(k) in the forward cascade range has already
been independently observed in a fusion-relevant simulation by (GJ08a). Also,
the simulations found in (TBC08) demonstrate strong confirmation of the scalings
predicted by (SCD07) and also demonstrates consistency with the velocity-space
prediction for Wg(p), given by equation 4.101. Numerical investigation of other
novel predictions of this chapter, including the inverse cascade scaling laws and
the detailed phase-space spectral predictions of section 4.7.6, are planned.
4.8.3 Future work
There are some issues not addressed by this work which should be given high pri-
ority. First, a more complete investigation of the gyrokinetic turbulence cascade
would include physical content such as electromagnetic affects and the correct lin-
ear instability drives. Electromagnetism introduces a fluctuating magnetic field
into the nonlinearity which couples to the distribution function through Ampere’s
law and will enrich the problem substantially.
The present work requires significant extension to be applied to the realistic
tokamak scenarios. As a general point, it should be noted that the macroscopic
properties of a fusion plasma are most strongly influenced by scales at the forcing
range or larger. This has meant that inertial range ideas are generally not a focus
of modern magnetically confined fusion research. However, some more immediate
applications of this work to fusion include simulation benchmark and diagnostics,
or the general use of the v⊥ Hankel-transform spectral treatment in gyrokinetic
linear and nonlinear problems.
Inertial range understanding gyrokinetic turbulence may also enter in the
problem of transport. As turbulence modelling in fusion ultimately aims to pro-
duce accurate quantitative prediction of transport, the inertial range contribution
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to transport will likely need to be included as the field evolves.
Three dimensional dynamics must also be investigated. First, the assumption
that the parallel streaming term (see equation 4.2) may be neglected requires
careful justification. One instance where this term does play a role is in the
Alfve´n wave cascade–which can be treated within gyrokinetic theory. In this case,
it is believed that a critical balance condition is satisfied where the generation of
finer scales in k‖ ensures that the parallel term remains important at all scales in
the cascade forward. On the other hand, a conventional assumption in tokamak
turbulence is that one may take the size of k‖ to be correspond to the distance
along a field line from the stable side to the unstable side of the toroidal magnetic
surface. In that case, the nonlinearity will dominate over this term for sufficiently
small (perpendicular) scales.
It is known that the parallel streaming term also gives rise to a linear phase-
mixing, which generates fine scales in parallel velocity-space (v‖) dependence of
the distribution function. Nonlinear simulations and theoretical work by (WS04)
demonstrate how this parallel phase-mixing plays a role in the statistical steady
state of the entropy cascade. Their work describes a steady state where parallel
phase mixing is treated as a passive scalar phenomenon and exhibits an inertial
range with a power law spectrum. However, this work is done employing a v⊥-
integrated version of the gyrokinetic equation, which suppresses perpendicular
phase-mixing by assuming a fixed Maxwellian dependence in v⊥-space. Thus our
work is complimentary to the theoretical work by (WS04), although both works
neglect inclusion of the third dimension in position-space.
In general, the present capabilities of numerical simulations allow a detailed
investigation of (perpendicular) nonlinear phase mixing or (parallel) linear phase-
mixing, but not both. Thus a theoretical investigation of the full five-dimensional
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theory (that is, three position dimensions and two velocity dimensions) currently
has the opportunity to pave the way to a more complete picture of the turbulent
steady state in the gyrokinetic turbulence cascade.
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CHAPTER 5
Conclusion
5.1 Highlights
In this thesis we have seen the application of varying approaches to modeling
and understanding the fully developed state of a turbulent magnetized plasma.
There has been a common motivation, in magnetically confined fusion; and there
has been a common theme, in the multiple scales at play. In chapters 2, 3
and 4 we have seen this theme in the multiple scales approach to gyrokinetic
transport theory, in disparate time-scales in the saturation of linear instabilities
by secondaries, and in the treatment of velocity scales in the phase-space cascade
with a two-scale assumption.
Chapter 2 (and the appendix A) has introduced a synthesis of gyrokinetic and
(neo)classical transport theories based on the method of multiple scales. Chapter
3 has explored secondary instability theory as a simple model of an important
nonlinear process in fully developed turbulence. We have argued how this the-
ory can be applied to mixing length phenomenology to shed light on important
broader issues of tokamak physics. Finally in chapter 4 we have developed a
framework for understanding the turbulent generation of phase-space structures
and derived the inertial range scaling laws, following the methodology from neu-
tral fluid turbulence.
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5.2 Final note
Although each of the works in this thesis have produced novel results, they are
intermediate steps in solving larger and more difficult problems – and, naturally,
there are important questions and opportunities which remain. The chapters
of this thesis have already detailed some of the future work that is needed. In
the context of the combined work of this thesis, there are some general (and
somewhat speculative) remarks that can be made.
Statistical theories of fully developed strong turbulence in the energy-containing
range have been unable to capture the features that were subsequently observed
in nonlinear simulations such as the levels of anisotropy and intensity and, ulti-
mately, the thermal fluxes. These analytical theories are based upon plausible
assumptions about the nature of the fully developed state.
For instance, a typical assumption is that, at each scale, the linear growth rate
of unstable modes should be balanced against the nonlinear decorrelation time
determined generically by the strength of the nonlinear term. (Or more generally,
one may assume that the nonlinear decorrelation time may be determined as
a function of the linear growth rate spectrum – see (CGC87).) However, for
important cases in tokamak turbulence, it has turned out that this plausible
assumption misses the mark. For instance, although the linear theories of ETG
and ITG turbulence are isomorphic, the saturated turbulent state in the energy-
containing range are qualitatively very different, as discussed in chapter 3.
Secondary instability theory has shed light on this issue. For the case of
ETG turbulence it can be shown that, for sufficiently small wavenumbers, the
magnitude of the nonlinearity required to destabilize a fast secondary becomes
much larger than the level needed for a basic balance with the linear drive terms.
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These weak secondaries have been used to successfully predict the shape of the
saturated spectrum (see (JD02)) for an important part of the energy-containing
range. That is, it turns out that the shape of the ETG saturated spectrum is
largely determined by the balance between secondary and primary growth rates.
As numerical simulations and focused analytical models build our intuition
for the basic physical processes which govern the different turbulent ranges, there
will be an opportunity to revisit the problem of a more complete and fundamental
theoretical description. Such a description must contain essential ingredients of
the linear and nonlinear physics which leads to such things as self organization (or
spectral condensation) and observed saturation amplitudes. This theory would
be a powerful tool in creating a deeper understanding of fusion confinement.
It could lead to a phenomenology of magnetized plasma turbulence with broad
applicability and, in general, a mathematically and computationally simplified
framework to enable efficient exploration of the vast parameter space for the
operation of fusion devices. Finally it may be hoped that this would be a path to
the discovery of ways to tame turbulent plasma transport and realize the dream
of small-sized and inexpensive fusion reactors.
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APPENDIX A
Appendix: Gyrokinetics transport in toroidal
geometry
A.1 Introduction
The appendix is devoted to a lengthy derivation of transport and entropy balance
for axi-symmetric toroidal geometry. The procedure followed here is quite similar
to that in chapter 2, so there is much repetition. The appendix has not been
produced in a form designed for publication in a journal (the work is still in
progress), so it should be viewed as a collection of notes, though having several
concrete results.
Others who have combined neoclassical and anomalous transport are (Sha88;
Bal90; SOH96a). The work which is probably closest to ours is (SOH96a). They
also derive the transport equations within the gyrokinetic ordering hierarchy, but
employ an ensemble average to separate the mean-behavior, instead of the patch
and time averages we use based on scale separations. Also, the final form of heat
transport we have provided is significantly manipulated as to compare closely
with entropy balance, and so that the heating term is in a positive-definite form
suitable for application to numerical simulations – see (Bar08).
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A.2 Equilibrium field geometry
A.2.1 Axi-symmetry
We assume toroidal geometry and make use of axi-symmetry when needed. How-
ever, we avoid explicitly using magnetic coordinates when possible. We make
the common choice of labeling magnetic surfaces by the flux variable ψ which is
related to the poloidal flux by ψ = ψp/2pi. The equilibrium magnetic field can
then be expressed
B0 = ∇ψ ×∇φ+ I(ψ)∇φ (A.1)
where φ is the toroidal angle and I(ψ) is a flux surface quantity which is propor-
tional to the total poloidal current.
A.2.2 Magnetic coordinates
There are many suitable choices for flux coordinates. Our choice is the radial
coordinate ψ, the poloidal angle coordinate θ and the toroidal angle φ. There is
also some freedom in choosing the definition of θ. Here we define
θ =
I(ψ)
q(ψ)
∫ lp
0
dl′p
R|∇ψ| (A.2)
where lp is the length along the flux surface as one integrates in the poloidal
direction in a constant φ plane. This choice of θ has the feature that field lines
appear “straight” in the φ-θ plane. In particular, a field line satisfies the equation
dφ
dθ
= q, where q is a constant on the flux surface called the safety factor. (The
safety factor is the ratio of the number of toroidal transits to the number of
poloidal transits that a single field line makes as it traces out the flux surface.)
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These coordinates provide another simple way to express B0
B0 = ∇ψ × (φ− qθ) (A.3)
As a final note, the equilibrium field direction will be denoted by
b0 =
B0
|B0| (A.4)
A.2.3 Annulus volume average
The annulus volume average is defined over an interval ∆ψ containing the flux
surface with label ψ. In particular it is defined
〈A〉∆V =
∫
∆V
d3rA
∆V
(A.5)
where
∫
∆V
d3rA =
∫ ψ+∆ψ/2
ψ−∆ψ/2
∫ 2pi
0
∫ 2pi
0
dθdφdψ′
∇ψ′ ×∇θ · ∇φA(ψ
′, θ, φ) (A.6)
The annulus volume average is inspired and closely related to the flux surface
average from neoclassical transport theory. In fact, when applied to equilibrium
quantities, it is equivalent to the flux surface average since the shell can be consid-
ered to have infinitesimal thickness. Indeed, the explicit form of the flux surface
average in Ref. (HH76), Eqn. 2.55, is identical to the annulus volume definition
in the limit of infinitesimal volume ∆V . We will make use of this fact in adapting
results from neoclassical theory, Refs. (HH76; Ber74). For the turbulent terms,
the annulus has finite thickness and essentially combines a flux surface average
with the patch volume average defined by Eqn. 2.15. The annulus volume average
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Figure A.1: The annulus volume.
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of the divergence of a vector function F is evaluated in a slightly different manner
to the flux surface average
〈∇ · F〉∆V =
1
∆V
∫ ∇ · F =
1
∆V
∫
d2s · F =
1
∆V
[∫
d2s
|∇ψ|∇ψ · F
]ψ+∆ψ/2
ψ−∆ψ/2
=
1
∆V
d
dψ
∫
d2sdψ
|∇ψ| ∇ψ · F =
1
∆V
d
dψ
(∆V 〈F · ∇ψ〉∆V ) =
D
(∆)
ψ 〈F · ∇ψ〉∆V (A.7)
where we have introduced the operatorD
(∆)
ψ definedD
(∆)
ψ A = ∆V
−1d/dψ(∆V A).
I will also make use of the analogous result for the flux surface average (Ref. (HH76),
Eqn. 2.58) which I copy here:
〈∇ · F〉ψ =
dψ
dV
d
dψ
dV
dψ
〈F · ∇ψ〉ψ = Dψ 〈F · ∇ψ〉ψ (A.8)
where V is the total toroidal volume contained within the flux surface labeled ψ,
and the we define DψA = dψ/dV d/dψ(dV/dψA).
A.3 Proving F0 is a flux surface quantity
In Sec. 2.6.2 we used the assumption that the equilibrium distribution function
does not vary in the direction of the equilibrium magnetic field, b0 ·∇F0 = 0. This
can be proven for a system with closed flux surface geometry (e.g. axi-symmetric
toroidal geometry). First we recall the O(1) Fokker-Planck equation, Eqn. 2.31
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v · ∇F0 + v⊥ · ∇δf1 + q
m
(−∇ϕ+ v × δB) · ∂F0
∂v
− Ω0
(
∂δf1
∂ϑ
)
r,v,v⊥
= C(F0, F0) (A.9)
We use Boltzman’s H-theorem to show that F0 must be Maxwellian. We multiply
Eqn (2.31) by 1 + logF0, integrate over velocity space, but this time integrate
over annulus volume defined in Sec. A.2.3. The troublesome term is evaluated as
follows:
〈∫
d3v · ∇(F0 lnF0)
〉
∆V
=
1
∆V
∫
d2s · v⊥(F0 lnF0) = 0 (A.10)
where we have used the divergence theorem to evaluate the volume integral as
a surface integral and used the fact that the surface vector is perpendicular to
the equilibrium magnetic field so that d2s · v = d2s · v⊥. This is obviously odd
in ϑ since F0 is independent of ϑ. So, the only term remaining from the O(1)
equation is the collisional generation of entropy per unit volume in the annulus
volume. So we have
〈∫
d3vC(F0, F0) lnF0
〉
∆V
= 0 (A.11)
As before we have that F0 is a Maxwellian. Finally, we return to the O(1)
equation and apply the patch average and average over ϑ leaving the desired
result:
b0 · ∇F0 = 0 (A.12)
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Since we are considering a closed flux surface geometry (and ergodic field lines),
the lack of variation along the magnetic field implies that F0 is constant on a
fixed flux surface. I.e. in space, F0 is a function only of the radial coordinate ψ:
F0 = F0(ψ, v
2) (A.13)
A.4 O(2): Transport equations
Here we calculate the particle transport and heat transport equations in Gy-
rokinetics. To obtain the long time dependence of n0 and T0 we consider the
moment equations of the full un-gyro-averaged kinetic equation for any species
(dfs
dt
= Csr(fs, fr)+Css(fs, fs) where Csr(fs, fr) is collisions of species s on species
r and Css(fs, fs) is like particle collisions). This avoids having to write out all
the O(2) terms from the expanded equations.
A.4.1 Particle transport
To obtain the time evolution of the density, we integrate the Fokker-Planck equa-
tion over velocity and average over the annulus volume.
∫
d3v
〈[
∂fs
∂t
+ v · ∇fs + q
m
(E + v ×B) · ∂fs
∂v
]〉
∆V
=
∫
d3v 〈C(f, f)〉∆V (A.14)
The integral of the collisions over velocity will be zero to conserve particles. The
(E + v × B) · ∂fs
∂v
terms will be zero because they are a perfect divergence in
velocity space. What is left is the continuity equation.
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∫
d3v
〈[
∂fs
∂t
+∇ · (vfs)
]〉
∆V
= 0 (A.15)
The flux term is evaluated using Eqn. A.7
〈v · ∇fs〉∆V = D(∆)ψ 〈∇ψ · vfs〉∆V (A.16)
We can transform this expression by considering the following
∫
d3v
〈
Rv · φˆ
[
v ×B0 · ∂f
∂v
]〉
∆V
= −
∫
d3v
〈
φˆ · v ×B0fR
〉
∆V
=
∫
d3v 〈v · ∇ψf〉∆V (A.17)
where we first integrated by parts, and then used B0 = ∇ψ×∇φ+∇ψF (ψ). At
this point, we can again substitute the Fokker-Plank equation in for v×B0 · ∂f∂v .
Thus, we can write
∫
d3v 〈∇ · (vfs)〉∆V = D(∆)ψ
∫
d3v 〈(v · ∇ψf)〉∆V =
D
(∆)
ψ
∫
d3v
〈
mR
q
v · φˆ [ q
m
v ×B0 · ∂f∂v
]〉
∆V
=
−D(∆)ψ
∫
d3v
〈
mR
q
v · φˆ [∂fs
∂t
+ v · ∇fs + qm(E + v × δB) · ∂fs∂v − C(f, f)
]〉
∆V
(A.18)
We can rewrite Eqn (A.15) as
∫
d3v
〈
∂fs
∂t
〉
∆V
=
D
(∆)
ψ
∫
d3v
〈
mRv·φˆ
q
[
∂fs
∂t
+ v · ∇fs + qm(E + v × δB) · ∂fs∂v − C(f, f)
]〉
∆V
(A.19)
At this point, we would use our solution for the distribution function given by
Eqn (2.44) and substitute it into Eqn (A.19). Most terms are zero or negligible
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by averaging and ordering arguments. We leave the work for Sec. A.7. The result
is
〈
∂n0s
∂t
〉
∆V
=
D
(∆)
ψ
∫
d3v
〈
Rφˆ ·
[
Fm
∂A0
∂t
+∇χhgk + mvq C(ρ · ∇Fm − hnc, Fm)
]〉
∆V
(A.20)
where Fm is the Maxwellian. The first term is the Ware pinch. The second term
is accounts for the turbulent or anomalous transport driven by the fluctuating
fields and the associated drift velocities. The collisional term contains classical
and neoclassical particle transport.
A.4.2 Electron particle transport
The above equation and analysis in Sec. A.7 is independent of species. The
density transport for electrons is simplified by integrating the electron gyrokinetic
and neoclassical equations over velocity. The result obtained is that hgk and hnc
are both odd v‖. The resultant electron density transport equation reads
〈
∂n0e
∂t
〉
∆V
= D
(∆)
ψ
∫
d3v
〈
Rφˆ ·
[
Fme
∂A0
∂t
+∇ϕhgke
]〉
∆V
(A.21)
Note if we assume the Boltzmann response for electrons, the anomalous term
(the second term) will integrate away which implies there will be no anomalous
particle transport of electrons for ITG-driven turbulence insofar as the Boltzmann
response holds.
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A.4.3 Heat transport
To calculate heat transport, we multiply the Fokker-Planck equation by 1
2
mv2,
integrate over velocity, and average. Following the same methodology as with
the particle transport,
∫
d3v
〈
mv2
2
[
∂f
∂t
+ v · ∇f + q
m
(E + v ×B) · ∂f
∂v
]〉
∆V
=
∫
d3v
〈
mv2
2
C(f, f)
〉
∆V
(A.22)
The second term in Eqn (A.22) can be rewritten in the same manner as Eqn (A.17).
∫
d3v
mv2
2
〈v · ∇f〉∆V = D(∆)ψ
∫
d3v
mv2
2
〈v · ∇ψf〉∆V
= D
(∆)
ψ
∫
d3v
〈
mR
2
v · φˆ ∂
∂v
· (v ×B0fsv2
〉
∆V
=
m
2
D
(∆)
ψ
∫
d3v
〈
mv2R
q
v · φˆ
[
q
m
(v ×B0) · ∂f
∂v
]〉
∆V
(A.23)
The last line was obtained using (v × b0) · ∂v2∂v = 0. Reworking of Eqn (A.22)
yields
∫
d3v
〈
mv2
2
∂f
∂t
〉
∆V
=− m
2
D
(∆)
ψ
∫
d3v
〈
mv2R
q
v · φˆ
[
q
m
(v ×B0) · ∂f
∂v
]〉
∆V
+
∫
d3v
〈[
qE · vf + mv
2
2
C(f, f)
]〉
∆V
(A.24)
Like the particle transport analysis, using Eqn (2.44) in Eqn (A.24) is left for
Sec. (A.8). The result we obtain is
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〈
3
2
∂(n0sT0s)
∂t
〉
∆V
−D(∆)ψ
∫
d3v
〈
mR
2
Fmv
2φˆ · ∂A0
∂t
〉
∆V
−D(∆)ψ
∫
d3v
〈[
mv2R
2
(∇χ · φˆ)hgk + m
2v2R
2q
v · φˆC(hnc − ρ · ∇Fm, Fm)
]〉
∆V
−
∫
d3v
〈
q
[
∂χ
∂t
hgk − v‖b0 · ∂A0
∂t
hnc + v · ∂A0
∂t
(ρ · ∇Fm)
]〉
∆V
= n0sν
sr
E (Tr − Ts) (A.25)
The first term will give us the temperature evolution. The second through fourth
terms are heat convected by the particle transport. The ∂χ
∂t
hgk term is gyrokinetic
heating. The second and third terms on line three are heating from the Ware
pinch. The last term is heat exchange between species.
A.4.4 Electron temperature transport
Because hgke and hnce both are odd in v‖, the above heat transport equation is
again simplified for electrons.
〈
3
2
∂(n0eT0e)
∂t
〉
∆V
−D(∆)ψ
∫
d3v
〈
meR
2
Fmev
2φˆ · ∂A0
∂t
〉
∆V
−D(∆)ψ
∫
d3v
〈
mev
2R
2
(∇ϕ · φˆ)hgke
〉
∆V
−
∫
d3v
〈
q
[
∂ϕ
∂t
hgke − v · ∂A0
∂t
(ρ · ∇Fme)
]〉
∆V
= n0eν
ei
E (Ti − Te) (A.26)
A.5 Closure of the moment equations
In this section we describe the necessary steps to obtain closure and complete
the transport time step to obtain the equilibrium evolution. At this point we
have the equations for turbulence (the electron and ion gyro-kinetic equations),
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and the equations for transport (heat and density). The prescription for solving
this system is to evolve the gyro-kinetic distribution function over many turbulent
time steps and use the averaged solution as input for the transport equations.
In other words the turbulence should evolve to generate an average steady-state
turbulent transport (if, however, the transport grew unbounded and did not
reach this steady-state, the gyro-kinetic approximation would become invalid al-
together). In principle one would then proceed to evolve the density and pressure
(temperature) profiles a transport timestep to obtain the new equilibrium profiles.
However, this step is not quite complete because we have left to solve for the time
evolution of the equilibrium field geometry. We now show how the evolution of
the equilibrium geometry is obtained to complete closure.
A.5.1 Flux surface motion
The partial time derivatives such as ∂n0/∂t have been thus far implicitly taken at
fixed r. However, since the temperature and density are flux surface quantities
and the flux surfaces themselves move on the turbulent time scale, it can be
useful to know how density and temperature of each species evolves on a fixed
flux surface. The following argument can be found in Ref. (Ber74). For a fixed
point in space, the motion of flux surfaces must satisfy a continuity equation of
the following form:
∂ψ
∂t
+ vψ · ∇ψ = 0 (A.27)
where vψ is the flux surface velocity. Since motion parallel to surfaces is not
physically meaningful we can write without loss of generality that
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vψ = −∂ψ
∂t
∇ψ
|∇ψ|2 (A.28)
Thus we arrive at the following identity
(
∂
∂t
)
r
=
(
∂
∂t
)
ψ
− vψ · ∇ (A.29)
Combining this result with Eqn. A.8 we have
〈(
∂F
∂t
)
r
〉
ψ
=
(
∂
∂t
)
ψ
〈F 〉ψ +Dψ
〈
F
∂ψ
∂t
〉
ψ
(A.30)
An expression for ∂ψ
∂t
follows directly from taking the inner produce of ∇ψ with
Faraday’s Law for the equilibrium field −∂B0/∂t = ∇× E0i (see also (HH76))
∂ψ
∂t
= −Rφˆ · E0i (A.31)
where we define E0i = −∂A0/∂t, the equilibrium inductive electric field. We now
use Eqn. A.30 and Eqn. A.31 to rewrite the transport equations. Using the fact
that density and temperature are flux surface quantities we write
〈
∂n0s
∂t
〉
∆V
=
〈
∂n0s
∂t
〉
ψ
=
dn0s
dt
−Dψ
〈
n0sRφˆ · E0i
〉
ψ
(A.32)
and
3
2
〈
∂n0sT0s
∂t
〉
∆V
=
3
2
〈
∂n0sT0s
∂t
〉
ψ
=
3
2
dn0sT0s
dt
−Dψ
〈
3
2
n0sT0sRφˆ · E0i
〉
ψ
(A.33)
Substituting these expressions into the density (Eqn. A.20) and heat (Eqn. A.52)
transport equations gives cancellation with the ware pinch terms:
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dn0s
dt
= Dψ
∫
d3v
〈
Rφˆ ·
[
∇χhgk + mv
q
C(ρ · ∇Fm − hnc, Fm)
]〉
ψ
(A.34)
and
3
2
dn0sT0s
dt
=
Dψ
∫
d3v
〈
mv2R
2
φˆ ·
[
∇χhgk − m
2q
vC(hnc − ρ · ∇Fm, Fm)
]〉
ψ
−
∫
d3v
〈
hgkT
Fm
Rφˆ · ∇χ∂Fm
∂ψ
〉
ψ
−
∫
d3v
〈
hgkT
F0
C(hgk)
〉
ψ
+
∫
d3v
〈
T
Fm
(
mR
q
∂Fm
∂ψ
φˆ · b0v‖C(hnc)− hncC(hnc)
)〉
ψ
−
〈
T
∂ψ
∂t
∂n0s
∂ψ
〉
ψ
+ n0sν
sr
E (Tr − Ts). (A.35)
Notice that we have adopted the flux surface average in place of the annulus
volume average for all terms in the transport equations (including the turbulent
terms). In fact, the formal smoothing procedure we have been employing thus far
is more than needed. The toroidal symmetry of our system of equations ensures
that the flux surface average will be sufficient as an effective ensemble average. In
other words subsequent smoothing over intermediate time and space (∆ψ) inter-
vals are redundant and we may compactly express the final transport equations
only in terms of the flux surface average from neoclassical theory. Consider now
the form of the equilibrium magnetic field given bye Eqn. A.1 in Sec. A.2.1:
B0 = ∇ψ ×∇φ+ I(ψ)∇φ
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The equilibrium field is determined when one knows the spatial dependence of the
poloidal flux function ψ(R,Z) and also the toroidal field function I(ψ). It is a nat-
ural and common choice to therefore solve for these quantities. This is essentially
done using Faraday’s Law and the Grad Shafranov Equation. The equations ob-
tained, however, depend on the flux volume averaged quantity 〈B0 · E0i〉∆V which
must be obtained by solving the neoclassical equations Eqn. 2.54 and Eqn. 2.56.
A.5.2 Evolution of the toroidal field function I(ψ)
Our stated aim is to now solve for the time evolution of functions I(ψ) and
ψ(R,Z). We follow Bernstein (Ber74) and take the toroidal component of Fara-
day’s Law to obtain
∂I
∂t
R−2 = ∇ · (∇φ× E0i) (A.36)
Applying the flux surface average to this equation then yields
〈
∂I
∂t
R−2
〉
ψ
= Dψ
〈
(E0i ·B0 − ∂ψ
∂t
R−2I)
〉
ψ
(A.37)
Finally, the last term will drop out upon using Eqn. A.30
(
∂
∂t
)
ψ
〈
I
R2
〉
ψ
= Dψ 〈B0 · E0i〉ψ (A.38)
Which can be written in an alternate form by using the chain rule on the left
hand side and another application of Eqn. A.30
(
∂I
∂t
)
ψ
=
I
〈R−2〉ψ
Dψ
〈
R−2
∂ψ
∂t
〉
ψ
+
1
〈R−2〉ψ
Dψ 〈B0 · E0i〉ψ (A.39)
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This equation gives a way to solve for I(ψ) at the next time step. Combined with
the Grad Shafranov equation and the heat transport equation (Eqn. A.35) one
can calculate ψ(R,Z) at the next time step. The Grad Shafranov equation is
R2∇ · (R−2∇ψ) = −I ∂I
∂ψ
− µ0R2∂P
∂ψ
(A.40)
where
P0 =
∑
s
n0sT0s (A.41)
is the total equilibrium pressure. However, we are not quite done because we
have not yet shown how one obtains the quantity 〈B0 · E0i〉ψ.
A.5.3 The neoclassical equation and obtaining 〈B0 · E0i〉ψ
The quantity 〈B0 · E0i〉ψ is not known a priori. It depends on the inductive equi-
librium field which is dependent on the evolution of the equilibrium magnetic
field for which we are seeking a solution. The quantity 〈B0 · E0i〉ψ can be deter-
mined, however, by solving the neoclassical equation. One uses the solution to
calculate the flux volume averaged parallel current which is known by Ampere’s
law in terms of spatial derivatives of the equilibrium magnetic current. We shall
see that this gives an expression for 〈B0 · E0i〉ψ in terms of the solution to the
neoclassical equation and known quantities. We recall the neoclasical equation
for ions (electrons are treated analogously)
v‖b0 · ∇hnc − C(hnc) = −vD · ∇Fm + qFm
T0
v‖b0 · E0i (A.42)
The approach (see (HH76) and (Ber74)) is to transform hnc so as to obtain an
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equation involving 〈B0 · E0i〉ψ and not the full B0 · E0i. The transformation we
will use is
hnc = h˜nc +
qFm
T0
∫ θ dθ′
b0 · ∇θ′
[
b0 · E0i −B0
〈B0 · E0i〉ψ
〈B20〉ψ
]
(A.43)
where θ is the poloidal magnetic coordinate defined in Sec. A.2.2. Note that the
second term in the integral is determined by the requirement that hnc is peri-
odic in θ. Note also that the integral term is proportional to the maxwellian
of the species. If one examens the transport equations it is apparent that this
maxwellian part will yield zero since it in collisional terms involving other maxwellians.
Therefore, we will be able to use h˜nc in place of hnc wherever it appears. Due
to axi-symmetry, we can write the first term of the neoclassical equation as
v‖b0 · ∇θ ∂hnc∂θ . The resulting equation for h˜nc is
v‖b0 · ∇h˜nc + C(h˜nc) = −vD · ∇Fm + v‖ qFm
T0
B0
〈B0 · E0i〉ψ
〈B20〉ψ
(A.44)
Due to linearity, we may further split up the solution into two pieces for the two
driving terms.
h˜nc = g1 〈B0 · E0i〉ψ + g2 (A.45)
where g1 and g2 separately satisfy the equations
v‖b0 · ∇g1 − C(g1) = v‖ qFm
T0
B0
〈B20〉ψ
v‖b0 · ∇g2 − C(g2) = −vD · ∇Fm (A.46)
These equations must be solved to obtain h˜nc. The flux volume averaged parallel
current can be expressed in terms of these solutions.
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〈
J‖
〉
ψ
=
〈∫
d3v v‖(qh˜nci − eh˜nce)
〉
ψ
(A.47)
this is then equated to an expression for
〈
J‖
〉
ψ
obtained from the Grad-Shafranov
Equation and the parallel component of Ampere’s Law
〈
J‖
〉
ψ
=
〈
∂I
∂ψ
B0 +
I
B0
∂P
∂ψ
〉
ψ
(A.48)
The result is an expression for 〈B0 · E0i〉ψ
〈B0 · E0i〉ψ =
〈
∂I
∂ψ
B0 +
I
B0
∂P
∂ψ
〉
ψ
− 〈∫ d3v v‖(qg2i − eg2e)〉ψ〈∫
d3v v‖(qg1i − eg1e)
〉
ψ
(A.49)
A.5.4 Closure
The equations needed for closure of transport are Eqn. A.34, Eqn. A.35, Eqn. A.38,
Eqn. A.40 and Eqn. A.49. The density transport equation can be integrated a
time step independently. The others, however are mutually dependent and must
be solved simultaneously and consistently to obtain P (ψ), I(ψ) and ψ(R,Z)
at the next time step. The heat transport equation (Eqn. A.35) depends on
〈∂ψ/∂t〉ψ and the evolution equation for I(ψ) depends on 〈R−2∂ψ/∂t〉ψ. The
value of ∂ψ/∂t obtained by evolving ψ(R,Z, t) using the Grad Shafranov equa-
tion must therefore be checked for consistency with the value used in Eqn. A.38
and Eqn. A.49.
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A.6 Entropy balance
The purpose of this section is to calculate the entropy production of the plasma.
Standard theory predicts that the time change of the local entropy will be due
to either convection or collisions.
〈
∂S
∂t
〉
∆V
= D
(∆)
ψ
∫
d3v 〈∇ψ · (vf ln f)〉∆V −
∫
d3v 〈C(f, f) ln f〉∆V (A.50)
By manipulating the left hand side of Eqn (A.50), we can insert the density and
temperature evolution equations we have derived in Sec. A.4.
〈
dS
dt
〉
∆V
≈ −
∫
d3v
〈
∂(FmlnFm)
∂t
〉
∆V
= −
〈
∂n0
∂t
〉
∆V
[
lnn0 +
3
2
ln(
m
2pi
)− 3
2
lnT + 1
]
+
3
2T
〈
∂(n0T0)
∂t
〉
∆V
(A.51)
Our goal will be to show that the terms we have calculated for the density
and temperature transport indeed produce only convection or entropy produc-
tion through collisions. In order to achieve this result, we must manipulate
Eqn (A.25), the temperature transport equation. The details of the manipula-
tion can be found in Sec. (A.8.1).
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〈
3
2
∂(n0sT0s)
∂t
〉
∆V
= D
(∆)
ψ
∫
d3v
〈
mR
2
Fmv
2φˆ · ∂A0
∂t
〉
∆V
+D
(∆)
ψ
∫
d3v
〈
mv2R
2
(∇χ · φˆ)hgk
〉
∆V
−D(∆)ψ
∫
d3v
〈
m2v2R
2q
v · φˆC(hnc − ρ · ∇Fm, Fm)
〉
∆V
−
∫
d3v
〈
hgkT
Fm
Rφˆ · ∇χ∂Fm
∂ψ
− hgkT
F0
〈C(hgk)〉R
〉
∆V
+
∫
d3v
〈
T
Fm
(
mR
q
∂Fm
∂ψ
φˆ · b0v‖C(hnc)− hncC(hnc)
)〉
∆V
−
∫
d3v
〈
RTφˆ · ∂A0
∂t
∂Fm
∂ψ
〉
∆V
+ n0sν
sr
E (Tr − Ts). (A.52)
We can now substitute in from Eqns (A.20) and (A.52) into Eqn (A.51).
〈
∂S
∂t
〉
∆V
=∫
d3v
(
lnn0 +
3
2
ln(
m
2pi
)− 3
2
lnT + 1
)
D
(∆)
ψ
〈
Rφˆ · (∇χhgk + ∂A0
∂t
Fm +
mv
q
C(ρ · ∇Fm − hnc, Fm))
〉
∆V
+
1
T
[
D
(∆)
ψ
∫
d3v
〈
mv2R
2
φˆ ·
(
∇χhgk + ∂A0
∂t
Fm − mv
q
C(hnc − ρ · ∇Fm, Fm)
)〉
∆V
]
+
∫
d3v
〈
∂ lnFm
∂ψ
Rφˆ ·
(
−∇χhgk − ∂A0
∂t
Fm +
mv‖b0
q
C(hnc)
)〉
∆V
+
∫
d3v
〈
−hnc
F0
〈C(hnc, Fm)〉 − hgk
F0
〈C(hgk, Fm)〉
〉
∆V
+ n0sν
sr
E
(Tr − Ts)
Ts
(A.53)
At the moment, the last line of Eqn (A.53) contains terms that are neither con-
vection or collisional. What is left to do is pull out the D
(∆)
ψ to act on the entire
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second line, put the 1
T
inside the D
(∆)
ψ of the second line, and evaluate ∂Fm/∂ψ
on the third line. We find
〈
∂S
∂t
〉
∆V
=
−D(∆)ψ
∫
d3v(lnFm + 1)〈
Rφˆ · (∇χhgk + ∂A0
∂t
Fm +
mv
q
C(ρ · ∇Fm − hnc, Fm))
〉
∆V
−
∫
d3v
〈
δf1
Fm
〈C(δf1, Fm)〉
〉
∆V
+ n0sν
sr
E
(Tr − Ts)
Ts
(A.54)
where we take δf1 = −ρ · ∇Fm + hnc + hgk, noting that here the Boltzmann part
does not contribute to collisional entropy production. This form is exactly what
we expect from Eqn. A.50. The last two terms can be easily identified as the
perturbative expansion of fC(f, f) with the final term giving the inter-species
collisional entropy exchange.
A.7 Particle transport calculation details
This section will demonstrate how to obtain Eqn (A.20). We begin with Eqn (A.19).
∫
d3v
〈
∂fs
∂t
〉
∆V
=
D
(∆)
ψ
∫
d3v
〈
mRv · φˆ
q
[
∂fs
∂t
+ v · ∇fs + q
m
(E + v × δB) · ∂fs
∂v
− C(f, f)
]〉
∆V
(A.55)
Our goal will be to use the solution for the distribution function given by Eqn (2.44)
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and evaluate the terms in Eqn (A.55). Plugging the solution for f into the left
hand side of Eqn (A.55), we obtain up to O(2)
∫
d3v
〈
∂fs
∂t
〉
∆V
=
〈
∂n0s
∂t
〉
∆V
+
∫
d3v
〈
∂h
∂t
〉
∆V
+
∫
d3v
〈
∂δf2
∂t
〉
∆V
(A.56)
We now have in our equation ∂n0s
∂t
, which is the time evolution of the density.
The remaining terms in Eqn A.56 will drop out upon time averaging. The first
term on the right hand side of Eqn. A.55 is treated analogously to Eqn. A.56 but
the order is one smaller because of the preceding factors. Thus, it contributes
nothing. The next term to calculate in Eqn. A.19 is also zero as we will see.
∫
d3v
〈
mR
q
v · φˆ(v · ∇)(F0 + h+ δf2)
〉
∆V
(A.57)
The δf2 can be rewritten as a perfect divergence to the order we are calculating
and will drop in ordering after averaging it over space. The F0 term is odd in
velocity space and will integrate away. The gyrokinetic part of the h term will
space averages to zero, and all that is left is a neoclassical term. We rewrite this
by defining a symmetric pressure tensor P.
P =
∫
d3v vvhnc =
∫
d3v
[
v2‖bˆ0bˆ0 +
v2⊥
2
(I− bˆ0bˆ0)
]
hnc +O(2) (A.58)
so that we have
m
q
∫
d3v
〈
φˆR · (∇ ·P)
〉
∆V
=
m
q
∫
d3v
〈
∇ · (P · φˆR)−P : L
〉
∆V
(A.59)
where L is the antisymmetric tensor ∇(φˆR) = φˆRˆ− Rˆφˆ. (Note: Rˆ is the radial
unit vector in cylindrical coordinates.) The second term is identically zero being
178
the double dot product of a symmetric and an antisymmetric tensor. The first
term is a perfect divergence and we again use the divergence theorem to evaluate
it. Referring to the above expression for P we see that P · φˆ is everywhere parallel
to the flux surface (perpendicular to the surface element vector) so the divergence
theorem integral yields zero. The field terms in Eqn. A.55 can be written as
∫
d3v
〈
mR
q
v · φˆ q
m
(E + v × δB) · ∂
∂v
(F0 + h)
〉
∆V
(A.60)
When considering F0 terms, the −ρ ·∇Fm term is shown to be too small in order
since the preceding perturbed fields have a small patch average. Since ∂Fm
∂v
∝ vFm
we worry only about the electric field for the Fm and the δf1 Boltzman correction
terms and write
∫
d3v
〈
mR
q
v · φˆ q
m
E · ∂Fm
∂v
[1− qϕ
T
]
〉
∆V
=
∫
d3v
〈
R(∇ϕ+ ∂A
∂t
) · φˆFm
〉
∆V
=
∫
d3v
〈
FmRφˆ · ∂A0
∂t
〉
∆V
(A.61)
Were we have used that Rφˆ ·∇ϕ integrates to zero over the annulus. What is left
will time average to be negligible. We now write E + v× δB as −∇χ− v · ∇δA
and calculate the h term by integrating by parts in velocity, so that∫
d3v
〈
Rv · φˆ(−∇χ− v · ∇δA) · ∂
∂v
hgk
〉
∆V
=
∫
d3v
〈
Rφˆ · ∇χhgk
〉
∆V
(A.62)
where the v ·∇A term is removed in two parts. First the v‖b0 ·∇δA is written as
a total divergence with negligible error and vanishes due to divergence theorem.
Second, the v⊥ · ∇δA is removed by employing Eqn. 2.41 after integration by
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parts. (Note that what we are interested in is the gyrokinetic part of h–the term
with hnc does not enter at this order, because the patch average of ∇χ and v ·∇A
are small.) The final term in Eqn. A.55 simply involves plugging in values for the
distribution function.∫
d3v
〈
mR
q
v · φˆC(ρ · ∇Fm − hnc, Fm)
〉
∆V
(A.63)
Recall that we denote Fm as the Maxwellian so as to distinguish it from the
modified Maxwellian F0 defined in Eqn. 2.40. Collecting terms, and recalling
the D
(∆)
ψ in front of the integral inside Eqns (A.61), (A.62), and (A.63) from
Eqn (A.55) , we have the transport equation for particles.
〈
∂n0s
∂t
〉
∆V
=
D
(∆)
ψ
∫
d3v
〈
Rφˆ ·
[
Fm
∂A0
∂t
+∇χhgk + mv
q
C(ρ · ∇Fm − hnc, Fm)
]〉
∆V
(A.64)
A.8 Heat transport calculation details
In this section, our goal will is to substitute our solution for the distribution
function into Eqn (A.24).
∫
d3v
〈
mv2
2
∂f
∂t
〉
∆V
=− m
2
D
(∆)
ψ
∫
d3v
〈
mv2R
q
v · φˆ
[
q
m
(v ×B0) · ∂f
∂v
]〉
∆V
+
∫
d3v
〈[
qE · vf + mv
2
2
C(f, f)
]〉
∆V
(A.65)
We begin with the left hand side of Eqn (A.65) will yield
〈
3
2
∂(n0sT0s)
∂t
〉
∆V
+
∫
d3v
〈
1
2
mv2
∂
∂t
(h+ δf2)
〉
∆V
(A.66)
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The other terms in the time derivative will be negligible after time average. The
first term on the right hand side of Eqn (A.65) will be treated very similar to the
particle transport starting with Eqn (A.18).
m
2
D
(∆)
ψ
∫
d3v
〈
v2
mR
q
v · φˆ
[
q
m
(v ×B0) · ∂fs
∂v
]〉
∆V
= −D(∆)ψ
∫
d3v〈
v2
m2R
2q
v · φˆ
[
∂fs
∂t
+ v · ∇fs + q
m
(E + v × δB) · ∂fs
∂v
− C(f, f)
]〉
∆V
(A.67)
The significant difference between this equation and the particle transport term is
obviously the v2 inside the integral. Fortunately, all the terms that were negligible
in the density transport will still be negligible as we will see. The time derivative
will time average away. We can remove all parts of the next term except the
neoclassical part of h following the same arguments used in particle transport.
What is left we manipulate using tensor notation. We define a symmetric tensor
R ( the “energy-weighted stress tensor”, (HH76)).
R =
∫
d3v (mv2/2)vvhnc =
∫
d3v(mv2/2)
[
v2‖bˆ0bˆ0 + v
2
⊥(I− bˆ0bˆ0)
]
hnc
The argument is finished exactly as before. The field terms in Eqn (A.67) will
produce transport.
−
∫
d3v
〈
mv2
2
mR
q
v · φˆ
[
q
m
(E + v × δB) · ∂
∂v
]
(F0 + hgk)
〉
∆V
(A.68)
First we calculate the F0 part using the methods from particle transport.
−
∫
d3v
〈
mv2R
2
Fmφˆ · ∂A0
∂t
〉
∆V
(A.69)
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What is left is
−
∫
d3v
〈
mv2
2
mR
q
v · φˆ
[
q
m
(−∇χ− v · ∇δA) · ∂
∂v
]
hgk
〉
∆V
(A.70)
For the hgk part in Eqn( A.70), the integration by parts is more complex than
with the analogous term in the particle transport equation. This is due to the
v2 factor. The v · ∇δA term is removed as with the density transport case of
Eqn (A.62). The result is
−D(∆)ψ
∫
d3v
〈
mv2R
2
(∇χ · φˆ)hgk +mRv · φˆ(v · ∇ϕ)hgk
〉
∆V
(A.71)
We will later see that the second term of Eqn (A.71) will cancel with part of the
electric field in Eqn (A.65). The collisional terms of Eqn (A.67) work similarly
to density transport.
D
(∆)
ψ
∫
d3v
〈
m2v2R
2q
v · φˆC(hnc − ρ · ∇Fm, Fm)
〉
∆V
(A.72)
This covers all of the terms from Eqn (A.67). The next step is to return to
Eqn (A.65) and calculate the electric field term. The scalar potential part of the
electric field is an order larger than the ∂A
∂t
term, but as we will see most of it will
cancel. This will result in the part of the scalar potential that does not average
away acting on the same order as ∂A
∂t
.
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∫
d3v 〈qv · ∇ϕf〉∆V =
∫
d3v
〈
q
[
−∂ϕ
∂t
f + (
∂ϕ
∂t
+ v · ∇ϕ)f
]〉
∆V
=
∫
d3v
〈
q
[
−∂ϕ
∂t
f − (∂f
∂t
+ v · ∇f)ϕ+ ∂(ϕf)
∂t
+∇(ϕf) · v
]〉
∆V
= q
∫
d3v
〈
−∂ϕ
∂t
f − q
m
∂
∂v
·
[
(E +
v ×B
c
)ϕf
]〉
∆V
+ q
∫
d3v
〈
C(f, f)ϕ+
∂(ϕf)
∂t
+ (v · ∇)(ϕf)
〉
∆V
=
∫
d3v
〈
q
[
−∂ϕ
∂t
f +
∂(ϕf)
∂t
+ (v · ∇)(ϕf)
]〉
∆V
(A.73)
where we have integrated by parts in time and space between lines one and two,
between lines two and three we use df
dt
= C(f, f) and, finally, we use gauss’s
law in velocity space and that all collisions conserve particles to obtain the final
line. The second to last term that we obtain can be time averaged to zero. We
find that the very last term will cancel the last term of Eqn (A.71) when we
plug in h for f in the equation. The F0 part of the final term is removed by ϑ
integration and patch averaging to higher order. The remaining part of this final
term is manipulated as follows (note that hnc does not enter due to the small
patch average of ϕ):
∫
d3v 〈q(v · ∇)(ϕhgk)〉∆V = D(∆)ψ
∫
d3v 〈qv · ∇ψ(ϕhgk)〉∆V
= D
(∆)
ψ
∫
d3v
〈
qRv · φˆϕ
[
v ×B0 · ∂hgk
∂v
]〉
∆V
= −D(∆)ψ
∫
d3v
〈
qRv · φˆϕB0
(
∂hgk
∂ϑ
)
r
〉
∆V
= −D(∆)ψ
∫
d3v
〈
qB0Rv · φˆϕ(v · ∇
Ω
hgk +
(
∂hgk
∂ϑ
)
R
)
〉
∆V
= D
(∆)
ψ
∫
d3v
〈
mRv · φˆ(v · ∇ϕ)hgk
〉
∆V
(A.74)
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This indeed cancels with the second term in Eqn (A.71). Between lines 1 and 2
we used Eqn (A.17). Between lines 4 and 5 we integrated by parts in space to
move the gradient onto the ϕ. All that is left for us to calculate from the scalar
potential term in E · v is
m
2
∫
d3v
〈
v2
q
m
E · ∂δf1
∂v
〉
∆V
= −
∫
d3v
〈
∂
∂t
[
ϕ− v‖A‖
c
− v⊥ ·A⊥
c
]
qδf1
〉
∆V
(A.75)
We now substitute our solution for δf1. The adiabatic/Boltzmann term gives
〈∫
d3vq
∂
∂t
[ϕ− v‖A‖
c
− v⊥ ·A⊥
c
](−q ϕ
T0
Fm)
〉
∆V
=
d
dt
〈
[
n0
T0
(
ϕ2
2
)]
〉
∆V
(A.76)
since the A‖ term is odd in v‖ and the A⊥ gyro-averages to zero (or equivalently
is odd in v⊥). This term will time average away, leading to the result that at
this order the E · v qϕ
T
F0 term produces no heating. We collect what is left of the
heating terms from δf1 of Eqn (A.75):
−
∫
d3v
〈
q
[
∂χ
∂t
hgk − v‖b0 · ∂A0
∂t
hnc + v · ∂A0
∂t
(ρ · ∇Fm)
]〉
∆V
(A.77)
The final term we need to calculate is the collisional energy exchange terms
between species are now included – note like particle collisions do not produce a
loss of energy and thus do not appear (this is easy to prove). The interspecies
collisional energy exchange is standard since to this order it is between Maxwellian
species. Specifically we have
∫
d3v
〈
1
2
mv2Csr(fs, fr)
〉
∆V
= n0sν
sr
E (Tr − Ts) (A.78)
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where νsrE is found in (HS02). It is
√
me/mi smaller than the ion collision rate
which is itself
√
me/mi smaller than the electron collision rate. We now collect
all the results given by Eqns (A.69), (A.71), (A.72), (A.77), and (A.78).
〈
3
2
∂(n0sT0s)
∂t
〉
∆V
−D(∆)ψ
∫
d3v
〈
mR
2
Fmv
2φˆ · ∂A0
∂t
〉
∆V
−D(∆)ψ
∫
d3v
〈[
mv2R
2
(∇χ · φˆ)hgk + m
2v2R
2q
v · φˆC(hnc − ρ · ∇Fm, Fm)
]〉
∆V
−
∫
d3v
〈
q
[
∂χ
∂t
hgk − v‖b0 · ∂A0
∂t
hnc + v · ∂A0
∂t
(ρ · ∇Fm)
]〉
∆V
= n0sν
sr
E (Tr − Ts) (A.79)
A.8.1 Heat transport manipulation
The purpose of this subsection is to manipulate Eqn (A.79) into a form that will
readily apply to Sec. A.6. We can rewrite the bracketed terms of Eqn (A.79) by
using the gyro-kinetic equations (2.54) and (2.55). A change of variables trick
will convert our integral into a gyro average with negligible error so that we may
write
∫
d3v
〈
q
∂χ
∂t
hgk
〉
∆V
=
∫
d3v
〈
q
∂ 〈χ〉R
∂t
hgk
〉
∆V
=
∫
d3v
〈
T
F0
[
1
2
∂h2gk
∂t
+
1
2
v‖b0 · ∇h2gk +
1
2
vχ · ∇h2gk + hgkvχ · ∇F0
]〉
∆V
+
∫
d3v
〈
T
F0
[
1
2
vD · ∇h2gk − hgk 〈C(hgk)〉R
]〉
∆V
(A.80)
We have multiplied the gyrokinetic equation 2.55 by Th
F0
to obtain the right hand
side of the equation. Most of this is zero. The first term time averages. The
second term averages to zero over the annulus. (One uses that b0 · ∇v‖ = v⊥ ·
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(b0 · ∇b0) then gyro-averages.) Then the annulus average is done employing
magnetic coordinates.) The third term annulus averages to higher order also
using ∇ · vχ = 0 and applying the divergence theorem. The fifth term is argued
away by order by writing it as a full divergence with negligible error (∇ · vD is
non-zero but small). Two terms remain:
∫
d3v
〈
q
∂ 〈χ〉
∂t
hgk
〉
∆V
=
∫
d3v
〈
hgkT
F0
[vχ · ∇F0 − 〈C(hgk, Fm)〉]
〉
∆V
(A.81)
We use axi-symmetry and write B0 = ∇ψ×∇φ+F (ψ)∇φ. (Note: F (ψ) ≡ Rφˆ·B0
is not to be confused with F0.) Then we integrate over the annulus to obtain
∫
d3v 〈hgkTvχ · ∇ lnF0〉∆V = −
∫
d3v
〈
Rφˆ · ∇χhgkT ∂ lnFm
∂ψ
〉
∆V
(A.82)
where we have removed the Boltzman part of F0 by averaging over ϑ and inte-
grating by parts in space to obtain a b0 · ∇ integral which annulus averages to
higher order. Next we use the neoclassical equation (Eqn. 2.54) to write
−
∫
d3v
〈
qv‖b0 · ∂A0
∂t
hnc
〉
∆V
=
∫
d3v
〈
Thnc
F0
(
∂hnc
∂t
+ v‖b0 · ∇hnc + vD · ∇F0 − 〈C(hnc)〉
)〉
∆V
=
∫
d3v
〈
Thnc
F0
(vD · ∇F0 − 〈C(hnc)〉)
〉
∆V
(A.83)
where we have eliminated the first two terms on the second line by time average
and annulus average respectively. Note that we only need to keep the Fm part
of F0 here since patch averaging/gyro-averaging cleans up the rest. We need to
rewrite the first term on the final line to show it is mostly collisional. We again
use axi-symmetry to obtain
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∫
d3v 〈 ThncvD · ∇ lnFm〉∆V
= −
∫
d3v
〈
mT
q
hncRφˆ · [∇ · (b0b0v2‖)]
∂ lnFm
∂ψ
〉
∆V
=
∫
d3v
〈
mv2‖TR
q
∂ lnFm
∂ψ
φˆ · b0b0 · ∇hnc
〉
∆V
(A.84)
where we have integrated by parts between line two and three (refer to the earlier
arguments in the particle transport derivation with pressure tensor P). Next, we
again refer to the neoclassical equation (2.54) to write
v‖b0 · ∇hnc = 〈C(hnc)〉 − vD · ∇F0 − qF0
T
v‖b0 · ∂A0
∂t
(A.85)
The middle vD term will integrate to zero in v‖ upon substitution into equation
A.84. We will soon see that the last term will cancel. Let us collect the recent
results:
∫
d3v
〈
q
∂χ
∂t
hgk
〉
∆V
=
∫
d3v
〈
hgkT
Fm
[
−Rφˆ · ∇χ∂Fm
∂ψ
− 〈C(hgk, Fm)〉
]〉
∆V
(A.86)
and
−
∫
d3v
〈
qv‖b0 · ∂A0
∂t
hnc
〉
∆V
=∫
d3v
〈
T
Fm
(
mR
q
∂Fm
∂ψ
φˆ · b0v‖[〈C(hnc)〉 − qFm
T
v‖b0 · ∂A0
∂t
]− hnc 〈C(hnc)〉
)〉
∆V
(A.87)
Finally we need to rewrite the last term on the left hand side of equation A.25.
The result is
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∫
d3v
〈
qv · ∂A0
∂t
ρ · ∇Fm
〉
∆V
=∫
d3v
〈
R
[
−T φˆ · ∂A0
∂t
∂Fm
∂ψ
+mb0 · ∂A0
∂t
b0 · φˆv2‖
∂Fm
∂ψ
]〉
∆V
(A.88)
We substitute these last three results into our heat transport equation (A.25) to
obtain
〈
3
2
∂(n0sT0s)
∂t
〉
∆V
= D
(∆)
ψ
∫
d3v
〈
mR
2
Fmv
2φˆ · ∂A0
∂t
〉
∆V
+D
(∆)
ψ
∫
d3v
〈
mv2R
2
(∇χ · φˆ)hgk
〉
∆V
−D(∆)ψ
∫
d3v
〈
m2v2R
2q
v · φˆC(hnc − ρ · ∇Fm, Fm)
〉
∆V
−
∫
d3v
〈
hgkT
Fm
Rφˆ · ∇χ∂Fm
∂ψ
− hgkT
F0
〈C(hgk)〉R
〉
∆V
+
∫
d3v
〈
T
Fm
(
mR
q
∂Fm
∂ψ
φˆ · b0v‖C(hnc)− hncC(hnc)
)〉
∆V
−
∫
d3v
〈
RTφˆ · ∂A0
∂t
∂Fm
∂ψ
〉
∆V
+ n0sν
sr
E (Tr − Ts). (A.89)
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