The number of different cell types (NCT) characterizing an organism is often used to quantify organismic complexity. This method results in the tautology that more complex organisms have a larger number of different kinds of cells, and that organisms with more different kinds of cells are more complex. This circular reasoning can be avoided (and simultaneously tested) when NCT is plotted against different measures of organismic information content (e.g., genome or proteome size). This approach is illustrated by plotting the NCT of representative diatoms, green and brown algae, land plants, invertebrates, and vertebrates against data for genome size (number of base-pairs), proteome size (number of amino acids), and proteome functional versatility (number of intrinsically disordered protein domains or residues). Statistical analyses of these data indicate that increases in NCT fail to keep pace with increases in genome size, but exceed a one-to-one scaling relationship with increasing proteome size and with increasing numbers of intrinsically disordered protein residues. We interpret these trends to indicate that comparatively small increases in proteome (and not genome size) are associated with disproportionate increases in NCT, and that proteins with intrinsically disordered domains enhance cell type diversity and thus contribute to the evolution of complex multicellularity.
Introduction
The number of different cell types characterizing an organism has been used to measure organismic complexity because it quantifies the extent to which cellular structure is differentiated into phenotypically different entities (e.g., [1] [2] [3] [4] [5] ), because this approach is indifferent to whether an organism is a fungus, plant, or animal, and because it is insensitive to most methods of categorizing grade or clade levels of organization. It can even be used to quantify the complexity of unicellular organisms because the vast majority of species with this body plan achieve different cell functionalities and morphologies at different stages in their life cycles (e.g., resting cysts versus actively motile cells). Nevertheless, the use of the number of cell types as a measurement of complexity has some drawbacks. For example, some workers may disagree about whether two cells differ sufficiently to be called different cell types (e.g., xylary versus extra-xylary fibers, and parenchyma versus prosenchyma cells). Gauging complexity by counting the number of different cell types an organism can make also becomes problematic when dealing with coenocytic organisms that can achieve considerable morphological complexity without benefit of cellularization (e.g., the green alga Caulerpa), or when dealing with comparatively simple morphologies that nevertheless have highly organized patterns of nuclear or cellular placement (e.g., angiosperm megagametophytes).
There are two other important concerns. The first is that using the number of cell types to quantify complexity results in an untested tautology -"complexity increases as the number of different types of cells increases, and this number increases as an organism's complexity increases" -which requires collateral evidence to show that this reasoning is more than a self-sustaining description of a phenotypic property. The second concern is that cellular simplicity need not reflect an absence of complexity. There is no reason a priori to argue that an organism capable of producing two different types of cells is more complex than an organism capable of producing only one. And, if there is justification, is an organism composed of two cell types twice as complex as an organism composed of one cell type? Further, the supposition that cellular simplicity denotes low levels of organismic complexity hinges on the notion that "complexity" must be defined at the level of the diversity of cell phenotypes, a notion that is challenged when considering the physiological (as opposed to the structural) complexity of parasitic organisms that often undergo morphological and anatomical reduction (e.g., the Indian Pipe Monotropa and the tapeworm Taenia).
Nevertheless, although the concept of biological complexity is philosophically slippery, intuition encourages the notion that more "information" of some sort is required to produce or sustain more different kinds of cells, and that "information content" is a measure of "complexity". If we accept this premise, the number of different kinds of cells is not a direct measure of complexity per se but rather an indirect reflection of information content and thus complexity. This logic fosters a research agenda requiring the quantification of "information context" and a statistical assessment of its correlation with the number of cell types an organism produces. Only in this way can the tautology be tested.
A number of candidates for biological "information" present themselves in this capacity. For example, genome size as measured by the number of base-pairs, or proteome size as measured by the number of amino acids arguably provide reasonable measures of an organism's information content, particularly if attention is paid to the effects of polyploidy on genome size. Another measure of information content is the number of intrinsically disordered protein domains or residues in an organism's proteome, which gauge a proteome's functional versatility. This measure is particularly interesting because intrinsically disordered domains lack an equilibrium 3D structure under normal physiological conditions. Consequently, each domain can assume multiple conformations (and thus multiple developmental regulatory functions) within the same cell without an unnecessary and inefficient expansion of genome or proteome size [6] [7] [8] . In this way, proteins with intrinsically disordered domains contain information that is not encoded directly in the genome, a feature that helps in part to explain the G paradox. Finally, two of the advantages of using these three measurements of organismic information content is that each can be applied to unicellular as well as to multicellular organisms, and each can be used to assess whether complexity has increased over any lineage's evolutionary history.
The goal of this paper is to examine whether genome size, proteome size, and, in particular, the number of intrinsically disordered proteins correlate with the number of different cell types diverse organisms produce, and, if they do, to explore the implications of these correlations to understanding the evolution of multicellularity. Toward this goal, we present and analyze data drawn from animal as well as algal and land plant species because there is no reason a priori to expect plant and animal evolution to produce vastly different relationships between information content and cell type diversity, and because, should different patterns emerge among different kinds of organisms, they might shed light on how multicellularity emerged in different lineages. Finally, although it is not conventional, for the purposes of this paper, we define "plants" as photosynthetic eukaryotes so as to include the polyphyletic algae as well as the monophyletic embryophytes because excluding the algae would preclude an examination of unicellular and colonial organisms that are conventionally used to assemble ancestor-descendant transformation series for the evolution of multicellular body plans [9] [10] [11] [12] [13] .
Cell type numbers do not increase in all lineages
Despite the tautology that results from the supposition that the number of different cell types increases as organismic complexity increases, it is informative to examine whether any trends of this sort are evident in successively evolutionarily divergent taxa within well-documented clades, particularly if these trends flout the conventional wisdom that "plants are invariably simpler than animals". There are however a number of considerations and limitations to this enterprise. For example, the level of taxonomic resolution and the availability of sufficiently resolved phylogenies can present problems. A too finely resolved phylogeny may reveal no pattern because very closely related taxa may share the same or very similar cellular structure and thus the same or very similar number of different cell types. Conversely, too coarsely a resolved phylogeny may fail to reveal a pattern because distantly related taxa may have adapted to very different niches, or undergone anatomical reduction. Two other limitations exist: phylogenies resolved at the optimal level may not be available, and authoritative tabulations of the number of different cell types for species in sufficiently resolved phylogenies may not exist.
These concerns are illustrated by mapping estimates of the number of different cell types reported for representative taxa onto published phylogenies based on molecular data. Specifically, we use the maximum number of cell types (NCT) reported in the primary literature as tabulated by Bell and Mooers [2] and map NCT onto the different plant and animal lineages for which there are published phylogenies using molecular data. The data set assembled by Bell and Mooers [2] undoubtedly reflects divergent philosophies about how to distinguish and classify animal and plant cell types (i.e., the data reflect the opinions of "splitters" and "lumpers"), and thus may be biased in unforeseen ways. However, this data set has the advantage of reflecting the opinions of authorities in diverse fields of research. It also consolidates a large literature scattered in diverse journals.
The first example of this approach employs a multi-locus, time calibrated phylogeny for the brown algae (Phaeophyceae) [14] and a broader phylogeny for the heterokont algae [15] . Mapping maximum NCT onto these phylogenies reveals no clearly discernable pattern within the phylogeny of the Phaeophyceae or the heterokont algae (Fig. 1) . Within the Phaeophyceae, the early divergent Sphacelariales, Syringodermatales, and Dictyotales are represented by species with a maximum of four to seven different cell types, whereas the late divergent Fucales and Nemodermatales share similar and small cell type numbers (Fig. 1a) . The exception is the Laminariales with a maximum of 14 different types of cells. This order is notable because it is characterized by species with large (up to 60 m in length), highly differentiated sporophytes with a holdfast-stipe-blade construction (e.g., Nereocystis luetkaena and Pelagophycus porra) [16] , and because many species have highly specialized tissues (e.g., "trumpet cells" in Macrocystis pyrifera) that provide symplastic conduits for nutrient transport [17] [18] [19] . These features are associated with the ecological expansion of the kelps into intertidal zones, which provides an ecological explanation for the morphological and anatomical complexity seen in the kelps.
When the Phaeophyceae is embedded within the larger phylogeny of the heterokont algae based on a concatenated analysis of SSU rRNA and rbcL reported by Andersen [15] , we see that this group as a whole contains species with larger cell type numbers compared to groups preceding the divergence of the Phaeophyceae within the clade and that these groups contain predominantly unicellular or colonial organisms with two to four cell types. For example, the species in the sister group of the Phaeophyceae, the raphidophytes, characteristically have two cell types (Fig. 1b) . Unfortunately, comparisons of the various molecular phylogenies for the heterokont algae identify few consensus relationships among many lineages, with the exception perhaps of the diatoms and bolidophytes [14] . Consequently, until future studies accurately ascertain the evolutionary relationships within this large clade, little more can be said about the evolution of NCT within this important group of organisms.
In contrast, the consensus phylogeny of the viridiplantae (the chlorophycean and charophycean algae, and the embryophytes) indicates that NCT has increased, albeit not monotonically within this important clade (Fig. 2a) . The early divergent chlorophytes are unicellular and have two cell types (e.g., the prasinophyte Ostreococcus), whereas later divergent green algae have a maximum of five different types of cells (e.g., Fritschiella). Among the streptophytes (the charophycean algae and the embryophytes), the early divergent charophycean alga Mesostigma has two cell types, whereas the more derived charophycean alga Chara has ten. Curiously, a phylogenetic analysis using 360 plastid genes [20] identifies the Zygnematophyceae as the closest related group to the land plants. This relationship contrasts with the hypothesis that the charophycean algae, such as Chara and Coleochaete, are more closely related to the land plants (e.g., [15] features such as oogamy and plasmodesmata [21] , and IAA polar transport [22] . The perplexing placement of the Zygnematophyceae in the streptophytes based on molecular data is explicable if considerable evolutionary reduction and loss of numerous synapomorphies (such as oogamy and flagellated sperm cells) occurred. For example, the zygnematacean algae do not produce flagella and reproduce sexually by conjugation. They also produce a maximum number of only three or four cell types, which is significantly less than that observed for Chara, Nitella, or Coleochaete. Perhaps, like the complex Laminariales, which adapted to a structurally demanding intertidal environment, the comparatively simple Zygnematophyceae, may have radiated into ecologically less demanding environments. Turning to the land plants, we see that the maximum number of cell types among the nonvascular embryophytes is reported for the mosses (i.e., Polytrichum; NCT = 26), which is approximately twice that reported for the hornworts and liverworts (e.g., Anthoceros and Monoclea; NCT = 12 and 13, respectively). Among the lycopods, the maximum NCT is 25 for Selaginella, whereas among the ferns and horsetails, the number of different cell types ranges between 17 and 20 (Psilotum and Azolla, respectively). Finally, Pinus monophylla is reported to have the maximum number of different cell types among conifers, whereas Fuirena ciliaris is described as having 44 different kinds of cells, which is the maximum reported for flowering plants ( [2] ; see [23] and [24] ).
Turning to metazoans, it is worth noting that the maximum number of different cell types reported for the flowering plants exceeds that reported for Placozoa (NCT = 4) and early divergent animal groups such as the cnidarians and ctenophorans, and is comparable to those reported for the protostomes (i.e., ecdysozoans and lophotrochozoans; Fig. 3, Fig. 4 ). Although the resolution of the phylogeny of animals is not complete [25] , the available data indicate that maximum cell type numbers range between 16 and 22 for the early divergent poriferans and cniderians, and between 9 and 69 for the mollusks and arthropods. The greatest number of different cell types among vertebrates is 240, which is 5.5 times that of the maximum number of angiosperm cell types (Fig. 4) . The diversity of cell types across plant and animals is perhaps best illustrated when we compare the mean number of cell types reported for plants and metazoans (Fig. 3) .
Among the plants, the red and brown algae produce a larger number of different kinds of cells compared to the green algae (chlorophytes and charophycean algae), whereas the NCT of brown algae is statistically indistinguishable from the NCT of the bryophytes. Within the viridiplantae, mean NCT increases progressively across the bryophytes, pteridophytes, and vascular plants (tracheophytes). The metazoans, on average, manifest the greatest diversity of cell types and the greatest range among all of the multicellular lineages.
The preceding provides very limited insights into how the numbers of cell types are distributed in the major plant lineages. It does, however, illustrate that the ability to detect patterns in NCT depends on the degree to which a lineage or clade is phylogenetically resolved. Nevertheless, it is clear that the number of different cell types does not invariably increase over the course of evolutionary history. Consequently, if the generalization that "cell type numbers gauge complexity" is accepted as true, it follows that evolution has not always resulted in more complex organisms in all lineages or clades (even in the absence of the evolution of adopting a parasitic life style). They also dispel the myth that plants are invariably less complex than animals, since many land plants have as many or more different cell types as annelids or arthropods (see Fig. 2, Fig. 4 ).
Cell type numbers increase with increasing proteome size
If the maximum number of cell types does not invariably increase over the course of a lineage's evolutionary history, does it correlate across taxa with organismic information content as gauged by genome or proteome size?
The expectation is that statistically significant and positive correlations will exist between NCT and proteome size based on a consideration of how alternative splicing and intrinsically disordered protein domains (which occur widely in all eukaryotic lineages) amplify protein functionalities without inefficiently increasing genome size. These molecular processes result in "moonlighting" proteins (i.e., proteins that can take on a variety of functions, some of which increase the ability to diversify cell types and thus increase morphological and anatomical complexity).
Alternative splicing is an adaptive and highly conserved mechanism because it increases the number of proteins encoded by pre-mRNA in a context-dependent manner in both plants and animals. For example, Chang et al. [26] report a conserved alternative splicing pattern for heat shock transcription factors in the moss Physcomitrella patens and the flowering plant Arabidopsis thaliana, and show that the alternative splicing mechanism for heat regulation among the land plants is an ancestral condition. Using mRNA sequence data, Pan et al. report that transcripts from ≈95% of human multi-exon genes undergo alternative splicing and that ≈100 000 intermediate to high abundance alternative splicing events occur in a tissue-specific manner [27] . These results are similar to those reported by Johnson et al. using microarray analyses of human tissues [28] . In turn, alternative splicing produces a disproportionate number of intrinsically disordered proteins that lack an equilibrium 3D structure and thus can take on multiple functionalities under normal physiological conditions [6] [7] [8] . The majority of transcription factors, which are key players in cell fate specification, have intrinsically disordered protein domains affected by alternative splicing. This enables functional and regulatory diversity while avoiding structural complications [29] . It is reasonable to surmise therefore that the diversity of cell types will increase as a function of the size of a proteome and (in particular) as the number of intrinsically disordered domains increases.
This speculation is consistent with an examination of the data gathered from the primary literature reporting NCT, genome and proteome size, and the number of intrinsically disordered protein domains as gauged by the number of intrinsically disordered residues (IDResidues). Across 19 species of algae (n = 8), nonvascular and vascular land plants (n = 6), and invertebrates and vertebrates (n = 5) whose genomes have been completely sequenced, we find that NCT correlates positively and significantly (P < 0.0001) with each of the three metrics of information content (Fig. 5) as gauged by ordinary least squares protocols (which stipulate Y and X as the dependent and independent variables, respectively) using log 10 -transformed data (Tab. 1). Equally informative is the numerical values of the slopes of each of the bivariate regression curves, because these slopes are scaling exponents (denoted here by α) that indicate numerically the extent to which NCT proportionally increases or decreases with respect to increasing values of each of the other variables on a log scale [30] . Inspection of these slopes indicates that NCT scales roughly as the 2.18 power of the number of intrinsically disordered residues and as the 2.36 power of proteome size. Thus, the degree of cellular specialization increases dramatically as each of these two measures of information content increases. Although the number of intrinsically disordered residues scales nearly one-to-one (isometrically) with respect to proteome size (i.e., α = 0.97), NCT fails to increase one-to-one with increasing genome size (i.e., α = 0.88), which is a reflection of the so-called G paradox (for a discussion in the context of alternative splicing, see [31] ). Collectively, these scaling relationships indicate that the number of intrinsically disordered residues is a highly significant measure of information content if we accept the hypothesis that NCT reflects organismic information content) and that the information contained in these residues helps to explain where some of the "missing" genetic information exists.
Doubts and admonitions
A number of caveats with regard to the preceding analyses exist. The first is that correlations among variables of interest do not constitute proof for cause and effect relationships. This can be illustrated by noting that each of the organisms used in the preceeding analyses is determinate in its growth in overall size. Using data for the maximum body length of the species examined (reported by Lang et al. [32] ), regression of the log 10 -transformed data obtains a statistically significant and positive correlation between maximum body size and NCT (r 2 = 0.861, P < 0.0001) and a numerically large scaling exponent (i.e., α = 2.84; Fig. 6 ). However, there is no biologically valid reason to assume that body size is dependent on the number of different cell types an organism can produce. The vascular plants produce a maximum of 44 different cell types [24] , yet plants are the largest organisms on Earth. In contrast, Homo sapiens produce approximately 240 different cell types, yet humans reach a maximum body length of approximately 2.5 m. This example shows that strong correlations can be spurious, if not irrelevant.
Another concern is the nearly flat-line relationship between the number of different cell types and the information content of unicellular plants. For example, once again using log 10 -transformed data, regression of NCT against the number of intrinsically disordered residues in the six unicellular plants yields a scaling exponent of 0.41 (r 2 = 0.282, P = 0.278), as opposed to a scaling exponent of 1.84 for the 13 multicellular plants and animals (r 2 = 0.536, P = 0.004). Taken at face value, these relationships indicate that increases in the information content of unicellular organisms have less effect on NCT compared to multicellular organisms. A third concern is that we know comparatively little about the ancestors of many of the species used in these analyses. Drawing inferences about ancestral morphologies or life styles based on the anatomy or ecology of extant species is highly problematic because we cannot discount the possibility that a seemingly simple species is the descendant of a morphologically or reproductively more complex species.
Clearly, much more research is required to draw definitive conclusions. All that can be said with any certainty is that NCT increases with proteome size and with the number of intrinsically disordered protein residues for the species used in these analyses.
Mechanisms for cell fate specification existed before the evolution of multicellularity Much has been written about the evolution of multicellularity from the perspective of the mechanisms giving rise to it and the selective advantages, if any, it confers. The traditional and widely accepted scenario for the evolution of multicellularity postulates a transformation series of body plans starting with a unicellular ancestor, passing through an intermediate organism with a colonial body plan, and culminating with the evolution of simple multicellularity, i.e., a unicellular → colonial → (simple) multicellular body plan transformation series (e.g., [9, 10] ). This scenario complies reasonably well with phylogenetic trends in body plans within plant and animal groups (see Fig. 2b, Fig. 4 ), although instances of coenocytic → (simple) multicellular transformation series are known (see [33] ). In some lineages, the unicellular → colonial → (simple) multicellular transformation series led to the acquisition of complex multicellularity (for reviews, see [12, 33] ) and, in some cases, the segregation of germ and soma cell lines [34] [35] [36] . Simple multicellularity occurs when every cell in a body plan makes direct contact with the external environment (e.g., filaments of cells), whereas complex multicellularity occurs when some cells make contact only with neighboring cells (e.g., solid blastula-like cellular structures) [37] (see also [38] ). The internalization of cells is often associated with the presence of super-cellular transport systems (e.g., vascular plant tissues and mammalian . Data for IDResidues and AA taken from Oates et al. [46] . Data for IDResidues are based in predictions made by PONDR® VLS2b (see [45] ), which ranked as the best for predicting segments of disorder and gave the highest perresidue accuracy for long regions of disorder [52] . Data for genome size taken from Internet sources.
pulmonary system), because it makes reliance on passive diffusion for the acquisition of nutrients insufficient to keep pace with metabolic demands (see [34] ). However, it is apparent that the ability to produce more than one cell type is not confined to complex or even simple multicellular life forms. Numerous unicellular, colonial, and filamentous organisms produce different cell types, e.g., the unicellular cyanobacterium Nostoc and the colonial volvocine alga Pleodorina produce two cell types, the filamentous cyanobacterium Rivularia produces three cell types, and the filamentous brown alga Ectocarpus produces four cell types. The ability of unicellular organisms to produce two or more different cell types reflects the existence of alternative stable states of gene expression patterns. It is reasonable therefore to suppose that the mechanism responsible for cell fate specification is ancient and prokaryotic in origin, and that its initial adaptive value had nothing to do with multicellularity per se but rather with adapting to different internal or external conditions.
The traditionally accepted mechanism for cell fate specification relies on the inherent multi-stability of gene regulatory networks (e.g., [39] [40] [41] ). Each stable state provides the conditions that specify a cell type that can be "fixed" in a developmental repertoire ad hoc by natural selection as an organism adapts to its different environmental conditions. Mathematical models show that cellular differentiation can emerge among genetically identical cells as a response to poor compatibility among competing physiological processes [42] , whereas, in more derived lineages, an alignment of fitness among adhering cells in a colony might compensate for conflicts of interest among cellular components such that a division of cellular labor becomes possible and even necessary (for a review, see [12] Tab. 1 Bivariate regression parameters (see Fig. 5 ) for log 10 -transformed data of the number of different cell types (NCT), genome size (G, in mbp), number of amino acids (AA), the number of intrinsically disordered residues (IDResidues), and maximum body length (BL) reported for 19 species of algae, land plants, and animal species a .
a Species composition: brown algae (n = 1 species; Ectocarpus siliculosus), green algae (n = 3 species: Chlorella sp., Chlamydomonas reinhardtii, and Volvox carteri), diatoms (n = 4 species: Micromonas pusilla NOUM 17, Ostreococcus tauri, Phaeodactylum tricornutum, and Thalassiosira pseudonana), mosses (n = 1: Physcomitrella patens), lycophytes (n = 1 species: Selaginella moellendorfii), flowering plants (n = 4 species, Arabidopsis thaliana, Glycine max, Oryza sativa, and Zea mays), and metazoans (n = 5 species: Hydra attenuate, Caenorhabditis elegans, Drosophila melanogaster, Mus musculus, and Homo sapiens). Data for NCT taken from Bell and Mooers [2] . Data for IDResidues and AA taken from Oates et al. [46] . IDResidues values based on PONDR® VLS2b (see [45] ) predictions, which is ranked as the best protocol for predicting segments of disorder and gives the highest per-residue accuracy for long regions of disorder [52] . Data for G taken from Internet sources. [2] . Data for body length taken from Lang et al. [32] (supplementary Tab. 7 therein) and supplemented with data reported on the Internet (e.g., tallest human).
A critical assumption shared by most attempts to explain cell fate specification is that the multi-stable states achieved by gene regulatory networks are largely deterministic, i.e., cell fate specification is a direct and by and large invariant result of each state of multi-stable gene regulatory networks. However, there is sufficient evidence that the joint effects of alternative splicing (AS) and intrinsically disordered protein (IDP) domains on cell type specification and differentiation, and post-translational modification (PTM) are critical to the operations of gene regulatory networks. As noted, AS provides a mechanism that increases protein functional diversity without increasing proteome or genome size, whereas IDP domains further amplify protein functionalities. Further, both AS and IDP are dependent on intra-and extracellular conditions, which makes their operation context-dependent and therefore potentially highly adaptive. These properties engender the hypothesis that AS and IDP operate as a very ancient motif that functions in an interactive and contextdependent manner, and that this motif has been elaborated evolutionarily to yield more diverse cell types in successively divergent eukaryotic lineages.
This hypothesis is consistent with the data presented here and by other workers. For example, Schad et al. [5] observe a significant and positive correlation between organismic complexity (as gauged by the number of different cell types) and proteome size (as gauged by the total number of amino acids), and show that the fraction of intrinsically disordered proteins (IDPs) increases significantly between prokaryotes and eukaryotes. However, these authors could find no evidence for further increases in the fraction of IDPs "over the course of evolution" and concluded that "complexity is … determined by interaction potential, alternative splicing capacity, tissue-specific protein disorder and, above all, proteome size" [5] . These trends are consistent with most, but not all of those reported in Tab. 1, because the number of different cell types produced by the 19 different organisms examined here increases in a log-log monotonic manner as the number of amino acids and the number of intrinsically disordered residues increases. Further, as observed by Schad et al. [5] , these trends have scaling exponents that exceed unity, which indicates a disproportionate increase in cell types with increasing proteome size. In contrast to the findings of Schad et al. [5] , the trends shown in Fig. 5 indicate that the fraction of IDPs has likely increased "over the course of evolution" from unicellular diatoms and green algae (e.g., Thalassiosira and Chlorella) to simple multicellular organisms (e.g., Volvox, and Hydra), and culminating in highly derived plant and animal multicellular life forms (e.g., Zea and Homo).
The manner by which IDP within the AS-IDP motif can expand cell type diversity is illustrated by a model based on the appearance of five isoforms of a hypothetical regulatory (transcription factor) IDP and a simple Turing reactiondiffusion system (Fig. 7a) . Beginning with an undifferentiated (meristematic or stem) cell, each successive cycle of cell division is accompanied by the context-dependent appearance of new isoforms. Cells acquire their "context", which in this case is their position with respect to neighboring cells, by means of the reaction-diffusion system, i.e., cells to the left of each neighbor produce an even-numbered isoform, whereas cells to the right produce an odd-numbered isoform. This scenario does not invoke alternative splicing (which theoretically would expand the repertoire of protein functionality well beyond what is illustrated by this scenario) and depends on only two parameters: (i) a chronometer (the cell cycle) that defines when different IDP isoforms are produced, and (ii) a spatial discriminator ("left" vs. "right") that defines which different IDP isoforms are produced. Yet, theoretically, even in the absence of AS, within three cell division cycles, eight different cell types are produced as defined by their IDP isoform compositions. Extension of this scenario to eight cell division cycles (and a total of 8 IDP isoforms) results in 258 different cell types, which exceeds the maximum number of cell types reported for any metazoan.
Clearly, this scenario is a naive contrivance if for no other reason than that it presupposes cell type specification depends on the presence or absence of a few protein isoforms, rather than on determinant gene regulatory dynamics. However, it can be expanded easily at the level of an individual cell by considering the synergistic effects of alternative splicing (AS), proteins with intrinsically disordered domains (IDP), and post-translational modifications (PTMs) as shown in Fig. 7b . In this more elaborate model for cell fate specification, a single pre-mRNA undergoes alternative splicing to produce three protein isoforms, each of which has an intrinsically disordered domain that can take on one of three functional variations. Alternatively, each of the three isoforms with disordered domains can be post-translationally modified in one of three ways to yield nine proteins, each of which can assume one of three functional domains. Regardless of the exact numbers, it is clear that a single pre-mRNA can be modified by an AS-IDP-PTMs motif to produce a large number of functionally different proteins.
Concluding remarks
We have tested the supposition that the number of different cell types is a measure of organismic complexity, and we conclude that it is a useful gauge for this purpose, albeit not invariably so. We have also made two assertions based on the relationships between the number of different cell types and proteome size: (i) the mechanism for cell fate specification depends on a context-dependent motif consisting of alternative splicing (AS) and intrinsically disordered residues (IDResidues) as well as post-translational modifications (PTMs), and (ii) this motif seriously challenges the notion that complex gene regulatory networks regulate development in a deterministic fashion.
Evidence for the operation of the AS-IDR-PTM motif in both plants and metazoans is extensive. As in animals, the pre-mRNAs of model plant organisms, such as Arabidopsis thaliana, undergo extensive AS, contain substantial fractions of IDR, and undergo PTM, typically in the form of phosphorylation (e.g., [4, 43, 44] ). Plants and animals use small molecules for inter-cellular signaling that are transduced by binding to disorder-containing receptor proteins, and PONDR VSL2b [45] and other disorder predictors indicate that the various plant homeodomain-containing transcription factors contain significant amounts of disorder, and they undergo PTM [46] . For example, rice KNOX undergoes tissue-specific AS [47] , whereas DELLA proteins are phosphorylated for degradation [48] .
The operation of this motif casts doubt on the notion that cell fate specification is genetically deterministic. Across diverse unicellular and multicellular plants and animals, the number of different cell types does not increase oneto-one with increasing genome size (the G paradox), but it does increase (and in a log-log disproportionate manner) with increasing proteome size, particularly with increases in the faction of intrinsically disordered residues, which is a reflection of protein functional versatility. We are sensitive to the fact that the number of species examined in this study is small, and that even very significant and positive correlations between variables of interest do not provide proof of cause and effect. Yet, the majority of transcription . a A two-parameter scenario for the specification of eight different cell types using five isoforms (1) (2) (3) (4) (5) of an intrinsically disordered regulatory protein (transcription factor). The two parameters are (i) a chronometer (using successive cell division cycles) and (ii) a reaction-diffusion induction system (upper right diagram) in which paired derivative cells to the right of their neighbor inhibit the formation of odd numbered isoforms and cells to the left of their derivative neighbor activate the formation of even numbered isoforms. Each of three successive divisions (top to bottom) produces successively different isoform compositions, each of which specifies a different cell fate. b A single precursor mRNA (pre-mRNA) undergoes alternative splicing to yield three protein isoforms (shown in light gray), each of which has an intrinsically disordered domain that can take on three functions (circles with dashed outlines). Alternatively, each isoform is subjected to PTMs in one of three ways to yield nine proteins (shown in darker gray), each of which has an intrinsically disordered domain that can take on three functions (circles with dashed outlines), to yield a total of 27 IDP functional variants.
factors contain intrinsically disordered protein domains whose functionalities are context-dependent [29, 49] , and post-translational modification further diversifies protein functionalities. These features, taken even in isolation, challenge the conventional perspective on the deterministic control of gene regulatory networks. They also help us to understand how evolutionarily conserved transcription factors can evolve new functionalities because the AS-IDR-PTM motif can buffer and even isolate a genome from the immediate consequences of initially maladaptive gene mutations and provide a genome sufficient time to evolve adaptively as transcription factors assume new roles. The origin of cellular differentiation may reside therefore in the ability of the AS-IDP-PTM motif to permit somatic or reproductive functional roles for different cell types to become established ad hoc by natural selection. This speculation is consistent with the hypothesis that the evolution of complex genomic architecture was driven by non-adaptive stochastic events, rather than by adaptive evolution by means of natural selection [50] , and it is consistent with the observation that metazoan embryonic cell lineages are significantly simpler than would be expected by chance, which suggests that selection for decreased complexity plays a significant role in shaping cell lineages [51] . Under any circumstances, our perspective indicates that sequence homologies do not invariably indicate protein functional homologies, which makes BLAST analyses potentially misleading.
