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Abstract
Using the electric approach, we derive exact and asymptotic closed form formulas for hitting times
in symmetric cases of the Moran’s genetics model.
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1. Introduction
The electric approach to random walks on graphs, a nice introduction to which can be
found in the monograph of Doyle and Snell [4], sometimes provides closed form formulas
for hitting times that are harder to obtain by other means. In this note we use this approach
in order to get asymptotic closed form formulas for hitting times of the form EiTN−i for
i fixed and N large in birth-and-death chains with state space 0,1, . . . ,N and with the
transition probabilities of the Moran’s genetic model with a single parameter. This single
parameter model includes as particular cases the well-known Ehrenfest urn model and the
Bernoulli–Laplace urn model. The electric approach reduces the analysis of double sum-
mation formulas for the hitting times, as done in [5], to the analysis of a single summation
formula.
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2.1. Random walks on graphs
On a connected undirected graph G = (V ,E) such that the edge between vertices i
and j is given a resistance rij (or equivalently, a conductance Cij = 1/rij ), we can define
the random walk on G as the Markov chain that from its current vertex v jumps to the
neighboring vertexw with probabilityP(v,w)= Cvw/C(v), whereC(v)=∑w: w∼v Cvw ,
and w ∼ v means that w is a neighbor of v. There may be a conductance Czz from a vertex
z to itself, giving rise to a transition probability from z to itself, though this conductance
plays no role in the computation of effective resistances (see (2.5) below). Some notation:
EaTb denotes the expected value, starting from the vertex a, of the hitting time Tb (also
called first passage time) of the vertex b; Rab is the effective resistance, as computed by
means of Ohm’s law, between vertices a and b.
2.2. Reversible Markov chains
A Markov chain is reversible if πiP(i, j) = πjP(j, i) for all i, j , where {π·} is the
stationary distribution and P(·, ·) are the transition probabilities. Such a reversible Markov
chain can be described as a random walk on a graph if we define conductances
Cij = πiP(i, j). (2.1)
The reader is referred to [1] for a thorough monograph on reversible Markov chains and
random walks on graphs.
2.3. Commute time and hitting time formulas
It is well known (at least since Chandra et al. proved it in [3]) that for a random walk on
a graph we have
EaTb +EaTb =Rab
∑
z
C(z), (2.2)
where Rab is the effective resistance defined above.
If this formula is applied to a reversible Markov chain whose conductances are given as
in (2.1), then it is clear that
C(z)= πz,
and therefore the summation in (2.2) equals 1. Then we get this compact formula for the
commute time,
EaTb +EaTb =Rab, (2.3)
where the effective resistance is computed with the individual resistors having resistances
rij = 1 = 1 . (2.4)
Cij πiP(i, j)
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EaTb = 12
∑
z
C(z)[Rab +Rbz −Raz], (2.5)
where Czz’s do not intervene in the computation of the effective resistances.
In the context of reversible Markov chain whose conductances are given as in (2.1) and
(2.5) can be rewritten as
EaTb = 12
∑
z
π(z)[Rab +Rbz −Raz], (2.6)
where the effective resistances are computed with the individual resistors having resis-
tances given as in (2.4).
2.4. Birth-and-death Markov chains
These are the chains on the set of integers such that the transition probabilities P(i, j)
are zero unless |i − j | 1. As we pointed out in [9], all birth-and-death chains of interest
(those for which there is no zero probability of jumping to the left or right, except in the end
points in the finite case) are representable as random walks on the linear graph. Moreover,
in the finite case (say, on the state space {0,1, . . . ,N}), these chains are reversible and a
direct application of (2.6) yields the result (see [9] for its elementary electrical derivation
and for a generalization to the infinite case; indeed, all that is invoked is the fact that
the effective resistance between two points in a linear circuit is the sum of the individual
resistors placed in series between the two points),
Ej Tj+1 = 1
πjpj
j∑
z=0
πz, (2.7)
where pj = P(j, j + 1) for 0 j N − 1. A further summation yields
EiTj =
j−1∑
z=i
1
πzpz
z∑
k=0
πk (2.8)
for i < j . We shall call this formula the “double summation formula.” As a contrast, when
(2.3) is applied to this context of birth-and-death chains we obtain for the commute time,
EiTj +Ej Ti =
j−1∑
z=i
1
πzpz
(2.9)
for i < j . As a special case of (2.9), in case we can guarantee that EiTj = Ej Ti , we get
EiTj = 12
j−1∑
z=i
1
πzpz
(2.10)
for i < j . We shall call this formula, accordingly, the “single summation formula.”
J.L. Palacios, N.L. Garcia / J. Math. Anal. Appl. 286 (2003) 230–236 2333. Moran’s genetic model
This is the finite birth-and-death chain with transition probabilities
P(j, j − 1)= {j (N − j)(1− v)+ uj2}/N2, (3.1)
P(j, j + 1)= {j (N − j)(1− u)+ v(N − j)2}/N2, (3.2)
P(j, j)= 1 − P(j, j + 1)− P(j, j − 1), (3.3)
where u and v are probabilities (not necessarily adding up to 1). This model has an il-
lustrious history in Biology which can be traced in [6] and [5]. In the latter paper, the
main results are closed form formulas and asymptotics for the hitting times E0TN for the
Moran’s model, with special attention to the particular cases u = v = 1/2 (which gives
a version of the Ehrenfest urn model with holding probabilities 1/2 on each site) and
u = v = 1 (the Bernoulli–Laplace urn model). Indeed, the main lemma in [5] consists of
the computation of E0TN for the Ehrenfest urn using the double summation formula (2.8),
and of the subsequent proof that E0TN ∼ 2N . This proof seems to ignore the previous paper
[7] where the same result is attained using an ad hoc version of the simpler single summa-
tion formula (2.10), on account of the fact that in the Ehrenfest urn, by the symmetry of
the model, one has
E0TN = ENT0. (3.4)
The single summation argument in [7] yielded E0TN = 2N−1∑N−1k=0 (N−1k )−1; also in [7]
it was shown that the summation IN =∑N−1k=0 (N−1k )−1 is asymptotically equal to 2. Here
is a cleaner proof of this latter fact that will be generalized below: it is shown in [10] with
elementary means that the following recurrence holds:
IN = N + 12N IN−1 + 1. (3.5)
If limN IN exists, taking limits on both sides of (3.5) yields limN IN = 2. The limit exists
on account of the sequence of numbers IN being bounded below by 0 (indeed by 2, if we
consider the first and last terms of the summation which defines IN ) and decreasing. This
latter fact can be seen by using the bound, for N  4,
IN−1 
(
N − 1
0
)−1
+
(
N − 1
1
)−1
+
(
N − 1
N − 2
)−1
+
(
N − 1
N − 1
)−1
= 2N
N − 1 . (3.6)
Then
IN = N + 12N IN−1 + 1
N + 1
2N
IN−1 + N − 12N IN−1 = IN−1,
finishing the proof.
We can extend (3.4) to hold in a more general Moran’s model if we can ensure that the
values of the resistors in the underlying linear circuit are symmetric. Namely, if we define
rj = rj,j+1, 0 j < N , then in order to guarantee (3.4) we need that
rj = rN−j−1 (3.7)
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πN−j−1P(N − j − 1,N − j)= πjP(j, j + 1) (3.8)
for 0 j < N , or equivalently, in view of the reversibility of the chain
πN−jP(N − j,N − j − 1)= πjP(j, j + 1) (3.9)
for 0 j < N . Since the stationary distribution for Moran’s model is given by
πj = π0
(
N
j
)
Γ (j +A)Γ (B − j)
Γ (A)Γ (B)
, (3.10)
where
A= Nv
1 − u− v , B =
N(1 − v)
1 − u− v , π0 =
Γ (B)Γ (A+C)
Γ (D)Γ (C)
,
C = Nu
1− u− v , and D =
N
1 − u− v
(see [6] for a derivation of this stationary distribution), replacing (3.10), (3.1), and (3.2)
into (3.9) yields that (3.4) holds iff u= v. Moreover, a moment’s thought tells us that we
have proved the following more general
Proposition 3.1. Under the condition u= v we have for Moran’s model
EiTN−i = EN−iTi = 12
N−i−1∑
z=i
1
πzpz
(3.11)
for all 0 i  N/2.
For the Ehrenfest urn, where πz =
(
N
z
)
/2N and pz = (N − z)/N , (3.11) yields
EiTN−i = 2N−1
N−i−1∑
z=i
(
N − 1
z
)−1
. (3.12)
Now we can provide some asymptotics for the summation in (3.12) along the lines for
the case i = 0. For any fixed i , if we define JN =∑N−i−1z=i (N−1z )−1, the argument in [10]
gives us the recurrence
JN = N + 12N JN−1 +
(
N
i
)−1
, (3.13)
and if we define KN =
(
N
i
)
JN , (3.13) is transformed into
KN = N + 12(N − i)KN−1 + 1. (3.14)
Reasoning as in the case of (3.5), we will have by (3.14) that limN KN = 2 as soon as we
prove the sequence of numbers KN to be decreasing and bounded below. The latter fact is
again trivial, and the lower bound is 2. That the KN ’s form a decreasing sequence is a bit
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for suitably large N we have
KN 
(
N − 1
i
)[(
N − 1
i
)−1
+
(
N − 1
i + 1
)−1
+ · · · +
(
N − 1
2i + 1
)−1 ]
 N − i
N − 2i − 1 , (3.15)
and the rightmost bound in (3.15) plus the recurrence (3.14) end the proof.
Then we have the following generalization of the well-known expected hitting time
between “opposite vertices” for the Ehrenfest urn (see [2,7,8] for the “opposite vertices”
and other hitting times of the Ehrenfest urn not mentioned in this note):
EiTN−i ∼ 2N 1(N
i
)
for i fixed and N large.
In the Bernoulli–Laplace urn model, πz =
(
N
z
)2
/
(2N
N
)
and pz = (N − z)2/N2, and there-
fore, (3.11) in this case yields
EiTN−i = 12
(
2N
N
)N−i−1∑
z=i
(
N − 1
z
)−2
. (3.16)
The asymptotics of the summation are similar to those of the Ehrenfest urn model: only
the first and last terms matter, and minor modifications of the previous arguments give us
that for the Bernoulli–Laplace model
EiTN−i ∼
(
2N
N
)
1(
N
i
)2
for i fixed and N large.
We can push the asymptotics to other cases of Moran’s model with u= v: under extra
conditions, the probabilities pj = P(j, j+1) take the form of a parabola with small values
at the ends of the range, and under further extra conditions on the parameters (see [6]), the
stationary distribution isU -shaped, so that once again all summands in (3.11) are negligible
except the first and last, and EiTN−i ∼ 1/(πipi). In the most general case with u and v not
necessarily equal, we can only use the single summation formula (2.9) to find commute
times. In order to get one-way hitting times in this most general case, there seems to be no
way of avoiding the double summation (2.8), and we refer the reader to [5] for the details.
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