Purpose: Accurate modeling of the relative biological effectiveness (RBE) of particle beams requires increased systematic in vitro studies with human cell lines with care towards minimizing uncertainties in biologic assays as well as physical parameters. In this study, we describe a novel high-throughput experimental setup and an optimized parameterization of the Monte Carlo (MC) simulation technique that is universally applicable for accurate determination of RBE of clinical ion beams. Clonogenic cell-survival measurements on a human lung cancer cell line (H460) are presented using proton irradiation. Methods: Experiments were performed at the Heidelberg Ion Therapy Center (HIT) with support from the Deutsches Krebsforschungszentrum (DKFZ) in Heidelberg, Germany using a mono-energetic horizontal proton beam. A custom-made variable range selector was designed for the horizontal beam line using the Geant4 MC toolkit. This unique setup enabled a high-throughput clonogenic assay investigation of multiple, well defined dose and linear energy transfer (LETs) per irradiation for human lung cancer cells (H460) cultured in a 96-well plate. Sensitivity studies based on application of different physics lists in conjunction with different electromagnetic constructors and production threshold values to the MC simulations were undertaken for accurate assessment of the calculated dose and the dose-averaged LET (LET d ). These studies were extended to helium and carbon ion beams. Results: Sensitivity analysis of the MC parameterization revealed substantial dependence of the dose and LET d values on both the choice of physics list and the production threshold values. While the dose and LET d calculations using FTFP_BERT_LIV, FTFP_BERT_EMZ, FTFP_BERT_PEN and QGSP_BIC_EMY physics lists agree well with each other for all three ions, they show large differences when compared to the FTFP_BERT physics list with the default electromagnetic constructor. For carbon ions, the dose corresponding to the largest LET d value is observed to differ by as much as 78% between FTFP_BERT and FTFP_BERT_LIV. Furthermore, between the production threshold of 700 lm and 5 lm, proton dose varies by as much as 19% corresponding to the largest LET d value sampled in the current investigation. Based on the sensitivity studies, the FTFP_BERT physics list with the low energy Livermore electromagnetic constructor and a production threshold of 5 lm was employed for determining accurate dose and LET d . The optimized MC parameterization results in a different LET d dependence of the RBE curve for 10% SF of the H460 cell line irradiated with proton beam when compared with the results from a previous study using the same cell line. When the MC parameters are kept consistent between the studies, the proton RBE results agree well with each other within the experimental uncertainties. Conclusions: A custom high-throughput, high-accuracy experimental design for accurate in vitro cell survival measurements was employed at a horizontal beam line. High sensitivity of the physicsbased optimization establishes the importance of accurate MC parameterization and hence the conditioning of the MC system on a case-by-case basis. The proton RBE results from current investigations are observed to agree with a previous measurement made under different experimental conditions. This establishes the consistency of our experimental findings across different experiments and institutions.
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INTRODUCTION
Radiation therapy plays a crucial role in cancer treatment. More than 50% of all cancer patients receive radiotherapy. 1 Particle therapy promises favorable depth-dose profiles and, for heavier particles, potential biological advantages over traditional photon therapy. 2, 3 In contrast to photons, the dose profiles of the charged heavy ions show a characteristically distinct narrow peak (Bragg peak) at the end of their range thereby improving the peak to entrance dose. 3 Furthermore, the striking difference in biological effect between photons and charged particles is intrinsic in the microscopic spatial distribution of the deposited energy in the medium. 4 On one hand where photons interact with matter mostly through photoelectric, Compton, or pair production processes; charged particles interact principally through ionization and excitation of the medium through which they travel and through nuclear interactions producing fragments in the case of heavy ions. The potential of particle beams lies in their characteristic interaction with matter which occurs mainly through direct interactions. These direct interactions are largely mediated by the Coulomb force between the incoming charged particles and the electric field of electrons and nuclei of the atoms that constitute the medium. At the interaction level, therefore, the biological effectiveness of the charged particle beams can be substantially different from that of photons. The quantification of this is expressed in terms of the relative biological effectiveness (RBE), defined as the ratio of photon dose to the ion dose leading to the same biological effect.
The International Commission on Radiation Units and Measurements (ICRU) recommended a constant RBE value of 1.1 for protons, which is widely applied in current proton therapy centers. 5, 6 Recent data, however, indicate that RBE is not a constant, but depends on multiple parameters, such as the linear energy transfer (LET), the type of charged particles, type of tissues, dose per fraction, end point, etc. 6 The full potential of variable RBE to improve effective dose delivery for ion beams has not yet been realized, partially because of the limited availability of systematic in vitro experimental data (specifically limited human cell line data), in vivo data, and due to the associated large uncertainties in historical data. There are several shortcomings of the currently available in vitro studies. A large fraction of the in vitro studies of variable proton RBE are based on the survival of Chinese hamster-derived V79 cells which on average show a significantly higher RBE than proton studies using other cell systems including selected human cell lines. 7 The in vitro studies with human cell lines are limited in number. Further, many in vitro measurements are made at the center of a spread-out Bragg peak (SOBP). Generally, the majority of available cell survival data was collected under vastly varying experimental conditions, which has led to correspondingly large systematic uncertainties in RBE.
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A thorough, accurate and systematic study to explore the dependence of the RBE on the dose and the LET of clinically relevant ion species for human cancer cell lines, with an emphasis on accurately determining dose and LET values using a mono-energetic beam in conjunction with a setup that yields narrow energy spectra, is thus imperative. In the current investigation, these features were incorporated in the experimental setup with the use of a novel customized variable range selector (VRS), which in turn enabled a high throughput and high-accuracy data collection procedure to minimize systematic measurement uncertainties. Various design parameters for the VRS were optimized using Geant4 Monte Carlo (MC) toolkit. In this article, we report the results of a sensitivity analysis of the MC parameterization for proton, helium, and carbon ion beams showcasing the improvement in the accuracy of the transport parameters. The simulation environment was optimized for accurate dose and LET calculations through the use of appropriate hadron based physics in conjunction with the accurate electromagnetic constructor and the secondary particle production threshold. We further report the procedure and results of our cell survival measurements of the clonogenic assay of a human lung cancer cell line (H460) under the influence of proton beams. The experimental setup and the simulation environment are prototyped for their future use in heavy-ion experimental investigations thereby opening a new chapter into such systematic and high-throughput studies involving different cell lines under the influence of clinically relevant ion beams.
MATERIALS AND METHODS
The experimental setup was designed and MC simulations were carried out for the proton, helium, and carbon ion beams in order to assess the robustness of such an experimental investigation for some of the clinically relevant ion beams. While the design implementation was carried out for all three beams, the prototype was tested for proton beams in the experimental investigation presented in this study.
The experiment was performed at the Heidelberg Ion Therapy (HIT) facility with support from the Deutsches Krebsforschungszentrum (DKFZ), Heidelberg, Germany. An accelerator system consisting of a two-stage linear accelerator followed by a synchrotron was used to deliver a quasi-monoenergetic proton beam with a nominal beam energy of 80.04 MeV (r 90 , = 5.26 cm, being the range in water at the 90% distal falloff dose location) and DE/E % 0.15%. A low energy beam was chosen so as to obtain narrow kinetic energy spectra of the primary particles, which allows for an optimal biological correlation with the dose and LET values. The beam passed through a total of 2.9 mm water equivalent thickness (WET) of material comprising of beam line equipment and the air gap up to the iso-center where the experimental setup was located.
2.A. Variable range selector (VRS) design
Many ion beam facilities provide only fixed horizontal beams for in vitro experimental measurements. A fixed horizontal beam line, such as the one at the HIT, requires an experimental setup that is inclined at an angle with respect to the beam axis; ideally perpendicular to beam axis. A novel experimental setup was designed to address this requirement at the HIT's horizontal beam line facility for a high-throughput measurement. The schematic view of this setup is shown in Fig. 1 . In order to study multiple dose and LET values in a single irradiation, a VRS made out of poly methyl methacrylate (PMMA, q meas = 1.183 g/cm 3 ) was custom designed. The underlying principle of the VRS was to allow selection of 12 different locations on a Bragg curve for a single radiation exposure. These 12 points of interest were incorporated into the experimental setup by appropriately selecting the thicknesses of the different "steps" of VRS as a design parameter. A 96-well cell culture plate (12 9 8 wells), made of polystyrene (q = 1.06 g/cm 3 ), was placed distally to the VRS. In order to perform a sensitivity analysis of the MC simulation parameters for proton, helium, and carbon ion beams, three different VRSs, differing only in the thicknesses of the 12 "steps", were designed.
The VRS was aligned so as to have its proximal plane located at the iso-center as shown in Fig 1. The device was fabricated with a high-accuracy computer numerical control (CNC) milling machine using a 21 9 19 9 5 cm 3 PMMA block to a measured accuracy of 10 lm. A top sliding cover, placed downstream of VRS, for the purpose of holding 96-well plates was fabricated using a 23 9 19 9 3.5 cm 3 PMMA block. Provision was made in the top cover to facilitate exposure of two different plates simultaneously in a single irradiation to achieve high-throughput resulting in 192 measured data points per irradiation.
As mentioned above, the designing of the VRS was undertaken by selecting twelve points of interest on the corresponding Bragg curve for each particle beam. The first column was left open with no PMMA pre-absorber in the path of the beam. This was done to appropriately measure the dose close to the entrance. For the remaining eleven points, spectra of distinct LET values along the Bragg curve for the particle beam were selected. The selection of these points was achieved using various thicknesses of the PMMA columns, for the three beams, listed in Table I corresponding to each column of the 96-well plate. These set of locations included several points on the distal edge of the Bragg peak as shown in Fig. 2(a) where the LET values sharply increase.
Using this setup, eight wells received the same dose and LET values and the 12 columns of eight wells each received distinct doses and LETs per irradiation. Irradiating two plates at a time yields a total of 16 replicates for each irradiation FIG. 1. Schematic view of the experimental setup utilized for this investigation. The particle beam passes through the VRS comprised of twelve different absorber thicknesses. A 96-well plate is placed downstream of the 2 EBT3 films (used as shims). The device was located such that its proximal edge was coincident with the iso-center plane (ISO). The scale in this illustration is not proportional to the real dimensions of the experimental devices; the purpose is only to demonstrate the principle of design. condition (dose, LET) studied, resulting in a design with excellent measurement statistics and, hence, small statistical uncertainties.
2.B. Monte Carlo simulations
High-accuracy determination of particle energy spectra, the energy deposition and the LET in the cell layers of the 96-well plate was achieved by application of a validated Geant4, version 10.00.P02, MC code. The 96-well plate setup, positioned appropriately relative to the VRS, was simulated using 10 8 particles, at the nozzle entrance, for a 15 9 9 cm 2 field size to provide uniform particle fluence to the 96-well plate. The physical parameters of the materials used in the MC simulation of the experimental setup are listed in Table II . The different kinematic variables such as the kinetic energy of the particle, energy deposited and fluence were scored along the track of each particle as it interacted with the medium. The LET values were determined using the ComputeElectronicDEDX () function to compute the primary charged particle's electronic stopping power based on the kinetic energy of the particle at the entrance plane of each cell layer. This method was found to be robust against different simulation parameters as noted in Ref. [9, 10] . The dose-averaged LET, LET d , is defined as follows,
where, the electronic stopping power of the primary particle, S el (E), with kinetic energy E is weighted by the dose deposited, D(E,Z), for the corresponding primary particle at location Z.
The overall configuration of the MC simulations, such as the theoretical models, parameterization methods, and tracking parameters, plays a very important role in accurately calculating physics quantities such as the dose deposited and the LET. For example, several reference physics lists are available in Geant4 that describe hadronic and electromagnetic interactions for various applications, 11, 12 and their appropriate choice is determined based on the application, precision and computing time. Furthermore, parameters such as the secondary particle production threshold in Geant4 determine the accuracy of the location of energy deposited. In Geant4, a threshold for secondary (e À , e + , c, recoil ions) production is imposed for the particle transport. When a primary particle no longer has enough energy to produce secondary particles which can travel at least this production threshold in the specified medium, there will not be any more secondary particles to be generated from discrete interactions and the primary particle will lose energy in a continuous way. [11] [12] [13] It thus affects the accuracy of the location of energy deposition. Lower production threshold can increase the computational time due to the increased number of discrete interactions. Thus, it is often required to achieve optimal balance between the desired accuracy and the simulation time.
The choice of the physics list in simulating the experimental setup described in this study was made based on sensitivity studies. Two widely used reference physics lists, the quark-gluon string hadron model coupled with Binary Cascade model for hadron-nuclear interaction (QGSP_BIC) and the Fritiof hadron model with Bertini Cascade model for hadron-nuclear interaction (FTFP_BERT) were compared. While FTFP_BERT is mostly used in for high energy and space applications, it is also used in medical applications with proton beams.
14 QGSP_BIC, on the other hand, is often used in medical applications for proton as well as carbon beams. 15, 16 The electromagnetic physics in these reference lists is described by different Geant4 standard electromagnetic constructors. However each electromagnetic constructor (describing the electromagnetic interaction of charged particles, gamma and x-ray photons) is tailored for specific needs and hence it is important to appropriately choose the electromagnetic constructor for a given application. EMY, EMZ, PEN, and LIV are the recommended electromagnetic constructors for medical applications. 11, 16, 17 In addition, the default electromagnetic constructor (emstandard), which has been previously validated for clinical proton beams as noted in, 18, 19 was also employed here for comparison. Thus, MC simulations using FTFP_BERT with emstandard (Set1), FTFP_BERT_LIV with Livermore tailored for low energy physics (Set2), FTFP_BERT_EMZ with em_option4 (Set3), FTFP_BERT_PEN with Penelope electromagnetic constructor (Set4) and QGSP_BIC_EMY (Set5), physics packages were carried out for proton, helium, and carbon ion beams with a default production threshold of 700 lm in all media. This high production threshold consequently reduces the dependence on the delta ray production along with their corresponding tracking processes and thereby accelerates computation time. Among several differences between different electromagnetic constructors, the important differences lie in the models used for the production and transport of the deltaelectrons as well as the difference in binning of the lambda (mean free path), restricted stopping power, range, and inverse range tables which are initialized in Geant4 prior to the start of the simulation. 20, 21 Furthermore, because the dose to the cells in the 96-well plate is scored over a 5 lm thick water layer, the value of production threshold also becomes very important. A low production threshold is recommended by the recent development report of Geant4. 17, 22 From the sensitivity analysis of the physics lists described above, all Sets except Set1 were found to be viable for this experimental investigation. However, with the need of a low production threshold for the 5 lm thick scoring volume, we have adopted Set2 for further sensitivity analysis of the production threshold because it is specifically tailored for low energy physics. 16 A production threshold sensitivity study was performed for the threshold values of 700 lm, 10 lm, 5 lm and 2 lm in all media. Based on the results of the above mentioned sensitivity studies, Livermore electromagnetic constructor was employed in conjunction with the FTFP_BERT physics list, with a production threshold value of 5 lm, for the proton RBE calculations.
The beam energy parameters in the Geant4 code, such as the nominal kinetic energy and energy spread, were tuned to match the proton integral depth dose (IDD) curve in water, provided by the HIT/DKFZ facility. This was carried out using Set1 parameterization and a water box geometry of 40 cm 9 40 cm 9 40 cm with a spatial resolution of 0.1 mm constructed using the Geant4 code and a total of 10 6 source particles. The energy distribution of the beam was chosen to be of the Gaussian form with a mean energy of 80.69 MeV and a sigma of 185.7 keV. A comparison plot of the calibrated Geant4 simulation results and the HIT/DKFZ data is shown in Fig. 2(b) . Furthermore, for the sensitivity studies, the Gaussian energy distribution with a mean value of 337 MeV and a sigma of 1.242 MeV was employed for the helium beam while the mean energy of 1812 MeV and a sigma of 17.77 MeV was used for the carbon beam for which the corresponding Bragg curves are shown in Fig 3. The ranges of proton, helium and carbon ions in water were observed to be larger by 0.06 mm, 0.22 mm and 0.36 mm respectively for Set2-Set5 compared to Set1. These shifts in range of the three ions in water were incorporated by introducing an addition WET, corresponding to these range differences, in the path of the beam for all the MC simulations where Set2-Set5 were employed. This eliminates the dependence of further analysis on these initial range differences.
2.C. Experimental setup design
The experimental facility at HIT consisted of a fixed horizontal beam line. The inability to irradiate the well plate from below due to the fixed horizontal nature of the beam line, requires the 96-well plate and, hence, VRS to be inclined at an angle with respect to the beam direction. A first design was produced so as to incline the plate's bottom to an angle of 30°with respect to the beam axis. Calculated energy spectra inside the wells were, however, observed to become sharper as the angle of inclination of the plate-base increased with respect to the beam axis, keeping similar path length of the particles through the medium. The energy spectra in the first three columns of the Olympus well plate with respect to the two configurations, vis. 30°and 90°, for a proton beam are shown in Fig. 4 . The 90°setup, however, poses a practical challenge for the VRS setup -that of holding the liquid cell media in a vertical configuration while the cells adhere to the bottom of the well plate. This was tested successfully and it was observed that the surface tension of the cell media prevented leaking of the media solution from the wells when held at any angle up to and including 90°. This optimal configuration of 90°was, thus, utilized for the experimental investigations reported in this study. The designed setups for the proton, helium and carbon ion beams were simulated to determine the dose and LET d in each of the wells of a 96-well plate. Calculations were made for different 96-well plates, such as the ones manufactured by Olympus (Item no. 25104/25109) and Greiner Cellstar (Item no. 655180). The design of the well plates are different in terms of plate bottom thicknesses (d). Additionally, inserting Gafchromic EBT3 films upstream of the thinner Cellstar plate (d = 0.79 mm) acted as shimming material in order to manipulate the range of the particle beam to closely match the thicker Olympus plate (d = 1.24 mm). Based on the availability of the 96-well plates at the HIT experimental facility, the set up consisting of the Cellstar plates with two Gafchromic films used as shims (as shown in Fig. 1 ) was utilized for all the experimental measurements. The geometry of the Cellstar 96-well plate was incorporated into the calculations as per manufacturer's specification details. A cell layer thickness of 5 lm was used as the scoring target in each well of the 96-well plate. The biological cell layer material was simulated as water.
2D. Dosimetry and range verification
At the experimental facility of HIT the iso-center plane is located at a distance of 2.9 mm WET from the beam pipe window. A nominal proton beam energy of 80.04 MeV for a field size of 18 9 18 cm 2 was utilized for these measurements. In order to further verify the proton beam's range in the 12 columns of a 96-well plate, the experimental setup as shown in Fig. 1 was used with an empty 96-well plate. An additional Gafchromic EBT3 film was attached to the top of the 96-well plate (downstream) and the entire setup was irradiated with 2 Gy peak dose. The highest optical density of the exposed film verified the highest dose position to be in the expected column of the well plate.
2.E. Bio-sample
The high-throughput clonogenic assay was carried out using previously reported methodology.
14 Briefly, the H460 non-small cell lung cancer cell line was purchased from the LGC Standards tissue bank. The cells were maintained in an incubator at 37°C and 5% CO 2 with RPMI 1640 media supplemented with 10% fetal bovine serum and 1% penicillinstreptomycin. On the day of irradiation, cells were detached using trypsin, collected, counted using a hemocytometer, and diluted to a concentration of 1 cell/ll. 100 ll was then dispensed into all wells in 96-well plates to be irradiated resulting in an average of 100 cells/well. Cells were allowed to attach and normalize in culture for 8-10 hr prior to irradiation. The irradiation strategy consisted of minimizing time out of culture by removing plates from the incubator immediately prior to irradiation and returning them shortly after the irradiation was completed.
Cells were allowed to form colonies for 5.5 days following irradiation at which time the plates were stained in a 0.5% crystal violet in methanol solution. The colonies were then scored with an image-based analysis using an IN Cell Analyzer 6000 and the GE Developer software package. Surviving fraction (SF) analysis was performed by normalizing the number of colonies at each dose-LET level by the number of colonies scored in the plating efficiency control plates.
2.F. Irradiations
High-throughput for this experimental investigation was achieved using the unique VRS design in conjunction with two 96-well plates per irradiation condition. The twelve columns of the 96-well plate were designed to receive twelve distinct dose and LET values. The experimental design yielded eight replicates for a given dose and LET combination per plate per irradiation condition. With two plates per irradiation, this resulted in a total of 16 replicates per exposure. Further, multiple peak dose values with a maximum peak dose of 10.65 Gy for the proton beam were investigated. To determine the absolute doses in the 12 columns of the 96-well plate corresponding to each absolute peak dose delivered by the experimental facility, separate MC simulations were performed for a geometry replicating the experimental conditions as seen by 1st column of the 96-well plate (Table I) . In order to achieve this, simulation setup consisted of three elements in the path of the beam: 2 EBT3 films, a polystyrene slab with the thickness corresponding to the thickness of the 96-well plate placed downstream of the EBT3 films, and a 40 cm 9 40 cm 9 40 cm water box was placed downstream of the polystyrene slab. A beam source, with the beam configuration corresponding to Fig. 2 , was utilized and the water box was used as the scoring volume. The peak to entrance ratio of the Bragg curve determined for this setup was then scaled to each of the experimentally delivered absolute peak doses in order to obtain the absolute entrance dose values for each irradiation condition. The MC simulated doses in the 12 columns of the 96-well plate geometry, obtained by simulating the geometry of Fig. 1 , were normalized to the entrance dose (1st column). The relative doses (with respect to column 1) in the 12 columns were then scaled appropriately to the each of the previously determined absolute entrance dose values in order to determine absolute dose values in each column of the 96-well plate for each irradiation condition. A complete set of all the irradiation conditions, is shown in Fig. 5 .
RESULTS AND DISCUSSION
A large dose and LET d matrix was generated using the high-throughput experimental design. SFs of H460 were studied for each of the elements of this matrix. An accurate determination of the dose and LET d for each experimental condition was performed using the Geant4 toolkit. The results of this investigation are presented and important features are discussed in detail in this section.
3.A. MC physics
An optimally conditioned MC system is necessary for accurate determination of the physics parameters of interest. Thus, the selection of the appropriate physics list and the value of production threshold of delta rays is crucial. The and Set2-Set4, constructed with same hadronic physics list but different electromagnetic constructors, can be attributed to the differences in the production and transport of the deltaelectrons and gammas. Additionally, the differences may also be attributed to the binning of the various tables initialized at the beginning of the simulation as previously discussed in the materials and method section. Compared to Set1-Set4, Set5 consist of a different hadronic (QGSP_BIC) and electromagnetic (EMY) physics. Differences, if any, in dose and LET d between Set1-Set4 and Set5 result from the differences from the use of different electromagnetic constructors (as described above) as well as from the production and tracking of the secondary fragments. 16 The results clearly indicate a good agreement between Set2 and Set5 while Set1 deviates the most from Set2 to Set5. In the case of protons the average percentage difference in doses of the 12 columns between Set1 and Set2-Set5, is about 9%. This difference is maximum for the carbon ions with an average percentage difference in dose of about 23% to 24%. While the differences are large between Set1 and Set2-Set5, Set2-Set5 were found to be in very good agreement with each other. This can be attributed to the fact that Set2-Set5 are built using the recommended electromagnetic constructor for any application requiring higher accuracy of electrons, hadrons and ion tracking. 16 The average percentage difference in dose predictions between these sets, for all three ions, are on the order of 1% to 2%, which fall well within the estimated systematic experimental uncertainties. The differences in the dose values between Set1 and Set2-Set5 indicate the importance of the choice of appropriate physics lists for MC simulation based on its application.
Similarly, the differences in the LET d values between Set2 and Set5 are minimal for all ions, with an average percentage difference ranging within 1% to 2%. While the differences in LET d values between Set2 and Set5 agree within the experimental uncertainties for all three ions, relatively larger differences are observed between Set1 and Set2-Set5. For protons and helium ions, the average percentage differences in LET d values are found to be up to 7%. For carbon ions, this difference increases to 16%.
The sensitivity study of doses in the wells as a function of the production threshold was carried out using the Livermore electromagnetic constructor in conjunction with the FTFP_BERT reference physics list. The results of the analysis are presented in Fig. 7 for proton, helium and carbon ion beams.
Relatively smaller differences are observed in the dose deposition resulting from different production threshold values. For the case of protons, the average percentage difference in the dose deposition of about 5% and relatively smaller average percentage difference in the LET d values of about 2% can be observed between the default production threshold of 700 lm and a lower production threshold of 10 lm for the setup used in this investigation as shown in Fig. 7 . Between the production threshold of 10 lm and 5 lm, however, the average percentage difference lowers to about 1% in dose and LET d values for protons. As a result of 
The dose-LET d matrix generated with Geant4 using different peak dose values delivered during the experimental irradiation. Each symbol corresponds to a specific peak dose value used for irradiation. In all there were 12 such peak doses investigated as a part of this experimental study.
this, in our RBE calculations for the proton beam, 5 lm was found to be a reasonable threshold value to be used while simultaneously optimizing simulation accuracy and computational time. The production threshold below 5 lm does not change dose and LET d values substantially as shown in Fig. 7 for protons, while the computational time increases manifold. A similar sensitivity study was also carried out for the helium and carbon ion beams. The average percentage difference in the calculated dose between the production threshold of 700 lm and 10 lm values were found to be about 1% to 2% in the case of helium and carbon ion beam as shown Fig. 7(a) . Furthermore, the average percentage difference in the calculated LET d between the production thresholds of 10 lm and 5 lm are found to lie within 1% to 3% for proton and helium ions. This difference increases to about 6% for the carbon ions. In summary, while the differences in the doses from the choice of electromagnetic constructors are seen to be the largest for the case of heavy ions, lighter ions are found to be most sensitive to the production threshold. Hence, a careful choice of these simulation parameters is critical for accurate determination of the resulting physical quantities. For the dose calculations in the experimental investigation of protons, we have adopted a 5 lm production threshold based on the production threshold sensitivity results and the FTFP_BER-T_LIV physics list with the Livermore electromagnetic constructor which is specifically tailored for the low energy physics of electrons and photons. 16, 17 The definition of LET d in equation 1 uses the electronic stopping power, which describes the loss of energy from primary particles in the absence of delta ray production. 23 The maximum energy of a secondary electron from 80.04 MeV proton beam is about 180 keV, corresponding to a range of 400 lm in water. Thus, the production threshold of 700 lm inhibits the production of secondary electrons in water for the proton beam. We have, therefore, adopted the unrestricted LET d values calculated using a production threshold of 700 lm in conjunction with the FTFP_BERT_LIV physics list for the proton RBE calculations. The dose and LET d values calculated using this simulation setting for the proton beam are summarized in Table III .
3.B. Calibration and range check
EBT3 films were used to determine the column with the highest dose (relative value) thereby confirming the range of the proton beam with respect to our experimental setup. The EBT3 film attached to an empty 96-well plate was exposed to protons through the VRS. The film was then scanned, and the RGB values were extracted. Optical density corresponding to the red channel was then calculated. A good agreement was observed in determining the column corresponding to the maximum dose value, thereby confirming the range for the proton beam. While the limitations of proton dosimetry with EBT3 films without LET correction does not allow for the accurate determination of the absolute dose, it was successfully used as a quick and easy check to determine the position of maximum relative dose for accurate positioning of the sample.
3.C. Uncertainty analysis
A detailed uncertainty analysis was carried out in order to estimate maximum systematic uncertainties in dose and LET d from variations in different components of the experimental setup. The five components used in the current uncertainty analysis are absorber thickness of the VRS (AE5 lm), thickness of EBT3 film used as shim (AE0.5 lm), well-bottom thickness of the 96-well plate (AE5 lm), VRS (PMMA) material density (AE0.001 g/cm 3 ), and 96-well plate (Polystyrene) material density (AE0.01 g/cm 3 ). For accurately and realistically estimating the errors in dose and LET d values, all the components of uncertainty were treated as independent sources of error. The percentage differences were obtained for each component. These uncertainties were then propagated in quadrature to obtain the resultant uncertainty in the dose and LET d values corresponding to each VRS depth. The dose and LET d were scored for the same scoring volume as the one used for the actual setup. The associated percent errors in dose and LET d are listed in Table IV. The VRS was accurately aligned with the laser beams and provision was made within the VRS design to slide the 96-well plate in and out without disturbing the alignment, for each irradiation. In the MC simulation, 10 8 particles were simulated to keep the statistical uncertainty in dose and LET d values from MC simulations to below 1%.
Biological uncertainties were calculated from the standard deviation of the mean of SF replicates (n = 16) for each irradiation condition. The data were fit with the linear-quadratic model using a 1/Y 2 -weighted nonlinear regression -in Graphpad Prism 6.0b. The orthogonal weighing of x-errors and y-errors in the SF data points result in the fit parameters which agree within the error limits with those obtained from the variance weighted (1/Y 2 -weighted) methodology. RBE uncertainties were determined by error propagation from the standard errors associated with the a and b parameters from the nonlinear least squares fitting of the data to the linearquadratic model. Table V . The survival data for the H-460 cell line are plotted as a function of dose for the 12 different LET d values investigated in this study, as shown in Fig. 8 .
The RBE curve for 10% SF as a function of LET d associated with the H460 cell line irradiated with proton beams is shown in Fig. 9 . 137 Cs was used as a reference photon source. Two different MC parameter sets were applied, one of which was the optimized set developed in this study (filled stars), and the second, for comparison with published data by Guan et al. 14 (open squares), was kept exactly the same (including material properties) as in Ref. [14] Fig. 9 . [24] [25] [26] [27] [28] It is important to note that the experimental investigation undertaken in Ref. [14] was carried out using a gantry at University of Texas MD Anderson cancer center to achieve a vertical beam incident from below the sample plate placed normal to the beam. This setup differs greatly from the one used in the current investigation at HIT facility where a fixed horizontal beam line was used and the 96-well plate was held vertically at 90°to the beam axis. Furthermore, the VRS design parameters differed between the two setups corresponding to the sampling of different LET d values in the two experiments. The RBE curves corresponding to these two setups (open squares and filled squares) agree very well with each other. This establishes the robustness of the experimental device in reproducing the biological response of the H460 cell line. In order to highlight the importance of the physics based parameterization in the MC systems, a well-conditioned MC parameter set based on the choice of appropriate physics list, the optimized production threshold pertaining to the experimental setup, and an accurate determination of the physical properties of the experimental equipment results in the RBE curve shown in Fig. 9 (filled stars) . The difference in the two RBE curves (filled squares and filled stars) can be attributed to the improved accuracy in determination of the dose values in each of the 96-wells and the experimental investigation of physical parameters of the components used in the experiment, such as the PMMA block used as VRS and the 96-well plate that held the H460 cell culture. Furthermore, between the three RBE models, Wedenberg et al. As can be seen, different characterization of the MC parameter sets can result in different RBE vs. LET d curves. Thus, it becomes important to accurately determine and optimize these input parameters. The effect of the choice of MC parameters on calculating dose and LET d values is seen for all ion types (see Figs. 6 and 7) . Distinctly different dose profiles are observed based on the choice of MC parameters. While for protons the dose calculations differ by 30% to 32% between physics lists (Set1 vs Set2-Set5) for the largest LET d column, in the case of carbon ion this difference increases to about 71% to 78%. Relatively smaller differences are observed from the use of different production thresholds. The largest difference of 19% is observed in proton dose corresponding to the highest LET d column, between the production thresholds of 700 lm and 5 lm.
Based on our sensitivity studies and the notes of Geant4 developers, 17 the use of EMY/LIV/EMZ/PEN electromagnetic constructors is recommended to accurately incorporate the electromagnetic physics. Furthermore, the production threshold must be optimized and is recommended to be set to a value less than the thickness of the smallest geometry volume based on specific use-case, as indicated in reference. 17 However, the computation time increases for smaller production threshold values, and hence, it is advisable to appropriately optimize the threshold value without compromising on the interaction-physics of interest because it has the largest effect on the accuracy of the dose calculations. In our case, for our scoring volume of 5 lm thickness, we found less than 1% difference in the dose values between 10 lm and 5 lm . Proton RBE at 10% SF for H460 cell-line, computed with different MC parameter sets in order to compare to previously published data in Ref. [14] . RBE curves resulting from the three theoretical models have been shown for comparison. For each data point, X-axis error bars correspond to the maximum uncertainty in the calculated LET d and the Y-axis errors bars correspond to the propagated errors from the fitting parameters of the SF curves corresponding to the 10% SF value.
for protons; reducing the threshold value below 5 lm increased the computational time without substantially improving the accuracy any further. Accurate determination of the physical properties of the components used in the experimental study is also extremely important. Uncertainty in the physical properties resulting from adopting standard values for material properties, as against their measured values, can result in widely different RBE values in the distal fall-off region.
SUMMARY AND CONCLUSIONS
In conclusion, we successfully employed the highthroughput high-accuracy experimental setup to investigate the RBE of protons as a function of dose and LET d for the H460 cell-line. Cell-survival curves were measured for the cell-line and were analyzed using the linear-quadratic model. The RBE values were extracted from this analysis for the 10% SF. We performed sensitivity studies of different physics parameters to optimize the MC system used for the analysis of the experimental data. The sensitivity studies reveal a large influence of physics parameters on calculated dose values for all the ions investigated in this work. It thus becomes imperative to condition and optimize the MC systems for accurate determination of the transport parameters such as dose and LET, especially for heavy ions, on a case-by-case basis. Furthermore, the measured data were validated against the completely independent measurements, performed at a different facility and under different experimental conditions. The results established the robustness of our new setup for the data presented thereby establishing consistency across different experiments and institutions, which remains an important aspect of biology experiments performed under different experimental conditions worldwide.
The improved accuracy of the dose and LET calculations from optimal MC conditioning will form a vital component in utilizing the methodology developed here for acquiring massive amounts of data in a relatively short time with considerably reduced systematic uncertainties. Future application of our validated high-throughput system will include measuring cell survival data for additional cell lines and tissues in various ion beams of clinical interest such as helium, carbon, and oxygen. Of immediate experimental interest is extending this methodology to incorporate established immunofluorescent DNA double-strand break foci assays to investigate the correlation of the presented range of LET d values on doublestrand break induction, repair, and persistence following irradiation of different beam qualities.
