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RÉSUMÉ 
Les ontologies sont des nouvelles formes de contrôle intelligent de l'information. Elles 
présentent un savoir préalable requis pour un traitement systématique de l'information à des 
fins de navigation, de rappel, de précision, etc. Toutefois, les ontologies sont confrontées de 
façon continue à un problème d'évolution. Étant donné la complexité des changements à 
apporter, un processus de maintenance, du moins semi-automatique, s'impose de plus en plus 
pour faciliter cette tâche et assurer sa fiabilité. 
L'approche proposée trouve son fondement dans un modèle cognitif décrivant un processus 
d'extraction de connaissances à partir de textes et de thésaurus. Nous mettons ainsi, les textes 
au centre du processus d'ingénierie des connaissances et présentons une approche se 
démarquant des techniques formelles classiques en représentation de connaissances par son 
indépendance de la langue. Les traitements textuels sont fondés principalement sur un 
processus de classification supporté par un réseau de neurones (ART 1) et sur l'Indexation 
Sémantique Latente appliquée sur des classes de termes. 
Partant de l'hypothèse que l'extraction -de connaissances à partir de textes ne peut se 
contenter d'un traitement statistique (ni même linguistique) de données textuelles pour 
accaparer toute leur richesse sémantique, un processus d'extraction de connaissances à partir 
d'un thésaurus a été conçu afin d'intégrer, le mieux possible, les connaissances du domaine 
au sein de l'ontologie. Ce processus est fondé principalement sur un calcul d'associations 
sémantiques entre des Vecteurs Conceptuels. 
Le modèle proposé représente une chaîne de traitement (ONTOLOGICO) au sein de la p[ate­
forme SATl1vL Ce modèle vise à assister les experts de domaine dans leur tâche de 
conceptualisation et de maintenance des ontologies en se basant sur un processus itératif 
supporté par un ensemble de modules, en particulier, un extracteur de termes, un 
lemmatiseur, un segmenteur, un classifieur, un module de raffinement sémantique basé sur 
J'Indexation Sémantique Latente et un identificateur de termes reliés basé sur le calcul de 
similarité sémantique entre les couples de vecteurs conceptuels. 
La découverte de relations entre termes pour les besoins d'une conceptualisation de domaine 
s'avère être le résultat d'une complémentarité de traitemen ts appliqués tant sur des textes de 
domaine que sur un thésaurus. D'une part, les analyses textuelles fondées principalement sur 
J'application de l'Indexation Sémantique Latente sur des classes de termes génèrent des 
relations sémantiques précises. D'autre part, l'extraction de relations sémantiques à partir 
d'un thésaurus, en se basant sur une représentation par des Vecteurs conceptuels, constitue un 
choix théorique judicieux et pelformant. Ce processus joue en effet, un rôle important dans la 
complétude des relations. 
Ce projet de recherche se place au cœur des échanges entre terminologie et acquisition de 
connaissances. Il amène une réflexion sur les divers paliers à envisager dans une telle 
démarche de modélisation de connaissances textuelles pour des objectifs de maintenance 
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d'une ontologie de domaine. La méthodologie proposée constitue une aide précieuse dans le 
domaine de la maintenance des ontologies. Elle assiste les terminologues chargés de naviguer 
à travers de vastes données textuelles pour extraire et normaliser la terminologie et facilite la 
tâche des ingénieurs en connaissances, chargés de modéliser des domaines. 
Mots clés: maintenance d'ontologie, Traitement Automatique du Langage Naturel (TALN), 
Indexation Sémantique Latente, Vecteurs Conceptuels, classification automatique, Réseaux 
de Neurones. 
INTRODUCTION 
La maintenance des ontologies est un champ multidisciplinaire impl iquant le traitement du 
langage naturel, la prospection de données, l'apprentissage machine et la représentation de 
connaissances. De ce fait, il est irréaliste de s'attendre à ce que l'humain comprenne la 
totalité de l'ontologie et de ses interdépendances internes. li lui est difficile, voire même 
impossible, de repérer de nouvelles relations entre termes à partir de la simple lecture de 
données textuelles et d'évaluer leur pertinence par rapport à l'ontologie actuelle. Cette tâche 
cognitive est d'autant plus ardue que les nouveaux textes à analyser et l'ontologie existante 
sont de large taille. Ce problème se pose également lorsque la conceptualisation du domaine 
est ambiguë ou encore si l'utilisateur ne possède pas suffisamment d'expérience. 
Au cours de la dernière décennie, de nombreuses recherches ont été réalisées dans le domaine 
de l'ingénierie des ontologies. La majorité de ces recherches se sont concentrées sur les 
problèmes de construction. Toutefois, il n'existe pas, jusqu'à date, de méthodes consensuelles 
et de lignes de conduite répondant à la problématique de la maintenance. L'absence de telles 
méthodes consensuelles entrave l'extension d'une ontologie donnée à partir d'autres et sa 
réutil isation. 
Notre objectif de recherche consiste à mettre en place une « passerelle» entre les documents 
(lexiques, réseaux sémantiques ... ) et l'ontologie courante. Ceci revient à proposer un modèle 
permettant, à partir de l'analyse de nouveaux textes, d'identifier les nouveaux concepts 
spécifiques à un domaine ainsi que leurs relations et d'automatiser certaines tâches relatives à 
leur intégration au niveau de l'ontologie du domaine. 
L'exploitation des sciences cognitives pour s'attaquer à certains problèmes dans le domaine 
de l'informatique constitue en effet, une piste intéressante pour les chercheurs en 
informatique. Pour une meilleure plausibilité de la modélisation proposée et dans la mesure 
où certains problèmes recensés sont de nature cognitive ou associée (extraction de relations 
sémantiques entre termes à partir d'analyses textuelles, classification de textes, représentation 
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de termes par des Vecteurs Conceptuels), une telle modélisation pourra tirer profit à notre 
avis, des travaux de recherche en sciences de la cognition, à savoir, la représentation des 
connaissances, les modèles connexionnistes de classification, l'Analyse Sémantique Latente, 
la cooccurrence, etc. 
La thèse est articulée autour de quatre principaux chapitres. En guise d'introduction, nous 
présentons dans un premier chapitre, le contexte de notre projet de recherche ainsi que notre 
problématique de recherche et les objectifs généraux du projet. Ensuite, nous identifions les 
aspects cognitif et informatique de la problématique et formulons les principales hypothèses 
de notre modèle. 
Le reste de la thèse comporte deux volets principaux : un volet exploratoire et un volet 
expérimental. Le volet exploratoire se penche sur les questions de modélisation d'un 
processus de maintenance d'ontologies de domaine, à la lumière des possibilités offertes par 
les sciences de la cognition. Il s'organise en deux chapitres. Le premier (chapitre 2) est 
consacré à une revue de littératures sur le processus de la conception d'ontologies et offre un 
panorama des approches de maintenance. Ce chapitre lève un pan du voile sur les difficultés 
auxquelles les ingénieurs d'ontologies sont confrontés lors de l'extraction de termes et de 
relations entre termes à partir d'analyses textuelles, lesquelles difficultés justifient ce travail 
de thèse. 
Le chapitre fait ressortir les principales questions théoriques relevant des sciences de la 
cognition, et jugées pertinentes. Il en découle que l'usage des techniques statistiques de 
traitements automatiques de textes, J'Indexation sémantique Latente, associée avec la 
classification et J'Analyse Formelle de Concepts sont des pistes prometteuses pour surmonter 
une bonne partie de ces difficultés. Ces pistes sont examinées dans le troisième chapitre, sous 
le prisme des sciences de la cognition. 
Le troisième chapitre est consacré à la présentation de notre méthodologie que nous 
envisageons de suivre et à la proposition d'une solution. Pour appuyer l'approche présentée 
et la rendre plus concrète, une architecture générale pour un système semi-automatique de 
maintenance d'ontologies est spécifiée et décrite. Cette architecture est en grande partie mise 
en œuvre dans le volet expérimental de la thèse. 
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Ce volet expérimental de la thèse (quatrième chapitre) montre entre autres, à travers le cas 
d'expérimentation qui y est présenté, comment le modèle proposé dans le volet exploratoire 
pourrait être exploité dans le cadre du développement d'outils d'assistance à la maintenance 
d'ontologies. L'évaluation du module ainsi que l'analyse des résultats de l'évaluation 
occupent une place non négligeable dans le chapitre. Il en ressort que le modèle proposé 
génère des résultats manifestement remarquables. 
Nous concluons enfin, par l'énumération des différentes contributions originales de notre 
projet sur le plan scientifique, ainsi que les défis et les obstacles que nous avions à affronter. 
Ce travail se veut une ouverture sur d'autres projets de recherche. Nous suggérerons ainsi, 
quelques voies de recherche susceptibles de déboucher sur des environnements d'assistance à 
la maintenance des ontologies. 
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CHAPITRE 1 
PROBLÉMATIQUE ET OBJECTIFS DE RECHERCHE 
Ce chapitre introduit les ontologies et la problématique de la maintenance. Le contexte de 
recherche de notre projet de thèse est également abordé en vue de présenter un exemple 
concret sur l'évolution des ontologies et le besoin de maintenance. Le chapitre avance une 
note d'espoir sur l'importante contribution des sciences de la cognition pour s'attaquer aux 
difficultés recensées et s'achève par l'identification des objectifs et les hypothèses de la 
recherche afin de guider notre démarche méthodologique. 
1.1 Ontologies de domaine 
1.1.1 Définition de l'ontologie 
Le terme ontologie' est utilisé étymologiquement pour désigner l'étude philosophique de ce 
qui existe. Aujourd'hui, il n'est plus uniquement utilisé dans les débats philosophiques; 
certains auteurs lui ont donné, au cours de l'histoire, des connotations se rapprochant de leurs 
domaines d'étude respectifs. Les chercheurs en lA se sont intéressés aux ontologies dans au 
moins deux domaines: la Représentation des Connaissances et l'Ingénierie des 
Connaissances. L'ontologie a été définie chez la communauté de l'Ingénierie des 
Connaissances comme étant une compréhension commune et partagée d'un domaine qui peut 
être communiquée entre des personnes et des systèmes (Guarino, 1995). Chez la communauté 
de représentation des connaissances, la définition d'ontologie la plus utilisée et fortement 
citée est celle de Gruber (Gruber, 1993) ; « une ontologie est une spécification formelle et 
explicite d'une conceptualisation partagée ». Cette spécification représente un modèle 
abstrait d'un phénomène du monde réel qui est défini par des concepts et des relations. Le 
principe général de l'ontologie est en fait analogue à celui des bases de données dans la 
1 La convention veut que la notation Ontologie (avec un 0 majuscule) soit attribuée au domaine issu de la 
philosophie et ontologie aux autres. 
5 
mesure où elle regroupe le vocabulaire d'un domaine en différentes classes (termes) et relie 
ces classes par le biais de relations. 
Partant de ces définitions, les connaissances intégrées dans les ontologies peuvent être 
formalisées en mettant en jeu cinq types de composants: les classes, les relations, les 
fonctions, les axiomes et les instances (Gruber, 1993). 
•	 Les classes sont habituellement organisées en taxonomies. Elles réfèrent à des 
concepts, utilisés dans le sens large. Ces concepts peuvent être abstraits ou concrets, 
élémentaires (électron) ou composés (atome), réels ou fictifs. 
•	 Les relations (R) représentent un type d'interaction entre les notions d'un domaine 
(Ci). Elles sont formellement définies comme tout sous-ensemble d'un produit de n 
ensembles, c'est-à-dire Re CI X C2 X ... X Cn• Par exemple, les relations binaires 
sont du type «sous-classe-de», «connecté-à», etc. 
•	 Les fonctions sont des cas particuliers de relations dans lesquelles le nième élément 
de la relation est défini à partir des n-1 premiers. Formellement, les fonctions (F) sont 
définies ainsi: F : CI x C2 X ... X Cn- I -7 Cn• 
•	 Les axiomes sont utilisés pour affirmer des phrases qui sont toujours vraies. 
•	 Les instances sont utilisées pour représenter des éléments selon un principe similaire 
à la relation classe/objet en UML. Exemple: Paris est une instance de Ville. 
Les ontologies générales (ou ontologies de niveau supérieur) spécifient les différentes 
catégories d'entités existant dans le monde. Ce type d'ontologies synthétise des notions très 
générales, indépendantes de tout domaine ou problème particulier. Par exemple, on spécifie 
dans une ontologie des régions, des concepts tels que pays, ville, région, etc. Contrairement 
aux ontologies générales, les ontologies de domaine sont plus spécifiques. Elles synthétisent 
les connaissances spécifiques à un domaine particulier tel que: ontologie des 
biotechnologies, ontologie des télécommunications sans fils, ontologie du domaine de 
l'aviation civile, etc. Les concepts du domaine considéré, ainsi que les relations entre 
concepts et les théories gouvernant le domaine y sont spécifiés. 
Il convient de souligner que la conceptualisation d'une ontologie de domaine ne peut se faire 
de manière non ambigüe que dans un champ d'application précis. Cette restriction est 
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nécessaire pour garantir un certain consensus sur la sémantique associée aux termes du 
domaine. Par exemple, un même terme peut désigner deux concepts différents, c'est à dire 
deux objets, qui peuvent être physiquement les mêmes, avec des sémantiques différentes dans 
deux cadres applicatifs différents. Ainsi, la même sémantique ne sera pas associée à l'objet 
Table dans le cas où la Table est un meuble à disposer dans une pièce (contexte applicatif de 
l'aménagement intérieur) et dans le cas où la Table est une marchandise (contexte applicatif 
de l'import/export). Toutefois, délimiter rigoureusement un domaine de connaissance peut se 
révéler ardu, du fait de la nature holistique de la connaissance. 
1.1.2 Systèmes à base d'ontologies de domaine 
Si les Systèmes Experts n'avaient pour objet que la résolution automatique de problèmes, les 
Systèmes à Base de Connaissances (SBC) qui leur ont succédé ne sont pas censés faire 
manipuler en aveugle des connaissances à la machine, qui restitue à la fin la solution du 
problème. Les SBC permettent généralement un dialogue, une coopération entre le système et 
l'utilisateur humain. Ces systèmes permettent le stockage et la consultation de connaissances, 
le raisonnement automatique sur les connaissances stockées, leur modification et leur partage 
entre systèmes informatiques. 
Les représentations symboliques utilisées dans les machines doivent avoir du sens aussi bien 
pour la machine que pour les utilisateurs. Plus précisément, ces représentations doivent non 
seulement utiliser les termes employés par l'être humain, mais également accaparer la 
sémantique que ce dernier associe aux différents termes, faute de quoi aucune communication 
efficace n'est possible. 
Les ontologies sont de plus en plus considérées comme partie prenante dans plusieurs 
applications industrielles et académiques dans des domaines tels que la recherche basée sur la 
sémantique, l'interopérabilité entre applications, la spécification et la validation de 
contraintes, les applications de Web sémantique, etc. (Noy et al, 2001). Grâce à une 
modélisation du domaine sous forme d'ontologie, divers services peuvent être automatisés 
pour aider des utilisateurs à réaliser des objectifs particuliers en accédant à des informations 
stockées sous un format compréhensible par la machine. 
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Les systèmes de gestion de connaissances basées sur des ontologies utilisent ces dernières 
pour fournir et accéder à des sources de connaissances. Cette technique offre une 
terminologie appuyant en particulier les processus d'indexation et de recherche de 
connaissances. L'avantage principal, par rapport à une technique de recherche ou 
d'indexation basée sur les mots clés est attribué à la description formelle, commune et 
partagée du domaine, que l'ontologie permet de représenter. En effet, l'extraction de 
connaissances est améliorée grâce à un mécanisme d'extension de lexique en vue d'enrichir 
ce processus à l'aide de la terminologie étendue de l'ontologie. De plus, cette terminologie 
permet de fournir un ensemble d'hypothèses sur les significations réelles des termes utilisés. 
Par exemple, une recherche visant à repérer des sources de connaissances sur souris (matériel 
informatique) évite les ressources relatives à la « souris» animale, grâce à une extension 
implicite de la recherche du terme souris par matériel informatique, ordinateur, périphérique 
etc. 
Par ailleurs, les ontologies sont de plus en plus importantes dans les usages industriels à 
l'instar des projets KAON (Bozsak et al, 2002) et KnowWork (Hans et al, 2001). Ces 
systèmes sont conçus pour gérer les connaissances relatives à la gestion des processus 
d'affaires, des documents, des produits, etc. Dans ce contexte, les ontologies sont 
continuellement mises à jour en raison de nouvelles situations de marché, de la 
restructuration des compagnies ou de l'accroissement des connaissances. 
Nous discutons dans les sections suivantes des causes d'évolution des ontologies et des 
conséquences que cette évolution pourrait avoir sur les applications à base d'ontologies. 
1.1.3 Évolution des ontologies 
L'ontologie, en tant que conceptualisation partagée du domaine n'est pas une spécification 
statique. Elle est plutôt considérée comme un réseau dynamique de significations, dans lequel 
un consensus est atteint à l'intérieur d'un processus continu de changements d'informations 
et de significations (Fensel, 2001). Une conceptualisation peut également changer suivant la 
perspective d'usage. En effet, différentes tâches peuvent impliquer une variété de points de 
vues dans le domaine et par conséquent, une conceptualisation différente. 
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La conceptualisation d'un domaine et son mode d'expression évoluent, dans le temps, d'une 
façon continue selon un rythme qui dépend de la nature et des spécificités du domaine. De 
nouveaux termes apparaissent, d'autres changent de signification, un même concept prend 
des modalités d'expression (c'est-à-dire des termes) similaires, de nouvelles règles sont 
définies, des relations entre termes s'avèrent importantes, etc. Dans le monde réel, les 
instances des concepts évoluent d'une façon particulièrement fréquente. Par exemple, une 
fusion de deux compagnies en une seule constitue un changement dans le monde réel, relatif 
à des instances du concept «compagnie ». L'ontologie devrait par conséquent refléter cette 
modification. 
Par ailleurs, des changements de spécifications peuvent être nécessaires lorsque l'ontologie 
est traduite d'un langage de représentation de connaissances à un autre. Les langages 
diffèrent, non seulement au niveau de leur syntaxe mais aussi et surtout au niveau 
sémantique. La préservation de la sémantique d'une ontologie durant la traduction n'est pas 
une tâche triviale. Des ajustements importants sont potentiellement nécessaires2. 
L'évolution des ontologies entraîne des problèmes d'efficacité opérationnelle affectant leur 
réutilisation. Il serait donc important d'explorer les conséquences des changements apportés à 
des ontologies et la stratégie à employer pour garantir leur consistance et leur cohérence et 
ainsi préserver l'efficience et l'aspect opérationnel des applications basées sur des ontologies. 
1.1.4 Conséquences des changements de l'ontologie 
L'ontologie doit préserver sa consistance suite aux changements complexes caractérisant son 
évolution (Stojanovic et al, 2002). Un changement élémentaire peut induire des 
inconsistances dans d'autres parties de l'ontologie. On distingue les inconsistances 
syntaxiques de celles sémantiques. Les premières surgissent quand des entités non définies 
dans l'ontologie ou au niveau des instances sont utilisées, ou encore lorsque les contraintes 
du modèle de l'ontologie ne sont pas valides. Des inconsistantes sémantiques apparaissent 
quand la signification d'une entité change suite à une modification dans l'ontologie. Par 
exemple, considérons une relation entre livre et librairie spécifiée dans une ontologie. La 
2 Les spécifications formelles des ontologies ne seront pas considérées dans le cadre de cette thèse. C'est plutôt 
"aspect conceptualisation qui nous intéresse. 
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signification du concept «LIVRE» est définie à travers une propriété vend qui les relie. Si le 
concept «LIBRAIRIE» est supprimé, la sémantique de "LIVRE" n'est plus définie; s'agit-il 
d'un ouvrage, du verbe livrer, d'une monnaie ou d'un poids? 
Les changements apportés à une ontologie font l'objet d'un processus complexe d'évolution, 
en raison de la dépendance de l'ontologie par rapport à différentes composantes: 
• D'abord, l'évolution d'une ontologie affecte les données qui y sont reliées. Dans le cadre 
du Web sémantique, on parle de pages Web qui sont annotées en fonction de termes de 
l'ontologie. Quand cette ontologie change, ces données peuvent avoir une interprétation 
différente ou utiliser des termes inconnus. 
• D'autres ontologies peuvent être reliées à l'ontologie modifiée. Elles sont construites à 
3partir de l'ontologie source ou encore, elles l'importent. Des changements apportés à la 
source peuvent affecter les ontologies reliées. 
• Quand une ontologie est modifiée, les instances doivent être maintenues de façon à ce 
que l'ontologie et les instances demeurent réciproquement cohérentes. En d'autres termes, 
l'information (le texte) annotée doit s'adapter d'une façon continuelle à la nouvelle 
terminologie sémantique et ses relations. 
• Enfin, les applications utilisant une ontologie peuvent aussi être remises en cause par des 
changements de cette dernière. Idéalement, les connaissances conceptuelles nécessaires à la 
conception d'une application sont principalement spécifiées dans l'ontologie. Or, dans la 
réalité, les applications utilisent également un vocabulaire qui lui est propre. Ce vocabulaire 
peut être incompatible avec l'ontologie modifiée. Par ailleurs, l'efficacité des systèmes de 
gestion de connaissances peut se voir affectée lorsque certaines des connaissances sont 
annotées avec une ancienne ontologie alors qu'une version plus récente est utilisée pour la 
recherche. Ainsi, pour une requête donnée, le système pourrait, non seulement rater des 
sources de connaissances pertinentes, mais aussi fournir des réponses erronées (Stojanovic et 
3 L'ontologie source: l'ontologie de base (racine) qui est importée (ou utilisée) dans une autre ontologie. 
10 
al, 2002). Par conséquent, il est primordial que les connaissances soient annotées d'une façon 
synchrone avec la version actuelle de l'ontologie. 
1.2 Contexte du projet de thèse 
Notre travail de thèse rentre dans le cadre du projet GDST (Gestion et Diffusion du Savoir 
en Télécommunications) réalisé par des chercheurs de l'Université de Québec à Montréal et 
l'Université de Montréal. Le choix du LANCI comme lieu de recherche se justifie 
spécialement par la dynamique de recherche du laboratoire par rapport aux analyses 
textuelles, la classification, la catégorisation, la recherche d'informations, le développement 
et la maintenance d'ontologies ... Les chercheurs du LANCI ont développé, au fil des années, 
une plateforme modulaire SATIM (Biskri et al, 2002) constituée d'un ensemble de chaînes de 
traitements d'information. Notre logique « ONTOLOGICO » s'inscrit dans cette même 
vision modulaire en réutilisant certains modules de la plateforme et en en créant d'autres, en 
vue de proposer une nouvelle chaîne de traitements visant à découvrir des relations 
sémantiques. 
Après un bref aperçu sur la structure du projet GDST nous décrivons dans cette section 
l'ontologie du domaine et celle des compétences et expliquons l'importance de ces deux 
ontologies pour construire un service de diffusion de documents vers les usagers concernés. 
Nous introduisons ensuite le processus de maintenance que nous proposons pour mettre à 
jour l'ontologie du domaine. Ce processus est en effet essentiel à la survie à long terme de 
tout système de diffusion. 
1.2.1 Le projet GnST 
Bien que les moteurs de recherche jouent un rôle important dans l'appariement de documents 
à des requêtes spécifiques, ils sont considérés comme des outils restreints et limités. En 
raison de l'ampleur et de la complexité de la documentation dans les domaines spécialisés, la 
pertinence de ces outils a été remise en cause. En effet, la recherche dans les documents 
s'effectue habituellement par le biais de mots clés, mais le seul critère des moteurs de 
recherche demeure la présence des mots dans le texte. En d'autres termes, l'ordre de 
présentation des résultats dépend de la proximité des mots recherchés par rapport au contenu 
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infonnationnel du texte trouvé. Moins l'écart entre les mots est grand, plus l'ordre de 
présentation sera élevé (présenté en premier). Les documents n'étant pas spécifiquement 
annotés pour identifier clairement leur contenu, les résultats de recherche retournent dans la 
plupart des cas une foule de documents n'ayant aucun rapport avec les besoins et les 
recherches sont systématiquement imprécises. 
Dans un domaine en perpétuel changement comme les télécommunications, ce problème 
devient sérieux. Par conséquent, les annotations de documents se présentent comme une 
solution incontournable, améliorant ainsi les résultats de recherche et permettant à des 
applications de manipuler, extraire et réutiliser cette information. L'annotation des 
documents revient à utiliser un langage (tel que DAML+OIL, OWL, RDF, etc.) pour 
rattacher des métadonnées (des explications, des commentaires, etc.) à un document Web ou 
encore pour représenter son contenu sémantique en se basant sur l'ontologie du domaine. 
Dans un environnement organisationnel, l'information ne peut devenir connaissance que si 
elle est cataloguée, structurée et disponible d'accès pour les bonnes personnes, et ce, au bon 
moment. L'implantation de solutions informatiques pour la gestion de la connaissance qui 
répondent à ces objectifs est un phénomène plutôt récent. Cela implique en effet l'intégration 
assez difficile de concepts et techniques issus de différents domaines comme ['intelligence 
artificielle, l'ingénierie des systèmes d'informations, la réingénierie des processus ou le 
comportement des organisations et de leurs ressources humaines (Liebowitz, 1999). 
Le projet GDST (Gestion et Diffusion de Savoir en Télécommunication) (Lefebvre et al, 
2003) entre dans ce cadre. Il a pour principal objectif de faciliter le développement des 
compétences des ressources humaines pour les besoins d'une entreprise. Il s'agit d'un 
environnement infonnatique qui vise à fournir une aide précise et concrète aux utilisateurs 
dans la réalisation de leurs activités, et par conséquent, à renforcer leur productivité. Cela doit 
aussi les aider à enrichir leurs connaissances professionnelles, et donc contribuer de façon 
permanente à leur fonnation. 
Dans un environnement où les connaIssances relatives aux activités professionnelles 
s'accroissent très rapidement et où elles ne sont pas correctement organisées, les utilisateurs 
(les experts, les techniciens, ... ) ne sont pas toujours conscients de l'existence des 
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informations utiles à leurs activités. Quand ils en sont conscients, ils ne savent pas 
nécessairement comment y accéder. L'intérêt d'avoir un service de diffusion actif qui vise 
principalement à acheminer les informations utiles et pertinentes aux personnes concernées 
est de ce fait évident. 
Un des grands défis de la diffusion active et intelligente de documents vers des utilisateurs est 
de ne pas les importuner par des informations qui soient éloignées de leurs compétences ou 
encore de leurs champs d'intérêt. Au delà de la gestion de l'information, on parle de gestion 
des connaissances, de la sémantique que l'individu attache à une information et du contexte 
dans lequel elle est utilisée. Le projet GDST représente une réponse à ce défi, basée 
fondamentalement sur un service de diffusion guidé principalement par des ontologies de 
domaine et de compétences, mais aussi de documents, de processus, d'usagers et de 
l'entreprise. 
Parmi les travaux qui ont des objectifs comparables à ceux du projet GDST, on peut 
distinguer celui de (Abecker et al, 1998) dont la plateforme « KnowMore » a été développée 
sur la base d'une architecture de mémoire organisationnelle pour répondre aux besoins 
d'interrogation dans le contexte d'une tâche. Si ce projet se base principalement sur les 
connaissances du domaine pour décrire les documents, le projet GDST intègre une dimension 
additionnelle, celle des compétences, dans l'objectif de mieux caractériser les uti lisateurs. 
À l'instar du projet « Ontologging» (Razmerita et al, 2003), le projet GDST est également 
fondé sur des agents contribuant à une meilleure personnalisation de la diffusion de 
connaissances. 
En intelligence artificielle, les ontologies sont apparues comme une réponse aux 
problématiques de représentation et de manipulation des connaissances au sein des systèmes 
informatiques. L'importance que revêt aujourd'hui l'usage des ontologies pour le 
développement de systèmes à base de connaissances n'est plus à démontrer. Les chercheurs 
du Web ont adopté ce tenne ontologie pour référer à un document (ou fichier) définissant 
d'une façon formelle les relations entre tennes (Berners-Lee et al, 2001). Dans le cadre du 
Web sémantique, les ontologies sont utilisées comme noyau du système pour accéder à des 
infonnations structurées ainsi qu'à des règles d'inférence supportant le raisonnement 
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automatique. Ces ontologies offrent également la possibilité, pour un programme, de 
retrouver les différents tenues désignant un même concept. Il s'agit pour ce cas spécifique, 
d'ontologies de type domaine. 
Comme déjà évoqué plus haut, la structure du modèle de connaissances du projet GDST 
(figure 1.1) est principalement fondée sur des ontologies (Lefebvre et al, 2005). Il s'agit des 
ontologies du domaine, de la compétence, du document, du processus d'affaire, de l'employé 
et de l'entreprise. 
L'ontologie du domaine décrit les éléments généraux et les propriétés de l'organisation 
des connaissances d'un domaine. L'annexe 1 (domainOntology.daml) contient un extrait 
de cette ontologie de domaine. L'annexe 24 montre une représentation graphique d'un 
extrait de cette ontologie. 
L'ontologie du document, dite aussi ontologie de l'information, décrit les différentes 
sources d'information documentaire liées au domaine (télécommunications sans fil). Ses 
liens vers les autres ontologies (compétences, entreprise et processus d'affaires) peuvent 
également servir de filtre pour le service de diffusion en éliminant les documents qui ne 
correspondent pas aux critères de sélection des usagers. 
L'ontologie de la compétence représente le noyau du modèle des connaissances et est 
décrite plus loin. C'est un élément clé dans le processus de filtrage. 
L'ontologie du processus d'affaire décrit les composantes de J'activité professionnelle 
pour une entreprise. 
L'ontologie de l'employé permet de décrire les profils de tous les usagers du système qui 
sont les employés de l'entreprise. 
L'ontologie de l'entreprise présente cette dernière principalement en termes de rôles, qui 
sont joués par les employés. 























Figure 1.1 : Schéma d'organisation du système d'ontologie 
La création, le contrôle et la maintenance des connaissances de l'architecture du projet GDST 
est une entreprise complexe. Dans l'objectif de faciliter ces tâches, différents services ont été 
utilisés ou développés dans le cadre de ce projet. Il s'agit d'un éditeur d'ontologies 
« Protege-2000» (Noy et al, 2001), d'un système d'analyse de documents « SA TIM » (Biskri 
et al, 2002), d'une chaîne de traitements pour la maintenance de l'ontologie du 
domaine « ONTOLOGICO» (Gargouri et al, 2003, 2004), d'un système d'aide à l'annotation 
de documents «AnnoCitaTool» (Hung, 2003) et de services d'exploration des ontologies 
« NORD» (Hogue, 2003), de diffusion, et d'interrogation documentaire (Duc, 2003). 
1.2.2 L'ontologie des compétences 
Il est important, dans le contexte du projet GDST, de caractériser Je niveau des compétences 
des employés. Toutefois, la compétence est difficilement mesurable en soi, mais s'exprime 
par des champs d'actions ou des éléments que nous pouvons hiérarchiser. 
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La compétence se définit par rapport à d'autres concepts décrivant la capacité, l'habileté et 
l'expertise d'un employé lors de l'exercice d'une activité professionnelle. Ces éléments et 
leurs relations constituent le modèle de compétences, tel que détaillé dans (Lefebvre et al, 
2005). En particulier, la relation entre les employés et les compétences est non seulement 
spécifiée d'une façon directe, mais également d'une façon indirecte à travers les rôles exercés 
par ces employés. Cette relation représente les exigences auxquelles ces derniers doivent se 
conformer lors de l'exercice d'une activité pour l'entreprise. D'autres relations existent 
également entre les compétences elles-mêmes. Il s'agit des relations d'analogie, de 
généralisation et d'agrégation (Nkambou, 1996). 
Relation d'analogie: les compétences peuvent être similaires du point de vue de leur 
fonctionnalité, leur résultat ou leur définition. 
Relation de généralisation: décrit la relation entre deux compétences ; l'une étant 
plus générale que l'autre, au sens classique adopté dans le contexte du paradigme de 
la programmation orienté objet. 
Relation d'agrégation: cette relation établit le fait qu'une compétence est un 
composant d'une autre. 
Dans le contexte du projet GDST, les compétences sont classées en deux groupes: les 
compétences spécifiques et les compétences transversales. Les premières sont liées 
directement à la réalisation des processus de travail tandis que les secondes intéressent 
potentiellement plusieurs processus de travail et sont généralement reliées aux connaissances 
du domaine. Une compétence est caractérisée par un niveau d'expertise. Le niveau 1 réfère au 
débutant et le niveau 5 à l'expert. De plus, les compétences peuvent être précisées par des 
verbes d'habileté qui peuvent présenter divers niveaux de complexité (Paquette, 2002). 
Dans la mesure où l'acquisition de compétences est un processus continu, l'ontologie des 
compétences doit être mise à jour. Au cours de leur vie professionnelle, les employés 
entretiennent et améliorent leurs acquis par des formations ou de l'expérience pratique. Ainsi, 
de nouvelles compétences peuvent apparaître, se rapportant entre autres à de nouveaux 
concepts intégrés dans l'ontologie du domaine. Pour un usager à qui un document 
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introduisant de nouveaux concepts a été diffusé, on peut inférer l'existence de nouvelles 
compétences que l'on caractérisera au départ par un niveau d'expertise très bas et par un 
verbe d'habilité de type connaître. 
1.2.3 Diffusion de documents 
Une diffusion active et efficace consiste à filtrer sémantiquement les employés potentiels 
pour qui un document peut être utile. Après analyse du contenu sémantique d'un nouveau 
document, il est question de tenir compte des compétences, des habiletés, des niveaux 
d'expertise, des rôles et des tâches des employés, en vue de le diffuser vers les personnes 
aptes à le comprendre et intéressées à le consulter (Lefebvre et al, 2005; Achaba, 2003). 
La diffusion de documents aux employés concernés pose de grands défis. En effet, elle vise à 
offrir une aide précise et concrète dans la réalisation de leurs activités sans les importuner par 
des informations qui ne rentrent pas dans leurs domaines d'intérêt ou qui ne s'accordent pas 
avec leurs compétences. La diffusion vise également à enrichir leurs connaissances 
professionnelles, améliorer leur productivité, procurer un gain de temps et améliorer leur 
efficacité en accédant aux informations pertinentes, au moment de la réalisation de tâches 
spécifiques et selon un format convivial. 
La réalisation de tels objectifs doit alors se conformer à un ensemble de règles, définies dans 
une base de connaissances. À titre d'exemple, les documents doivent être filtrés selon la 
pertinence des concepts clés de ces documents par rapport à la tâche que l'utilisateur doit 
accomplir. Les documents doivent également tenir compte du niveau d'expertise de 
l'utilisateur; les documents jugés de niveau trop élevé ou trop bas par rapport à son niveau 
sont éliminés. Ce jugement peut être fondé sur la notion de zone proximale de développement 
(Vygotski, 1934) qui est « la distance entre le niveau de développement actuel tel qu'on peut 
le déterminer à travers la façon dont l'enfant résout des problèmes seul et le niveau de 
développement potentiel tel qu'on peut le déterminer à travers la façon dont l'enfant résout 
des problèmes lorsqu'if est assisté par l'adulte ou collabore avec d'autres enfants plus 
avancés ». Ce concept a des conséquences pratiques en apprentissage. Il aide à caractériser le 
sens du développement et à fixer les objectifs de l'apprenant en se basant sur l'intervention 
du médiateur. Cette interaction se situe dans la zone proximale de développement de 
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l'apprenant (à un niveau supérieur à ce qu'il serait capable de faire seul) afin de lui permettre 
de dépasser ses compétences actuelles. 
L'identification de cette zone nécessite la définition de certaines relations entre les 
compétences, et leur classement selon des niveaux hiérarchiques pour permettre d'en 
déterminer le niveau des unes par rapport aux autres. 
L'architecture du service de diffusion, telle que décrite dans (figure 1.2), est principalement 
composée de deux parties, le moteur de filtrage et le service de diffusion. Le moteur de 
filtrage est chargé de sélectionner les usagers selon que le document en question appartient 
ou non à leur zone proximale de développement. Le moteur de filtrage fournit la liste des 
usagers filtrés au service de transmission des nouveaux documents. 
Le raisonnement sémantique associé au filtrage est réalisé grâce aux relations impl icites ou 
explicites entre les entités ou les classes représentées dans une ontologie. Il est fondé sur des 
processus d'inférence ainsi que des heuristiques en vue de rattacher à ce raisonnement 
sémantique, des comportements intelligents et naturels. 
Par exemple: l'ensemble des personnes possédant l'expertise "InstallNetwork 3" est non 
seulement composé des personnes ayant exactement cette caractéristique, mais également les 
personnes possédant les expertises "InstallNetwork_4" et "InstallNetwork_5" qui sont d'un 
niveau plus élevé. 
D'autres raisonnements heuristiques sont implémentés dans le système concernant la relation 
d'agrégation ("isDecomposeln") et l'analogie ("sameAs") entre les compétences et les 
qualifications. Les caractéristiques des compétences relatives aux verbes d'habileté sont 
également prises en compte dans le raisonnement en fonction de la nature plus ou moins 
générale de ces verbes (Paquette, 2002). 
Un service de recherche documentaire utilise également les fonctionnalités du moteur de 
filtrage pour fournir aux usagers les documents qu'ils recherchent, non seulement en fonction 
de spécifications précisées dans l'interface, comme la tâche ou le concept du domaine 
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impliqués, mais aussi en tenant compte des expertises de l'usager et de celles requises par un 
document cand idat. 
Vers les usagers 
D:la.rrent à diffuser Ustedesrroteur de filtrage Service de diffusion 
Ontologies 
Figure 1.2 : Architecture du service de diffusion 
1.2.4 Maintenance de l'ontologie du domaine 
Les termes techniques relatifs à un domaine particulier changent et évoluent de façon 
perpétuelle. Par conséquent, les ontologies de domaine doivent être maintenues pour faire 
face aux incomplétudes et aux erreurs, ou encore s'adapter aux innovations dans le domaine. 
La complétude et l'exactitude des termes appartenant à un domaine spécifique au niveau de 
l'ontologie sont considérées comme un prétraitement d'une grande importance pour garantir 
l'utilité et la fiabilité de l'ontologie, et par conséquent, l'efficacité du service de diffusion 
(Gargouri et al, 2005). 
Dans un premier temps, la conception de l'ontologie du domaine a été réalisée en se basant 
sur un ensemble d'outils intégrés dans une plateforme nommée SATIM et développée au 
laboratoire LANCI de l'UQAM. Le rôle de ces outils et principalement du module 
GRAMEXCO est d'assister la découverte de termes et concepts dans des documents. Ces 
outils sont aussi utilisés pour faciliter l'annotation de nouveaux documents et leur 
rattachement à l'ontologie du domaine. 
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Sur un autre plan, la maintenance de l'ontologie du domaine est assurée par un processus 
structuré sous forme d'une chaîne de traitements de la plateforme SATIM, nommée 
ONTOLOGICO et que nous détaillons dans le chapitre 3 (méthodologie et modèle proposé). 
Dans la mesure où il est difficile et fastidieux de repérer de nouvelles relations entre termes à 
partir de la simple lecture de données textuelles et d'évaluer leur pertinence par rapport à 
l'ontologie actuelle, l'utilisation d'un outil, du moins semi-automatique est incontournable. 
ONTOLOGICO vise justement à assister les experts de domaine dans leur tâche de 
maintenance de l'ontologie correspondante. 
La maintenance de l'ontologie du domaine assure une meilleure représentation de la base 
documentaire à l'aide de connaissances à jour. En effet, le contenu sémantique des nouveaux 
documents (ainsi que des anciens) est mieux structuré grâce à l'intégration quasi-totale des 
termes clés du domaine dans l'ontologie. 
1.3 Problématique de recherche 
Au regard de l'évolution de la recherche sur l'ontologie dans le domaine informatique, il 
ressort qu'au fur et à mesure que la discipline se développe et devient mature, l'intérêt de la 
recherche et les questions que les auteurs adressent évoluent en conséquence. La progression 
se manifeste par un changement d'orientation, des problèmes théoriques relatifs aux 
ontologies vers des problématiques associées à une utilisation pratique d'applications basées 
sur des ontologies. 
Bien que l'utilisation des ontologies pour supporter l'extraction de connaissances ait été déjà 
mise en évidence (Vargas-Vera et al, 2002), le potentiel de cette approche n'est pas 
totalement exploré. Nous croyons que le problème d'évolution des ontologies est la 
principale entrave justifiant la « réticence» de certains vis-à-vis de l'utilisation d'ontologies 
dans leurs systèmes. 
Les documents relatifs à un domaine particulier changent et évoluent de façon continue. Par 
conséquent, les ontologies sont souvent sujettes à changement, parce que des incomplétudes 
ou des erreurs se sont révélées dans les versions précédentes, une nouvelle façon de 
modélisation du domaine a été préférée ou encore le domaine a changé. Les ontologies 
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doivent supporter ces révisions et faire en sorte que les nouveaux documents relatifs à une 
nouvelle version d'ontologie soient compatibles avec ceux qui précèdent. 
En pratique, les méthodologies les plus utilisées pour la construction et la maintenance des 
ontologies sont généralement celles basées sur une approche descendante, c'est-à-dire 
dirigées par un modèle. Les méthodes ascendantes (du texte vers le modèle) sont beaucoup 
plus rares. Nous estimons que les textes, en tant que source principale des connaissances sur 
le domaine, sont actuellement sous-exploités. Un de nos principaux défis serait d'affronter la 
complexité du traitement des données textuelles en vue d'exploiter la richesse implicite de 
cette source de connaissances. 
Il est important de penser à une façon de faire pour automatiser ce processus ou du moins, 
minimiser le traitement manuel relatif à la maintenance. En effet, il est irréaliste de s'attendre 
à ce que l'humain comprenne la totalité de l'ontologie et de ses interdépendances internes 
(Tallis et al, 1999). Il lui est difficile, voire même impossible, de repérer de nouvelles 
relations entre termes à partir de la simple lecture de données textuelles et d'évaluer leur 
pertinence par rapport à l'ontologie actuelle. Cette tâche cognitive est d'autant plus ardue que 
les nouveaux textes à analyser et l'ontologie existante sont de large taille. Ce problème se 
pose également lorsque la conceptualisation du domaine est ambiguë ou encore si l'utilisateur 
ne possède pas suffisamment d'expérience. 
Étant donné la difficulté de maintenir les ontologies disponibles, celles-ci sont difficilement 
réutilisables et partageables, même lorsqu'elles sont exprimées selon le même formalisme et 
couvrent le même domaine. Cette contrainte justifie d'ailleurs le recours quasi systématique 
des ingénieurs de connaissances à la construction d'une ontologie de domaine à partir de 
zéro. En effet, les efforts manuels nécessaires pour réutiliser une ontologie existante et 
l'entretenir, seraient beaucoup plus coûteux. 
Au cours de la dernière décennie, beaucoup de recherches ont été réalisées dans le domaine 
de l'ingénierie des ontologies. La majorité de ces recherches se sont concentrées sur les 
problèmes de construction. Toutefois, la gestion des changements et les mécanismes de 
maintenance doivent être abordés différemment. Jusqu'à date, il n'existe pas de méthodes 
consensuelles et de lignes de conduite répondant à cette problématique. 
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La complexité de cette problématique se justifie principalement par le fait qu'en pratique, 
l'élaboration d'ontologies relève plus du savoir-faire que de l'ingénierie. C'est ainsi que, lors 
du processus de mise au point d'une ontologie, chaque équipe de développement suit 
habituellement ses propres principes, ses critères de conception et ses étapes d'élaboration. 
L'absence de méthodes consensuelles entrave, d'une part, le développement d'ontologies 
communes et acceptées par les équipes et entre elles. D'autre part, elle nuit à l'extension 
d'une ontologie donnée à partir d'autres et à sa réutilisation. 
Pour atteindre ces objectifs, nous sommes aujourd'hui confrontés à la problématique de 
l'acquisition de connaissances à partir de textes. L'ingénierie des connaissances se trouve 
face à des difficultés liées à la complexité de la langue et des textes ainsi que la nécessité de 
mettre en œuvre des méthodologies rigoureuses pour rendre la pratique de l' ingén ierie des 
connaissances plus efficace et plus adaptée aux problèmes réels. 
Plus spécifiquement, la problématique de la maintenance des ontologies de domaine implique 
deux sous problèmes fondamentaux. Le premier est relatif à l'extraction de termes 
spécifiques au domaine et pertinents à l'ontologie existante. Le second consiste à identifier 
des relations entre termes. Une variété de techniques de traitement du langage naturel, 
d'extraction d'information, d'apprentissage machine et d'analyse textuelle sont utilisées pour 
extraire des termes à partir d'un corpus. Il s'agit de techniques suffisamment matures et 
présentant des résultats prometteurs pour le domaine de la construction d'ontologie. 
Cependant, l'extraction de relations entre termes est un problème plus complexe et difficile à 
résoudre. Ceci constitue d'ailleurs la problématique de base qui affecte directement la 
performance des techniques de maintenance des ontologies. 
Deux méthodologies classiques sont proposées pour l'analyse semi-automatique de larges 
données textuelles pour extraire des connaissances pertinentes, à savoir « les méthodes 
numériques» et « les méthodes linguistiques». Ces deux techniques sont plutôt 
complémentaires. En raison de ses caractères sémiotique et linguistique, le traitement 
classique d'information est habituellement linguistique. En effet, un texte est considéré 
comme étant une succession de phrases qui doivent faire l'objet d'analyseurs linguistiques. 
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Cette approche semble être complètement naturelle dans la mesure où elle correspond, en 
théorie, au processus normal de lecture chez l'humain (Meunier, 1996). 
Il est évident que les approches numériques permettent d'extraire de plus amples régularités 
dans le texte, comparativement aux approches strictement linguistiques (basées sur la 
grammaire). Les techniques numériques, en particulier celles basées sur des stratégies de 
classification, permettent un gain de temps considérable lors de l'exploration du corpus, par 
conséquent, elles sont essentielles lorsqu'on est confronté à un large corpus textuel. Par 
ailleurs, elles sont extrêmement utiles pour une détection rapide d'associations textuelles 
sémantiques. D'ailleurs, lorsque associées avec d'autres ressources, telles que les thesaurus, 
elles offrent une assistance précieuse pour des analyses globales. 
Trois questions servent de fi[ conducteur dans ce travail de recherche: comment doit-on 
maintenir une ontologie face à un monde dynamique caractérisé par des données textuelles 
continuellement instables? Comment peut-on extraire, à partir de ces textes, des termes et des 
relations entre termes, qui soient pertinents pour une ontologie et assister à sa maintenance? 
Les ressources terminologiques sont-elles nécessaires pour compléter la richesse textuelle? 
Ces questions constituent les piliers de la stratégie que nous avons adoptée pour mener à bien 
cette thèse. Les objectifs préalablement fixés sont précisés plus loin. 
1.4 Motivations cognitives 
Le domaine de la maintenance des ontologies à partir d'analyses textuelles s'intéresse 
principalement aux processus permettant de découvrir des relations d'association entre 
termes, pertinentes au domaine. L'automatisation partielle des procédures de traitements de 
textes et d'usages de thésaurus constitue à notre avis une piste prometteuse pour s'attaquer à 
une bonne partie des problèmes auxquels fait face une maintenance d'ontologies. 
Sur le plan cognitif, l'élaboration de systèmes d'assistance à la maintenance des ontologies 
nécessite l'intégration de processus de raisonnement et d'apprentissage, principalement 
dédiés à la découverte de relations sémantiques ou d'association entre termes à partir de 
données textuelles. Les motivations cognitives se justifient entre autres, par le fait que 
certaines des difficultés du Traitement Automatique du Langage Naturel (TALN) ne sont pas 
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dues à des causes contingentes comme la taille de la mémoire, la puissance des 
microprocesseurs ou la performance des algorithmes, mais bien à des conceptions théoriques 
sur le traitement de données textuelles. 
Les sciences cognitives représentent un ensemble de disciplines s'appliquant à analyser les 
comportements intel/igenti (celui de l 'homme, des animaux ou des machines) et à analyser 
les supports matériels qui paraissent conditionner ces comportements (le cerveau ou 
l'ordinateur, par exemple) (Vignaux, 1992). Les sciences cognitives ont un impact indéniable 
sur les théories informatiques, notamment les théories de modélisation. Dans les travaux de 
recherche en informatique (informatique cognitive notamment), les modèles dits cognitifs 
sont aujourd'hui monnaie courante (modèles connexionnistes, modèles symboliques et 
modèles dynamiques). À la suite de ces modèles, on a assisté à l'émergence d'une catégorie 
de logiciels dits « intelligents» (systèmes experts, systèmes tutoriels intelligents, systèmes 
multi-agents ... ) qui manipulent les modèles suscités et simulent l'activité mentale pour 
résoudre certains problèmes du monde réel. 
Cette thèse s'appuie sur l'avancement des connaissances dans plusieurs disciplines inter­
reliées; principalement le TALN, l'analyse sémantique, la représentation des connaissances, 
l'intelligence artificielle, la psychologie cognitive, etc. Ces disciplines s'inscrivent à des 
degrés divers dans les sciences cognitives et informatiques. 
1.4.1 Représentation des connaissances en lA 
«Les systèmes informatiques dits intelligents possèdent entre autres une base de 
connaissances à laquelle ils se réfèrent, pour intégrer les intrants nouveaux, prendre des 
décisions et enfin effectuer des raisonnements» (Meunier, 1992). La base de connaissances 
constitue un maillon essentiel dans un système informatique dit intelligent. Qu'est-ce qu'une 
activité intelligente? Newell et Simon (Newell et al, 1976) avancent que toute activité 
intelligente de la part d'un humain ou même d'une machine nécessite trois éléments 
importants: 
L'intelligence est l'ensemble des facultés mentales permettant de comprendre les choses et les faits et de 
découvrir les relations entre eux. 
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•	 la représentation des aspects significatifs du domaine d'un problème, ou en d'autres 
termes, des connaissances pertinentes associées au domaine d'un problème, 
•	 la définition (ou la description) des opérations applicables sur les représentations 
obtenues afin de générer les potentielles solutions au problème, 
•	 des stratégies de sélection d'une solution parmi celles potentielles générées. 
Confrontés à la complexité des problèmes qu'ils sont appelés à résoudre, les systèmes d'lA 
ont besoin non seulement de connaissances mais également de mécanismes et stratégies pour 
manipuler efficacement ces connaissances afin de fournir des solutions aux problèmes. Une 
représentation adéquate des connaissances à manipuler est une étape importante pour 
favoriser la performance et l'efficacité des systèmes. Luger (Luger, 2002) place d'ailleurs la 
représentation et la recherche des connaissances au cœur de la recherche moderne en lA. 
Les approches de représentation des connaissances en lA, peuvent être regroupées sous deux 
grands paradigmes: le paradigme symbolique et le paradigme subsymbolique (ou 
connexionniste). En général, le choix du paradigme et de la forme de représentation pour un 
système donné, dépend du domaine d'application associé au système. 
1.4.1.1 Le paradigme symbolique 
L'approche symbolique consiste à se placer à un niveau supérieur de description permettant 
d'avoir une vision symbolique globale du fonctionnement. Ce paradigme, d'inspiration 
philosophique, a pour base l'hypothèse du système symbolique physique énoncée par (Newell 
et al, 1976). Il est caractérisé par l'utilisation de symboles pour représenter les connaissances, 
et par la formalisation de la manipulation des symboles. Selon ce paradigme, les approches 
de représentation de connaissances peuvent être « orientées syntaxe » ou « orientées 
sémantique ». 
Les approches « orientées syntaxe » sont celles basées sur la logique propositionnelle, la 
logique des prédicats, une logique pour raisonnement non monotone ou la logique floue. Il 
s'agit de la manipulation de symboles de forme arbitraire, selon des règles portant 
uniquement sur cette forme et ne portant ni sur la forme matérielle de leurs référents ni sur 
leur sens (Harnad, 1990). 
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Pour ce qui est des approches « orientées sémantique », on sacrifie la rigueur (mais 
également la rigidité) du raisonnement logique au profit d'une simulation psychologique et 
linguistique inspirée du modèle humain. II s'agit des approches basées sur les réseaux 
sémantiques, sur les graphes conceptuels, ou encore sur les réseaux bayésiens. Toutefois, 
Harnad (Harnad, 1990) soutient que ce n'est que par l'ancrage des syrribo les que nous 
pouvons détenniner la sémantique d'une représentation propositionnelle. Un modèle de l'lA 
classique manipule des structures de symboles qui sont dénués de sens pour le système. Ce 
dernier ne reconnaît que leur forme. Tout sens est attribué par une entité extérieure via une 
fonction d'interprétation. 
1.4.1.2 Le paradigme subsymbolique 
Le paradigme subsymbolique se base sur des modèles connexionnistes en proposant de 
modéliser aussi bien les processus perceptifs de bas niveau que ceux de haut niveau tels que 
la classification, la reconnaissance d'objets, la résolution de problèmes, la planification et la 
compréhension du langage (Smolensky, 1988). 
Pour les partisans de l'approche subsymbolique, la représentation des connaissances est 
structurée en deux couches: une première, de description du système formel au niveau 
supérieur et une deuxième, d'interprétation sémantique au niveau inférieur. Les entités 
susceptibles de recevoir une interprétation sémantique sont des configurations d'activités sur 
un grand nombre d'unités du système, et les entités manipulées par des règles formelles sont 
l'ensemble des activations individuelles des cellules du réseau. 
En lA, les modèles connexionnistes sont de plus en plus populaires grâce à leur puissance 
computationnelle et leur efficacité dans la résolution de certains problèmes relativement 
complexes. Pour le cas de la classification textuelle (qui nous intéresse le plus dans notre 
recherche), de nombreuses études empiriques fournissent des modèles plausibles, inspirés des 
modèles biologiques, mais qui opèrent en tant que « boite noire» ; en effet, on ne sait pas très 
bien comment les processus cognitifs de l'être humain opèrent la classification, en particulier 
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dans le domaine textuel qui relève à la fois de la perception visuelle, du langage et de la 
structuration des connaissances de l'agent cognitif. 
Le modèle que nous proposons se base tant sur l'approche symbolique que l'approche 
connexionniste. 
1.4.2 Analyse Sémantique 
L'extraction de connaissances à partir de textes ne peut généralement se passer d'une 
discipline telle que l'analyse sémantique qui a pour objet la description des significations 
propres aux langues et leur organisation théorique. Même si nous affirmons que l'analyse 
sémantique joue un rôle primordial en ingénierie de connaissances, notre objectif n'est pas la 
compréhension automatique et complète de la documentation. Il s'agit plutôt d'analyser la 
documentation dans le cadre d'une tâche bien déterminée, celle de l'identification de 
relations conceptuelles entre termes. Ainsi les outils de TAL sont vus comme des « outils 
d'aide à l'analyse des textes ». Ceci nous amène à privilégier les outils et techniques 
effectuant des analyses partielles, mais robustes et fonctionnant sur des données textuelles 
réelles. 
Sur le plan sémiotique, aucune, parmi les techniques proposées dans la littérature, ne semble 
capturer toute la richesse sémantique encapsulée dans les données textuelles, du moins, pas 
aussi efficacement que font les processus cognitifs de l'être humain. En effet, les 
architectures supportant ces techniques, ont rarement été élaborées sur la base de 
comportements humains, affectant ainsi, d'une certaine manière, les hypothèses relatives à la 
représentation, l'organisation, l'utilisation et l'acquisition de connaissances à partir de textes. 
Ce constat nous a amené à explorer les fondements de la « Psychologie Cognitive» en vue de 
mettre en évidence son efficacité à résoudre le problème de la sémantique. 
1.4.3 Psychologie Cognitive 
La cognition est un ensemble de processus intellectuels, à travers lesquels l'information est 
obtenue, transformée, stockée, retrouvée et utilisée. L'approche à adopter pour la 
maintenance des ontologies devrait s'inspirer de façon étroite des mécanismes intellectuels de 
compréhension, de production et d'apprentissage chez l'être humain (psycholinguistique). 
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Les recherches en psychologie cognitive montrent que la plupart des mots sont assimilés par 
la lecture6 (Landauer et al, 1997). Étant exposé à des textes, un apprenant tente, tout le long 
de son processus de lecture, de raffiner graduellement la signification du mot en utilisant les 
cooccurrences conjointes de ce mot avec d'autres. Par exemple, en absence d'une définition 
explicite du mot « micro-processeur », l'apprenant est en mesure, à travers la lecture de 
textes, d'acquérir la signification du mot parce que celle-ci est confirmée dans le contexte 
dans lequel ce mot apparaît avec d'autres, tels que « carte », « ordinateur », « électronique », 
« matériel », « unité centrale de traitement », etc. Toutefois, une simple cooccurrence répétée 
d'un mot avec d'autres semble être insuffisante pour l'assimilation de sa signification. En 
effet, toutes les cooccurrences de tous les mots à travers le texte sont plutôt nécessaires. 
En se basant sur cette hypothèse d'apprentissage du sens, nous supportons l'idée de 
l'application de la technique de classification de documents pour identifier des groupes de 
termes qui apparaissent ensemble et qui ont des relations sémantiques, ou du moins, des 
similarités sémantiques lorsque utilisés dans des contextes comparables. Nous détaillons 
davantage les apports de la classification dans la section « modèle proposé ». 
1.4.4 Architecture Cognitive 
Notre orientation vers une architecture cognitive est motivée par un objectif de mise en place 
d'un système intelligent, supportant les potentialités de l'humain. Cet objectif se rapporte, 
d'une certaine manière, au paradigme fondateur du test de Turing?, Les architectures 
cognitives supportent également l'objectif central de l'lA et des sciences cognitives; à savoir 
la création et la compréhension de comportements intelligents mettant en application les 
potentialités de l'humain. 
Par ailleurs, un problème central, auquel les concepteurs d'architectures cognitives se 
trouvent confrontés, est de faire en sorte que les agents puissent accéder à différentes sources 
de connaissances. Par exemple, les connaissances relatives à l'environnement sont saisies à 
travers la perception, les connaissances relatives aux implications de la situation courante 
6 Bien que la conversation orale joue un rôle important dans l'apprentissage de mots, cette dimension ne sera pas 
traitée car notre modèle traite plutôt les textes écrits. 
7 Ce test consiste à faire dialoguer un humain et le système et déterminer si J'humain peut déceler si le système 
n'est pas humain. 
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sont saisies à travers la planification, le raisonnement et la prédiction, les connaissances 
produites par les agents sont échangées via la communication et les connaissances induites à 
partir des expériences passées sont acquises à travers la souvenance et l'apprentissage. Plus 
ces caractéristiques sont supportées par l'architecture, plus cette architecture peut tirer profit 
de ces sources de connaissances en vue d'influencer son comportement. 
Partant de ce principe, nous avons opté pour une architecture qui se base sur différentes 
sources de connaissances, à savoir les textes relatifs au domaine ainsi qu'une base 
terminologique spécifique à la langue (tel que Wordnet). 
1.5 Objectifs de la recherche 
L'objectif général de ce projet est de proposer un modèle permettant d'assister les ingénieurs 
d'ontologie dans leur tâche de maintenance d'ontologie de domaine en se basant 
principalement sur une analyse textuelle. Ceci revient à proposer un modèle permettant, à 
partir de l'analyse de nouveaux textes, d'identifier de nouveaux termes spécifiques à un 
domaine ainsi que leurs relations. La maintenance est ici vue comme la mise à jour 
incrémentale de l'ontologie au fur et à mesure que de nouveaux termes sont extraits de textes 
du domaine. 
Au niveau cognitif, notre objectif consiste à explorer et à mettre à contribution la pertinence 
de certains travaux en sémantique cognitive, en analyses textuelles et en psycholinguistique 
dans leur application à l'informatisation des processus d'assistance à la maintenance. Notre 
démarche visera donc à mettre en valeur la complémentarité des différentes approches 
abordées et à démontrer comment ces travaux permettent d'opérationnaliser 
informatiquement les processus de repérage de termes et de relations entre termes. 
1.5.1 Objectifs spécifiques 
Plus spécifiquement, nos objectifs de recherches s'orienteront vers les points suivants: 
•	 La problématique de la maintenance des ontologies de domaine implique deux sous­
problèmes fondamentaux; le premier est relatif à l'extraction de termes spécifiques au 
domaine et pertinents à l'ontologie existante. Le second consiste à identifier des relations 
entre termes. 
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•	 Le repérage de termes qui sont particulièrement spécifiques au domaine en question est 
un élément clé pour maintenir une ontologie. Cet objectif revient à éviter d'alourdir 
l'ontologie par des termes non pertinents par rapport au domaine. Le choix d'un corpus 
représentatif du domaine découle en partie, de cet objectif. 
•	 Bien que l'ontologie soit spécifique à un domaine particulier, notre objectif est de 
proposer un modèle de maintenance qui soit applicable pour d'autres domaines, par le 
biais de simples procédures d'adaptation. Par conséquent, la solution proposée ne doit 
pas être excessivement dépendante d'un domaine particulier. 
•	 L'analyse textuelle visée n'est pas spécifique à une langue particulière et par conséquent, 
ne doit prendre avantage des connaissances linguistiques, à l'exception de certaines 
procédures simples (telles que la lemmatisation, le filtrage de termes, etc.). 
•	 Nous avons opté pour un modèle de maintenance d'ontologie de type monolingue. Nous 
n'aborderons pas la complexité impliquée par l'utilisation d'une ontologie multilingue. 
En effet, celle-ci suscite des réflexions cruciales, principalement attribuées au domaine de 
la traduction automatique, laquelle problématique s'éloigne en fait des objectifs de notre 
projet. 
•	 Les méthodes linguistiques de génération d'hypothèses de relations entre termes génèrent 
souvent moins d'hypothèses de relations que les méthodes statistiques de regroupement. 
Elles proposent cependant des relations étiquetées, directement vérifiables en contexte. 
Selon notre point de vue, pour un cogniticien en phase de modélisation de connaissances, 
la complétude des hypothèses de relations qui seront proposées au cogniticien pour 
validation est un objectif prioritaire par rapport à l'étiquetage. En effet, repérer une 
relation entre deux termes à partir d'un corpus nécessite un effort cognitif beaucoup plus 
important que pour étiqueter une relation préalablement identifiée. Cet objectif nous 
conduit à assigner plus d'importance au taux de rappel de relations candidates, présentées 
au cogniticien pour validation, qu'à l'étiquetage automatique de relations. 
1.5.2 Hypothèses de recherche 
L'hypothèse générale du projet est formulée ainsi: le repérage de termes et de relations entre 
termes nécessaires à la maintenance d'une ontologie de domaine peut être assisté 
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efficacement en employant certaines techniques issues de l'intelligence artificielle pour des 
fins d'analyses textuelles et aussi d'analyses de ressources terminologiques. 
À la lumière des objectifs spécifiques que nous nous sommes fixés, nous avons formulé 
certaines hypothèses afin de guider notre démarche méthodologique, à savoir: 
Hl Les textes propres à un domaine sont une source principale pour enrichir le modèle de 
l'ontologie 
Partons des définitions retenues pour le concept d'ontologie; il est important de souligner la 
présence, quasiment systématique, de l'aspect «conceptualisation partagée» dans ces 
définitions. Cet aspect nous a amenés à faire des textes, propres à un domaine particulier (ou 
à une entreprise, etc.), une source principale pour enrichir le modèle de l'ontologie. 
Les textes jouent un rôle central dans l'appropriation et la transmission des connaissances; 
nous croyons qu'ils sont indispensables dans tout processus de maintenance d'ontologie de 
domaine. L'exploitation des textes est aujourd'hui facilitée par la numérisation de quantités 
de plus en plus importantes de données documentaires. 
Nous estimons que les textes, en tant que source principale de connaissances sur le domaine, 
sont actuellement sous-exploités. Un de nos principaux défis serait de mettre les textes et plus 
particulièrement la documentation spécifique à un domaine, au cœur de l'ingénierie des 
connaissances et d'affronter la complexité du traitement des données textuelles en vue 
d'exploiter la richesse implicite de cette source de connaissances. 
H2 D'autres sources de connaissances sont nécessaires pour découvrir des relations entre 
termes 
Notre modèle est fondé sur l'hypothèse que l'extraction de connaissances à partir de textes ne 
peut se contenter d'un traitement statistique (ni même linguistique) de données textuelles 
pour accaparer toute leur richesse sémantique. En effet, certaines connaissances implicites, 
spécifiques au domaine, ne peuvent être extraites à partir du corpus. Cette hypothèse est en 
fait, fondée sur la base de fondements cognitifs cohérents; lors d'un processus de lecture de 
textes par un expert du domaine, ce dernier fait souvent usage de certaines de ses propres 
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connaissances du domaine (qu'on ne retrouve nécessairement pas dans les textes), pour 
repérer des relations d'associations conceptuelles entre termes. Il fait également recours à un 
dictionnaire ou un thésaurus pour compléter ses connaissances par certaines informations, 
telles que les définitions, les synonymies, les hyperonymies, etc. 
L'expert fait enfin appel à d'autres connaissances qui ne sont pas intégrées dans les thésaurus 
et dont la spécification est impensable, vu leur nature purement humaine, qui ne peut être 
reproduite par la machine. 
Le modèle que nous proposons ne vise pas à remplacer complètement l'humain pour la 
découverte de relations entre termes, mais plutôt d'assister les experts du domaine dans cette 
tâche. Nous avons ainsi opté pour un modèle qui soit un compromis acceptable mais qui soit 
suffisamment fonctionnel. Le modèle proposé se base ainsi sur différentes sources de 
connaissances, à savoir les textes relatifs au domaine, mais aussi des données 
terminologiques (thésaurus, dictionnaire électronique, base terminologique, etc.) en vue de 
faire intégrer, le mieux possible, les connaissances du domaine mais aussi certaines 
connaissances reliées plutôt à la langue, au sein de l'ontologie. 
H3 La cooccurrence est un critère de choix pour le repérage de relations entre termes 
La proximité sémantique entre les termes repose principalement sur la cooccurrence d'un 
ensemble de termes à travers différents segments d'un corpus. La base théorique de cette 
hypothèse repose sur celle formulée par Harris (Harris, 1968) ; on peut classer les divers sens 
d'un terme en fonction des constructions auxquelles ce dernier participe. Des termes qui ont 
des distributions comparables ont souvent un élément de sens commun. Partant de cette 
hypothèse, nous avons privilégié l'emploi de la classification textuelle pour repérer, dans un 
premier temps, des regroupements de termes sémantiquement reliés. Nous argumentons 
davantage ce choix théorique dans la section « modèle proposé ». 
H4 Les significations de termes contribuent activement au repérage de relations entre termes 
Les définitions des termes constituent une source d'information importante, permettant de 
contribuer activement au repérage de relations entre termes. En effet, en présence d'un 
regroupement de termes qui sont potentiellement reliés (identifiés à l'aide de la classification 
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par exemple), les définitions de chacun de ces termes peuvent enrichir le contenu 
informationnel de cette classe et concourir, par conséquent, à la découverte de relations 
conceptuelles plus fortes entre des couples de termes. Cette contribution consiste en fait, en 
un rapprochement entre les groupes de termes clés, faisant partie de chacune des définitions 
des termes en question. Cette hypothèse met en évidence l'importance de l'utilisation d'une 
ressource terminologique (dictionnaire électronique, thésaurus, etc.). 
Dans le cadre de la représentation de connaissances et de la signification de lexique, « les 
vecteurs conceptuels» (VC) (Lafourcade et al, 2001) ont prouvé leur efficacité pour 
construire des taxonomies hiérarchiques et mettre en évidence des relations entre termes. Les 
vecteurs conceptuels sont généralement utilisés avec certaines mesures pour prendre des 
décisions par rapport à la qualité d'association entre les termes. Ils sont d'ailleurs, largement 
utilisés en recherche d'information (Salton et MacGill, 1983) ainsi qu'en représentation de 
signification par le modèle ISL (Deerwester et al, 1990), relatif aux études d'Analyse 
Sémantique Latente (ASL) en psycholinguistique. 
La question qui se pose à cet effet est la suivante: doit-on composer les VC à partir des items 
lexicaux de la signification, ou plutôt des relations sémantiques et des relations d'association 
extraites d'un thésaurus ? Cette question sera traitée dans la section 3.2.6 (Vecteurs 
Conceptuels et thésaurus). 
H5 : L'intervention d'un expert est une opération incontournable 
Notre objectif consiste à construire une méthodologie supportant l'utilisateur lors de sa 
découverte de relations entre termes qui sont potentiellement utiles pour la maintenance de 
l'ontologie. II est relativement facile de remettre en cause des systèmes automatiques 
prétendant accomplir cette tâche sans biais ou imperfections. II semble plus raisonnable, et 
plus réaliste en terme de faisabilité, de suivre un processus plutôt semi-automatique, 
impliquant une simple intervention d'un expert du domaine, à travers certaines étapes, et 
spécialement pour la validation des résultats. 
H6 : L'Indexation Sémantique Latente présente de meilleurs résultats quand elle s'applique 
sur des classes de termes plutôt que sur tous les termes d'un document: 
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L'Indexation Sémantique Latente est un des principaux choix théoriques dans notre 
méthodologie. Cette hypothèse repose sur l'idée que l'application de la technique 
d'Indexation Sémantique Latente sur les groupes de termes identifiés par la classification, 
plutôt que sur la totalité des termes du corpus, possède l'avantage de réduire la matrice de 
cooccurrence de termes dans les documents à une dimension raisonnable. Cette réduction 
sera détaillée dans la section 3.2.4. Nous présumons que ce choix méthodologique constitue 
un remède à la difficulté d'identifier dans la théorie, une dimension adéquate et précise de 
cette matrice. En effet, il est facile de prouver qu'une dimension immense pourrait empêcher 
l'émergence de suffisamment de relations sémantiques entre [es termes, et aussi, une 
dimension trop réduite pourrait entraîner une grande perte d'information. 
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CHAPITRE II 
INGÉNIERIE DES ONTOLOGIES 
Dans plusieurs disciplines aujourd'hui, on assiste au développement d'ontologies 
standardisées pour faciliter les échanges entre experts et expliciter les connaissances du 
domaine. L'ingénierie des ontologies suscite un engouement sans précédent, non plus 
seulement dans les laboratoires de recherche en Intelligence Artificielle (lA) mais de plus en 
plus parmi les experts de divers domaines. 
Dans ce chapitre, nous présentons le processus de conception d'ontologie et les approches de 
maintenance. Dans la mesure où la problématique de recherche s'intéresse au processus de 
conceptualisation, un état des lieux est fait sur les techniques d'extraction de termes (simples 
et complexes) et des relations entre termes à partir de textes. Les étapes d'ontologisation, 
d'opérationnalisation et d'évaluation ne seront pas traitées dans cette thèse. 
Avant de passer en revue ces techniques, nous rappelons la définition de « terme» et 
distinguons « terme» de « concept ». 
2.1 Qu'est-ce qu'un terme? 
Cette question vise à distinguer, concept, terme et instance, spécifiés à l'intérieur d'une 
ontologie. Un concept, tel que défini par le Petit Robert, est une représentation mentale, 
générale et abstraite d'un objet. Il peut être exprimé par un terme, un symbole ou autre. Ainsi, 
les termes représentent la manifestation linguistique d'objets réels ou immatériels qui 
partagent des propriétés communes. Par exemple, les termes voiture, auto, automobile, 
bagnole, ou encore car (en anglais) réfèrent au même concept (ou catégorie) "VOITURE". 
Quant à la relation concept/instance, celle-ci est analogue à celle de classe/objet dans le 
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formalisme UML8. L'instance représente ainsi, un objet particulier dans le monde ou encore 
un membre de l'exténsion d'une catégorie. Par exemple, la Chevrolet de mon voisin est une 
instance du concept" VOITURE ". 
L'emploi même de terme est ambigu dans la littérature spécialisée. De nombreux spécialistes 
de domaine envisagent le terme sans considérations théoriques véritables: pour eux, il s'agit 
d'une entité formelle associée à un contenu informationnel (<< étiquette» associée au nœud 
d'une ontologie; « mot-clé» pour la recherche d'information; « entrée» d'un index, etc.) 
(Ibekwe-San Juan et al., 2005). 
Le concept est défini indépendamment de la langue. Il indique une notion universelle qui ne 
tient pas compte de la diversité des langues. Le concept peut être vu comme un signifié 
normé. La norme en question est induite par l'ensemble des conventions et usages en vigueur 
dans un champ disciplinaire donné. (Rastier, 1991) définit le concept comme: 
« ... un sémème construit, dont la définition est stabilisée par les normes d'une 
discipline, de telle façon que ses occurrences soient identiques à son type. La validité 
conventionnelle de ses normes disciplinaires permet la traduction des concepts, qui 
échappent de ce fait à la variété des langues comme à la diversité des contextes », 
Dans cette section, l'accent sera mis sur les aspects linguistique, sémantique et conceptuel du 
terme. Ces aspects influent considérablement les choix de conception d'une ontologie. 
2.1.1 L'aspect linguistique du terme 
On distingue dans le vocabulaire d'une langue les termes simples et les termes construits à 
partir de termes existants. En français par exemple, on distingue différents types de créations 
de termes ; les plus fréquents sont les créations morphologiques, syntagmatiques, 
sémantiques et par réduction. 
8 UML: «langage de modélisation unifié ») (<< Unifled Modeling Language ») est un langage 
graphique de modélisation des données et des traitements. UML est la référence en modélisation 
objet. 
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• Les créations morphologiques 
Les créations dites morphologiques, comprennent les dérivations affixales, la dérivation zéro 
et les dérivations par composition. 
- Les dérivations affixales 
Les langues de spécialité se distinguent de la langue générale par un certain nombre de traits 
syntaxiques qui sont remarquables, par rapport à l'usage général, notamment par une 
fréquence d'apparition plus élevée. Ces traits résultent des opérations dites de dérivations. Il 
s'agit, à partir d'un système lexical déjà existant, de fabriquer de nouvelles séries de mots 
destinées à désigner de nouveaux objets et procédés techniques. 
Ainsi, le procédé de suffixation consiste à associer à un mot de base un suffixe dont la 
fonction est de changer le mot de classe et d'orienter le mot nouveau dans un champ lexical 
différent du premier. Le procédé de suffixation en « -age» est le plus utilisé. (Par exemple, le 
verbe monter qui se transforme en montage). Par contre, la préfixation se différencie de la 
suffixation par le fait qu'elle ne détennine pas un changement de la classe du mot. On peut 
citer par exemple, le préfixe « dé » à valeur négative (Jaire, défaire) et le préfixe « re » 
équivalent à « de nouveau» (Jaire, refaire). 
- La dérivation zéro 
Ce procédé, connu aussi sous le nom de conversion, consiste à passer d'un mot d'une 
catégorie syntaxique à une autre, sans changer sa structure morphologique. Il s'agit donc de 
fonner un mot nouveau sans utiliser des préfixes, des suffixes, etc., mais en changeant 
simplement sa catégorie syntaxique. Par exemple, le mot « pour» peut être employé dans 
différents contextes: 
- « Je suis pour la liberté d'expression» (( pour» ici est une préposition). 
- « Peser le pour et le contre» (( pour» ici est un nom). 
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- La composition 
Dans la langue de spécialité, un grand nombre d'unités lexicales comportent deux ou 
plusieurs éléments. La composition en français est productive, mais moins productive que 
celle dans les langues anglaise et germanique où la plupart des unités lexicales des langues de 
spécialité comportent deux ou plusieurs éléments (Binet et al, 1987). Il Y a deux sortes de 
mots composés en français : ceux formés sur des bases françaises, tels que porte­
document qui est du type complément d'objet du verbe, ceux formés sur des bases latines ou 
grecques, telles que misanthrope. 
• Les créations syntagmatiques 
Ce sont des créations linguistiques qui consistent en des collocations9 de plusieurs lexèmes, 
en un seul lexème complexe. Les créations peuvent être de type: substantif (nom) + adjectif, 
ou encore, de type synapsie, c'est-à-dire une unité de signification composée de plusieurs 
morphèmes lexicaux et reliés par diverses expansions. La synapsie machine à coudre se 
distingue du mot composé timbre-poste. 
• Les créations par réduction: 
Il s'agit d'un procédé de réduction syllabique qui répond d'une part, à un besoin d'économie 
linguistique, d'autre part, à un intérêt au concept devenu plus essentiel que le mot. On trouve 
par exemple les acronymes et les sigles: l'acronyme est un mot formé d'initiales, de lettres ou 
de syllabes appartenant à plusieurs mots, exemple: OVNI (Objet Volant Non Identifié). Le 
signe O.N.o. désigne lui, plus un concept qu'une simple abréviation du terme Organisation 
des Nations Unies. Dans ce type de création on peut classer aussi les mots dits mots valises 
(Binet et al, 1987), qui résultent d'une sorte de télescopage linguistique entre deux autres 
mots ; c'est le cas par exemple du mot bionique où les composants sont biologie et 
électronique. 
9	 Collocation: présence d'au moins deux unités linguistiques distinctes dans un énoncé, qui sont liées par un 
rapport de proximité syntaxique et de relative dépendance. 
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• Les créations sémantiques: 
Elles consistent souvent en une migration de mots de la langue générale vers les vocabulaires 
spécialisés, pour leur donner une teinte particulière: par exemple dans la terminologie de 
l'atome, le mot âge désigne l'aire de ralentissement d'un neutron, calculée par la méthode de 
l'âge de Fermi. Parmi les créations sémantiques, on trouve aussi les métaphores et les 
métonymies (appellations par analogie). Par exemple, dans la terminologie de l'atome, pile 
atomique désigne un empilement. 
2.1.2 L'aspect sémantique et conceptuel du terme 
Les mots ont été analysés par Platon et Aristote selon un double point de vue; d'abord, la 
différence entre signifiant et signifié, ensuite, la différence entre la signification et la 
référence. Pour illustrer ces notions, nous évoquons «le triangle sémiotique», le problème de 
sens et les relations sémantiques entre termes. 
• Le triangle sémiotique: 
Pour mettre en évidence la relation entre termes et concepts, plusieurs linguistes comme 
(Rastier, 1990 ; Bessé, 1990; Pierce, 1978) se réfèrent couramment à un modèle triadique, 
décrit par le triangle sémiotique d'Ogden et ses collaborateurs (Ogden et al, 1969) : 
Concept
 
(représentation mentale, signifié, catégorie)
 
Signe Chose/Objet 
(terme, symbole, signifiant) (réalité, référent, objet désigné) 
Figure 2.1: Le triangle sémiotique 
Dans ce triangle, le signe désigne l'objet et symbolise le concept. Ce dernier se rapporte à 
l'objet, c'est-à-dire le référent. Les mots entre parenthèses sont des mots équivalents. 
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On distingue le référent d'un signe et son signifié (son sens). Le référent est identifié par 
rapport à une catégorie appartenant au domaine d'étude. Pour référer à des objets, la langue 
dispose de tout un matériel linguistique permettant par exemple de faire une description 
définie (article défini + substantif) ou de désigner un objet (démonstratif + substantif, 
déterminant + substantif). Quant au sens, il désigne le processus sous-jacent (se déroulant à 
l'intérieur du système qui parle et qui agit sur les référents désignés par ses mots) qui permet 
d'identifier son référent. 
• Le problème du sens: 
D'un point de vue grammatical, toute unité linguistique du vocabulaire isolée possède un 
sens de base appelé « sens grammatical ». C'est un sens linguistique abstrait donné par 
exemple par le sens dérivationnel, la flexion (singulier, pluriel), la mise dans le temps 
(présent, passé, ..), etc. Par exemple le mot blanc est un adjectif mais blancheur est un 
substantif. Ces 2 mots ont des sens différents. De même, pour le verbe aimer, on peut utiliser 
les flexions su ivantes : j'aimerai, pour exprimer le contexte du temps (le futur),' ou encore 
nous aimons, pour exprimer la pluralité. 
Par ailleurs, le sens des unités linguistiques est sensible au contexte. En d'autres termes, il est 
inconcevable de faire abstraction du milieu où on parle. De plus, dans un texte écrit, les mots 
ne sont pas isolés, ils entretiennent des rapports avec les autres mots qui les entourent dans 
l'énoncé: le contexte. C'est le cas par exemple des mots polysémiques et les homographes 
(mots ayant des signifiants et des formes graphiques identiques). 
Par rapport à un domaine de spécialité, le lexique de termes désigne un objet ou une 
opération d'une façon relativement moins ambiguë. Par exemple, dans le domaine des 
télécommunications le terme réseau n'est pas équivoque. Bien que son type ne soit unique, 
cela n'entraîne pas de confusions. On peut donc définir un terme d'un domaine de spécialité 
comme étant un signe linguistique qui désigne un concept du domaine de la façon la moins 
ambiguë possible (plus un terme est spécialisé moins sa polysémie est étendue). 
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2.2 Conception d'ontologies de domaine 
Depuis le début des années 90, on a assisté à l'émergence d'un certain nombre de 
méthodologies pour le développement et la maintenance des ontologies. Dans bien des cas, 
elles sont le reflet des expériences personnelles de construction d'ontologie. Parmi les 
méthodologies les plus connues, nous citons: TOVE (TOronto Virtual Enterprise) 
(Gruninger et al, 95), Enterprise Model Approach (Uschold et al, 1995), METHONTOLOGY 
(Gomez-Perez et al, 1996) et IDEF5 (KBSI, 1994). D'autres approches qui, à défaut d'être 
des méthodologies à part entière de développement d'ontologies apportent un éclairage et 
proposent de grandes lignes directrices pour le développement d'ontologies, telles que: 
Ontolingua (Farquhar et al, 1997), ONIONS (ONtological Integration Of Naive Sources) 
(Steve et al, 96), Mikrokosmos (Mahesh, 1996), SENSUS (Swartout et al, 1997) etc. 
2.2.1 Processus de conception d'ontologie 
Les ontologies étant destinées à être utilisées comme des composants logiciels dans des 
systèmes opérationnels, leur développement doit s'appuyer sur les mêmes principes que ceux 
appliqués en génie logiciel. En particulier, les ontologies doivent être considérées comme des 
objets techniques évolutifs et possédant un cycle de vie qui nécessite d'être spécifié. Bien 
qu'aucune méthodologie générale n'ait pour l'instant réussi à s'imposer, de nombreux 
principes et critères de construction d'ontologies ont été proposés. Plusieurs de ces 
méthodologies s'entendent sur un ensemble de processus (figure 2.2) guidant l'ingénieur 
d'ontologie dans toutes les étapes de la construction. 
Constitution 
-. Conceptualisation -. Onto1ogisation -.Opérationnalisation-. Évaluationde corpus 
Figure 2.2 : Processus de construction d'ontologie 
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Nous détaillons dans ce qui suit chacune de ces étapes: 
2.2.1.1 Constitution d'un corpus 
Le repérage de termes qui sont particulièrement spécifiques au domaine en question est un 
élément clé pour créer ou maintenir une ontologie. Le choix d'un corpus représentatif du 
domaine restreint le champ de recherche de termes spécialisés. La tâche de construction du 
corpus est à la fois primordiale et délicate. Puisque, d'une part, le corpus est l'une des sources 
d'information essentielles et que, d'autre part, il demeurera, une fois le processus achevé, 
l'élément de documentation de l'ontologie construite. 
La constitution d'un corpus représentatif du domaine suppose que ce domaine soit 
préalablement délimité. Un domaine n'est pas seulement défini par le champ de 
connaissances qu'il couvre, mais aussi par le point de vue sous lequel les utilisateurs de 
l'ontologie considèrent ce champ de connaissances (Uschold et al, 1995). En effet, le corpus 
constitué pour construire une ontologie des biotechnologies ne sera pas le même si le public 
visé est constitué de biologistes ou si le public visé ne possède que des connaissances 
générales dans ce domaine, en particulier en ce qui concerne la granularité du corpus et des 
connaissances modélisées. Par ailleurs, des choix liés aux contextes d'usage de J'ontologie 
doivent préalablement être effectués. 
La collecte doit se faire avec l'aide des spécialistes et en fonction de l'application cible visée. 
Il convient en effet de s'assurer auprès des spécialistes que les textes choisis ont un statut 
suffisamment consensuel pour éviter toute remise en cause ultérieure. 
Le critère de la taille est évidemment important, même s'il est impossible de donner un 
chiffre idéal. Le corpus doit être suffisamment « gros» pour s'assurer que des outils de 
traitement de la langue basés sur des statistiques puissent s'en servir de façon efficace. Mais 
il doit être suffisamment petit et redondant pour pouvoir être appréhendé de façon globale par 
l'analyste, même à l'aide d'outils de TAL. Une fourchette entre 50000 et 200000 mots 
semble raisonnable (Bourigault et al, 2003). 
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2.2.1.2 Conceptualisation 
La conceptualisation consiste à identifier les connaissances du domaine et à expliciter la 
nature conceptuelle des connaissances en termes de concepts, termes exprimant ces concepts, 
relations entre termes, propriétés des concepts et des relations et axiomes. C'est aussi une 
représentation mentale d'un objet ou d'une idée ou un travail d'abstraction pour exprimer un 
principe général. L'identification de ces connaissances se base sur l'analyse de documents 
ainsi que sur des interviews d'experts de domaine. 
Lors de ces analyses, il est important de distinguer les connaissances spécifiques au domaine 
de celles qui, bien que présentes dans le corpus, ne participent qu'à l'expression des 
connaissances du domaine. Les connaissances non spécifiques au domaine sont plutôt 
détaillées dans d'autres ontologies qui peuvent formellement être intégrées à l'aide de la 
technique d'importation. Par exemple, la conceptualisation du domaine du transport aérien 
fait référence à des connaissances non spécifiques au domaine telles que celles relatives à la 
géographie. 
L'analyse textuelle est généralement assistée par des outils de TALN en vue de détecter les 
termes et les structures sémantiques présentes dans le corpus. L'analyse de corpus ne peut 
suffire à elle seule à spécifier la sémantique du domaine. Les interviews, les brainstormings 
menés avec des experts de domaine doivent en effet générer la sémantique différentielle des 
concepts. L'échange entre experts est le meilleur moyen de faire émerger une sémantique 
claire· et non ambiguë (Fernandez al, 1997). Toutefois, les connaissances humaines sont 
essentiellement subjectives et ne seront pas exprimées de la même façon par tous les experts. 
Il convient alors de réaliser une normalisation sémantique consensuelle afin d'objectiver les 
connaissances. 
Le processus de conceptualisation mène ainsi à la construction d'un modèle conceptuel qui 
décrit en langage naturel ou semi formel, au travers des éléments terminologiques et 
sémantiques les connaissances du domaine. Pour être utilisable par la machine, il convient de 
formaliser le modèle obtenu. C'est l'objet du processus d'ontologisation. Le cœur de nos 
travaux porte plutôt sur le processus de conceptualisation. Nous y reviendrons en détail dans 
les chapitres 3 et 4. 
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2.2.1.30ntologisation 
L'ontologisation est une traduction dans un certain fonnalisme de connaissances exprimées a 
priori en langage naturel. Ce processus consiste à structurer et à formaliser autant que 
possible la conceptualisation pour construire une ontologie spécifiant la terminologie et la 
sémantique du domaine à travers un modèle doté d'une sémantique formelle (mais non 
opérationnelle). Selon (Gruber, 1993), cinq critères doivent être respectés afin d'atteindre les 
objectifs généraux des ontologies: 




la cohérence des axiomes, c'est-à-dire leur consistance logique;
 




la minimalité des postulats de formalisation afin d'assurer une bonne portabilité;
 
la minimalité du vocabulaire, c'est-à-dire l'expressivité maximale de chaque terme.
 
La construction de la hiérarchie de concepts débute par les concepts spécifiques. Ces derniers 
sont ensuite regroupés selon des concepts plus généraux (Uschold, 1996). Cette 
hiérarchisation doit s'accorder avec les propriétés des concepts et des relations et être 
cohérente avec les intensions et extensions des concepts. Le respect de la sémantique du 
domaine doit être assuré par un engagement ontologique, notion initialement proposée par 
(Gruber, 1993) comme un critère pour réaliser une spécification partagée d'un vocabulaire. 
L'engagement ontologique consiste à associer à chaque concept son extension et à manipuler 
ce concept conformément au sens prescrit par cette extension (Guarino, 1994). 
Bachimont (Bachimont, 2000) distingue l'engagement sémantique de l'engagement 
ontologique. Le premier permet, à travers des principes différentiels, de préciser le s.ens des 
concepts (concepts sémantiques) de manière non ambiguë. Ainsi, deux concepts sémantiques 
ne sont identiques que si leurs interprétations sont les mêmes, conformément aux principes 
différentiels utilisés. L'engagement ontologique associe plutôt des extensions à des concepts 
(concepts formels). Deux concepts formels sont identiques s'ils ont une même extension et 
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une même intension. Les quatre prInCipes différentiels proposés par Bachimont sont les 
suivants: 
Principe de similarité avec le père: un concept partage l'intension de son concept 
père 1o; 
Principe de différence avec le père: l'intension d'un concept est différente de celle 
de son concept père; 
Principe de sémantique unique : une propriété est commune aux concepts frères 
issus du même concept père mais s'exprime différemment pour chaque frère. Par 
exemple, les concepts HOMME et FEMME portent la propriété « sexe» héritée de 
leur concept père HUMAIN, mais cette propriété vaut « masculin» chez HOMME et 
« féminin» chez FEMME; 
Principe d'opposition: les frères doivent tous être différents, sinon il n'y aurait pas 
besoin de tous les définir. 
D'autres caractéristiques des concepts ont été proposées par (Guarino al, 2000 ; Welty et al, 
200 1) pour structurer des ontologies en imposant certaines contraintes sur l'utilisation des 
liens de subsomptions. 
L'identité: un concept porte une propriété d'identité si celle-ci permet de conclure 
quant à l'identité de deux instances de ce concept. Cette propriété peut porter sur des 
attributs du concept ou sur d'autres concepts. Par exemple, le concept de CLIENT 
porte une propriété d'identité liée au numéro du client. Deux clients sont identiques 
s'ils ont le même numéro. 
La rigidité : une propriété est rigide, si et seulement si, elle est essentielle pour 
toutes les instances d'un concept. Une propriété est par contre anti-rigide si, et 
seulement si, elle n'est nécessaire pour aucune de ses instances. Par exemple, la 
propriété Humain est rigide, alors que la propriété Client est anti-rigide (on peut 
toujours trouver des situations ou un individu qui a été client peut ne plus l'être). 
10 Un concept père est un concept plus général (exemple: ANIMAL est le concept père de CHEVAL) 
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L'unité : un concept composé de plusieurs concepts est un concept unité si, pour 
chacune de ses instances, les différentes parties de l'instance sont liées par une 
relation qui ne lie pas d'autres instances de concepts. Par exemple, les deux parties 
d'une chaise roulante, chaise et roues sont liées par une relation « roulante» qui ne 
lie que cette chaise et ces roues. 
La dépendance: un concept Cl est dépendant d'un concept C2 si pour toute 
instance de Cl il existe une instance de C2 qui ne soit ni partie ni constituant de 
l'instance de Cl. Par exemple, PARENT est un concept dépendant de ENFANT (et 
inversement), car l'existence d'un parent suppose celle d'un enfant, mais COUTEAU 
et MANCHE ne sont pas dépendants, car le manche fait partie du couteau. 
Le processus d'ontologisation conduit ainsi à la construction d'une ontologie mais celle-ci ne 
peut, telle quelle, être utilisée dans un SBC, du fait de l'absence de sémantique opérationnelle 
des représentations qu'elle contient. Le modèle conceptuel structuré doit en effet être exprimé 
dans un langage formel de représentation d'ontologies. 
2.2.1.40pérationnalisation 
Les connaissances représentées dans une ontologie, n'ont habituellement pas de sémantique 
opérationnelle, car leur représentation doit rester neutre vis-à-vis des usages qui seront faits 
de l'ontologie. Décrire les connaissances en termes de concepts, de relations et de propriétés 
sur ces concepts et relations ne suffit généralement pas pour atteindre l'objectif opérationnel 
d'un SBC. L'utilisation opérationnelle d'une ontologie nécessite en fait, le passage vers un 
processus d'opérationnalisation qui permettra, au delà de la spécification des connaissances 
au niveau conceptuel, de préciser la sémantique opérationnelle de la forme de l'ontologie qui 
sera utilisée dans un SBC. 
La sémantique opérationnelle décrit la façon dont les représentations dotées de cette 
sémantique opèrent sur d'autres représentations, leur mise en œuvre, leur concrétisation dans 
une action pour atteindre un but. Elle dépend donc de l'objectif opérationnel visé par 
l'utilisation de l'ontologie et ne peut généralement pas être incluse dans l'ontologie. 
Comparée à la sémantique formelle qui ne fait que restreindre les interprétations possibles 
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d'une représentation, la sémantique opérationnelle, étant plus spécifique, fixe non seulement 
l'interprétation de la représentation, mais également l'usage qui est fait de cette 
représentation pour raisonner. Il s'agit à cet effet, de tirer profit de ce qui fait la spécificité du 
support informatique par rapport au support écrit traditionnel, c'est-à-dire son aspect 
dynamique. Un système informatique peut en effet, manipuler les connaissances pour en 
inférer de nouvelles (Bachimont, 1999). Une ontologie est donc opérationnelle lorsqu'elle 
est dotée d'une sémantique opérationnelle et de mécanismes de raisonnement. 
2.2.1.5 Évaluation 
L'évaluation d'une ontologie est un processus primordial qui se passe en deux étapes 
(Darwiche, 2002). D'abord, la vérification, qui consiste à s'assurer que l'ontologie est 
correctement construite du point de vue du modèle de représentation de connaissances 
adopté. Cette vérification représente donc un processus formel, dépendant du modèle et non 
du domaine, portant sur des propriétés formelles qui ne peuvent être violées par l'ontologie 
afin de préserver son expressivité. La deuxième étape est la validation, qui consiste à 
s'assurer que la sémantique exprimée dans l'ontologie doit être celle du domaine considéré. 
2.2.1.5.1 Vérification 
La vérification d'une ontologie revient à s'assurer des pnnclpes de la conformité, la 
cohérence et la minimalité de l'ontologie. 
La conformité d'une ontologie à un modèle de représentation est respectée lorsque les 
représentations de connaissances incluses dans l'ontologie sont bien conformes au modèle 
utilisé. La conformité est indépendante du domaine. Elle se rattache à la forme (syntaxe) de 
l'ontologie plutôt qu'aux connaissances du domaine. Il s'agit de préciser entre autres, la 
signature de chaque relation. 
La cohérence d'une ontologie implique l'absence de contradictions logiques entre les 
représentations. Elle fait appel à la sémantique formelle du modèle de représentation plutôt 
qu'à la syntaxe. Par exemple, deux axiomes de l'ontologie syntaxiquement corrects, peuvent 
être logiquement contradictoires. Encore une fois, les tests de cohérence appl iqués sur 
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l'ontologie ne dépendent pas du domaine de connaissance et repose uniquement sur les 
représentations contenues dans l'ontologie. 
La minimalité d'une ontologie revient à s'assurer qu'elle ne contient pas de connaissances 
superflues; il s'agit entres autres des connaissances redondantes ou celles qu'on peut 
facilement déduire du reste de l'ontologie ou encore des axiomes non exécutables du fait de 
la présence de connaissances contradictoires dans leurs hypothèses. 
Les tests pratiques de minimalité reposent sur l'utilisation de critères de construction des 
hiérarchies qui contraignent les choix de modélisation et imposent d'utiliser des propriétés 
conceptuelles de vérification. C'est le cas par exemple, des principes différentiels énoncés par 
(Bouaud et al, 1994) qui peuvent être facilement contrôlés formellement de manière à tester 
la cohérence générale de la hiérarchie des concepts d'une ontologie. Les méta-propriétés 
proposées par (Welty et al, 200 1) permettent également de vérifier la cohérence sémantique 
de l'ontologie dans la mesure où ces méta-propriétés imposent des contraintes sur les liens de 
subsomption. 
2.2.1.5.2 Validation 
La validation d'une ontologie consiste à tester sa fidélité à la sémantique du domaine de 
connaissances considéré (Gomez-Perez, 1999). Ceci revient à tester, non seulement la 
conformité de l'ontologie par rapport au domaine, mais aussi sa complétude. 
La conformité de l'ontologie par rapport au domaine vise à s'assurer que les connaissances 
représentées dans l'ontologie correspondent exactement à la sémantique du domaine. En 
pratique, des tests sont appliqués sur un système implémentant une version opérationnelle de 
l'ontologie. Ces tests vérifient si les axiomes de l'ontologie permettent de déduire des 
réponses correctes à des questions qu'on pose au système. 
La complétude de l'ontologie par rapport au domaine est validée si toutes les connaissances 
du domaine sont présentes dans l'ontologie; les tests de complétude concernent tant l'aspect 
terminologique que l'aspect sémantique. La complétude du niveau terminologique vise à 
contrôler si toutes les primitives conceptuelles du domaine sont bien présentes dans 
l'ontologie. L'impossibilité de représenter une question implique une incomplétude du niveau 
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terminologique de l'ontologie. La complétude du niveau sémantique vise à contrôler si les 
axiomes de l'ontologie représentent bien toutes les connaissances du domaine. Ce test valide 
que les axiomes permettent de répondre aux questions. 
2.2.2 Outils de développement 
Depuis une décennie, de nombreux outils de construction d'ontologies offrant différentes 
fonctionnalités ont été développés. En plus de la construction d'ontologie, les autres 
fonctionnalités se rapportent à l'évaluation d'ontologie, l'alignement et la fusion d'ontologie, 
l'annotation basée sur des ontologies, le raisonnement et la requête basés sur des ontologies 
et l'extraction d'ontologie à partir de documents. Les outils les plus aboutis intègrent tous 
plusieurs de ces fonctionnalités. Nous citons à titre d'exemple les outils suivants: 
• DOE (Differentiai Ontology Editor) (Bachimont et al, 2002) 
• LinKFactory® (Ceusters et al, 2001) 
• OILEd (Bechhofer et al, 2001) 
• OntoEdit (Sure et al, 2002) 
• Ontolingua (Farquhar et al, 1997) 
• Ontosaurus (Swartout et al, 1997) 
• KnoME (Rogers et al, 2001) 
• Protégé-2000 (Noy et al, 2001) (Noy et al, 2000) 
• SymOntoX (Missikoff et al, 2002) 
• WebODE (Arpirez et al, 2001) 
• WebOnto (Domingue, 1998) 
Les outils orientés conceptualisation sont essentiellement dédiés à l'extraction, à partir de 
documents, des concepts du domaine et des relations existant entre eux, mais offrent 
également des fonctionnalités de structuration permettant de construire de véritables 
ontologies. Il s'agit d'outils comme TERMINAE, Text-To-Onto et OntoBuilder; 
49 
•	 TERMINAE: développé au LIPN de l'Université Paris-Nord!!, permet, à travers l'outil 
d'ingénierie linguistique LEXTER, d'extraire les candidats termes d'un domaine à partir 
d'un corpus textuel (Biébow et al, 1999). Ces concepts doivent ensuite être triés par un 
expert et organisés hiérarchiquement, puis la sémantique du domaine peut être précisée à 
travers des axiomes. TERMINAE propose des candidats termes à l'utilisateur en se basant 
sur des techniques d'analyse syntaxique de texte. L'outil présente également les 
différents sens des concepts donnés par les usages qui en sont faits dans le corpus. 
•	 Text-To-Onto: développé à l'institut AIFB de l'Université de Karlsruhe l2 , cet outil offre 
les mêmes fonctionnalités d'extraction d'ontologie à partir de corpus ou de documents 
Web, mais en utilisant des ontologies existantes (Maedche et al, 2001). Text-To-Onto fait 
partie de la plateforme logicielle KAON (<< KArlsruhe ONtology and Semantic Web 
Infrastructure ») d'édition et de maintenance d'ontologie (Bozsak et al, 2002). 
•	 OntoBuilder, développé au Technion de Haifal3 , permet de bâtir une ontologie à partir 
de ressources Web (Gal et al, 2004). L'extraction de l'ontologie est suivie d'une phase de 
raffinage guidée par l'utilisateur. OntoBuilder autorise également la fusion d'ontologies 
extraites de différents sites Web. 
2.3 Approches de maintenance des ontologies 
La maintenance des ontologies implique principalement un processus d'« apprentissage 
d'ontologie ». Ce processus met en commun plusieurs activités de recherche traitant certes 
différents types d'intrants, mais visant un même objectif, celui de la conceptualisation du 
domaine. Il s'agit en effet, d'un champ multidisciplinaire impliquant le traitement du langage 
naturel, la prospection de données, l'apprentissage machine et la représentation de 
connaissances. 
La plupart des recherches relatives à l'apprentissage des ontologies n'ont toujours pas atteint 
un stade de maturité satisfaisant et impliquent inévitablement une intervention plus ou moins 
Il http://www-lipn.univ-parisI3.fr/ 
12 http://www.aifb.uni-karlsruhe.de/english 
13 http://iew3.technion.ac.il/OntoBui Ider/ 
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importante d'un expert du domaine. Nous proposons dans cette section de passer en revue les 
approches les plus importantes présentées dans la littérature. En se basant sur le type de 
ressources (intrants) utilisées par l'apprentissage, Alexander Maedche et Steffen Staab 
(Maedche et al, 2001) proposent la classification suivante (figure 2.3). Cette figure illustre 
pour chaque type de ressource, les approches de maintenance proposées dans la littérature et 

















Figure 2.3 : Taxonomie des ressources nécessaires à la maintenance des ontologies et 
approches correspondantes 
2.3.1 Apprentissage d'ontologie à partir de texte 
Ce type d'apprentissage a été largement employé chez la communauté de l'ingénierie de 
connaissances. Il s'agit en particulier des travaux de : (Aguirre et al, 2000 ; Alfonseca E. et 
al, 2002a, 2002b ; Aussenac-Gilles et al, 2000 ; Bachimont et al, 2002 ; Faatz et al, 2002 ; 
Gupta et al, 2002 ; Hahn et al, 2001 ; Hearst, 1998 ; Hwang, 1999 ; Khan et al, 2002 ; Kietz 
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et al, 2000 ; Lonsdale et al, 2002 ; Missikoff et al, 2002; Moldovan et al, 2001 ; Nobécourt, 
2000 ; Roux et al, 2000 ; Wagner, 2000 ; Xu et al, 2002). Toutefois, aucune méthodologie 
suffisamment détaillée n'a été présentée pour assister le processus d'apprentissage 
d'ontologie. En effet, la littérature se limite à la présentation de lignes de conduite plus ou 
moins générales. 
Ces méthodes sont principalement fondées sur des techniques d'analyse du langage naturel. 
Elles utilisent un corpus à travers différentes étapes du processus. Seuls les travaux de 
Maedche et ses collaborateurs (Maedche et al, 2001) utilisent tant des corpus généraux que 
ceux du domaine pour écarter les concepts non spécifiques au domaine de l'ontologie 
existante. Les autres travaux traitent uniquement des documents relatifs au domaine en vue 
d'apprendre de nouveaux concepts et de nouvelles relations. 
Selon le point de vue technologique, les outils développés dans le cadre de telles approches 
peuvent être regroupés sous trois catégories principales, dépendamment de la technique 
d'apprentissage adoptée: 
•	 les outils basés sur le « clustering » conceptuel, tels que ASIUM (Faure et al, 1999), 
MO'K (Bisson et al, 2000), SVETLAN (Chalandar and al, 2000), TERMINAE 
(Biébow et al, 1999) ; 
•	 les outils basés sur des approches statistiques, tels que LTG (Mikheev et al, 1997), 
Text-To-Onto (Maedche et al, 2001), TFIDF (Xu et al, 2002), WOLFIE (Thompson 
et al, 1997), SubWordNet (Gupta et al, 2002), KEA (Jones et al, 2002) ; 
•	 les outils basés sur des approches linguistiques et/ou sémantiques, tels que 
Prométhée (Morin, 1998, 1999), Corporum-Ontobuilder (Engels R, 2001 a, 2001 b), 
TextStorm (Pereira, 1998), Welkin (Alfonseca et al, 2002), OntoLearn (Missikoff et 
al, 2002), DOE (Bachimont B., 2000), SOAT (Wu et al, 2002). 
Aucun de ces outils n'est complètement automatique. Certains sont orientés vers J'assistance 
à l'acquisition de connaissances lexico-sémantiques, d'autres visent à repérer des concepts ou 
des relations à partir d'un corpus pn~traité, avec l'aide de l'utilisateur, etc. Par ailleurs, 
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compte tenu de la complexité du processus d'apprentissage, l'évaluation de J'exactitude de 
ces outils a toujours fait défaut. De plus, aucune comparaison de résultats obtenus en utilisant 
différentes techniques d'apprentissage n'a été proposée. 
2.3.2 Apprentissage d'ontologie à partir de dictionnaire 
L'apprentissage d'ontologie a également fait usage, dans certains travaux, de dictionnaires 
électroniques. La performance de ces méthodes (Hearst, 1992 ; Jannink et al, 1999 ; Rigau, 
1998) est basée sur l'utilisation d'analyses sémantiques et linguistiques pour extraire de 
nouveaux concepts ou des relations à partir de dictionnaires. La plupart de ces méthodes 
utilisent le dictionnaire WordNet pour enrichir leur ontologie avec de nouveaux concepts ou 
de nouvelles relations. Les outils, tels que SEISD (Rigau, 1998) et DODDLE (Yamaguchi, 
1999), mettant en application de telles techniques, procèdent principalement à des analyses 
syntaxiques. Ils nécessitent également l'intervention de l'utilisateur pour valider leurs 
résultats. 
2.3.3 Apprentissage d'ontologie à partir de bases de connaissances 
Jusqu'à date, l'apprentissage d'ontologie à partir de bases de connaissances n'est pas 
suffisamment exploré par la communauté de construct!on d'ontologie. D'ailleurs, nous 
n'avons pas retrouvé des outils fondés sur une telle approche. Seuls Suryanto et Compton ont 
proposé une approche (Suryanto et al, 2001, 2002) visant à générer une ontologie à partir de 
règles d'une base de connaissances. 
2.3.4 Apprentissage d'ontologie à partir de schémas semi-structurés 
Des connaissances ontologiques peuvent également être extraites à partir de ressources semi­
structurées telles que (XML Schemas, RDF, DAML+OIL, OWL, etc.) en se basant sur des 
approches de « regroupement» ou de « reconnaissance de formes ». 
(Deitel et al, 2001) ont proposé une approche permettant l'apprentissage d'ontologies à partir 
des annotations sémantiques RDF d'une base de documents du Web. La méthode consiste à 
apprendre une ontologie à partir de descriptions de ressources extraites du graphe RDF que 
constitue l'ensemble des annotations de ces ressources. Une hiérarchie de concepts est 
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construite en générant systématiquement les généralisations les plus spécifiques de tous les 
regroupements possibles de ressources. Le résultat de l'apprentissage est évalué par un expert 
du domaine pour un objectif de validation. 
Des outils, tels qu'OntoBuilder (Modica et al, 2001) ont été développés pour partir d'une 
ontologie existante et J'enrichir avec de nouveaux concepts repérés à partir de ressources 
semi-structurées. 
2.3.5 Apprentissage d'ontologie à partir de schémas relationnels 
Les schémas relationnels constituent également une source- plausible pour extraire des 
connaissances ontologiques et les inclure d'une façon manuelle dans une ontologie existante. 
En effet, certains travaux à l'instar de (Stojanovic et al, 2002 ; Kashyap, 1999) et (Rubin et 
al, 2002) se basent sur l'hypothèse que les connaissances spécifiques à un domaine sont 
intégrées dans les données et les schémas de bases de données sélectionnées. Ils proposent de 
construire une ontologie à partir de schémas de bases de données relationnelles en suivant un 
processus d'appariement. Ce processus s'appuie sur un ensemble de règles pour migrer les 
éléments du modèle de la base de données (les relations, les attributs, les types d'attributs, les 
clés primaires, etc.) vers l'ontologie. 
Toutefois, nous n'avons pas retrouvé, dans la littérature, des outils appropriés qui permettent 
de procéder à un tel apprentissage d'ontologies. 
2.3.6 Synthèse 
L'apprentissage d'ontologies est un processus fondamental au sem des activités de 
maintenance. Il facilite en effet, l'acquisition de connaissances pour enrichir une ontologie et 
réduit, par voie de conséquence, le temps nécessaire à cette tâche. 
L'utilisation de corpus de textes non structurés offre différents avantages. D'abord, les textes 
sont généralement facilement accessibles. La prolifération de documents électroniques sur le 
Web facilite en effet le traitement automatique. Ensuite, les textes non structurés contiennent 
des connaissances de domaine qui peuvent être pertinentes pour les ontologies de domaine. 
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Enfin, de plus en plus de méthodes et d'outils permettent la construction semi-automatique 
d'ontologies à partir de corpus de textes non structurés (Biemann, 2005). 
Cependant, il n'existe pas de solution intégrée qui permet de combiner différentes techniques 
d'apprentissage et des sources de connaissances hétérogènes. 
2.4 Extraction de termes à partir de textes 
L'extraction de termes à partir de textes pour des fins de construction d'ontologie a été 
inspirée des recherches en terminologie et spécialement en terminologie spécifique à un 
domaine. Pour passer d'une terminologie à une ontologie, deux étapes s'imposent. La 
première consiste à filtrer les candidats termes en éliminant le bruit et en se basant sur un 
critère préférentiel (tel que la fréquence etc.). La deuxième consiste à transformer l'ensemble 
de ces termes en une ontologie en structurant cet ensemble selon les liens qui existent entre 
les termes, mais aussi selon les besoins de l'application utilisant l'ontologie. 
Différentes techniques sont aujourd'hui utilisées pour repérer des syntagmes susceptibles 
d'être des termes. Elles sont opérationnelles dans des logiciels comme SATIM (Biskri et al, 
2002), NOMlNâ 4 (David et al, 1990), LEXTER (Bourigault, 1996), etc. Ces approches 
peuvent être regroupées en trois grandes catégories possibles : les approches structurelles 
basées sur l'utilisation de grammaires formelles; les approches non structurelles, telles que 
les approches statistiques et quantitatives, plutôt utilisées pour extraire des termes complexes 
et de plus en plus utilisées grâce à la disponibilité de gros corpus en format électronique et les 
approches mixtes associant analyses statistiques et méthodes structurelles. 
Les approches structurelles d'extraction de termes sont essentiellement des « méthodes 
utilisant une grammaire» ou encore des « méthodes de surface ». 
•	 Les méthodes utilisant une grammaire: les approches structurelles, utilisées pour les 
systèmes de traitement automatique de la langue, requièrent souvent des grammaires (par 
exemple des grammaires probabilistes, par règle, etc.) (Brill, 1993) et parfois des 
lexiques ou des dictionnaires électroniques de la langue utilisée. Ce type d'approches 
14 Nomino est appelé à l'origine Termino 
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visent à dissocier les traitements à chaque niveau d'analyse et servent principalement de 
connaissances linguistiques pour chaque étape. 
L'approche classique utilisée pour l'analyse de textes consiste en une analyse morpho­
lexicale suivie d'une analyse syntaxique (Sabah 1989). La première produit à partir de 
ressources lexicales exhaustives, une liste d'unités lexicales (des mots arbitraires). La 
seconde produit, pour chaque phrase, un ou plusieurs arbres syntaxiques. 
En raison de ses caractères sémiotique et linguistique, le traitement classique de 
l'information est habituellement 1inguistique. En effet, un texte est considéré comme 
étant une succession de phrases qui doivent faire l'objet d'analyseurs linguistiques. Cette 
approche semble être complètement naturelle dans la mesure où elle correspond, en 
théorie, au processus normal de lecture chez l'humain (Meunier, 1996). Cependant, un 
problème délicat concerne la théorie des textes. Les textes, sont-ils des phénomènes 
linguistiques? La réponse dépend de la définition et de la compréhension du concept 
« linguistique ». Si ce concept est strictement considéré en tant que « grammaire », alors 
un texte n'est pas un phénomène grammatical. Bien que certains auteurs le pensent 
(Pavel, 1975 ; Dijk, 1977), d'autres, tels que (Rastier, 1994 ; Meunier, 1996) refusent une 
telle vision. 
De point de vue technique, la difficulté majeure de ces méthodes est leur aspect 
combinatoire. En effet, chaque unité lexicale se voit affecter une étiquette et l'ensemble 
de ces étiquettes permettent d'attribuer à la phrase une structure syntaxique attendue, 
souvent codée sous forme d'une grammaire. De plus, les systèmes utilisant ces méthodes 
ne garantissent pas une information exacte pour des mots ou des séquences de mots 
inconnus (à moins de prévoir un traitement des exceptions). Par ailleurs, dans les 
approches basées sur des grammaires, on ne reconnaît que les occurrences se trouvant 
sous une des formes explicitement attendues. 
•	 Les métbodes de surface: d'autres approches structurelles reposent sur des méthodes 
dites « de surface ». Ces approches se caractérisent notamment par l'utilisation de 
patrons syntaxiques de reconnaissance. À titre d'exemple, (Bourigault, 1994) utilise des 
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marqueurs lS de frontières complétés par un étiquetage grammatical des mots du corpus 
afin d'acquérir des syntagmes susceptibles d'être des termes. Son outil d'extraction 
terminologique LEXTER (Bourigault, 1996) utilise des bornes de syntagmes nominaux 
qui sont des mots appartenant, pour la plupart, aux catégories grammaticales suivantes: 
verbes, pronoms, déterminants et adverbes. 
Les termes complexes sont caractérisés par une compositionnalité limitée16 (Manning et al, 
1999). Les termes complexes (par exemple, «pomme de terre») ne sont pas complètement 
compositionnels dans la mesure où un élément de sens est souvent ajouté à la combinaison. 
La plupart des termes techniques sont des mots composés, et un outil de traitement de corpus 
qui détruit des liens organiques entre composants présente des inconvénients majeurs. Par 
exemple, pour éviter de séparer « pneu d'hiver» en trois unités, il faudrait que le système 
sache détecter soit les bornes du composé, soit un lien interne entre ses constituants. 
L'identification complète et précise des termes à partir d'un corpus spécifique est considérée 
comme un prétraitement d'une grande importance tant pour la construction d'ontologie que 
pour la recherche documentaire, l'indexation, la traduction, le résumé automatique et la 
terminologie. Ainsi, un certain nombre d'outils ont été développés dans l'objectif d'extraire 
des termes complexes. Ces outils se basent sur des calculs statistiques ou d'analyse 
linguistique. 
Le problème majeur relatif au repérage de collocations d'une façon générale, est 
principalement attribué à leur apparition sous différentes formes. Les collocations varient 
considérablement selon le nombre de mots qu'elles renferment, les catégories syntaxiques 
des mots, les relations syntaxiques entre les mots et la rigidité de leur structure. Par exemple, 
dans certains cas, les mots d'une collocation doivent être adjacents, alors que dans d'autres, 
ils peuvent être séparés par un nombre variable d'autres mots. Ainsi, parmi les types de 
collocations, que nous pouvons trouver, nous citons: 
15	 Un marqueur est une formule, opérationnelle ou non, d'éléments linguistiques qui est rattachée à une relation 
lexicale. 
16 Une expression du langage naturel est dite compositionnelle si le sens de l'expression peut être prédit à partir 
des sens des parties. 
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Les termes complexes, impliquant des séquences ininterrompues de mots telles que 
« marché de change », 
Les relations prédicatives qui consistent en deux ou plusieurs mots, utilisés 
répétitivement ensemble selon des relations syntaxiques similaires. Ces relations 
lexicales sont plus difficiles à identifier dans la mesure où elles correspondent à des 
séquences de mots interrompus dans le corpus. 
Les patrons de phrases qui consistent en des expressions rigides, longues et 
souvent représentatives d'un domaine donné. 
Les connaissances collocationnelles portent principalement sur les ensembles de mots qui 
cooccurrent ensemble et la façon syntaxique avec laquelle ces mots sont combinés. Ces 
affinités ne peuvent pas être formulées sur la base de règles sémantiques ou syntaxiques, mais 
peuvent être observées sous fonne de régularités dans les textes (Cruse, 1986). 
Les approches de repérage de collocations basées sur de larges corpus connaissent une 
évolution de plus en plus importante (Nagao et al, 1994 ; Ikehara et al, 1996 ; Kupiec, 1993 ; 
Fung, 1995 ; Kitamura et al, 1996 ; Smadja, 1993 ; Smadja et al, 1996 ; Haruno et al, 1996 ; 
Remaki et al, 2000). Bien que ces approches accomplissent des résultats intéressants, la 
plupart visent à extraire des collocations « rigides », spécialement des groupes nominaux, et 
nécessitent de l'information qui est dépendante de la langue telles que les dictionnaires. 
Nous décrivons dans ce qui suit les approches linguistiques et statistiques d'extraction de 
termes complexes. 
2.4.1 Approches linguistiques pour l'extraction de termes complexes 
Bien que différentes études aient été proposées (Church, 1988 ; Zernik et al, 1992 ; Calzolari 
et al, 1990; Garside et al, 1985; Hindle et al, 1991 ; Brown et al, 1992), ces auteurs 
s'entendent sur le fait que le corpus doit être préalablement analysé et étiqueté. Ces tâches 
d'analyse et d'étiquetage sont assistées par des humains, ou encore, nécessitent une 
correspondance entre des corpus de langages différents. En raison de cette assistance 
manuelle, ces algorithmes sont devenus relativement contraignants dans les applications 
actuelles. 
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Nous décrivons dans cette section, quatre types de solutions proposées pour la détection de 
tennes complexes, à savoir: le repérage de relations lexicales par le calcul des cooccurrences, 
le repérage de structures syntaxiques internes, le repérage des bornes du syntagme et le 
repérage de séquences lexicales répétées. 
2.4.1.1 Repérage de relations lexicales par le calcul des cooccurrences 
Il est d'usage en linguistique de classifier les mots, non seulement sur la base. de leurs 
significations, mais aussi sur la base de leur cooccurrence avec d'autres mots (Church, 1989). 
Il s'agit en quelque sorte de caractériser un mot donné par son contexte. 
« You shall know a word by the company il keeps » (Firth, 1957). 
Il existe des mots dont l'apparition est plus probable dans tel contexte que dans tel autre, avec 
lequel ils entretiennent des relations privilégiées. Par exemple si « réseau» apparaît 
fréquemment dans le contexte de « télécommunication », alors ces deux mots sont 
probablement liés de quelque manière. 
2.4.1.2 Repérage de structures syntaxiques internes 
Le repérage de la structure interne d'un terme complexe consiste à associer à chaque mot du 
corpus une étiquette représentant sa catégorie grammaticale et à apparier des séquences 
lexicales dans un corpus avec des schémas syntaxiques préétablis, tels que: NOM NOM 
(lutte antipollution), NOM PRÉPOSITION NOM (tableau de bord), NOM ADJECTIF 
(champ magnétique), etc. L'assignation de catégories (ou étiquetage) se déroule en deux 
phases; la reconnaissance des mots du texte et l'assignation de la catégorie. 
La reconnaissance se fait à l'aide d'un dictionnaire et/ou d'un analyseur morphologique. Le 
choix de l'assignation se fait selon des règles préétablies (Brill, 1994), ou selon des 
procédures stochastiques (Schütze et al, 1994 ; Brill, 1994). Ce sont ces dernières qui 
semblent les plus performantes. Elles se basent sur un corpus d'apprentissage, étiqueté d'une 
façon manuelle, pour inférer des règles à partir de mesures de cooccurrences des catégories. 
Par exemple, avant un nom, il y a telle probabilité pour que l'on trouve un adjectif, ou un 
déterminant, ou U!l adverbe, etc. Ces règles sont ensuite appliquées à un corpus plus 
volumineux et le résultat est corrigé à la main. Le système est ensuite en mesure de traiter le 
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reste du corpus. Le taux d'erreur de ces systèmes est de l'ordre de 3 à 5% selon les méthodes, 
ce qui semble peu, mais qui n'est pas suffisant pour assurer une analyse syntaxique correcte. 
L'analyse syntaxique consiste à analyser les phrases en leurs constituants (par exemple: 
groupe nominal sujet, groupe nominal objet, verbe) en se basant sur les étiquettes 
grammaticales et des règles de bonne formation syntaxique. Les performances sont 
actuellement assez modestes. En effet, le taux de réussite, c'est-à-dire le nombre de phrases 
correctement analysées, est assez faible. Selon l'étude de (Pereira et al, 1992) élaborée sur 
des analyseurs probabilistes, si les règles inférées par le système à partir de calculs sur un 
corpus d'apprentissage ne sont pas vérifiées manuellement, alors le taux de réussite du 
système sur un corpus de travail ne dépasse pas 35%. Selon l'es mêmes auteurs, il ne serait 
que de 78% sous contrôle humain. (Briscoe et al, 1993) obtiennent 75% de réussite à l'aide 
d'un contrôle semi-automatique. 
2.4.1.3 Repérage des bornes du syntagme 
Le repérage des bornes d'un syntagme nominal peut se faire par la détection du premier mot 
à gauche et à droite qui ne peut pas faire partie du syntagme. Par exemple, il peut être borné à 
gauche par la phrase précédente et à droite par un auxiliaire (est). LEXTER, conçu pour 
l'extraction de terminologie (Bourigault, 1994 ; Bourigault et al, 1994) est un outil fondé sur 
ce principe. 
Cette méthode présente deux avantages qui la rendent beaucoup plus performante que toutes 
les autres méthodes, qu'elles soient statistiques ou syntaxiques. D'abord, l'assignation de 
catégories grammaticales n'a besoin d'être performante que pour quelques catégories 
constituées de listes relativement fermées (déterminants, prépositions, conjonctions, etc.), 
ainsi que les verbes et les adverbes. Ensuite, elle collecte la quasi-totalité des syntagmes 
nominaux du corpus, sans avoir à spécifier leurs schémas syntaxiques. Elle présente toutefois, 
le même inconvénient que l'approche par repérage de structures syntaxiques internes, à savoir 
la difficulté àdistinguer les syntagmes figés des syntagmes discursifs. 
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2.4.1.4 Repérage de séquences lexicales répétées 
Ces méthodes présument que le problème principal du repérage de termes complexes est leur 
délimitation. D'un côté, les méthodes purement statistiques n'y parviennent pas, étant donné 
qu'elles se contentent de lister les cooccurrents d'un mot donné, dont la fréquence dépasse un 
certain seuil dans une fenêtre arbitraire, sans indication de lien syntaxique. De l'autre côté, 
les méthodes syntaxiques doivent spécifier les relations syntaxiques entre les composants. 
Lebart et Salem (Lebart et al, 1988) ont proposé une méthode fondée sur une idée 
relativement simple : si une séquence de mots est spécifique à un domaine, alors il y a de 
fortes chances qu'elle soit répétée dans un corpus. Le critère de répétition est un critère 
objectif qui permet le bornage automatique de ces séquences lexicales répétées. 
L'inconvénient de cette méthode est qu'elle génère beaucoup de données redondantes ou sans 
intérêt. 
2.4.2 Approches statistiques pour l'extraction de termes complexes 
Les méthodes statistiques sont souvent réalisées sur de gros corpus (étiquetés ou pas). Elles 
se caractérisent par l'utilisation de la notion de seuil. Cette notion est utilisée pour filtrer ou 
repérer les informations contenues dans le corpus, ce qui explique en fait la possibilité de 
perte d'information. Plusieurs méthodes statistiques peuvent être appliquées, parmi lesquelles 
on trouve celles uti lisant la notion d' «information mutuelle» ou la notion de « segments 
répétés ». 
Les méthodes utilisant la notion d'information mutuelle consistent à détecter des 
associations récurrentes de mots, par exemple des paires de mots, ayant une forte valeur 
d'association mutuelle dans une fenêtre de n mots. Parmi ces associations, on trouve entre 
autres, les termes composés d'un texte dont la fréquence est assez élevée pour qu'ils soient 
repérables. Des associations sémantiques peuvent également être repérées, en augmentant la 
distance prise en compte. On parle alors de notion d'information mutuelle. Dans (Brown et 
al, 1992), l'observation par exemple de paires à information mutuelle forte dans une fenêtre 
de 2 à 5 mots montre qu'on peut avoir des termes composés, alors que la recherche dans une 
fenêtre supérieure à 5 mots ne permet d'avoir que des mots à forte affinité sémantique. 
(Smadja, 1993) a, de son côté, proposé un outil, appelé Xtract, de traitement de la distance 
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pouvant séparer des paires de mots fortement associés en les recherchant dans une fenêtre de 
5 mots. Cet outil permet de repérer des collocations de structures telles que: N2 NI, NI of 
N2, ADJ-N, etc. 
La spécificité de telles méthodes est qu'elles utilisent des scores pour mesurer le poids 
d'association de deux mots. Ainsi, dans le cadre de l'extraction de ressources lexicales 
monolingues, (Church et al,1990) utilisent un score d'association fondé sur la notion 
d'information mutuelle. Il s'agit d'un score d'association de deux lemmes qui permet de 
comparer la probabilité d'observer ces deux lemmes ensemble avec la probabilité de les 
observer séparément. 
D'autres méthodes statistiques ont été proposées en utilisant la notion de segments répétés. 
Dans l'objectif de ne pas se limiter à l'extraction des récurrences de mots associés en paires, 
comme celles obtenues par l'information mutuelle, Lebart et Salem (Lebart et al, 1994) ont 
proposé d'étendre l'extraction à des suites de plus de deux mots et répétées dans le corpus. 
On parle alors d'extraction de segments répétés de textes. Cette méthode privilégie le 
voisinage des chaînes et met en évidence l'importance du contexte dans l'apparition d'une 
séquence de mots. Les données obtenues par cette méthode sont linguistiquement 
hétérogènes (elles contiennent par exemple des syntagmes nominaux, des syntagmes 
verbaux, des formes figées, etc .. ). Mais on trouve aussi, des morceaux de syntagmes 
nominaux plus au moins figés, ou simplement des fragments de texte. Ces données doivent 
donc être filtrées, voire retraitées afin d'obtenir des objets linguistiques homogènes. Ceci 
justifie donc l'utilisation de méthodes mixtes. 
2.4.3 Méthodes mixtes 
Les approches mixtes tentent de tirer profil; tant des méthodes statistiques qUI sont 
multilingues et pouvant traiter de grands volumes de données textuelles, que des approches 
linguistiques qui sont capables de rendre compte de certains néologismes dans des domaines 
spécifiques. 
(Justeson et al, 1995) ont proposé un prototype, appelé TERJ'v1S. Leur idée consiste à utiliser 
des contraintes syntaxiques sous forme de schémas syntaxiques pour repérer des syntagmes à 
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partir de textes étiquetés. Le critère de répétition est utilisé pour ne retenir que des schémas 
de composés, répétés et de longueur deux et trois. 
2.4.4 Conclusion 
La difficulté majeure des méthodes basées sur des grammaires est leur aspect combinatoire. 
En effet, on affecte une étiquette à chaque unité lexicale, et l'ensemble des étiquettes 
affectées permet d'attribuer à la phrase une structure syntaxique attendue, souvent codée sous 
forme d'une grammaire. Un tel processus est relativement lourd quand il est question d'un 
grand corpus, ce qui est souvent le cas en TALN. 
L'information obtenue par ces méthodes d'analyse est exacte sauf pour le cas de mots ou de 
séquences de mots inconnus, où le système ne permet pas de fournir une information exacte 
(à moins de prévoir un traitement des exceptions). D'ailleurs, le taux d'erreur dans 
l'assignation grammaticale est estimé à 5%. En d'autres termes, la probabilité pour qu'une 
phrase de 20 mots contienne un mot incorrectement analysé est très élevée, et moitié moins 
élevée seulement pour une phrase de 10 mots, qui est une longueur moyenne. 
De plus, certains auteurs s'interrogent sur la validité discursive des règles syntaxiques. Des 
règles établies en fonction de phrases idéalement formées ne décrivent-elles pas que des 
artefacts dont les occurrences réelles sont finalement assez rares dans les corpus ? Une 
grammaire d'unification DCG «( Definite Clause Grammar») fondée sur plusieurs années 
d'intuition et de méthodologie linguistique, essentiellement d'inspiration générativiste, se 
révéla incapable d'analyser correctement de vraies phrases choisies au hasard dans de vrais 
journaux. 
Enfin, les textes utilisés pour ce type d'analyse peuvent provenir de différentes sources 
électroniques et donc une des difficultés de l'analyse est la prise en compte de la présence de 
fautes d'orthographe, d'erreurs grammaticales ou encore d'erreurs de reconnaissance de 
caractères. 
Bien que les approches statistiques accomplissent des résultats intéressants, elles présentent 
également quelques inconvénients. La p-Iupart visent à extraire des collocations « rigides », 
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spécialement des groupes nominaux, et nécessitent de l'information qui est dépendante de la 
langue tels que les dictionnaires. 
Il se pose également la question de la taille du corpus et du seuil de fréquence au-delà duquel 
on ne prend plus en compte les cooccurrents. Ces méthodes sont souvent réalisées sur de gros 
corpus. (Grefensette, 1994) montre qu'une taille minimale de corpus est à respecter et qu'il 
faut choisir la méthode statistique en fonction de la taille du corpus. Des corpus comme le 
« Brown Corpus» (1 million de mots) ne sont pas considérés comme suffisamment gros pour 
effectuer par exemple des tâches d'étiquetage (Church et al, 1991) et d'autres corpus même 
de 150 millions de mots ont été jugés inadéquats pour certaines approches statistiques 
appliquées dans un but de résolution d'ambiguïté (Dagan et al, 1991). 
La seconde contrainte est relative aux seuils de fréquence. Si ces derniers sont bas, la liste 
risque de présenter des cooccurrents sans valeur générale, car liés à quelques spécificités du 
corpus. Si les seuils sont élevés, on risque alors de ne conserver que les cooccurrents les plus 
typiques, et donc de perdre de l'information. Il faut par conséquent augmenter ou abaisser les 
seuils en fonction des objectifs de J'application; mais est-on sûr que les seuils soient les 
mêmes quels que soient les mots à étudier? Il n'y a donc probablement pas de seuil unique 
qui soit valable pour tous les mots d'un corpus. 
C'est pour pallier ce genre de difficultés que beaucoup d'auteurs couplent les résultats 
statistiques avec des analyses syntaxiques, à l'instar de (Daille, 1994 ; Smadja, 1993). Une 
technique statistique ne peut de toute façon, se passer de l'utilisation de la linguistique, du 
moins pour procéder à la lemmatisation et au filtrage du lexique. 
Enfin, il n'existe pas de modèle morphosyntaxique ou statistique capable de décider qu'un 
syntagme est un terme. Pour plusieurs outils, la validation par élagage de la liste des 
candidats termes extraits doit être réalisée. 
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2.5 Extraction de relations à partir de textes 
Différents travaux ont envisagé la découverte de relations entre des termes dans des corpus. Il 
s'agit donc de présenter et d'évaluer différentes méthodes dont les résultats permettent de 
relever des informations sémantiques explicitées dans des textes. 
Les relations sémantiques entre termes sont essentiellement du type généralisation­
spécialisation. Toutefois, d'autres relations peuvent faire associer des termes, telles que la 
composition, la dépendance et la disjonction. De telles relations véhiculent ainsi une 
sémantique plus riche pour décrire un domaine. 
Pour des systèmes disposant d'un outil d'extraction de termes, l'acquisition de relations 
sémantiques entre termes se situe en aval de leur acquisition. Cependant, ces systèmes 
d'extraction de terminologie ne se sont pas vraiment intéressés au problème de l'acquisition 
de relations sémantiques entre termes. En effet, l'analyse sémantique est encore une 
discipline complexe et il est difficile de pouvoir modéliser les mécanismes linguistiques et 
cognitifs auxquels elle fait appel. Il existe tout de même quelques systèmes qui traitent de ce 
problème qu'on peut classer en deux catégories: 
• les systèmes qui effectuent le repérage de relations sémantiques à partir de règles 
préétablies et qui utilisent une liste de marqueurs morphosyntaxiques (verbes, 
prépositions, etc ...) ; 
• les systèmes qui, au contraire, effectuent le repérage de ces marqueurs 
morphosyntaxiques directement à partir de textes en utilisant des algorithmes de repérage 
de séquences de mots et en exploitant la liste des termes du domaine. 
Un autre principe consiste à fouiller par des méthodes statistiques la distribution de classes de 
mots en corpus afin de proposer des relations entre ces mots, sans se soucier de la nature 
sémantique caractérisant ces relations. 
Nous présentons brièvement dans ce qui suit ces trois types d'approches. 
65 
2.5.1 Analyse par règles pour l'extraction de connaissances 
Cette approche consiste à utiliser une analyse du texte basée sur des règles décrivant des 
schémas de relations à rechercher dans le corpus. L'objectif est de repérer les contextes de 
ces relations dont les contraintes morphosyntaxiques sont décrites dans des règles 
déclaratives du type: (SI conditions ALORS conclusion). Cette démarche a été appliquée au 
système SEEK (Jouis, 1995) en se basant sur la grammaire applicative et cognitive de 
(Desclés, 1990). 
En appl iquant des règles morphosyntaxiques préétablies, il est possible de repérer des 
relations à partir de textes connaissant des indices et des marqueurs linguistiques. Cependant, 
(Jouis et al, 1997) ont montré que l'analyse d'un nouveau domaine, utilisant ces mêmes 
règles prédéfinies, peut se heurter à des difficultés, dans la mesure où l'expression des 
relations peut être décrite par d'autres indices ou d'autres types de marqueurs. En effet, pour 
décrire les concepts d'un domaine, la langue utilise des moyens d'expression très variés et 
très riches tels que la synonymie, la métaphore, la paraphrase, l'introduction de néologismes, 
etc. Ces moyens d'expression peuvent contenir des ambiguïtés et leur évolution incessante ne 
permet pas de fixer des règles préétablies pour les décrire. 
2.5.2 Extraction d'information en utilisant des patrons 
Parmi ces systèmes, on peut citer PALKA : «Parallel Automatic Linguistic knowledge 
Acquisition» (Kim et al, 1995), dont le but est de faciliter la construction d'une base de 
connaissances de schémas syntactico-sémantiques, relatifs à des structures de relations entre 
termes. La base de connaissances est ainsi organisée sous forme d'une hiérarchie de concepts 
et de structures relatives à des patrons. Le cadre (<<frame ») d'une structure est représenté par 
un nœud, un ensemble de propriétés et des contraintes sémantiques. 
Pour extraire ces structures de schémas, il faut d'abord remplir manuellement des structures 
prédéfinies appelées patrons (<<templates») à partir du texte. Pour construire les structures, le 
système effectue à partir des patrons, des mises en correspondance entre les phrases et les 
cadres existants. 
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2.5.3 Approches statistiques 
La base théorique de ces approches repose sur l'hypothèse formulée par Zellig Harris (Harris, 
1968). On peut classer les divers sens d'un terme en fonction des constructions auxquelles il 
participe. Des termes qui ont des distributions comparables ont souvent un élément de sens 
commun. Partant de cette hypothèse, une première série de travaux a étudié la distribution 
lexicale en corpus afin de proposer des hypothèses de relations entre ces mots. Pour l'anglais, 
certains travaux comme ceux de (Smadja, 1993) ont étudié les fréquences de cooccurrences 
de mots pour proposer des relations entre ces mots. Pour le français, certains auteurs, comme 
(Toussaint et al, 1997), ont étudié ces phénomènes de cooccurrences afin de former des 
regroupements de termes. Présentés à l'expert, ces regroupements permettent le repérage de 
relations de synonymie, d'hyponymie 17 ou encore de méronymie l8 . 
Bien que les approches statistiques soient suivies d'une interprétation humaine systématique, 
elles sont reconnues comme des méthodes robustes et ne sollicitant pas des connaissances 
préalables sur le domaine. Nous pensons qu'elles sont très pertinentes pour distinguer des 
classes d'usage de termes dans l'espoir de les organiser en systèmes structurés reflétant une 
organisation conceptuelle. Parmi les outils utilisant de telles approches, nous citons: TFIDF 
(Xu et al, 2002), SVETLAN (Chalandar et Grau, 2000), Text-To-Onto (Maedche et Volz, 
2001), WOLFIE (Thompson et Mooney, 1997), TERMINAE (Biébow et Szulman, 1999). 
2.5.3.1 Cooccurrence 
La notion de cooccurrence de termes dans un corpus a été mise à profit dans cette thèse pour 
appliquer la classification de documents ainsi que l'Indexation Sémantique Latente. Cette 
notion fait référence au phénomène général par lequel, des termes sont susceptibles d'être 
utilisés dans un même contexte (Manning, et al, 1999). Autrement dit, on considère qu'il y a 
cooccurrence lorsque la présence d'un mot dans un texte donne une indication sur la présence 
d'un autre mot. 
17 L'hyponyme est le nom de l'élément d'un tout dont le sens est inclus dans le sens du nom du tout (exemple: 
Chien, chat, âne... sont des hyponymes de animal) 
18 Méronymie : Relation hiérarchique existant entre deux concepts ou deux signes linguistiques, dans laquelle le 
premier est une partie d'un tout que constitue le second. 
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La proximité sémantique entre les termes repose principalement sur la cooccurrence d'un 
ensemble de termes à travers différents segments d'un corpus. La base théorique de cette 
hypothèse repose sur celle formulée par Harris (Harris, 1968) ; on peut classer les divers sens 
d'un terme en fonction des constructions auxquelles ce dernier participe. Des termes qui ont 
des distributions comparables ont souvent un élément de sens commun. 
Selon un point de vue sémantique, le phénomène de cooccurrence ne dit rien du type de 
relations entre les cooccurrents. Par exemple, avion et aéroport, deux termes qui, selon toute 
vraisemblance, sont utilisés la plupart du temps dans un contexte commun, celui de 
l'aviation. Bien qu'il soit évident que ces deux termes partagent quelque chose en commun, 
ils ne sont reliés selon aucune relation sémantique (telle que la synonymie, l'hyperonymie, 
l'hyponymie, l'holonymie, la meronymie, ou l'antonymie). Ces deux termes sont tout 
simplement reliés selon une relation d'association. 
Par définition, le calcul de cooccurrences suppose la définition de zones dans lesquelles les 
termes cooccurrent ensemble. Curieusement, chaque réalisation ne fait jamais intervenir 
qu'un seul type de contexte: la phrase (délimitée par une ponctuation forte), une fenêtre de n 
mots, le texte ... Aussi, quand il n'y a pas d'usage fixé, soit on argumente pour démontrer que, 
parmi toutes les définitions de contexte que l'on pourrait envisager, l'une est plus pertinente 
que les autres; soit on considère que la définition du contexte peut varier suivant les types de 
textes et les applications visées, et que c'est un paramètre à ajuster, souvent sur des 
considérations heuristiques (tel choix « marche mieux» que tel autre dans tel cas de figure). 
Plusieurs mesures de cooccurrences permettent d'évaluer la relation sémantique entre termes. 
La mesure la plus simple serait d'utiliser directement les fréquences, en ne retenant que les 
cooccurrences d'une fréquence minimale donnée. Cepend'ant, une telle mesure peut 
difficilement s'appliquer à l'ensemble des termes d'une langue, car les fréquences varient 
énormément d'un terme à l'autre. Plusieurs autres mesures d'association ont toutefois été 
proposées pour quantifier la force d'une combinaison de termes, dont Je rapport de 
vraisemblance (( log-likelyhood ratio»), l'information mutuelle, le test t et le test du ki­
carré. 
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L'information mutuelle et le test t ont tendance à surestimer la force des combinaisons de 
faible fréquence ou dont un des composants est rare (Dunning, 1993). En revanche, le rapport 
de vraisemblance l9 s'appuie sur des fondements statistiques solides pour comparer 
directement l'importance d'évènements rares et d'évènements fréquents. Il s'agit par ailleurs 
de la mesure la plus apte à isoler les collocations d'un ensemble de combinaisons (Orliac, 
2004). Pour ces raisons, nous avons choisi le rapport de vraisemblance comme mesure de la 
force de nos cooccurrences. 
Considérant les deux hypothèses présentées ci-après, le rapport de vraisemblance indique 
laquelle de ces deux hypothèses est la plus probable. L'hypothèse 1 reflète le cas où il y 
aurait indépendance complète entre les deux termes: les probabilités conditionnelles qu'un 
terme 2 soit présent connaissant respectivement la présence ou l'absence du terme 1 sont les 
mêmes. Par contre, l'hypothèse 2 voulant que les deux termes soient dépendants implique 
que ces probabilités conditionnelles soient différentes. 
Hypothèse 1 : P(terme2 1 terme 1 présent) = p = P(terme2 1terme J absent) (indépendance) 
Hypothèse 2: P(terme21 terme 1 présent)=p1"* p2=P(terme21 terme1 absent) (dépendance) 
S'en tenir exclusivement à des mesures de cooccurrences entre des couples de termes à 
travers un corpus s'avère une méthode moins performante que les techniques de classification 
et de J'Indexation Sémantique Latente (que nous décrivons dans le chapitre 3). En effet, deux 
termes peuvent avoir une relation sémantique, non pas parce qu'ils cooccurrent ensemble à 
travers le corpus, mais aussi et surtout, parce qu'ils cooccurrent avec d'autres termes à travers 
le corpus. 
2.5.3.2 Analyse Formelle de Concepts 
L'Analyse Formelle de Concepts (AFC) représente une approche théorique de regroupement 
conceptuel des données permettant d'identifier des concepts et de dégager des liens et patrons 
sous forme de règles d'association. Cette approche a été initiée par Wille au début des années 
19 Le rapport de vraisemblance A(r) = p(rIH,) compare directement la vraisemblance des observations 
p(rIHO) 
sous chacune des hypothèses. Il peut être interprété comme une valeur reflétant dans quelle proportion une 
hypothèse est plus probable qu'une autre 
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.80 (Wille, 1982) et développée par la suite par Ganter et ses collaborateurs (Ganter et al, 
1999). L'AFC est de plus en plus utilisée pour des applications dans plusieurs disciplines 
telles que la linguistique, le développement de logiciels, la psychologie, l'intelligence 
artificielle et la recherche d'information. Les publications sont abondantes spécialement dans 
le domaine du développement de logiciels (Godin et al, 1993 ; Mili et al, 1997). 
L'AFC est basée sur une interprétation philosophique considérant un concept comme 
constitué de deux composants: son extension formée par tous les objets appartenant à ce 
concept et son intension qui inclut des attributs communs à tous ces objets. 
Les objets et les attributs sont importants lorsqu'on parle de relation hiérarchique (sous­
concept/super-concept) entre concepts ou la relation d'implication entre attributs ou encore la 
relation de conséquence (un objet possède un attribut). La définition d'un jeu d'objets et 
d'attributs et de relations binaires forme ce qu'on appelle un contexte formel. L'AFC se sert 
également de concepts formels, que l'on peut définir à partir de l'exemple suivant (Wolff, 
1994): 
ANIMAUX prédateur volant oiseau mammifère 
LION X X 
PINSON X X 
AIGLE X X X 
LIÈVRE X 
AUTRUCHE X 
Tableau 2.1 : Un exemple de contexte formel de « AN/MALS» 
Le tableau (Tableau 2.1) décrit pour ces animaux, quels attributs ils possèdent parmi ceux 
mentionnés. La présence d'un attribut pour un objet est spécifiée dans le tableau par un « X ». 
La structure mathématique utilisée pour décrire formellement des tableaux de X est 
appelée contexte formel. 
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Pour chercher un exemple de concepts formels à partir de ce contexte, nous repérons les 
attributs de « PINSON», à savoir « volant» et « oiseau» et nous identifions les animaux (de 
ce contexte) ayant les mêmes attributs que ceux de « PINSON», Ainsi, l'ensemble A 
constitué des objets « PINSON» et «AIGLE» est étroitement lié à l'ensemble B formé de 
tous les attributs valides pour tous les objets de A. Chaque paire (A, B) est appelée concept 
formel de ce contexte. L'ensemble A est l'extension et B est l'intention du concept (A, B). 
Si on considère l'ensemble de tous les concepts d'un contexte, un ordre hiérarchique (sous­
concept à super-concept) peut être défini, tel que le concept « oiseaux volants prédateurs» 
qui décrit un sous-concept de « oiseaux volants », L'extension de ce sous-concept est 
seulement « AIGLE» et l'intention est constituée des attributs «prédateur », « volant» et 
« oiseau ». L'extension de ce super-concept est fonnée de « PINSON» et «AIGLE» et 
l'intention est composée de « volant» et « oiseaux ». En général, un concept C est considéré 
comme un sous-concept d'un concept D, si l'extension de C est un sous-ensemble de 
l'extension de D, ou encore si l'intention de C inclut l'intention de D. 
À l'instar de l'exemple de « PINSON», il est possible de construire pour chaque objet g, son 
concept objet (A, B), tel que B est l'ensemble de tous les attributs de g et A est l'ensemble de 
tous les objets possédant les mêmes attributs que ceux de B. De la même façon, chaque 
attribut m détennine son concept attribut (C, D), tel que C est l'ensemble de tous les objets 
de m et D est l'ensemble de tous les attributs valides pour tous les objets de C. Le diagramme 
suivant (Figure 2.4) illustre la hiérarchie conceptuelle de tous les concepts du contexte 
« ANIMAUX». 
Ce diagramme est constitué de nœuds, lignes et noms de tous les objets et les attributs du 
présent contexte. Les nœuds représentent les concepts et l'jnformation décrivant ce contexte 






Figure 2.4 : Diagramme du contexte « ANIMAUX » 
Un objet g possède un attribut m si et seulement s'il existe un chemin ascendant allant du 
nœud g au nœud m. Par exemple, «PINSON» possède les attributs« volant» et« oiseau ». 
L'extension et l'intention peuvent être déduites en regroupant, respectivement, tous les objets 
au dessous et tous les attributs au dessus du nœud du concept en question. Ainsi, le concept 
objet « PINSON» possède « PINSON» et « AIGLE» comme J'extension et « volant» et 
« oiseau» comme intention. L'extension du nœud supérieur est souvent constituée de 
l'ensemble de tous les objets. Alors que son intention ne possède aucun attribut dans ce 
contexte. 
L'AFC a principalement pour objectif de trouver des ensembles intéressants (appelés 
concepts) dans les jeux de données (Ferré et al, 2004). Cette technique vise à générer des 
structures conceptuelles à partir de données. Ces structures peuvent être représentées 
graphiquement sous forme d'hiérarchies conceptuelles permettant l'analyse de structures 
complexes et la découverte de dépendances dans les données. 
Notre approche de Vecteurs Conceptuels (que nous détaillons dans la section 3.2.6) s'inspire 
fortement de l'AFC pour découvrir des relations d'association sémantiques entre termes. 
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CHAPITRE III 
MÉTHODOLOGIE ET MODÈLE PROPOSÉ 
Dans ce chapitre, nous exposons notre modèle proposé et la méthodologie suivie pour assister 
les ingénieurs d'ontologies à la maintenance d'une ontologie de domaine. 
3.1 Méthodologie de recherche 
La méthodologie de recherche que nous proposons suit un cheminement relativement 
classique chez la communauté scientifique. Comme toute problématique, il est primordial, 
dans un premier temps d'explorer les approches et les outils qui se rattachent d'une façon 
directe ou indirecte au problème posé. L'analyse critique des approches existantes, de leurs 
points forts et points faibles nous a permis de formuler un ensemble d'hypothèses (évoquées 
à la section 1.5.2) sur le modèle à proposer. Notre méthodologie est ainsi fondée sur la 
validation de ces hypothèses. 
Dans cette section, nous décrivons brièvement la méthodologie que nous adoptons, pour 
proposer un modèle de maintenance des ontologies. Ce dernier sera détaillé dans la section 
suivante. 
Le modèle se base ainsi sur différentes sources de connaissances, à savoir les textes relatifs 
au domaine, mais aussi des données terminologiques (thésaurus, dictionnaire électronique, 
base terminologique, etc.) en vue d'intégrer le mieux possible, les connaissances du domaine 
ainsi que certaines connaissances reliées plutôt à la langue, au sein de l'ontologie. 
Maintenir une ontologie de domaine consiste principalement à extraire, à partir de 
documents, des termes et des relations entre termes qui sont pertinents par rapport à 
l'ontologie courante. L'objectif principal est de fournir de J'assistance à l'utilisateur pour 
assurer un raffinement 
73 
B Termes --+ 1 Extraction de n-grammes et filtrage de termes L­ (simples et Corpus 1 .. complexes) '---_./ 1
 
Segmentation Classification et identification de termes reliés (DOM IFs) 
Matrice Classes deIndexation Sémantique Latente ~tennes/documents termes 
TermesClasse de Décomposition en Valeurs Singulières 1 potentiellement




Raffinement des termes potentiellement reliés 








Vecteurs Mise àjour de l'ontologie Ontologier--. 
conceptuels incrémentée1~-_-----II '-------/ 
Ontologie 
courante 
Figure 3.1 : Architecture de la chaîne de traitement ONTOLOGICO 
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continuel de l'ontologie. Le modèle que nous proposons ne vise pas à remplacer 
complètement l'humain pour la découverte de relations entre termes, mais plutôt d'assister 
les experts du domaine dans cette tâche. Il est relativement facile de remettre en cause des 
systèmes automatiques prétendant accomplir cette tâche sans biais ou imperfections. Il 
semble plus raisonnable de suivre un processus plutôt semi-automatique impliquant une 
simple intervention d'un expert du domaine, à travers certaines étapes et spécialement pour la 
validation des résultats. 
Les textes constituent un support considérablement utile, rassemblant des connaissances 
stables et qui sont utilisées en tant que référence ainsi qu'une ressource précieuse d'analyse et 
de forage. Par ailleurs, l'accès aux termes et aux textes, justifiant les définitions et les 
utilisations des termes, assure une meilleure lisibilité du modèle et facilite, par conséquent, la 
maintenance des ontologies. Partant de cette hypothèse (H 1), nous proposons une chaîne de 
traitements textuels «ONTOLOGICO» (Gargouri et al, 2003) constituée des modules 
suivants: un extracteur de termes, un classifieur, un lemmatiseur, un segmenteur, un module 
de raffinement sémantique (basé sur l'Indexation Sémantique Latente) et un identificateur de 
termes reliés (basé sur le calcul de similarité sémantique entre les couples de vecteurs 
conceptuels). 
Le processus débute par l'application de la technique de classification sur un corpus pour 
identifier dans un premier temps, des groupes de termes qui apparaissent conjointement dans 
une classe de documents et qui ont potentiellement des relations sémantiques. La capacité des 
techniques statistiques, à traiter de larges données textuelles, a été le critère de base qui a 
nous a orientés vers ces approches de classification plutôt que celles fondées sur la 
linguistique. En effet, bien que plus précises, ces dernières se trouvent confrontées à une 
difficulté majeure, celle de l'aspect combinatoire. Pour procéder à la classification 
numérique, nous utilisons GRAMEXCO ; une instance de séquence de modules construite à 
partir de la plate forme SATIM10 (Biskri et Meunier, 2002). La classification, basée sur le 
réseau de neurones ARTI (Adaptive Resonance Theory) (Grossberg, 1988) permet 
l'exploration et l'expérimentation de différents types d'analyses grâce à sa modularité, ses 
diverses fonctions d'analyse et sa capacité d'adaptation par rapport à la croissance des 
20 SATIM peut accepter d'autres types d'information que les textes, tels que: les images, le son, etc. 
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données textuelles. En particulier, GRAMEXCO permet l'exécution d'une séquence de 
traitements sur des textes pour classifier les segments en se basant sur l'approche des n­
grammes (Damashek, 1989). 
De ces regroupements de termes on cherche ensuite à extraire des couples de concepts 
fortement reliés. Cette tâche est accomplie en utilisant la technique d'Indexation Sémantique 
Latente (ISL) (Deerwester et al, 1990) (Srivastava et al, 2002) associée avec la 
Décomposition en Valeurs Singulières (DVS). À l'intérieur des méthodes statistiques de 
repérage de relations conceptuelles entre termes, la technique de l'ISL a spécialement montré 
sa fiabilité. Cette technique est entre autres, privilégiée pour sa simpl icité et sa justification 
par des fondements mathématiques précis et solides. Nous pensons toutefois, que cette 
techniqUe a tout l'intérêt d'être associée avec la classification textuelle pour plusieurs raisons 
(que nous détaillons plus loin). 
La complémentarité entre, d'une part, la technique de classification de documents qui est, 
dans notre cas, essentiellement basée sur les réseaux de neurones (ART!) d'un côté et 
J'approche de l'ISL de l'autre côté, constitue un processus de peaufinage très puissant 
(Gargouri et al, 2003). Ce processus permet de faire émerger à partir des regroupements de 
termes issus de la classification, les termes qui sont les plus représentatifs de l'information 
contenue dans les documents d'une même classe. Les termes de plus fort poids générés par 
l'ISL sont des indicateurs intéressants de la nature des concepts qu'ils représentent. 
Partant de l'hypothèse que les données textuelles ne peuvent, toutes seules, supporter la 
modélisation d'un domaine, du moins à cause des problèmes reliés à l'ambiguïté sémantique, 
nous avons opté pour l'utilisation d'un thésaurus, afin d'enrichir les connaissances extraites à 
partir de données textuelles et faire intégrer, le mieux possible, les connaissances du domaine 
au sein de l'ontologie. 
Dans l'objectif de raffiner davantage le processus de repérage de relations entre termes, nous 
proposons une méthode fondée sur la représentation de termes par des vecteurs conceptuels. 
Ces vecteurs sont construits à partir des items lexicaux associés à un terme, selon un lien de 
synonymie, d'antonymie, d'hyperonymie. Ces liens peuvent être extraits à partir d'un 
thésaurus ou d'une base terminologique telle que Wordnet. En utilisant une mesure de 
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similarité sémantique entre ces vecteurs conceptuels, qui est le cosinus, nous identifions les 
couples présentant une forte probabilité d'être sémantiquement associés. Cette méthode 
repose sur une hypothèse sémantique de Firth selon laquelle, les mots ayant un même 
environnement lexical sont postulés avoir une sémantique reliée et leurs vecteurs conceptuels 
sont par conséquent similaires. 
Ces relations entre termes proposées d'une part, par la classification et l'ISL et d'autre part, 
par les vecteurs conceptuels doivent finalement être vérifiées et analysées par un expert pour 
confirmer leur pertinence par rapport à l'ontologie courante et au domaine. L'expert se 
charge également de l'étiquetage de ces reJations. Enfin, les termes et les relations entre 
termes (retenues par le processus précédent) sont intégrés dans l'ontologie courante. 
Nous proposons dans ce qui suit de détailler notre processus itératif d'ingénierie, organisé 
sous forme de sept principales étapes. 
3.2 Modèle proposé 
Le modèle proposé consiste dans ses premières étapes à appliquer une chaîne de traitements 
textuels. Ainsi, un corpus doit être constitué en sélectionnant des textes à partir d'une 
documentation technique relative au domaine. Le choix d'un corpus représentatif du domaine 
ainsi que des contextes d'usage de l'ontologie restreint, en effet, le champ de recherche de 
termes spécialisés et pertinents pour l'ontologie à maintenir. Ce choix est primordial et 
délicat, puisque d'une part, le corpus est l'une des sources d'information essentielles et 
d'autre part, il demeurera, une fois le processus achevé, J'élément de documentation de 
l'ontologie construite. 
La collecte doit se faire avec l'aide des spécialistes et en fonction de l'application cible visée. 
Il convient en effet de s'assurer auprès des spécialistes que les textes choisis ont un statut 
suffisamment consensuel pour éviter toute remise en cause ultérieure. 
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3.2.1 Extraction de n-grammes et filtrage de termes 
3.2.1.1 Identification des unités et des domaines d'information 
La première étape de notre modèle consiste à identifier, à partir des documents à analyser, les 
unités d'information (UNIFs) (i.e. les traits descriptifs qui serviront d'ancrage à l'analyse des 
segments de documents) et les domaines d'information (DOMIFs) (i.e. les segments de 
documents). Les UNIFs et les DOMIFs issus du corpus serviront d'éléments constitutifs de la 
matrice qui sera soumise au module de classification. L'extraction des UNIFs et des DOMIFs 
repose sur plusieurs enjeux théoriques issus principalement de l'analyse statistique et 
linguistique des données textuelles. 
L'identification de ces UNIFs consiste à extraire les éléments sur la base desquels les 
différents segments du corpus à analyser seront comparés. Ces unités d'information peuvent 
prendre différentes formes. Elles peuvent être des mots, des mots composés, des phrases, des 
n-grammes, etc. Cette étape implique des choix théoriques importants. En effet, une analyse 
des données textuelles fondée sur des mots d'un corpus nous impose d'importants 
questionnements sur la nature même d'un mot et, de manière plus générale, des unités 
d'information présentes au sein d'un texte (Meunier, 1995). S'agit-il uniquement d'une suite 
de caractères? Un mot se définit-t-il par la séparation spatiale, l'identité morphologique, 
etc.? Ces questions fondamentales doivent nécessairement être abordées avant même 
d'envisager tout projet d'analyse textuelle. 
Ces choix théoriques doivent prendre en compte les buts envisagés, les résultats que l'on 
espère découvrir lors de nos recherches, car c'est à partir de ces éléments que la classification 
sera effectuée. Dans le cadre de notre projet, les unités d'information retenues sont 
composées de l'ensemble des n-grammes du corpus. Ces n-grammes21 peuvent être définis 
comme une séquence de N caractères (par exemple, les séquences de trois caractères sont 
appelées des tri-grammes). Ces deux objets forment la matrice qui sera utilisée par le 
classifieur. En d'autres termes, les segments seront comparés et classifiés sur la base de la 
cooccurrence de n-grammes. 
21	 Par exemple, dans la phrase «La vie est belle» se retrouve l'ensemble de tri-grammes suivants: 
{la_, a_v,_vi, vie, ...}. 
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Cette approche constitue un remède à la problématique d'identification des termes complexes 
dans un corpus. En effet, les n-grammes prennent en compte, d'une façon indirecte, les 
formes collocationnelles des termes. Une classification basée sur des mots aurait considérée, 
d'une façon séparée, les mots « pomme », « de» et « terre» comme critère de cooccurrence à 
travers un corpus. Par contre, une représentation basée sur des n-grammes prend en 
considération, non pas simplement la cooccurrence des mots, mais également celle de leurs 
juxtapositions, à l'instar de « E_D» ou « E_T» dans « Pomme de terre ». 
Les espaces entre les mots sont considérés dans la composition des n-grammes. Ainsi, le 
terme « Pomme de terre» est transformé en trigrammes comme suir2 : 
Comparativement à d'autres techniques, les n-grammes capturent automatiquement les 
racines des mots les plus fréquents. Ainsi, pour des mots comme (déplace, déplacez, 
déplacement, déplacés, ... ), il n'est pas nécessaire de chercher la racine. 
Contrairement aux modèles basés sur les mots pour lesquels il faut utiliser des dictionnaires 
spécifiques (féminin-masculin; singulier-pluriel; conjugaisons; etc.) pour chaque langue, les 
n-grammes peuvent éventuellement être utilisés sans lemmatisation, bien que cette dernière 
soit avantageuse pour certains corpus. Les n-grammes opèrent ainsi, indépendamment des 
langues. L'analyse de texte en termes de n-grammes demeure valide pour un texte écrit en 
toute langue basée sur un alphabet et la concaténation d'opérateurs de construction de textes. 
Il s'agit également d'un avantage considérable répondant à la problématique mentionnée plus 
haut: qu'est-ce qu'un mot? Avec les n-grammes, il n'est pas nécessaire de segmenter 
préalablement le texte en mots ; ceci est intéressant pour le traitement de langues dans 
lesquelles les frontières entre mots ne sont pas fortement marquées, comme le chinois. C'est 
moins intuitif, mais les résultats sont théoriquement justifiés et tout à fait acceptables en 
pratique. 
22 Le caractère « _ » est utilisé pour représenter un espace. 
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Par ailleurs, les n-grammes sont tolérantes aux fautes d'orthographes. Par exemple, si le mot 
« piscine» est écrit «pissine », un modèle basé sur les mots aura du mal à reconnaître ce mot. 
Par contre, un modèle basé sur les n-grammes est capable de prendre en compte les autres n­
grammes comme« _PI », « PIS », « INE », « NE_ », etc. 
Enfin, l'utilisation des n-grammes de caractères à la place des mots, offre un autre avantage 
important: elle pennet de contrôler la taille du lexique utilisé par le processeur, tel qu'illustré 
dans (Lelu et al, 1998). La taille du lexique à traiter constitue effectivement un facteur 
important à considérer quand il est question d'un traitement complexe de corpus. 
II importe, par la suite, d'identifier les différents segments de textes qui seront comparés 
entre eux. Plusieurs méthodes de segmentation sont explorées en littérature. Parmi les plus 
fréquemment citées, on retrouve celles fondées sur des marqueurs de discours (Callan, 1994) 
et sur les marqueurs sémantiques (Kaszkiel et al, 2001). Dans le cadre de notre projet, nous 
privilégions une segmentation fondée non pas sur certaines propriétés sémantiques des 
documents (comme c'est le cas dans ces deux méthodes), mais plutôt sur des séquences ou 
suites de mots. 
Encore une fois, des enjeux théoriques s'imposent. De quelle nature doivent être les segments 
à comparer? Doivent-ils être identifiés sur la base de critères linguistiques? Est-il préférable 
de segmenter le corpus à analyser en textes, en paragraphes ou en phrases? Cette décision 
relève du chercheur et dépend des données à analyser. Examinons tour à tour les arguments 
avancés pour la segmentation. 
Pour ce qui est de la phrase, par les constructions syntaxiques qui la structurent, par le 
voisinage étroit propice aux influences et interactions sémantiques, la phrase a une pertinence 
cognitive, en ce que sa taille correspond aux capacités de la mémoire à court terme. Cet atout 
linguistique se double de vertus statistiques: la phrase courante a une taille suffisamment 
petite pour être sélective. D'une part, cela évite le foisonnement de cooccurrences examinées 
lors du processus de classification et d'autre part, la significativité statistique des écarts de 
répartition ainsi mesurés est accrue. 
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Le paragraphe correspond conventionnellement à une unité au plan sémantique. Il n'est pas 
assujetti aux limites de la phrase qui peuvent être trop restrictives en ce qui concerne le 
développement d'une thématique. Le paragraphe possède également une dimension 
cognitive, au plan de la mémorisation comme de la perception. 
Une segmentation par texte revient à considérer une unité sémantiquement autonome. C'est 
aussi tirer profit de la cohérence sémantique qui traverse le texte, et qui fait que des notions 
se font écho du début à la fin du texte, d'une partie à une autre. Pour la classification des 
genres « brefs» et « focalisés» (tels que des annonces sur des forums électroniques), le texte 
est le segment à considérer. Pour les documents plus longs, un découpage par paragraphe 
donne des contextes plus développés que les phrases, tout en ayant une certaine autonomie, 
une longueur à priori plus régulière et une cohérence interne forte. 
En général, il semble préférable d'opter pour une segmentation qui n'est ni trop volumineuse 
(spécialement lorsqu'il s'agit de documents très homogènes), ce qui donnerait lieu à une 
classification très grossière et à une perte d'information importante, ni trop fine car à 
l'inverse, les unités à comparer seraient alors beaucoup trop différentes les unes des autres 
pour les soumettre à toute forme de classification. Dans notre projet, nous utilisons une 
segmentation par paragraphe. Cette méthode est en effet, plus avantageuse compte tenu des 
avantages cités, mais aussi parce qu'elle est «computationnellement» peu coûteuse, tout en ne 
nécessitant aucune propriété structurelle explicite des documents (Kim et al, 2004). Le grand 
volume de données textuelles que nous traitons justifie en effet ce choix. 
3.2.1.2 Filtrage du lexique 
Si les n-grammes servent uniquement à la classification, J'extraction du lexique joue un rôle 
plus actif dans les étapes suivantes. L' « extracteur de termes» (un module de 
GRAMEXCO) est utilisé pour identifier le lexique (ensemble de lexèmes) à partir d'un 
corpus. Avant de traiter ce lexique et d'extraire les n-grammes, des opérations de filtrage 
doivent être réalisées pour garantir des résultats plus fiables. 
Cette étape consiste à appliquer différents filtres statistiques et linguistiques. La nature et 
l'importance de cette étape sont le centre de plusieurs débats théoriques. Plusieurs recherches 
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montrent qu'un filtrage adéquat du lexique de départ permet non seulement de diminuer 
substantiellement le temps nécessaire au traitement du corpus, mais aussi d'éliminer plusieurs 
éléments susceptibles d'affecter l'analyse et l'interprétation des résultats (Frakes et al, 1992). 
Le lexique (représenté par les n-grammes) constitue l'une des deux composantes principales 
de la matrice traitée par le classifieur. La dimension de l'espace vectoriel dans lequel les 
domaines d'information seront comparés affecte directement le temps nécessaire à la 
classification de chacune des entrées de la matrice. 
L'opération de filtrage du lexique est composée traditionnellement de plusieurs sous 
opérations. Il s'agit d'abord, de supprimer certains termes non pertinents à l'analyse. Le fait 
de conserver ces termes, en plus d'affecter directement la qualité de la classification obtenue, 
ajoute aussi du bruit dans les résultats. 
Le filtrage du lexique peut être effectué à l'aide de plusieurs techniques, certaines étant 
d'inspiration linguistique, d'autres de nature statistique. Une première opération a pour but de 
supprimer l'ensemble des mots fonctionnels présents dans le texte. Les mots fonctionnels ou 
les « mots vides» tels que {le, la, dans, à, etc.} peuvent être définis comme étant l'ensemble 
des mots non pertinents à l'égard des buts poursuivis. 
Par la suite, une deuxième opération de nature statistique peut être appliquée au lexique. Il 
s'agit d'éliminer les termes qui, tout en ne figurant pas dans la liste des mots fonctionnels, ne 
sont pas pertinents à l'analyse. Dans une perspective de classification, la pertinence des 
termes est évaluée en fonction du rôle discriminatoire de ces termes. C'est en effet sur la base 
de ce rôle que la classification de segments de documents sera réalisée. Ainsi, afin 
d'optimiser les résultats obtenus, il importe de supprimer les mots dont la fréquence est 
supérieure ou inférieure à un certain seuil (Schultz, 1969 ; Van Rijsbergen, 1979). Toutefois, 
compte tenu du fait qu'après le processus de classification, le lexique subira d'autres 
traitements, la suppression des mots très fréquents risque d'éliminer des termes pertinents 
pour l'ontologie à maintenir. Il importe par conséquent, de ne pas filtrer de tels mots, bien 
que le résultat de la classification soit légèrement de moindre qualité. 
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Une troisième étape de filtrage du lexique consiste à supprimer manuellement tous les termes 
non pertinents qui ont néanmoins résisté aux deux premières opérations. 
Finalement, une dernière étape de traitement du lexique est nécessaire afin d'optimiser le 
processus de classification. Dans la mesure où le classifieur utilisé est purement statistique, 
les différentes variantes sémantiques et syntaxiques présentes dans un corpus ne sont pas 
considérées par le classifieur. Il importe alors d'appliquer au lexique du corpus une opération 
de lemmatisation en vue de remplacer les termes par leurs lemmes correspondants. En effet, 
des termes tels que {informe, information, informant, etc.} réfèrent au même concept, et 
doivent par conséquent, être analysés en tant qu'un terme unique dans les étapes suivantes. 
Cette opération, non seulement réduit substantiellement le nombre de lexèmes présents dans 
un corpus, malS aussi elle ajuste la fréquence des termes et par conséquent, leurs rôles 
discriminatoires. 
L'opération de lemmatisation est généralement réalisée en effectuant d'abord un marquage 
morphosyntaxique des différents lexèmes à analyser, puis en les comparant à un dictionnaire. 
Ce processus permet de générer une liste de lemmes propres à la langue en question. La 
lemmatisation est toutefois, une opération très dé! icate, car elle impl ique un processus 
complexe de désambiguïsation sémantique. Les logiciels automatiques de désambiguïsation 
sémantique ne sont pas totalement précis et nécessitent une intervention humaine (Brunet, 
2002). 
3.2.2 Classification et repérage de termes reliés 
L'objectif de la classification est d'extraire certains types de régularités sémantiques entre les 
segments du texte (Manning et al, 1999 ; Sebastiani, 2002 ; Gelbukh et al, 1999). Ces 
segments contiennent un type d'information similaire et servent par conséquent, à détecter 
des indices précieux aux associations entre termes. Il s'agit d'une opération de classification 
des segments de documents qui consiste à regrouper les différentes données dans des classes 
les plus homogènes possible en employant uniquement les traits caractéristiques ayant servi à 
décrire chaque segment. 
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Compte tenu des récents travaux dans le domaine de la classification des données, plusieurs 
possibilités sont ouvertes. Le choix d'une approche au détriment d'une autre fait intervenir 
des considérations concernant tant la nature des données à regrouper que les caractéristiques 
de la classification souhaitée (exclusivité23 , hiérarchie24 , dynamicité25 , etc.). 
Dans le domaine du repérage de l'information, la classification de documents est un 
processus non supervisé, opéré sur un grand volume de données. Il est habituellement exécuté 
en utilisant un c1assifieur numérique tel que exploré dans (Meunier et al, 1997 ; Memmi et al 
1998 ; Benhad id et al, 1998 ; Biskri et al, 1999). En tant que méthode de forage de données 
textuelles, ce processus souvent moins détaillé que les approches linguistiques et 
conceptuelles, permet une première exploration générale et rapide du corpus. Il identifie les 
classes de segments et groupes de lexèmes ayant des associations connues sous le nom de 
cooccurrence et détecte par conséquent, leurs réseaux sémantiques (Church et al, 1989 ; 
Lebart et al, 1988 ; Salton, 1989). 
Diverses méthodes de classification automatique ont été explorées et appliquées avec succès 
au traitement automatique des documents. Parmi les méthodes les plus fréquemment citées, 
on retrouve la méthode des k-moyens, les diverses méthodes neuronales à savoir les cartes 
auto-organisatrices de Kohonen (Kohonen, 2001), le réseau neuronal ART et ses variantes 
(ARTl (Grossberg et al, 1987a), ART2 (Carpenter et al, 1987b), Fuzzy ART (Grossberg et 
al, 1991), ARTMAP (Carpenter et al, 1991), Fuzzy ARTMap (Grossberg et al, 1992), 
Gaussian ARTMAP (Williamson, 1995) etc.), la technique des plus proches voisins 
(<< nearest neighbor clustering») (Jain et al, 1999) (Yang, 1999 ; Yang et al, 1999), les 
« Support Vector Machines» (SVM) (Joachims, 2002), etc. Dans notre projet, nous avons 
utilisé le classifieur neuronal ARTI pour les raisons que nops détaillons plus loin. 
Plusieurs chercheurs avaient traditionnellement favorisé l'utilisation de réseaux neuronaux à 
rétropropagation. Toutefois, les recherches dans ce domaine ont rapidement démontré que 
malgré l'efficacité d'une telle méthode, celle-ci n'est pas dynamique et se heurte rapidement 
23 Un segment ne peut faire partie que d'une seule classe.
 
24 Les classes sont organisées d'une façon hiérarchique (une classe contient des sous-classes plus spécifiques)
 





à un important problème de plasticité. En effet, lorsque la classification est effectuée sur un 
ensemble dynamique d'intrants, ce type de réseaux ne permet pas d'intégrer de nouveaux 
vecteurs au processus de classification déjà entrepris. Selon cette approche, il est nécessaire 
de reprendre de nouveau le calcul déjà effectué pour tenir compte des modifications subies 
par les vecteurs intrants. Cette opération est computationnellement bien coûteuse quand il est 
question d'un corpus de grande taille et évolutif. 
Il est tout de même possible de contrer cette limite des réseaux à rétropropagation et de faire 
en sorte qu'ils soient plastiques, en utilisant un réseau de neurones distinct dont la 
particularité est de ré-effectuer la phase d'entraînement sur les nouveaux vecteurs intrants. Ce 
dernier réseau pourra ainsi, s'adapter aux différents changements de son environnement et 
traiter de manière dynamique les intrants différents, mais se ressemblant. Toutefois, la 
majorité des réseaux plastiques ne peut satisfaire le critère de stabilité selon lequel, le 
système doit conserver dans le temps les structures reconnues (connaissances acquises) 
malgré la différence des stimuli intrants. Autrement dit, ces réseaux ne peuvent conserver 
dans le temps leur apprentissage et par conséquent, la qualité des résultats obtenus par ces 
réseaux diminue rapidement dans le temps, au fur et à mesure de l'ajout des nouveaux 
intrants. 
Dans un cadre d'apprentissage permanent, se pose crucialement le dilemme plasticité / 
stabilité: il faut en effet que le même réseau apprenne constamment de nouvelles singularités 
sans oublier les anciennes; il faut également pouvoir ignorer des singularités non pertinentes. 
C'est ce dilemme entre plasticité et stabilité qui est à la base des travaux de Grossberg sur la 
théorie de la résonance adaptative (Adaptative Resonance Theory) (Grossberg et al, 1987). 
Un système neuronal efficace doit constamment passer d'un mode plastique à un mode stable 
et vice versa. Il doit être en mesure de conserver l'information antérieure, à savoir les classes 
antérieures, mais en même temps de tenir compte de la nouveauté, c'est-à-dire les nouveaux 
intrants. Il doit donc stabiliser les classes qu'il découvre, mais aussi les changer, si cela est 
nécessaire, en regard de la réalité nouvelle qui se présente à lui. Pour sa part, le modèle 
ARTl adhère en effet à ce principe en cherchant à contrôler la qualité des intrants et donc à 
arriver à une meilleure classification. 
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Tous les modèles de la famille ART (Tableau 3.1) nonnalisent les intrants, réduisent le bruit 
et stabilisent les patrons dans le temps. La normalisation des intrants consiste à imposer un 
même seuil à tous les neurones pour garantir une certaine stabilisation des intrants, 
spécialement lorsque leur impact fluctue de stimulus en stimulus. La réduction du bruit 
consiste en la définition de paramètres d'intensité avec lesquels un intrant peut agir. 
Finalement, la stabilisation des patrons dans le temps consiste à considérer un intrant en 
regard des intrants antérieurs, faisant en sorte que le système ne perd pas l'information 
acquise antérieurement. 
Nom du modèle ART Description 
ARTI - Réseau classifieur (clustering network) 
(Carpenter, Grossberg, 1987a) - Apprentissage non supervisé 
- Patrons d'entrées binaires 
ART2 - Réseau classifieur (c1ustering network) 
(Carpenter, Grossberg, 1987b) - Apprentissage non supervisé 
- Patrons d'entrées analogiques ou binaires 
Fuzzy ART - Réseau c1assifieur (c1ustering network) 
(Carpenter, Grossberg, Rosen, 1991) - Apprentissage non supervisé 
- Incorporation des notions de la logique floue 
ARTMAP - Réseau c1assifieur 
(Carpenter, Grossberg, 1991) - Apprentissage supervisé 
- Agencement de deux unités ART pour former un 
réseau à apprentissage supervisé, patrons d'entrées 
binaires ou analogiques selon le type de réseaux 
ART qUI le constitue ART1 ou ART2 
respectivement 
Fuzzy ARTMAP - Comme ARTMAP mais les ARTs sont remplacés 
(Carpenter, Grossberg, Markuzon, par des FuzzyARTs. 
Reynolds, Rosen, 1992) 
Gaussian ARTMAP	 - Comme ARTMAP, mais la fonction de choix et la 
(Williamson, 1995)	 fonction de correspondance des modules ART 
sont définies comme des Gaussiennes et par 
conséquent, le réseau est plus performant et plus 
résistant au bruit 
Tableau 3.1: Description de lafamille des modèles du réseau de neurones ART (Adaptive 
Resonance Theory) 
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Nous avons opté pour la version ART! qui se distingue en partie, des autres versions (ART2, 
Fuzzy Art) par le fait qu'elle ne traite que des vecteurs intrants de nature binaire et ce de 
manière non supervisée. Nous nous attardons ici uniquement sur la version ART!. 
3.2.2.1 Matrice UNIFslDOMIFs 
L'opération de classification nécessite une étape préliminaire de traduction du corpus selon 
un modèle vectoriel (Salton, 1989). L'objectif est donc de parvenir à une représentation 
matricielle du texte de départ. Il s'agit, à partir des résultats obtenus lors du processus de 
segmentation et de ceux obtenus lors de l'identification et du filtrage des unités 
d'information, de constituer une matrice formée d'une part, des segments de textes et d'autre 
part, des unités d'information. La matrice UNIFs/DOMIFs est de type binaire, c'est-à-dire 0 
ou 1, en fonction de la présence ou de l'absence de l'unité d'information dans le segment. 
Cette matrice sera soumise en intrant au modu le de classification, ART 1. 
3.2.2.2 Classifieur neuronal ARTI 
Le modèle ART! (Adaptive Resonance Theory) (Grossberg et al, 1987) est un algorithme de 
classification «( clustering») ou de regroupement de type adaptatif, auto-associatif et non 
supervisé. Ce type d'algorithme possède la particularité de prendre comme intrants un 
ensemble de vecteurs et suite à une phase de traitement, de créer des ensembles sous forme 
de regroupements de vecteurs. Le regroupement s'effectue sur la base de certains critères de 
similarité. Plusieurs études ont démontré son efficacité à des fins de classification de 
documents (Massey, 2003a; 2003b). 
Le principal avantage du modèle ARTl réside dans sa capacité à traiter les intrants de 
manière dynamique. À cet égard, l'algorithme ART! peut construire, par étapes, des classes 
mais aussi s'adapter à un corpus lui-même changeant. Il est d'ailleurs parmi les rares qui 
puissent apprendre dans un environnement variant constamment. Il s'agit en d'autres termes, 
d'un réseau de neurones doublement dynamique. 
L'idée principale du modèle ARTl est celle d'un système d'interaction entre deux niveaux 









Figure 3.2: L'interaction entre les intrants et l'archive dans ARTl. 
Le système reçoit au premier niveau NI, des stimuli intrants sous forme de vecteurs binaires 
représentant le premier élément à classer. Ces stimuli sont transformés selon une distribution 
et un poids particuliers et envoyés au niveau d'archivage N2 pour servir de gabarit 
(prototype) auquel les intrants suivants seront comparés. Le patron archivé au niveau N2 sert 
d'hypothèse de classe. Dans le cas où le nouvel intrant se distingue radicalement du patron 
initial (selon un critère ou paramètre de vigilance p déterminé par l'utilisateur du système), 
un nouveau patron sera à son tour créé et servira éventuellement de gabarit aux autres 
intrants. La comparaison se fait selon un critère ou paramètre de vigilance p prédéterminé par 
l'utilisateur du système. Dans le cas où le nouvel intrant se présente comme étant 
relativement comparable au patron initial, il est regroupé (selon des paramètres) avec ce 
même patron. C'est dans cette perspective qu'il importe de concevoir le phénomène de 
résonance. II s'agit de la correspondance entre les patrons prototypes et les patrons intrants. 
Une consolidation émerge de cette résonance au fur et à mesure que se poursuit le processus 
d'apprentissage. L'adaptation se produit dans la modification constante des interconnexions 
entre les deux niveaux. 
Les principaux mécanismes de fonctionnement de ce système se résument en cinq étapes: 
1- Initialisation: Dans un premier temps, le paramètre de vigilance p est défini par 
l'utilisateur du système à l'aide d'une valeur comprise entre 0 et 1. Plus la valeur est 
proche de (1), plus la classification est stricte en terme de comparaison des stimuli 
intrants avec les patrons. La valeur choisie influe grandement sur la qualité ainsi que 
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la taille des classes à obtenir. Ainsi, plus la valeur est proche de zéro, plus les classes 
obtenues seront volumineuses mais peu nombreuses. Par contre, une valeur du 
paramètre de vigilance près de (1) résultera en une classification plus fine et en une 
multiplication du nombre de classes obtenues. En pratique, la valeur de ce paramètre 
est définie par l'utilisateur par essai et erreur. Le système est par la suite, entraîné 
afin de déterminer l'ensemble des vecteurs prototypes auxquels seront comparés les 
intrants suivants. 
2- Classification: Un nouveau stimulus représenté par un vecteur est ensuite introduit 
afin d'être classé. Le système initialise alors l'entrée du vecteur suivant et le compare 
à l'ensemble des vecteurs prototypes candidats. 
3- Identification du patron le plus proche: le système identifie le vecteur prototype le 
plus proche du vecteur intrant et calcule la distance entre le vecteur prototype 
sélectionné et le vecteur intrant. 
4- Vérification: Si le vecteur intrant est suffisamment près du vecteur prototype (selon 
le seuil de vigilance p), le vecteur intrant est inséré dans la classe décrite par le 
vecteur prototype sélectionné et le vecteur prototype est ajusté. Si le vecteur intrant 
est trop différent, les vecteurs prototypes seront ajustés. 
Le même mécanisme est repris de nouveau avec un nouvel intrant à partir de la deuxième 
étape. 
3.2.2.3 Extraction de termes reliés 
La classification utilise en tant qu'entrée un modèle vectoriel qui considère le texte dans sa 
totalité et vise à inférer à partir des textes, une structure sémantique implicite (Salton et al, 
1983). Ce modèle traduit un texte sous forme d'espace matriciel qui associe les segments de 
textes avec les termes (ici les n-grammes) et produit par conséquent, des réseaux (classes) de 
termes correspondant à des thèmes traités dans le texte (Memmi, 2000). En effet, la 
cooccurrence des termes à l'intérieur de différentes parties de texte implique une couverture 
fort probable d'un même thème. Ainsi, les segments d'une même classe partagent un 
ensemble de termes communs ayant de fortes chances d'être reliés. 
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Le processus de classification génère finalement des classes de termes potentiellement reliés. 
Chaque classe de termes est construite à partir de l'intersection des termes qui cooccurrent 
ensemble à travers une classe de segments. Ce sont en fait ces termes en particulier qui ont 
fait en sorte que les segments de documents se regroupent dans une même classe. 
Bien que les classes de termes renferment des relations sémantiques, elles ne sont pas 
dépourvues de bruit. Les étapes suivantes visent donc à déterminer des associations plus 
précises entre des couples de termes. 
3.2.3 Indexation Sémantique Latente 
À ce niveau, nous souhaitons extraire, à partir de ces classes de termes, ceux représentant un 
niveau élevé de corrélation. L'Indexation Sémantique Latente (ISL) est reconnue pour sa 
capacité à découvrir des relations sémantiques (Deerwester et al, 1990 ; Srivastava et al, 
2002). Elle a été employée depuis les années 90 pour la recherche d'information sémantique 
à partir des textes, bien que les premiers travaux sur la cooccurrence aient commencé depuis 
les années 70. Cette technique a été utilisée, spécialement pour sa simplicité et sa justification 
par des fondements mathématiques assez précis. 
Initialement, l'ISL a pour but d'indexer de manière automatique des documents, c'est-à-dire 
leur affecter des mots clés. L'idée directrice est de représenter les mots et les documents dans 
un même espace, de manière à pouvoir les comparer. L'ISL réduit la dimension des 
documents à analyser et restreint par conséquent, l'étendue du problème (Manning et al, 
1999). Les nouvelles dimensions sont une meilleure représentation des documents et des 
termes. La métaphore exprimée par le terme « latent» est que les nouvelles dimensions 
constituent la vraie représentation. 
L'ISL est une alternative aux mesures de similarité telles que « td-idf» (Rosario, 2000). Sa 
spécificité réside dans le fait qu'elle ne reflète pas la cooccurrence entre termes mais plutôt 
les relations sémantiques (Wade-Stein et al, 2004). Elle s'appuie sur des fondements 
mathématiques solides permettant d'inférer des relations sémantiques plus profondes 
(Landauer et al, 1998). Ces fondements mathématiques sont basés sur la réduction de la 
dimensionnalité d'un espace vectoriel. L'ISL utilise une méthode statistique appelée la 
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Décomposition en Valeurs Singulières (DVS) pour découvrir les associations de termes à 
travers les documents. La DVS est une méthode statistique des moindres carrés, similaire à la 
régression linéaire. L'objectif de cette technique est de regrouper ensemble dans l'espace de 
projection, les mots et les documents qui sont associés en vue de capturer la structure 
sémantique enchâssée dans les associations entre les termes et les documents de la collection. 
Formellement, L'ISL utilise en tant qu'entrée, une matrice termes-documents correspondant 
aux poids des termes dans les documents du corpus. Nous précisons ici que le corpus est 
considéré comme une collection de documents. Chaque terme Ti se voit affecté un poids Wi.k 
selon le nombre d'occurrences C i•k dans Je document Ok' Ce poids donné par la formule 
suivante: 
C.l, k W . l, k 
C . } , k 
nk est le nombre total de termes dans le document. Ces termes sont limités à ceux filtrés et 
sélectionnés pour la classification. 
Les statistiques pour chaque document individuel sont combinées en vue de produire une 
analyse statistique pour la totalité de la collection. Une normalisation de la longueur de 
documents, telle qu'expliquée dans (Greengrass, 1997), est utilisée pour éviter le fait qu'un 
terme peut avoir un poids élevé, simplement parce que le document, dans lequel il apparaît 
est court, plutôt qu'en raison de sa fréquence élevée à travers la collection de documents. Les 
poids des termes normalisés deviennent: 
W. k 
W.1. k = 
l, 
f 2 W J,. k 
j=l 
Nous appliquons l'ISL, non pas sur tous les termes du corpus, mais plutôt sur les termes 
faisant partie des classements générés par ART! (Gargouri et al, 2003). Pour chaque classe 
de termes c, les poids correspondants forment la matrice Wc' Cette matrice de termes­
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documents est constituée de lignes représentant mc termes (TiC) appartenant à la classe c, et 
de colonnes représentant la collection des n documents (Dk). 
Documents 
Ok 
Termes ~c Wi,k 
Figure 3.3 : La matrice terme-document Wc 
3.2.4 Décomposition en Valeurs Singulières 
À l'intérieur de chaque classe de termes, nous visons la détermination des couples de termes 
reliés. La méthode ISL relie des termes sous forme d'une structure sémantique intéressante, 
telle que détaillée dans (B~rry et al, 1995). L'ISL représente les documents par des concepts 
qui sont réellement et statistiquement indépendants de telle sorte que les termes ne le sont 
pas. Un concept est considéré ici en tant qu'un ensemble de termes reliés. L'ISL implique 
principalement la décomposition de la matrice Wc en utilisant la Décomposition en Valeurs 
Singulières (DVS) (Golub et al, 1970), qui est un type de régression linéaire. Alors, Wc peut 
être décomposée comme suit: 
Wc=U"L VT 
où U est une matrice de termes (mc x r), V est une matrice de documents (r x n) et l est une 
matrice (r x r), où r est le rang de Wc. l est une matrice diagonale contenant les valeurs 
singulières de Wc. Dans cette décomposition, la valeur singulière (Ji correspond au vecteur Uj 
(la lme colonne de U) et Vi (la ième ligne de V). Les colonnes de U, les lignes de V et les 
valeurs diagonales de l sont arrangées de sorte que les valeurs singulières sont dans un ordre 
décroissant, en descendant la diagonale. Cette transformation de formule n'entraîne aucune 
perte de généralité. 
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Les valeurs singulières de I inférieures à un seuil de pourcentage de la valeur singulière la 
plus large, 0", sont éliminées (Deerwester et al, 1990 ; Nicholas et al, 1998). ~s représente 
en d'autres termes, une approximation de Wc dont l'exactitude s'accroît au fur et à mesure 
que s s'approche de r : 
où I S est dérivée de I en éliminant toutes les valeurs sauf les s valeurs singulières les plus 
grandes, Us est dérivée de U en éliminant toutes les valeurs sauf les s colonnes correspondant 
aux valeurs singulières les plus grandes, et ys est dérivée de Y en éliminant toutes les valeurs 
sauf les s lignes correspondant, où s:S: r. L'algorithme DYS (Annexe 6) détaille les itérations 
de cette transfonnation. 
Le produit de deux vecteurs lignes de w: évalue jusqu'à quelle mesure deux termes 
présentent un patron similaire d'occurrences à travers l'ensemble de documents. La matrice 
w: .w:T est une matrice symétrique carrée contenant tous ces produits de vecteurs termes à 
tennes. 
La décomposition en valeurs singulières donne une matrice orthonormée Y. Par conséquent, 
yT.Y=I où l est la matrice identité. 
Le produit I I T est une matrice diagonale. U est alors faite des vecteurs propres de 
TWc .Wc (Deerwester et al, 1990). 
US est le composant le plus important pour nous. Cette matrice (me 1< s) représente en effet, les 
corrélations terme à tenne dans la collection de documents et appartenant à la classe c. 
Chaque colonne de la matrice, U;" est un vecteur dont les éléments sont associés à un certain 
concept. Les éléments de Ui indiquent la corrélation terme à terme. Le fait de mettre à zéro 
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tous les éléments dans Ui qui sont inférieurs à un seuil du pourcentage des termes les plus 
corrélés dans Ui" permet d'éliminer les termes qui sont faiblement associés (Figure 3.4). 
Bien qu'en pratique les valeurs de Us soient difficilement interprétables, elles indiquent tout 
de même la présence ou non d'une corrélation entre le terme et le concept en question. 
(me x n) 
Figure 3.4 : Décomposition en Valeurs Singulières de la matrice terme/document Wc 
L'application de la technique d'ISL sur les groupes de termes identifiés par la classification, 
plutôt que sur la totalité des termes du texte, possède l'avantage de réduire la matrice de 
cooccurrence de termes dans les documents à une dimension raisonnable. En effet, malgré la 
difficulté d'identifier dans la théorie une dimension adéquate et précise de cette matrice, il est 
facile de constater qu'une dimension immense pourrait empêcher l'émergence de 
suffisamment de relations sémantiques entre les termes, et aussi, une dimension trop réduite 
pourrait entraîner une grande perte d'information. (Deerwester et al, 1990) ont établi le 
nombre optimal de valeurs singulières à retenir, à 100 pour des collections de quelques 
milliers de documents. Ils ont démontré une amélioration moyenne de la précision de 13% 
par rapport au modèle vectoriel, sur tous les niveaux de rappel, sauf dans les deux plus bas 
niveaux. (Berry et al, 1995) ont obtenu des améliorations plus élevées Uusqu'à 30% sur la 
précision) au cours d'essais similaires. 
94 
En utilisant l'espace conceptuel, l'ISL résout deux principaux problèmes, auxquels la 
recherche d'information est souvent confrontée, à savoir, la polysémie et la synonymie: 
La polysémie ou le fait que la plupart des mots aient plus d'un sens et que ce 
dernier soit connu à partir du contexte du mot. Ainsi, une référence au mot « livre» 
aurait un sens différent dans des documents sur la bibliographie ou le marché 
financier ou le transport. 
La synonymie ou le fait d'avoir plusieurs possibilités pour décrire un même objet. 
Le problème de synonymie tend à altérer la performance en terme de taux de 
rappel, des systèmes de Recherche d'Information (Deerwester et al, 1990). 
Toutefois, l'ISL a été critiquée en pratique à cause du fait que le traitement informatique de la 
DVS nécessite un énorme stockage en mémoire ce qui rend le traitement relativement long. 
Une autre critique de l'ISL est relative au fait que la DVS soit conçue pour des données 
présentant une distribution normale, alors que la matrice terme à terme (même si elle est 
pondérée) pour une collection de documents n'a nécessairement pas une distribution normale 
(Rosario, 2000). Pour remédier à cela, certains auteurs préconisent une réduction de la 
dimensionnalité basée sur une distribution de Loi de Poisson qui pourrait conduire à une 
meilleure approximation de la matrice terme/document (Manning et al, 1999). 
À ce niveau du processus, tous les couples possibles parmi les termes restants, sont présumés 
être potentiellement reliés. Il convient toutefois, de procéder à un filtrage manuel de ces 
termes pour éliminer ceux jugés non spécifiques au domaine, dans la mesure où seules les 
relations entre termes propres au domaine sont pertinentes pour l'ontologie. À cet effet, le 
bon sens de l'expert du domaine est retenu comme critère principal de filtrage. Nous 
présentons dans la section suivante l'apport des thésaurus et l'approche des Vecteurs 
Conceptuels pour assister ce jugement. 
3.2.6 Vecteurs Conceptuels et thésaurus 
Le processus itératif de raffinement de relations entre termes se poursuit avec les groupes de 
termes retenus. À ce niveau, l'objectif est d'identifier des paires de termes possédant une 
certaine relation sémantique. Bien que l'extraction de connaissances à partir d'analyses 
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textuelles soit importante pour refléter la réalité du domaine (Gargouri et al, 2003), nous 
croyons que ce processus ne peut se limiter à la seule analyse statistique (ni même 
linguistique) pour exprimer la richesse sémantique du langage naturel. En effet, les 
connaissances implicites du domaine ne peuvent exclusivement être repérées via une analyse 
du corpus. Par conséquent, nous supportons l'idée que de telles connaissances peuvent en 
partie, être accédées avec l'utilisation de ressources terminologiques complémentaires telles 
que les thésaurus (comme Wordnet). II est toutefois irréaliste de prétendre qu'un thésaurus 
puisse englober toutes connaissances d'un domaine d'expertise. Les thésaurus sont 
spécialement utiles pour offrir des réseaux lexicaux et de l'information additionnelle reliée à 
la signification de termes (utilisation, définition, synonymie, etc.). 
Il est important de noter que les ressources terminologiques représentent davantage des outils 
linguistiques reflétant la langue plutôt que le domaine. Par conséquent, les connaissances 
implicites du domaine que l'approche du thésaurus tente de repérer, sont spécialement de 
nature linguistique. 
La combinaison des deux techniques (la classification et l'ISL d'une part, et les vecteurs 
conceptuels et les thésaurus d'autre part) constitue un choix méthodologique pertinent pour 
découvrir des relations entre termes. Ces deux techniques sont en effet complémentaires (tel 
que nous le verrons dans le chapitre 4 (Implémentation et expérimentation)). 
Les concepteurs d'ontologies ont fait usage dans certains projets, de dictionnaires 
électroniques pour enrichir leurs ontologies (Hearst, 1992 ; Mitra et al, 1999). La 
performance de ces travaux est principalement attribuée à des analyses sémantiques et 
linguistiques pour extraire de nouveaux termes et relations entre termes à partir de 
dictionnaires. Nous avons privilégié l'approche numérique des vecteurs conceptuels en 
orientant le choix de la composition de ces vecteurs vers des relations types caractéristiques 
des ontologies (synonymie, hyperonymie et antonymie). 
Un Vecteur Conceptuel est construit à partir des items lexicaux associés au terme en 
question, selon des liens de synonymie, d'hyperonymie ou d'antonymie, extraits à partir du 
thésaurus. La technique proposée est en fait fondée sur un mariage entre, d'une part, 
l'approche des réseaux sémantiques et des thésaurus, associée au domaine de la 
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représentation des connaissances, et d'autre part, l'approche vectorielle issue des 
« représentations saltoniennes» (Salton, 1968) et de la recherche d'information. Il s'agit en 
d'autres termes, de représenter les termes par des vecteurs conceptuels. 
Le modèle vectoriel n'est pas récent, puisqu'il a été introduit par (Salton, 1968) en 
informatique documentaire. Ce modèle est basé sur la représentation des significations de 
concepts par un espace vectoriel. Sa réhabilitation dans les recherches en TALN a été 
essentiellement motivée par la mise à disposition des chercheurs de grandes bases de textes 
grâce au Web en particulier, alors que précédemment, ces recherches passaient par des phases 
ardues de constitution de corpus d'expérience (Jalabert et al, 2004). 
Les vecteurs conceptuels s'inspirent également d'une façon ultime de l'Analyse Formelle de 
Concepts (AFC), détaillée dans la section 2.5.3.2. Le modèle de vecteurs conceptuels 
s'appuie sur la projection dans un modèle mathématique de la notion linguistique de champ 
sémantique. Un vecteur correspond donc à une com?inaison linéaire d'autres idées, termes, 
sens, sous forme de réseau et d'interdépendances. Ce vecteur, bien qu'il représente des ,mots 
extraits d'un thésaurus sert ultimement à une interprétation conceptuelle. Cette représentation 
homogène des interdépendances, quelle que soit la granularité, est très avantageuse pour la 
classification des textes, l'indexation, la recherche évoluée d'information et spécialement 
pour notre cas, la recherche de relations sémantiques entre les termes. 
La façon choisie de représentation du contenu des vecteurs conceptuels dépend des fins pour 
lesquelles ces vecteurs sont utilisés. L'approche des vecteurs conceptuels que nous avons 
adoptée s'inspire du modèle vectoriel de Salton, mais elle en diffère en ce que nous faisons 
l'hypothèse qu'il existe un jeu de concepts prédéterminé par les lexicologues quand ils 
réalisent un thésaurus. Par exemple, pour découvrir dès relations de synonymie ou 
d'antonymie, les vecteurs conceptuels peuvent être construits à partir du lexique représentant 
le sens de chacun des termes. Ainsi, ce genre de relations est découvert en calculant la 
distance sémantique entre les couples de vecteurs (Hearst, 1992 ; Schwab et al, 2002). Le rôle 
du sens joue dans ce cas, un rôle certes important, mais insuffisant pour découvrir des 
relations de synonymie ou d'antonymie (Jalabert et al, 2004). 
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Avant de détailler notre choix de représentation du contenu des vecteurs conceptuels, nous 
discutons dans ce qui suit, du choix de Wordnet comme exemple de thésaurus servant de 
source terminologique pour nos Vecteurs Conceptuels. 
3.2.6.1 Wordnet comme base de données lexicale 
En tant que base de données lexicale, Wordnet (Feilbaum, 1998 ; Miller et al, 1993) est 
considérée comme une des ressources les plus importantes qui soit disponible pour les 
chercheurs de la linguistique computationnelle, l'analyse textuelle ainsi que d'autres 
domaines reliés. Son architecture est inspirée des théories psycholinguistique et 
computationnelle de la mémoire lexicale de l'humain. Cette base de données lexicale consiste 
en plusieurs réseaux de lexèmes où chaque nœud correspond à un concept et est représenté 
par un ensemble de mots, constituant ainsi un « synset ». Elle fournit une brève définition 
(glass) de chacun des termes. Les synsets sont définis selon quatre principales catégories 
syntaxiques (nom, verbe, adjectif et adverbe). 
L'application Wordnet, disponible en ligne, présente les différentes définitions d'un terme, 
mais aussi les termes qui lui sont sémantiquement associés selon certaines relations 
spécifiques. Ainsi, il est possible d'obtenir les différents termes partageant l'une ou l'autre 
des relations sémantiques avec le terme initial. Plusieurs relations générant les réseaux 
sémantiques peuvent être explorées. Parmi celles-ci, on retrouve entre autres, les relations de 
synonymie, hyperonymie, hyponymie, holonymie, méronymie, antonymie, causalité, etc. 
Nous rappelons dans ce qui suit les définitions de ces relations: 
Un synonyme est un mot ou expression dont le sens est identique ou semblable à 
celui d'un autre mot ou d'une autre expression. (Par exemple, heureux et content) 
L'hyperonyme qualifie un terme dont le sens inclut le sens (ou les sens) d'un ou de 
plusieurs autres termes, appelés alors hyponymes. (Par exemple, animal est un 
hyperonyme de cheval). L' hyponyme, par opposition à l'hyperonyme, est un terme 
plus spécifique. (Par exemple,jer est un hyponyme de métal). 
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L'holonyme est un terme lié à un autre terme par une relation sémantique de tout à 
partie. Par contre, le méronyme est un terme qui fait partie d'un tout. Par exemple, le 
bras (méronyme) est une partie du corps (holonyme). 
Un antonyme est un mot dont Je sens est opposé à un autre. (Par exemple, chaud est 
un antonyme de froid). 
Dans plusieurs travaux, Wordnet est utilisée comme base lexicale pour évaluer l'association 
sémantique entre des couples de termes. Parmi les mesures les plus fréquemment citées, on 
note celles de (Banerjee et al, 2002 ; Hirst et al, 1998 ; Leacock et al, 1998 ; Lin, 1998 ; 
Jiang et al, 1997; Resnik, 1995). Toutes ces mesures permettent de calculer l'association 
sémantique entre des couples de termes par une valeur numérique. 
(Leacock et al, 1998) se basent sur la longueur du chemin entre deux concepts clet c2 à 
travers la hiérarchie est-un (is-a) de Wordnet. La longueur du chemin est ainsi mesurée par la 
profondeur de la hiérarchie dans laquelle les termes existent pour obtenir leur degré 
d'association sémantique. 
(Resnik, 1995) a introduit une mesure basée sur le contenu informationnel, qui est une valeur 
indiquant la spécificité du terme. Ces valeurs sont extraites à partir du corpus et sont utilisées 
pour enrichir les termes dans la hiérarchie is-a de Wordnet. La mesure d'association 
sémantique entre deux termes est le contenu informationnel que le terme le plus spécifique 
partage avec l'autre terme. Jiang et ses collaborateurs ont développé davantage la mesure de 
Resnik (Resnik, 1995) pour combiner les contenus informationnels des deux termes ainsi que 
leur terme commun le plus spécifique (Jiang et al, 1997). Lin a également étendu la mesure 
de Resnik en considérant le ratio du contenu informationnel partagé par rapport à ceux des 
termes individuels (Lin, 1998). 
(Banerjee et al, 2003) ont introduit la notion de <<Extended Gloss Overlaps» , qui est une 
mesure déterminant le lien de parenté sémantique entre deux termes en calculant le nombre 
de termes communs dans chacune de leurs définitions. Les définitions extraites de Wordnet 
sont enrichies par celles des termes qui sont directement liés par une relation (synset) de 
Wordnet. (Patwardhan et al, 2006) ont également utilisé cette même technique. 
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3.2.6.2 Contenu des Vecteurs Conceptuels 
Les relations caractéristiques des ontologies sont principalement celles d'hyperonymie et 
d'hyponymie, mais aussi de synonymie, antonymie, holonymie, méronymie. Nous avons 
ainsi, envisagé ce genre de relations pour construire nos vecteurs conceptuels plutôt que de se 
limiter au sens de chaque terme. Nous nous sommes toutefois limités aux relations de 
synonymie, d'hyperonymie et d'antonymie pour des raisons que nous détaillons plus loin. 
La représentation des termes sous forme de vecteurs conceptuels a été réalisée de la façon 
suivante: 
Pour chaque couple de termes (T" T2), deux vecteurs conceptuels VCn et VCn sont 
construits à partir des synonymes (Sn et Sn), hyperonymes (Hn et Hn ) et antonymes (An et 
An) de chacun des termes TI et T2• Ainsi: 
VCn : [Sn, HTl , An] 
VCn : [Sn, HT2, An] 
Par exemple, les vecteurs conceptuels du couple (Wireless, Network) sont composés des 
lexiques suivants: 
Synonymes Hyperonymes Antonymes 
radio, broadcasting, telecommunication, telecom, 0 
radiocommunicalio medium, means, instrumentality, 
n, radioJeceiver, instrumentation, artifact, artefact, object, 
Wireless receiving_set, physicaCobject, entity, who/e, who/e_thing, 
radio_set, tuner unit, receiver, receiving_system, set, 
electronic_equipment, equipment 
web, net, mesh, system, scheme, group, grouping, 0 
meshing, meshwork, communication_system, facility, installation, 
Network electronic network communication_equipment, artifact, artefact, 
object, physicaCobject, entity, who/e, 
who/e_thing, unit, fabric, cloth, material, 
textile, instrumentality, instrumentation 
Tableau 3.2 : Composition des vecteurs conceptuels de (Wireless, Network) 
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Ainsi, les VC respectifs sont les suivants: 
•	 Wireless: [radio, radiocommunication, radioJeceiver, receiving_set, radio_set, 
tuner, broadcasting, telecommunication, telecom, medium, means, instrumentality, 
instrumentation, artifact, artefact, object, physicaCobject, entity, whole, 
whole_thing, unit, receiver, receiving_system, set, electronic_equipment, equipment] 
•	 Network: [web, net, mesh, meshing, meshwork, electronic_network, system, scheme, 
group, grouping, communication_system, communication_equipment, facility, 
installation, artifact, artefact, object, physicaCobject, entity, whole, whole_thing, 
unit,fabric, eloth, material, textile, instrumentality, instrumentation] 
Ensuite, un vecteur VCTl ,T2 est construit à partir de l'union des lexiques des vecteurs VCTI et 
VCn: 
Par exemple: Vecteur Union (Wireless, Network): [radio, radiocommunication, 
radioJeceiver, receiving_set, radio_set, tuner, broadcasting, telecommunication, telecom, 
medium, means, instrumentality, instrumentation, artifact, artefact, object, physical_object, 
entity, whole, whole_thing, unit, receiver, receiving_system, set, electronic_equipment, 
equipment, network, web, net, mesh, meshing, meshwork, electronic_network, system, 
scheme, group, grouping, communication_system, communication_equipment, facility, 
installation,fabric, eloth, material, textile]. 
Le terme Tl (respectivement T2) est mathématiquement représenté par un vecteur VCTl ,T2 
(respectivement VCn,Tl), composé d'une suite de 0 et 1 dépendamment de l'existence ou non 
des composants de VCTl,n (respectivement VCn,TI) parmi les synonymes, hyperonymes et 
antonymes du terme Tl (respectivement T2). 
En pratique, plus VCT1,n est grand, plus fine sera la description de termes reliés, offerte par le 
vecteur, mais plus sa manipulation informatique peut être lourde, spécialement si "on traite 
un grand volume de données. Ainsi, d'autres relations entre termes comme l'holonymie, la 
méronymie, et l'hyponymie n'ont pas été considérées dans nos vecteurs conceptuels. En 
effet, bien que ces relations puissent enrichir ces vecteurs, elles alourdissent leur traitement 
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informatique. De plus, dans la mesure où une relation sémantique entre deux termes TI et T2 
sera découverte en se basant sur la coexistence d'un ensemble de termes communs à 
l'intérieur de YTI,n et Yn,TI, le nombre de termes communs serait relativement « dilué» si 
les vecteurs conceptuels sont de grande taille. 
Les vecteurs conceptuels sont généralement utilisés avec la mesure du cosinus de l'angle 
entre les deux vecteurs pour prendre des décisions par rapport à la qualité d'association entre 
les termes. 
3.2.6.3 Mesures d'association sémantique 
Dans la mesure où les termes sont représentés par des vecteurs conceptuels, les mesures 
d'association sémantique sont mieux conceptualisées à l'aide de mesures de similarité 
vectorielle. Plusieurs mesures peuvent être considérées. Nous commentons dans ce qui suit 
les mesures suivantes: 
- Coefficient d'apariement =VC T1 ,T2 nVCn,TI 
Cette mesure compte simplement le nombre d'entrées non nulles dans chacun des vecteurs. 
Contrairement aux autres mesures, elle ne tient pas compte de la taille des vecteurs et du 
nombre total des entrées non nulles dans chacun. 
. . 2I VCT1T2 nVCT2T1 1 
- Cœfficlent de «Dlce» = ' , 
1 VCTI ,T2 1 + 1 VCn,TI 1 
Ce coefficient normalise la taille des vecteurs en divisant par le nombre total des entrées non 
nulles. Cette mesure est multipliée par 2 pour avoir une valeur comprise entre 0 et 1. La 
valeur « 1 » indique que les vecteurs sont identiques. 
. . 1 VCTI T2 n VCnTi 1 
- CoeffiCIent de Jacquard (ou Tammoto) = ' , 
1 VCTI,n uVCn,TI 1 
Cette mesure pénalise davantage que le cœfficient de «Dice », un petit nombre d'entrées 
communes par rapport à la proportion de toutes les entrées non nulles. 
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. IVCTlT2 nVCT2T1 1 
- CoeffiCIent de chevauchement (Overlap) = ' , 
. min(1 VCTI ,T21,1 VCn,Tl 1) 
Cette mesure est caractérisée par la spécificité de l'inclusion. La valeur de cette mesure est de 
« 1 » si toute entrée non nulle du premier vecteur est aussi non nulle pour le second vecteur et 
vice versa (en d'autres termes VCTl ,T2 ç VCn,TI ou VCn,TI ç VCTl ,T2)' 
. 1 VCTI T2 n VCn Tl 1 
- COSinus: cos(VCTI T2' VCT2Tl ) = ~' , 
, . 1VCTI ,T2 X VCT2,TI 1 
Le cosinus est identique au coefficient de « Dice » pour les vecteurs ayant le même nombre 
d'entrées non nulles, mais il pénalise moins les cas où le nombre des entrées non nulles est 
très différent. Par exemple, si on compare un vecteur ayant une seule entrée non nulle avec 
un autre ayant 1000 entrées non nulles et une seule entrée commune, alors le coefficient de 
« Dice »est de 2*1/(1+1000) = 0.002 et le cos est de 1/ .JI 000 *1 =0.03 
Cette propriété du cosinus est importante pour notre cas dans la mesure où nous comparons 
souvent des vecteurs conceptuels de dimensions différentes. 
De plus, le repérage de proximité sémantique entre vecteurs conceptuels se base 
principalement sur la présence d'entrées communes dans les deux vecteurs. Cette propriété 
est spéc~fiquementbien représentée par la formule du Cosinus. La valeur de cette mesure est 
comprise entre 0 et 1. La valeur 0 correspond à deux vecteurs orthogonaux, et la valeur 1 
correspond à deux vecteurs identiques. 
Nous avons ainsi opté pour cette dernière mesure comme coefficient pour repérer la 
proximité sémantique entre les termes. Soit RS(T" T2) la mesure de la relation sémantique 




V V IVTl ,T2;XVT2,TI; 
TI,T2' T2,TI ;=1RS(VTl T2' V)T2 Tl = cos TI T2'V) = =---;===::~==--r====(V T2 TI 
., ,. 1 V TI ,T2 1 X 1 V T2,Tl 1 ~ 2 ~ V 
LJ V TI ,T2 i X LJ T2,Tl; 
;=1 ;=1 
Par exemple: 
0Cos (Wireless, Network) = .1 =0,013 
26x 28 
Ces deux vecteurs conceptuels partagent en effet, 1° entrées lexicales communes 
(instrumentality, instrumentation, artifact, artefact, abject, physical_abject, entity, whole, 
whole_thing, unit) sur un total de 45. La valeur du cosinus (0,013) confirme effectivement la 
relation sémantique entre Wireless et Network. Une valeur supérieure à un seuil zéro permet 
de constater une relation potentielle. Ce seuil peut être établi à un niveau plus élevé si le type 
de relations visées est relativement fort. 
En uti lisant cette mesure de relation sémantique entre les vecteurs conceptuels, nous 
identifions les couples de termes présentant une forte probabilité d'être sémantiquement 
associés. Toutes ces relations entre termes doivent être vérifiées et analysées par un expert 
pour confirmer leur pertinence par rapport à l'ontologie courante. 
Les itérations relatives à l'application de l'ISL et des VC sont appliquées pour chacune des 
classes de termes identifiées lors de l'étape de la classification textuelle. 
3.2.7 Mise à jour de l'ontologie 
Finalement, les nouveaux termes, ne figurant pas dans l'ontologie courante, ainsi que leurs 
relations, sont intégrés dans l'ontologie de domaine. Tel que défini dans les objectifs de la 
thèse, nous nous limitons dans notre modèle au processus de conceptualisation de l'ontologie. 
L'ontologisation et l'opérationnalisation ne seront pas traitées. Nous présentons toutefois, 
une réflexion sur les conséquences des changements touchant les ontologies. Lors d'un 
104 
processus de mise-à-jour, il est primordial de focaliser spécifiquement sur la consistance 
continue, tant de l'ontologie que des systèmes utilisant cette ontologie. 
Dans l'objectif de faciliter l'intégration des nouveaux termes dans l'ontologie, il est 
important d'avoir une vue d'ensemble plus claire sur les termes figurant dans l'ontologie 
courante, en vue de mieux visualiser les interdépendances des anciens termes avec les 
nouveaux. Le processus de maintenance doit en effet, évoluer en fonction de la situation 
actuelle de l'ontologie. En d'autres termes, un outil d'assistance à la maintenance doit 
nécessairement prévoir une visualisation superposée, intégrant tant les termes et les relations 
de l'ontologie courante que ceux proposés comme candidats pour la maintenance. 
La variété des causes et des conséquences de l'évolution de l'ontologie fait de sa 
maintenance un processus particulièrement complexe. Les changements élémentaires 
susceptibles d'être apportés à une ontologie consistent en l'ajout, la modification ou la 
suppression d'éléments; à savoir un terme, une relation entre termes, un axiome, l'étendu 
d'une propriété, etc. 
Les ontologies sont construites pour des usages multiples. Outre la prISe en compte du 
contexte spécifique à J'application, son environnement, ses propres contraintes et son champ 
d'application, l'implication de l'utilisateur dans le processus d'évolution permet de garantir 
une ontologie plus adaptée aux besoins des utilisateurs. Par ailleurs, pour les applications à 
utilisation étendue, telles que celles du Web sémantique, les ontologies sont construites et 
maintenues dans' des environnements dynamiques et distribués. Par conséquent, 
l'environnement de maintenance doit supporter la collaboration entre plusieurs utilisateurs 
distribués dans l'espace26 • 
Une stratégie de gestion de l'évolution d'une ontologie doit prévoir un mécanisme 
d'inférence cohérent régissant l'ensemble des termes, des relations entre tennes et des 
axiomes en vue de formaliser cette évolution. Ce mécanisme assiste l'expert chargé de la 
maintenance, en proposant l'application de certaines règles, dont nous en citons quelques 
unes ci-après. La conformité automatique des changements ontologiques avec ces règles 
26 Cette dimension est supportée par une architecture de type client/serveur 
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garantit la cohérence de l'ontologie, sans se préoccuper d'une vérification explicite (Franconi 
et al, 2000). 
Nous présentons ci-après, les principales opérations de changements qui peuvent être 
apportées à une ontologie et discutons de leurs effets, spécialement, sur les instances de 
classes annotées suivant l'ancienne ontologie27 . Nous rappelons ici qu'une classe28 réfère à 
un concept ou un terme du domaine. Elle est définie par des propriétés, formulées sous forme 
de restrictions, c'est-à-dire des formules de la logique de description. Les classes sont 
structurées de façon hiérarchique, de sorte qu'une classe hérite les propriétés de sa super­
classe. 
Les effets des changements sur les instances de classes peuvent donc être résumés comme 
suit: 
•	 La suppression d'une classe C déplace ses instances vers la super-classe. Les instances 
deviennent moins spécifiques. 
•	 La création d'une nouvelle classe C n'a généralement pas d'effet particulier sur les 
données de l'ontologie, sauf si des instances existantes sont des instances de C. 
•	 L'ajout d'une propriété P à la classe C n'affecte pas les données. 
•	 La suppression d'une propriété P de la classe C nécessite la suppression des valeurs de 
cette propriété pour toutes les instances. 
•	 Le rattachement d'une propriété P à une classe C ne détruit pas les données. 
•	 L'ajout d'un lien de spécialisation entre une sous-classe SousC et une super-classe 
SuperC conduit à la création de nouvelles propriétés au niveau de SousC, héritées de 
SuperC. Par contre, la suppression de ce lien entraîne celle des propriétés héritées de 
SuperC et la suppression des valeurs de ces propriétés pour les instances de SousC. 
•	 La transformation d'une instance 1 en une classe C n'affecte pas les données. Une 
transformation inverse rend les instances de C moins spécifiquement typées. 
28 Dans le domaine des ontologies 
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•	 La déclaration de deux classes Cl et C2 comme disjointes rend leurs instances invalides. 
•	 La déclaration d'une propriété P comme transitive ou symétrique pourrait remettre en 
cause certaines des valeurs de P ne respectant pas ces deux caractéristiques. 
•	 Le déplacement d'une propriété P de la sous-classe SousC à la super-classe SuperC 
n'affecte pas le lien d'héritage de P dans SousC et les instances préservent leurs valeurs 
de P. Par contre pour un déplacement inverse, les valeurs de P pour les instances de 
SuperC sont détruites. 
•	 Le déplacement d'une super-classe d'une classe C à un niveau plus élevé (c'est-à-dire 
plus général) dans la hiérarchie conduit à une situation où C possède encore des 
propriétés qui héritent directement de cette super-classe. Par conséquent, les valeurs des 
propriétés, pour les instances de C, sont perdues. Par contre, le déplacement d'une super­
classe d'une classe C à un niveau plus bas dans la hiérarchie (c'est-à-dire plus 
spécifique), pourrait conduire à l'enrichissement de C par des propriétés additionnelles 
héritées. Aucune des données n'est perdue. 
•	 Les valeurs d'une propriété P restent valides si une restriction29 relative à P se trouve 
élargie. Par exemple: augmenter le nombre de valeurs possibles, diminuer le nombre de 
valeurs exigées, rajouter une classe à l'étendue ou remplacer une classe existante dans 
l'étendue par sa super-classe, etc. Par contre, si la restriction se trouve plus contraignante 
(moins élargie), les valeurs de P, ne respectant pas ces restrictions, deviennent invalides. 
Par exemple: diminuer le nombre de valeurs possibles, augmenter le nombre de valeurs 
exigées, supprimer une classe de l'étendue ou la remplacer par une sous-classe, etc. 
•	 La fusion de classes (super-classes et sous-classes) n'affecte pas les valeurs des 
propriétés si ces dernières sont transférées vers la classe de fusion. Toutefois, la règle du 
rajout d'un lien de sous-classe doit être respectée. 
•	 La division d'une classe en différentes classes n'entraîne pas une perte de données. 
29 Une restriction est une condition que la valeur de la propriété en question doit satisfaire. 
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3.2.8 Conclusion 
Nous avons présenté un modèle et des outils d'assistance au développement et à la 
maintenance des ontologies en se basant sur une approche semi-automatique, qui a l'avantage 
d'être indépendante de la langue et est applicable à de larges données textuelles. Notre 
contribution vise en fait, à remédier aux lacunes méthodologiques et au manque d'outils, 
intégrant la fonctionnalité de maintenance dans le domaine de l'ingénierie des ontologies. 
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CHAPITRE IV 
IMPLÉMENTATION ET EXPÉRIMENTATION 
Dans l'objectif d'évaluer le modèle proposé, une expérimentation a été réalisée en vue de 
valider l'approche proposée. Le modèle a été en partie implémenté puis testé sur un corpus. 
Le domaine d'expérimentation est celui des télécommunications sans fil. 
Nous présentons dans ce chapitre les logiciels utilisés. Nous expliquons par la suite, comment 
le corpus a été constitué. La troisième section traite du processus d'expérimentation et de 
l'évaluation des résultats. Enfin, la dernière section détaille la validation des résultats à la 
lumière des hypothèses de recherche préalablement établies. 
4.1 Logiciels utilisés 
L'expérimentation a été accomplie sur le corpus constitué en utilisant des modules de la 
plateforme SATIM ; Gramexco et ONTOLOGICO. Le premier module est une chaîne de 
traitements déjà existante. Nous avons implémenté Je deuxième module pour les besoins de 
cette thèse. 
4.1.2 Plateforme SATIM 
La plateforme SATIM (Système d'ANalyse et de Traitement de l'Information 
Multidimensionnelle) (Biskri et al, 2002) est un outil informatique générique qui est le 
résultat de plusieurs années de recherche portant sur le traitement de l'information. Elle fût 
développée au Laboratoire d'ANalyse de l'Information (LANCI), sous la direction de Jean­
Guy Meunier. La version actuelle fût programmée sous la direction d'Ismail Biskri de 
l'Université du Québec à Trois-Rivières. 
En tant que système de traitement d'information, SATIM permet l'exploration et 
l'expérimentation de différents types d'analyses grâce à sa modularité, sa flexibilité, ses 
diverses fonctions d'analyse et sa capacité d'adaptation par rapport à la croissance des 
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données textuelles. Cet outil permet, par l'organisation et l'interaction entre différents 
modules indépendants, la construction de différentes chaînes de traitements pouvant effectuer 
diverses tâches liées au traitement de l'information en fonction de la nature des données à 
analyser (texte, image, son ... ). Les chaînes de traitements construites à partir de SATIM sont 
destinées entre autres à la classification (Meunier et al, 2005), la production de résumés 
automatiques, d'index, de thésaurus, d'ontologies (Gargouri et al, 2003), de liens hypertextes 
(Nault, 2001), d'analyse lexicale, d'extraction des connaissances et d'analyses thématiques 
(Forest et al, 2001). 
L'organisation des modules dans une chaîne de traitement doit respecter l'homogénéité des 
données communiquées entre les modules. Ainsi, les outputs des modules sont dans un 
format compatible avec celui des intrants des modules suivants. Il relève de l'utilisateur 
d'agencer de manière optimale les différents modules qu'il aura choisis en fonction de 
l'objectif souhaité. Une fois confirmée et validée par l'utilisateur, la chaîne de traitements 
pourra être figée afin d'en faire un agent. autonome réutilisable, tel que Numexco et 
Gramexco qui sont destinées au traitement des données textuelles. 
4.1.3 Chaîne de traitement ONTOLOGICO 
Le modèle proposé ONTOLOGICO (détaillé dans la section 3.2) a été en partie implémenté 
sous forme d'une chaîne de traitements au sein de la plate-forme SATIM. Cette chaîne de 
traitements utilise celle de Gramexco qui sert à la classification. Ainsi, ONTOLOGICO 
procède à l'extraction de termes reliés en traitant le lexique généré par Gramexco. 
Dans l'objectif d'évaluer le modèle proposé dans cette thèse, deux modules ont été 
implémentés au niveau de la chaîne de traitement ONTOLOGICO, à savoir le module ISL, 
associé avec la DVS et le module Vecteurs Conceptuels. L'annexe 5 présente l'algorithme 
DVS utilisé. Le langage de programmation choisi est Java. Ce choix est justifié tout 
simplement par des objectifs de portabilité, de continuité et d'extensibilité future, au niveau 
de la plateforme SATIM compte tenu de l'aspect modulaire qu'offrent les langages Orientés 
Objets. Cette mqdularité constitue un choix pratique particulièrement puissant, permettant 
entre autres, la possibilité de réutilisation de certains de ces modules pour d'autres objectifs 
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d'analyses textuelles, amsl que l'intégration de nouveaux modules répondant à des 
fonctionnalités complémentaires. 
L'architecture de la chaîne de traitements ONTOLOGICO (Figure 4.1) est détaillée comme 
suit: 
4.1.3.1 Gramexco 
La chaîne de traitements Gramexco vise à procéder à la classification textuelle. Dans une 
première étape, un extracteur de termes génère le lexique du corpus et les n-grams 
correspondant à ce lexique. Ensuite, un lemmatiseur est appliqué pour remplacer les mots par 
leurs lemmes correspondants. L'utilisateur procède par la suite, au filtrage du lexique. Le 
corpus est ensuite segmenté selon une taille choisie par l'utilisateur. En se basant sur le 
lexique retenu (UNIFs) et les segments de documents (DOMIFs), un classifieur ARTl génère 
des classes de segments. 
Le processus de classification génère finalement des classes de termes potentiellement reliés, 
construits à partir de l'intersection des termes qui cooccurrent ensemble à travers chacune des 
classes de segments. Ce sont en fait, ces termes en particulier qui ont fait en sorte que les 
segments de documents se regroupent dans une même classe. Le résultat de la classification 
est finalement stocké dans une base de données Access (classes.mdb). 
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Figure 4.1: Architecture de la chaîne de traitements ONTOLOGICO 
4.1.3.2 Modules ISL et Vecteurs Conceptuels 
Le moduleISL génère, à partir de chaque classe de termes, les couples de termes qui sont 
potentiellement reliés en se basant sur l'Indexation Sémantique Latente ainsi que sur la 
Décomposition en Valeurs singulières (tel que détaillé dans la section 3.2.3). Le module 
Vecteurs Conceptuels génère les vecteurs conceptuels de chaque couple de ~ermes et calcule 
la valeur du cosinus de l'angle entre ces vecteurs. 

















Figure 4.2 : Interface graphique d'ONTOLOGICO 
Connexion à la base de données: la première étape consiste à ouvrir une connexion 
à la base de données classes.mdb, en choisissant le menu File et le sous-menu 
OpenDatabase. 
Chargement des classes: la liste de classes de termes, générées par Gramexco, est 
automatiquement chargée. Ces classes sont identifiées par des numéros 
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d'identification. En sélectionnant un numéro, la liste de termes de la classe 
correspondante est affichée. 
Filtrage de termes: cette fonctionnalité permet à l'utilisateur de filtrer les termes 
d'une classe donnée, en éliminant ceux considérés comme bruit, par rapport à 
l'ontologie de domaine. L'utilisateur sélectionne les termes à filtrer (en utilisant la 
touche Ctrl) puis clique sur le bouton Delete. La liste de termes retenus est affichée 
plus bas. 
Génération des poids d'association: en cliquant sur Get relations, les modules fSL 
et Vecteurs conceptuels sont exécutés. Le premier module génère des poids 
d'association entre des couples de termes. Ces valeurs sont affichées dans un tableau, 
tel qu'illustré à la figure (Figure 4.2). Chaque cellule de ce tableau affiche deux 
valeurs; celle de gauche représente le poids d'association, selon l'ISL, d'un couple 
de termes et celle de droite indique la valeur du cosinus de l'angle entre les vecteurs 
conceptuels relatifs à ce même couple de termes. 
Les résultats générés peuvent être classés dans 2 catégories de relations entre termes: 
la catégorie A, regroupant les relations très fortes; il s'agit des relations qui sont 
confirmées tant par l'ISL que par les Vecteurs Conceptuels. Les valeurs 
correspondant à ces relations sont en rouge. La catégorie B, regroupant des relations 
fortes qui sont repérées exclusivement par l'une ou l'autre des deux techniques (ISL 
ou vecteurs conceptuels) ; les valeurs correspondant à ces relations sont en bleu. 
Confirmation des relations: sur la base de ces deux valeurs données, l'utilisateur 
confirme la relation pour un couple de termes donnés, en double cliquant sur la 
cellule correspondante. Ce couple de terme est par conséquent, rajouté à la liste des 
relations retenues (au dessous). 
Chargement des relations dans la base de données: une fois la liste des relations 
retenues achevée, l'utilisateur clique sur le bouton « Confirm relations ». La liste est 
enfin chargée dans la base de données. 
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4.2 Constitution de corpus 
Le corpus choisi est une collection de documents techniques relatifs au domaine des 
télécommunications sans fil30. Il contient 6985 lignes et 840 000 mots. Le corpus est en 
anglais. Le choix de la langue est tout simplement motivé par la disponibilité en ligne du 
thésaurus Wordnet en anglais. 
Les textes, objets de notre expérimentation, sont sélectionnés à partir d'une documentation 
technique relative au domaine des télécommunications sans fil. Cette sélection est élaborée 
en faisant recours à des experts du domaine. En effet, un domaine n'est pas seulement défini 
par le champ de connaissances qu'il couvre, mais aussi par le point de vue sous lequel les 
utilisateurs de l'ontologie considèrent ce champ de connaissances (Uschold et al, 1995). 
Ainsi, le corpus constitué pour construire une ontologie des connaissances médicales ne sera 
pas le même si le public visé est constitué de médecins ou si le public visé n'a pas de 
connaissances particulières dans ce domaine, en particulier en ce qui concerne la granularité 
du corpus et des connaissances modélisées. 
Les textes collectés proviennent principalement du Web. Bien que le Web soit une source 
considérable de textes relatifs à un domaine précis, il n'est toutefois pas dépourvu de défauts. 
Par exemple, il est fréquent de trouver des phrases qui apparaissent de manière récurrente 
dans plusieurs pages d'un même site. On trouve aussi des phrases, provenant de citations ou 
de dépêches journalistiques, qui se retrouvent sur plusieurs sites différents, parfois telles 
quelles, parfois légèrement reformulées. Ces phrases récurrentes faussent les statistiques de 
fréquence utilisées pour la classification ainsi que l'ISL. Il a donc fallu identifier et éliminer 
automatiquement les phrases identiques ou trop similaires. 
4.3 Expérimentation et évaluation des résultats 
L'expérimentation a été réalisée en appliquant le modèle ONTOLOGICO et les outils 
associés sur le corpus sélectionné. Ce dernier a été segmenté sous forme de paragraphes et 
soumis à un processus de classification en utilisant GRAMEXCO. Ce processus a généré 140 
classes de segments. 
JO Le corpus a été constitué principalement de documents collectés sur Internet. 
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Ensuite, nous avons extrait pour chaque classe de segments, le lexique représentant 
l'intersection des termes appartenant aux segments de cette classe. Cette étape génère ainsi 
des classes de termes qui sont potentiellement reliés. 
Le tableau suivant (Tableau 4.1) illustre un extrait de quelques classes de termes obtenues 
suite à ce processus de classification. L'annexe 3 illustre d'autres exemples de classes de 
termes générées par Gramexco. La classe numéro 19 par exemple, renferme les termes 
suivants: access, broadband, dater, inc, integrated, international, local, market, PC, room, 
wireless. La cooccurrence de ces termes à travers le corpus laisse entendre que les segments 
de documents, renfermant ces termes, parlent des mêmes sujets ou du moins de sujets 
associés. 
Cette cooccurrence explique d'ailleurs des relations sémantiques entre des couples de termes, 
que nous sommes déjà en mesure de repérer. Par exemple: (access, wireless), (local, 
market), (international, local) ... 
L'ensemble de ces classes de termes est ensuite traité par ONTOLOGICO. L'annexe 4 
montre un exemple de ce qu'ONTOLOGICO génère comme résultats pour la classe numéro 
7. Dans cette annexe, les tableaux présentent les valeurs de l'ISL (qui se trouvent dans la 
partie gauche de chaque cellule) ainsi que le cosinus (dans la partie droite) de chaque couple 
de termes de cette classe. 
Reprenons l'exemple du couple (Wireless, Network). Nous obtenons la valeur de cosinus 
suivante: 
nIVTI ,T2;2 X 
i=l 
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N. Classe Termes de la classe 
6 advance, broadband, enable, end, fixed, network, new, service, technique, technology, 
user, wireless 
7 access, advanced, bandwidth, broadband, connectivity, countries, dater, developed, 
digital, enables, facility, fixed, frequency, high, home, hopping, information, large, 
links, most, needs, network, networks, operators, pcs, personal, protocols, satellite, 
service, small, solution, spectrum, speed, spread, symmetrical, technique, technology, 
used, user, users, very, video, wireless 
9 access, also, alternative, available, bandwidth, business, copper, dater, devoir, 
enhanced, expensive, fiber, high, internet, kbps, mbps, new, pair, speed, symmetrical, 
twisted 
10 additional, allocated, allocation, alternative, available, communication, countries, 
currently, dater, different, europe, frequencies, most, offered, public, required, service, 
spectrum, wireless 
Il access, building, expansion, figure, new, office, over, quickly, voice, wireless 
13 airlan, allows, analog, based, being, cable, called, code, connected, dater, developed, 
direct, fiber, figure, large, line, most, multiple, new, radio, see, sequence, spectrum, 
spread, technology, telephone, used, what, which, wireless 
15 line, modems, multiple, pair, phone, table, twisted 
16 access, adapter, alternative, although, area, business, cdma, cellular, code, 
communication, countries, dater, digital, division, fiber, fixed, frequency, gsm, have, 
ieee, issu, its, lan, lans, latin, links, mobile, multiple, network, networks, personal, 
ranger, systems, time, transport, used, user, various, video, wireless, world 
17 asymmetrical, broadband, copper, downstream, kbps, line, low, mbps, medium, 
phone, satellite, small, upstream " 
18 cost, hopping, lans, networks, provide, requires, scalable, sequence, service, solution, 
transmitters, two, used, wireless 
19 access, broadband, dater, inc, integrated, international, local, market, pc, room, 
wireless 
20 CISCO, content, LANS, links, wireless 
21 currently, direct, frequency, hopping, infrared, microwave, radio, sequence, spectrum, 
spread, technique, transmission, transmitter, user 
26 access, additional, available, business, communication, digital, europe, has, ieee, 
local, made, mobile, multiple, networks, spectrum, using, wireless 
27 access, based, communication, hill, incorporated, international, mcgraw, medium, 
mobile, personal, providing, satellite, system, wireless 
29 access, alternative, asymmetrical, available, broadband, cisco, company, dater, fixed, 
frequency, incorporated, infrared, international, lan, local, low, networking, networks, 
product, products, provide, rat, scalable, shared, solution, standard, symmetrical, 
systems, through, used, wireless 
31 allocation, american, ana log, countries, digital, europe, frequencies, latin, like, mbz, 
spectrum, vs 
33 american, analog, cellular, digital, latin, most, now, operators, primarily, quality, 
systems, using, voice
 
Tableau 4.1 : Extrait de quelques classes de termes générées par Gramexco.
 
117 
Ces deux vecteurs conceptuels partagent en effet, 1° entrées lexicales communes 
(instrumentality, instrumentation, artifact, artefact, object, physical_object, entity, whole, 
whole_thing, unit) sur un total de 45. La valeur du cosinus (0.013) confirme effectivement la 
relation sémantique entre Wireless et Network. 
Par ailleurs, la valeur d'ISL (0,377) du couple de termes user et bandwith montre qu'il existe 
une relation sémantique entre ces deux termes en se basant sur les régularités constatées à 
travers le corpus. Cependant, la valeur nulle du cosinus relatif aux vecteurs conceptuels 
respectifs n'indique aucune relation entre ces deux termes. Inversement, le couple de termes 
frequency et video présente une relation sémantique selon les vecteurs conceptuels (cosinus = 
0,007), mais, aucune relation selon l'ISL. 
Les relations générées par ONTOLOGICOpeuvent être classées dans 2 catégories de 
relations entre termes: 
la catégorie (A), regroupant les relations très fortes; il s'agit des relations qui sont 
confirmées tant par l'ISL que les vecteurs conceptuels. Les valeurs correspondant à 
ces relations sont colorées en rouge par ONTOLOGICO. 
La Catégorie (B) regroupe des relations fortes qui sont repérées exclusivement par 
l'une ou l'autre des deux techniques (ISL ou vecteurs conceptuels). Les valeurs 
correspondant à ces relations sont colorées en bleu par ONTOLOGICO. 
Le tableau suivant (Tableau 4.2) illustre un exemple de relations générées par 
ONTOLOGICO pour une dizaine de classes de termes. Dans ce tableau, la flèche (-7) est 
interprétée comme « relié à ». Par exemple, «New-7 service, technology, user, wireless » est 
interprété comme suit: New est relié à service, New est relié à technology... 
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N. Termes de Relations - Catégorie B Relations ­
Classe la classe Catégorie A 
6 advance, Advance-7 broadband, enable, end, fixed End-7 network, service, 
broadband, network, new, service, technique, technology, technology, user, 
enable, user, wireless wireless 
end, Broadband-7 enable, end, fixed, network, new, Fixed-7 service, 
fixed, service, technology, user, wireless wireless 
network, Enable-7 end, fixed, service, technology, user, Network-7 service, 
new, wireless user, wireless 
service, End-7 fixed, technique Service-7 technology, 
technique, Fixed-7 network, new, , technology, user user, wireless 
technology, Network-7 new, service, technology, user, User-7 wireless 
user, wireless 
wireless New-7 service, technology, user, wireless 
Service-7 technique 
TechnologY-7 user, wireless 
9 access, Access-7 available, bandwidth, copper, dater, Access-7 business, 
alternative, devoir, enhanced, internet, new, speed fiber, high, 
available, Alternative-7 business, dater, devoir, expensive, business-7 high, speed 
bandwidth, fiber, high, new, speed cooper-7 high 
business, Available-7copper, dater, fiber, high, new, pair, fiber-7 high, speed 
copper, speed, symmetrical, twisted high-7pair, speed 
dater, Bandwidth-7business, dater, high, mbps, new, 
devoir, speed, symmetrical 
enhanced, business-7 devoir, expensive, fiber, new, pair 
expensive, Cooper-7dater, enhanced, fiber, kbps, mbps, 
fiber, pair, speed, symmetrical, twisted 
high, Dater-7 high, mbps, new, pair, speed, 
internet, symmetrical, twisted 
kbps, Devoir-7 expensive, fiber, high, speed 
mbps, Enhanced-7 high, kbps, mbps, pair, 
new, symmetrical, twisted 
pair, Expensive-7 fiber, high, speed 
speed, Fiber-7 new, pair, symmetrical 
symmetrical, High-7 internet, kbps, mbps, new, symmetrical, 
twisted twisted 
Internet-7 new, speed 
Kbps-7 mbps, pair, symmetrical, twisted 
Mbps-7 pair, speed, symmetrical, twisted 
New-7 speed 
Pair-7 speed, symmetrical, twisted 
Speed-7 symmetrical 
Symmetrical-7 twisted 
Il access, Access-7 building, expansion, new, voice Access-7 figure, office, 
building, Building-7 expansion, figure, new, office, wireless 
expansion, quickly, voice Building-7 wireless 
figure, expansion-7 figure, voice, wireless expansion-7 office 
new, Figure-7 over, voice Figure-7 office, 
office, New-7 office, quickly, wireless wireless 
over, Office-7 voice Office-7 wireless 

















































Line7modem, multiple, twisted 
Modem7 multiple, pair, phone, table, twisted 
Multiple7 pair, phone, table, twisted 
Pair7 phone, twisted 
Phone7 twisted 
Table7twisted 
Asymmetrical7 broadband, copper, 
downstream, kbps, line, low, mbps, medium, 
phone, satellite, small, upstream 
Broadband7 downstream, low, mbps, medium, 
satellite, small, upstream 
Copper7 downstream, kbps, line, mbps, 
medium, phone, satellite, upstream 
Downstream7 kbps, line, low, mbps, medium, 
phone, satellite, small 
KbpS7 line, mbps, phone, upstream 
Line7 , medium, satellite, small, upstream 
LOW7 mbps, medium, phone, small, upstream 
MbpS7 medium, satellite, upstream 
Medium7 phone, upstream 
Phone7 satellite, upstream 
Satellite-7 upstream 
Sma1l7 upstream 
COSt7 provide, scalable, wireless 
HOpping7 sequence, transmitters, two 
LANS7 networks, used, wireless 
NetworkS7 provide, service, used, wireless 
Provide7 scalable, service, solution, wireless 
Requires7 service, used 
Scalable7 service, solution, wireless 
Sequence7 service, solution, transmitters, two, 
wireless 
Service7 solution, two, used 
Solution7 used 
Transmitters -7 two 
Used7 wireless 
AcceSS7 broadband, dater, integrated, 
international, room 
Broadband7 dater, local, market, wireless 
Dater-7 market, wireless 
Integrated7 pc, room 
International-7 wireless 
Local-7 market, room 
Market7 wireless 
PC7 room, wireless 
Room7 wireless 
Content-7 wireless 
LANS-7 links, wireless 
























LANS, Links-7 wireless 
links, 
wireless 
31 allocation, Allocation-7 American, analog, countries, American-7 Latin 
American, digital, Europe, frequencies, Latin, like, MHz, Analog-7 digital 
ana log, spectrum, vs Europe-7 spectrum 
countries, American-7 countries, Europe, spectrum 
digital, Analog-7 countries, spectrum, vs 
Europe, Countries-7 digital, frequencies, Latin, 
frequencies, spectrum, vs 
Latin, Digital-7 Europe, MHz, spectrum, vs 
like, Europe-7 Europe, frequencies, Latin, like, MHz, 
MHz, Frequencies-7 like, MHz, spectrum 
spectrum, Latin-7 MHz, spectrum 
vs Like-7 MHz, spectrum 
MHz-7 spectrum 
Spectrum-7 vs 
33 American, American-7 operators, primarily, quality, American-7 Latin 
analog, systems, voice Analog-7 digital 
cellular, Analog-7 cellular, operators, quality, systems, Quality-7 voice 
digital, voice 
Latin, Cellular-7 digital, quality, systems, voice 
operators, Digital-7 operators, quality, systems, voice 
primarily, Latin-7 operators, primarily, quality, systems, 
quality, voice 
systems, Operators-7 primarily, quality, systems, voice 
voice PrimarilY-7 systems 
Quality-7 systems 
Systems-7 voice 
Tableau 4.2 : Exemple de relations (fortes et très fortes) générées par ONTOLOGICO 
L'ensemble de ces classes est constitué de 113 termes et de 657 relations possibles entre les 
couples de termes appartenant à une même classe. Pour des fins de simplification, nous 
considérons les relations bidirectionnelles entre deux termes comme étant une seule relation. 
ONTOLOGICO a retenu 54% des relations (soit 358 relations) comme étant des relations 
fortes et 10% comme étant des relations très fortes (soit 65 relations). Enfin, parmi les 
relations retenues, 85% des relations sont découvertes par l'une ou l'autre des techniques de 
l'ISL ou des vecteurs conceptuels. Cette grande proportion montre en partie, la 
complémentarité entre les deux techniques; En effet, si une relation échappe à une technique, 
elle est découverte par l'autre et vice versa. Alors que 15% des relations sont confirmées par 
les deux techniques. Il reste toutefois à évaluer le taux de rappel et de précision de ces 
relations retenues. C'est ce que nous étudions plus loin dans cette section. 
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Le nombre moyen de termes par classe est de Il,3. L'analyse de la distribution moyenne des 
différents types de relations à l'intérieur de chaque classe de termes montre que le nombre 








6 12 66 
9 20 190 
11 10 45 
15 7 21 
17 13 78 
18 14 91 
19 10 45 
20 5 10 
31 12 66 
33 10 45 
Total 113 657 
Moyenne Il,30 65,70 
% par rapport aux relations possibles 
% par rapport aux relations retenues 
Nombre Nombre 
Relations Relations 















Tableau 4.3 : Statistiques pour un extrait de 10 classes de termes sur les relations générées 
par ONTOLOGICO 
• Relo:nions fortes 
• ~u~urc relation 




















Relatons Très fortes Relations Fortes Aucune relation 
Figure 4.4 : Nombre moyen de relations par classe de termes 
Le modèle génère effectivement des résultats impressionnants en termes de qualité des 
relations trouvées. Ces résultats doivent bien entendu être validés par un expert de domaine 
pour ne retenir que les relations pertinentes à l'ontologie du domaine. 
Ce processus de découverte de relations permet le filtrage d'une grande proportion des 
relations potentielles. La tâche de validation pour un expert est par conséquent, bien facilitée. 
Ce dernier apportera son jugement sur des relations potentiel.les beaucoup moins nombreuses 
et dont la qualité est « confirmée» par une analyse documentaire et/ou et un thésaurus. 
Par ailleurs, pour évaluer en partie, le degré d'assistance de l'outil ONTOLOGICO, il revient 
d'estimer le temps épargné par l'expert en utilisant cet outil plutôt que d'évaluer 
manuellement tous les couples de termes possibles à partir de tous les termes du corpus. En 
nous limitant aux 113 termes générés par le processus de classification (ce qui représente 
d'ores et déjà un filtrage relativement important), le nombre total de couples de termes 
potentiels est de 6328 (soit le nombre de combinaisons sans répétitions de 2 termes parmi 
2113 : CI!3) et le nombre de couples de termes proposés par ONTOLOGICO est de 423 (soit 
368 + 65). Ainsi, le temps épargné par l'expert est estimé à 93,32% ( 6328 - 423 *100). 
6328 
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La découverte de relations se heurte, comme les autres tâches de construction d'ontologie, à 
la difficulté de l'évaluation du résultat obtenu. L'appréciation chiffrée de ces résultats 
(relatifs à la découverte de relations entre termes) est une entreprise bien difficile. En effet, le 
processus de validation, par un expert, comporte une certaine subjectivité qui nous empêche 
d'évaluer, avec exactitude, les taux de rappel et de précision des termes et des relations entre 
termes qui sont finalement retenus pour l'ontologie. Outre ce problème de subjectivité, une 
relation peut être retenue pour un contexte particulier d'ontologie et non pour un autre, 
dépendamment des besoins de l'application associée à cette ontologie. Aussi, le degré de 
granuJarité recherché pour l'ontologie peut également varier d'un contexte à un autre. 
Étant conscients de ces défis, nous avons tenté de procéder à une évaluation des relations 
proposées par ONTOLOGICO par rapport à un repérage manuel de relations. L'appréciation 
des résultats est fondée sur des mesures standards d'évaluation à savoir les taux de rappel et 
de précision. La précision est une mesure standard de la qualité; c'est la mesure de la 
proportion des relations correctes, sélectionnées tant par ONTOLOGICO (Onto) que par 
repérage manuel (Référentiel), par rapport à celles proposées par ONTOLOGICO. Sa 
formule est la suivante: 
Onto nRéférentie 1 
Taux de Précision =----'---- ­
Onto 
Le rappel est une mesure standard de la quantité de relations collectées. Sa formule 
est la suivante: 
Onto nRéférentie 1 
Taux de Rappel =------=---­
Référentiel 
Pour que l'évaluation du système ne soit biaisée par la subjectivité d'un seul juge, nous 
avons procédé à la soumission du système aux regards de trois juges. Ces derniers sont des 
experts du domaine des télécommunications et sont familiers avec les modèles sémantiques. 
Pour rapporter leur jugement, ils disposent d'un tableau croisé contenant les termes en lignes 
et en colonnes. L'exercice d'évaluation consiste à confirmer les relations entre les couples de 
termes en cochant les cases correspondantes. 
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Dans l'objectif de réduire la tâche des juges à une taille raisonnable, nous avons réduit 
l'échantillon d'évaluation à la classes de tennes, choisies au hasard et contenant 113 termes 
et 657 relations possibles entre les couples de tennes à l'intérieur de chaque classe. La 
consolidation des résultats des trois juges consiste à retenir les relations confinnées par au 
moins 2 juges. 
Le tableau ci-dessous (Tableau 4.4) récapitule les résultats des relations repérées par les 



























6 12 66 58 58 52 43 83% 74% 
9 20 190 102 102 89 84 94% 82% 
11 10 45 31 31 30 23 77% 74% 
15 7 21 21 21 19 17 89% 81% 
17 13 78 66 66 61 54 89% 82% 
18 14 91 38 38 36 27 75% 71% 
19 10 45 25 25 28 18 64% 72% 
20 5 10 6 6 5 4 80% 67% 
31 12 66 43 43 40 32 80% 74% 
33 10 45 33 33 29 26 90% 79% 
Total 113 657 423 423 389 328 84% 78% 
Tableau 4.4 : Tableau Taux de rappel et de précision par classe de termes 
En se basant sur cet échantillon, les résultats montrent que le modèle ONTOLOGICO 
possède des performances élevées en termes de rappel (84%) et de précision (78%). Ces 
résultats sont considérés comme relativement élevés, spécialement dans le domaine du 
TALN. Le taux de rappel par classe varie entre 64% et 94%. Celui de précision varie entre 
67% et 82% (Figure 4.5). Ainsi, les taux moyens sont relativement représentatifs de 
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Figure 4.5 : Taux de rappel et de précision par classe de termes 
Il est à noter toutefois, que ces résultats concernent plutôt le processus d'extraction de 
relations à l'intérieur des classes de termes, qui sont rappelons-le, générées par le réseau 
ARTl. Les relations entre termes appartenant à des classes différentes ne sont toutefois pas 
négligées. En effet, le même terme peut se trouver dans une ou plusieurs classes, faisant en 
sorte que les relations entre classes sont également considérées d'une façon indirecte. 
L'expérimentation réalisée utilise Wordnet comme base terminologique pour concevoir les 
VC. L'approche de VC telle que nous l'avons conçue permet d'extraire des relations, non 
seulement à partir d'un seul thésaurus, mais également à partir d'un ensemble de thésaurus, 
auquel cas, cette technique devient encore plus puissante. La performance du modèle proposé 
en termes de rappel et de précision peut ainsi être améliorée en suivant cette piste. 
4.4 Validation des résultats 
Notre démarche, fondée sur un ensemble d'hypothèses, détaillées dans la section 1.5.2, vise 
à confirmer une complémentarité des différentes approches abordées et démontre comment 
ces travaux permettent de mettre en œuvre les processus de repérage de termes et de relations 
entre termes. L'approche de validation consiste à confirmer (ou à infirmer) les hypothèses de 
recherche à la lumière des résultats de l'expérimentation. La base théorique de notre approche 
repose fondamentalement sur l'hypothèse qui stipule que les textes propres à un domaine 
constituent la source principale à considérer pour enrichir un modèle de l'ontologie. 
L'utilisation de corpus de textes non structurés offre différents avantages. D'abord, les textes 
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sont généralement facilement accessibles. La prolifération de documents électroniques sur le 
Web facilite en effet le traitement automatique. Ensuite, les textes non structurés contiennent 
des connaissances de domaine qui sont pertinentes pour les ontologies de domaine. 
L'extraction de connaissances à partir de textes a été réalisée en se basant sur un processus de 
classification en vue de découvrir certaines régularités sémantiques entre des segments de 
texte. La proximité sémantique entre les termes repose principalement sur la cooccurrence 
d'un ensemble de termes à travers différents segments d'un corpus. Les classes de segments 
contiennent un certain type d'information similaire et servent, par conséquent, à détecter des 
indices précieux pour des associations entre termes. En effet, des termes qui ont des 
distributions comparables ont souvent un élément de sens commun. 
Grâce à l'approche numérique de classification employée, un premier traitement rapide sur 
des données textuelles nous a permis de générer des classes de termes et de focaliser la suite 
des traitements sur ces classes. Les regroupements de termes se rapportent à des thèmes, 
généralement associés au domaine en question. Cependant, ces regroupements ne sont pas 
dépourvus de bruit, nécessitant ainsi, un traitement supplémentaire à savoir l'ISL. 
•	 L'Indexation Sémantique Latente présente de meilleurs résultats quand elle 
s'applique sur des classes de termes plutôt que sur tous les termes d'un 
document: 
L'ISL analyse l'ensemble d'un corpus pour en représenter les termes dans un espace 
sémantique multidimensionnel. Cette analyse statistique permet de faire ressortir les relations 
sémantiques entre termes. Deux termes peuvent être considérés sémantiquement proches s'ils 
sont utilisés dans des contextes similaires. Le contexte d'un terme est ici défini comme 
l'ensemble des termes qui apparaissent conjointement. Ainsi, les termes «écrivain» et 
«auteur» sont considérés comme sémantiquement proches puisqu'ils apparaissent tous les 
deux avec des termes tels que « roman », « livre », etc. et ils n'apparaissent que rarement 
avec des mots comme « voiture », « cellulaire », etc. Cette notion de cooccurrence est 
principalement de nature statistique et l'analyse sémantique ne fonctionne que si un nombre 
suffisant de textes est utilisé. Mais, il ne s'agit pas simplement de comptage, il faut aussi 
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disposer d'une procédure pour établir les liaisons sémantiqùes. Cette procédure est la 
réduction de la matrice. 
L'une des solutions intuitives visant à réduire la matrice, consiste à subdiviser le corpus en un 
ensemble de textes de taille « raisonnable» et à appliquer l'ISL sur chacun de ces textes. 
Cette solution se heurte d'une part, à la difficulté empirique d'identifier une taille 
raisonnable, et d'autre part, au problème de la subdivision aléatoire du corpus et à la perte 
substantielle d'information engendrée par un traitement indépendant (de l'ISL) sur des parties 
de corpus qui sont sémantiquement reliés et qui, lorsque traités ensemble, auraient pu générer 
plus de relations sémantiques entre termes. 
L'application de la technique d'Indexation Sémantique Latente sur les groupes de termes 
identifiés par la classification, plutôt que sur la totalité des termes du corpus, possède 
l'avantage de réduire la matrice de cooccurrence de termes dans les documents à une 
dimension raisonnable. Ce choix méthodologique constitue en effet, un remède à la difficulté 
d'identifier dans la théorie, une dimension adéquate et précise de cette matrice. Une 
dimension de trop grande taille pourrait en effet, empêcher l'émergence de suffisamment de 
relations sémantiques entre les termes, et aussi, une dimension de taille trop réduite pourrait 
entraîner une grande perte d'information. 
• Interprétation des scores d'association: 
En général, les scores d'association obtenus à partir de mesures différentes ne peuvent pas 
être comparés directement. Dans plusieurs cas aussi, la valeur numérique en tant que telle ne 
peut pas être interprétée. Typiquement, leur utilisation a plutôt pour but d'ordonnancer des 
paires de mots candidats en fonction de leur degré d'association. Tous les traitements et 
comparaisons effectués par la suite se basent sur des listes de n meilleures relations ou sur 
des seuils, et la valeur numérique en tant que telle n'est plus considérée. 
L'approche des VC, telle que nous l'avons définie, permet de découvrir des relations, sans 
pour autant permettre la comparaison chiffrée des relations sémantiques. Notre objectif n'est 
pas d'attribuer une valeur numérique « exacte» à la relation sémantique entre deux termes, 
mais plutôt d'identifier des régularités associatives qui peuvent être interprétées comme des 
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associations sémantiques. Par ailleurs, une relation peut être pertinente pour une ontologie, 
mais pas pour une autre. Par conséquent, l'évaluation exacte de la relation sémantique n'est 
utile que lorsqu'elle est définie par rapport à un contexte particulier d'ontologie. Le contexte 
de l'ontologie est difficile à définir pour servir de référence à tout terme et spécialement pour 
les termes ne faisant pas partie de l'ontologie. 
Les mesures de l'ISL et du cosinus identifient des régularités associatives que l'on interprète 
comme des associations sémantiques. Pour chacune des deux mesures, deux termes n'ont pas 
nécessairement besoin d'entretenir une relation sémantique directe pour être jugés 
sémantiquement reliés : ils peuvent se contenter de partager un ensemble de mots avec 
lesquels ils entretiennent une telle relation. 
• Complémentarité entre l'ISL et les vecteurs conceptuels: 
L'expérimentation réalisée montre que l'extraction de connaissances à partir de textes ne peut 
secontenter d'un traitement statistique (ni même linguistique) de données textuelles pour 
accaparer toute leur richesse sémantique. Le fondement cognitif est comparable à celui d'un 
processus de lecture de textes par un expert du domaine lors duquel le lecteur fait souvent 
usage de certaines de ses propres connaissances du domaine ou les connaissances extraites 
d'un dictionnaire ou d'un thésaurus (qu'on ne retrouve nécessairement pas dans les textes), 
pour repérer des relations d'associations conceptuelles entre termes. 
Les connaissances implicites du domaine que l'approche du thésaurus tente de repérer, sont 
spécialement de nature linguistique, alors que l'analyse textuelle traite plutôt les 
connaissances du domaine. Par exemple, l'application de !'ISL sur notre corpus 
d'expérimentation génère une relation entre « wireless» et «frequency» avec un score de 
0,25. Cette relation, propre au domaine de télécommunication sans fil, n'a pu être découverte 
par l'approche des VC. Et vice versa, l'approche des VC a permis de retrouver la relation 
entre « information» et « access » avec un score de cosinus de 0,005. Une telle relation n'a 
pu par contre, être extraite par l'analyse textuelle (basée sur l'ISL). 
L'application du modèle ONTOLOGICO sur notre corpus d'expérimentation montre que la 
majorité des relations trouvées (soit 71%) proviennent de l'usage de l'ISL. En effet, 71% des 
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relations sont découvertes exclusivement par l'ISL, 18% sont extraites par l'usage exclusif 
de l'approche des VC, et Il % sont confirmées par les deux approches (Figure 4.6). 
Figure 4.6: Proportions des relations trouvées en/onction de l'approche utilisée 
Les deux approches se complètent effectivement d'une façon remarquable. La grande 
proportion de relations trouvées à l'aide de l'analyse textuelle (71%) est particulièrement 
intéressante dans la mesure où ces relations sémantiques sont plutôt reliées au domaine. Bien 
qu'en théorie, les relations repérées par les VC soient plutôt de nature linguistique, ces 
relations ne sont pas en pratique, totalement indépendantes du domaine. En effet, 
l'application des VC est faite sur des classes de termes, provenant du processus de 
classification textuelle. Ces classes se rattachent à des thèmes qui sont généralement reliés 
d'une façon directe ou indirecte au domaine. 
• Pertinence des relations par rapport au domaine: 
Les relations entre termes générées par notre approche ne sont pas totalement indépendantes 
de l'ontologie du domaine en question. En effet, la pertinence de ces relations a été 
relativement guidée par le choix même du corpus qui est représentatif du domaine. Les 
classes de termes générées par le processus de classification sont généralement rattachées à 
des thématiques, reliées directement ou indirectement au domaine. Ainsi, le choix du corpus 
et sa pertinence par rapport au domaine influencent considérablement le résultat de l'analyse 
textuelle. 
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En examinant de plus près la composition des VC, nous constatons que leurs items lexicaux 
(synonymes, antonymes et hyperonymes) appartiennent à différents domaines. Ainsi, deux 
vecteurs conceptuels, relatifs à deux termes Tl et T2 peuvent avoir une relation sémantique 
parce que ces termes sont reliés dans d'autres domaines. Dans un tel cas, cette relation 
candidate n'est généralement pas confirmée par l'ISL et fera ainsi partie de la catégorie B 
(telle que définie dans l'évaluation de résultats). 
Par exemple, [es termes « Technique» et « information », ayant les VC suivants: 
Technique: [technique, proficiency, method, know-how, ability, power, cognition, 
know/edge, noesis, psych%gica/Jeature] 
Information : [information, info, data, selective_information, entropy, message, 
content, subject_matter, substance, communication, socialJelation, relation, 
abstraction, collection, aggregation, accumulation, assemblage, group, grouping, 
cognition, know/edge, noesis, psych%gica/Jeature, information_measure, 
system_of_measurement, metric, measure, quantity, amount] 
Ces deux termes ont une valeur de cosinus de 0,014 grâce à la coexistence des termes 
cognition, knowledge, noesis et psychologicalJeature dans les deux vecteurs. Technique et 
information sont reliés par rapport au domaine de la cognition et non celui des 
télécommunications. Malgré cela, la valeur de l'ISL est nulle. Ainsi, cette relation a été 
découverte par l'approche des vecteurs conceptuels, malgré une faible régularité sémantique 
dans le corpus. Notons tout de même, que cette régularité a été faible mais non nulle, dans la 
mesure où elle a été décelée par le processus de classification. Ces deux termes figurent en 
effet dans la classe numéro 7. 
• Résolution du problème d'ambiguïté: 
La polysémie constitue l'un des problèmes majeurs du traitement automatique du langage 
naturel. Quand il est question d'un mot polysémique, la conception du vecteur conceptuel est 
entravée par le problème d'ambigüité sémantique. Quel sens choisir pOiJr ce terme? Nous 
avons opté pour une composition de VC qui soit relative à tous les sens possibles du terme. 
131 
Autrement dit, le VC est construit à partir des synonymes, des antonymes et des 
hyperonymes pour les différents sens du terme. Par conséquent, quand il est question de 
comparer deux VC, les items lexicaux communs se trouvent « dilués» par un tel bruit. Ce fait 
réduit relativement la valeur du cosinus sans pour autant l'annuler. Toutefois, cette ambiguïté 
sémantique est indirectement résolue par l'ISL et la classification par l'effet de la 
cooccurrence d'un couple de termes à travers le corpus. Ce dernier étant relatif au domaine. 
L'application de la technique de classification permet d'identifier des groupes de termes qui 
apparaissent ensemble et qui ont des relations sémantiques ou, du moins, des similarités 
sémantiques lorsque utilisés dans des contextes comparables. La cooccurrence de termes à 
travers différentes parties de textes implique une couverture fort probable d'un même thème. 
Ceci permet d'identifier le contexte qu'un terme possède dans le texte, et par conséquent, de 
préciser son environnement sémantique correspondant dans lequel sa signification est 
employée, pour résoudre, dans une certaine mesure, le problème d'ambiguïté lexicale. Par 
exemple, le sens du terme « souris »est directement mis au clair, lorsque ce terme est 
présenté avec des cooccurrents tels que « cliquer », «pointeur », « clavier », etc., et est, par 
conséquent, distingué de la souris « animal» ou du verbe « sourire ». 
Il existe donc un effet de compensation dans le modèle entre l'ISL et les vecteurs conceptuels 
en ce qui a trait au problème d'ambiguïté sémantique. 
• Choix de thésaurus: 
Les VC sont conçus à partir d'informations extraites d'un thésaurus. Bien que le thésaurus 
présente des définitions et des relations sémantiques se rapportant à des différents domaines, 
le thésaurus est avant tout un outil linguistique, reflétant la langue plutôt que le domaine 
d'application. Certaines spécificités relatives aux domaines d'expertise ne sont pas 
nécessairement couvertes par le thésaurus. Il est à noter que l'approche des VC, telle que 
nous l'avons définie dans notre modèle, est malgré cela indépendante de la langue. Il s'agit 
simplement d'utiliser le thésaurus de la langue en question et l'approche demeure toujours 
valable. D'ailleurs, l'approche proposée supporte également l'utilisation d'une combinaison 
de thésaurus en vue d'assurer une complémentarité plus élargie. 
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Dans notre expérimentation, nous utilisons Wordnet comme base de données lexicale. 
L'application Wordnet, disponible en ligne, présente les différentes définitions d'un terme, 
mais aussi les termes qui lui sont sémantiquement associés selon certaines relations 
spécifiques. 
De par son mode de construction, essentiellement manuel, Wordnet, comme les principales 
ressources sémantiques exploitables sous forme électronique, ne se démarque pas 
fondamentalement des dictionnaires sous forme papier. 11 s'appuie avant tout sur une 
formalisation et une systématisation des pratiques lexicographiques existantes. Les critiques 
formulées quant à leur inadéquation vis-à-vis du traitement automatique des langues ne sont 
pas surprenantes. Ces critiques portent à la fois sur la nature des sens qu'il distingue et sur 
leur caractérisation. Ces sens sont jugés à la fois trop fins et incomplets. Par exemple, le 
verbe « give » (donner) n'a pas moins de 44 sens. Une telle profusion ne facilite pas une 
tâche de désambiguïsation lexicale. Par contre, Wordnet ne contient que des informations 
limitées sur l'usage des mots. En effet, la caractérisation des sens, réalisée pour l'essentiel au 
travers des relations de synonymie, d'hyperonymie et d'hyponymie, manque d'éléments 
définissant leur contexte d'usage. 
Par ailleurs, Wordnet ne définit pas des relations pragmatiques et ne matérialise pas d'une 
façon formelle tout le sens contenu dans les définitions des termes. Par exemple, 
l'information qu' « un chat ne rugit pas» figure dans la définition, mais ne se retrouve 
formalisée dans aucune relation. De même, des relations pragmatiques telles que 
« soap / bath» (savon / bain) sont absentes de Wordnet. De telles relations pragmatiques sont 
utiles pour les ontologies de domaine. 
Les termes extraits de l'analyse textuelle ne sont pas tous présents dans ce thésaurus, 
spécialement les acronymes. Dans un tel cas, le VC correspondant n'est pas considéré. Seule 
l'ISL est prise en considération. Toutefois, l'approche que nous proposons pour constituer les 
vecteurs conceptuels favorise l'utilisation d'un ensemble de thésaurus. Ceci améliore 
effectivement la qualité de la composition des vecteurs conceptuels et remédie à 
l'incomplétude des thésaurus. 
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• L'intervention d'un expert est une opération incontournable 
Le modèle proposé ne vise pas à remplacer complètement l'humain pour la découverte de 
relations entre termes, mais plutôt à assister les experts du domaine dans cette tâche. Nous 
avons ainsi, opté pour un modèle qui soit un compromis acceptable mais suffisamment 
performant et fonctionnel. Le modèle se base ainsi, sur différentes sources de connaissances, 
à savoir les textes relatifs au domaine, mais aussi, des données en vue d'accaparer le mieux 
possible, les connaissances du domaine ainsi que certaines connaissances reliées plutôt à la 
langue, au sein de l'ontologie. 
Il est relativement facile de remettre en cause des systèmes automatiques prétendant 
accomplir cette tâche sans biais ou imperfection. Il semble plus raisonnable et plus réaliste de 
suivre un processus plutôt semi-automatique, impliquant une simple intervention d'un expert 
du domaine, à travers certaines étapes spécialement pour la validation des résultats. En effet, 
l'expert du domaine fait appel à d'autres connaissances relatives à son expérience, son 
expertise ainsi qu'au « bon sens» qui ne peuvent être extraits à partir d'un corpus ou d'un 
thésaurus. Ce type de connaissances est de nature purement humaine et ne peut être reproduit 
par la machine. 
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CHAPITRE V 
CONCLUSION ET PERSPECTIVES 
Ce chapitre est une synthèse des principales idées présentées dans la thèse et des résultats que 
le modèle proposé a pu atteindre. Nous concluons enfin, par l'énumération des différentes 
contributions originales de notre projet sur le plan scientifique, ainsi que les défis et les 
obstacles que nous avions à affronter. Dans la mesure où ce travail se veut une ouverture sur 
d'autres projets de recherche, nous proposons des voies de recherche susceptibles de 
déboucher sur des environnements d'assistance à la maintenance des ontologies. 
5.1 Synthèse et contributions originales 
Cette thèse présente des réflexions sur les différents thèmes de recherche abordés dans les 
sciences de la cognition, qui pourraient trouver une oreille attentive dans le domaine de la 
maintenance d'ontologie et ouvrir de nouvelles perspectives dans la recherche de solutions à 
certains problèmes rencontrés dans le domaine (extraction de relations sémantiques entre 
concepts à partir d'analyses textuelles, la cooccurrence, la classification de textes, la 
représentation de termes par des vecteurs conceptuels, l'extraction de relations sémantiques à 
partir de thésaurus). Pour chacun de ces thèmes, le lien avec les activités de maintenance et 
en particulier, la conceptualisation, est mis en exergue et sa place occupée dans la thèse en est 
précisée. 
Cette thèse s'inscrit dans plusieurs disciplines inter-reliées: l'apprentissage machine, 
l'intelligence artificielle, le TALN, la psychologie cognitive ... Au plan informatique, le 
développement et le déploiement des logiciels de repérage de J'information mettent à 
contribution les processus du génie logiciel. En particulier, les modèles de repérage 
développés mettent à contribution l'ingénierie des algorithmes, la modélisation des 
connaissances et la programmation des modèles dans un paradigme orienté objet. 
Au plan cognitif, l'élaboration de systèmes d'assistance à la maintenance des ontologies 
nécessite l'intégration de processus de raisonnement et d'apprentissage, principalement 
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dédiés à la découverte de relations sémantiques ou d'association entre termes à partir de 
données textuelles. Les motivations cognitives se justifient entre autres, par le fait que 
certaines des difficultés du TALN ne sont pas dues à des difficultés d'ordre informatique, 
mais plutôt à des conceptions théoriques sur le traitement de données textuelles. Cette thèse 
met en évidence l'importante de la contribution des sciences de la cognition pour s'attaquer 
aux difficultés recensées dans notre problématique. 
Notre travail a proposé des contributions originales que nous résumons dans ce qui suit: 
•	 Remèdes aux lacunes méthodologiques: 
Nous présentons une méthodologie et des outils pour maintenir une ontologie à partir 
d'analyses textuelles. Dans la mesure où les outils d'édition des ontologies, disponibles 
actuellement, n'intègrent pas cette fonctionnalité de conceptualisation, il s'agit de 
l'aspect le plus important de notre contribution, remédiant spécialement aux lacunes 
méthodologiques. 
•	 Application de l'ISL sur une matrice réduite: 
L'application de la technique d'ISL sur les groupes de termes identifiés par la 
classification, plutôt que sur la totalité des termes du texte, constitue un choix original qui 
a l'avantage de réduire la matrice de cooccurrence de termes dans les documents à une 
dimension raisonnable (Gargouri et al, 2003). En effet, une très grande dimension peut 
empêcher l'émergence de suffisamment de relations sémantiques entre les termes et à 
l'inverse, une dimension trop réduite peut entraîner une grande perte d'information. 
•	 Composition des Vecteurs Conceptuels: 
En se basant sur la notion de Vecteurs Conceptuels, nous avons proposé une façon 
« optimale» de composition de ces vecteurs afin de permettre la découverte de relations 
sémantiques entre termes à partir de relations extraites d'un thésaurus. Cette technique 
constitue en effet, un processus cohérent de raffinement graduel de relations 
conceptuelles entre termes. Elle s'inspire d'une façon étroite de l'approche d'AFC dans 
sa représentation des concepts. 
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•	 Utilisation potentielle d'un ensemble de thésaurus: 
L'approche de VC telle que nous l'avons conçue permet d'extraire des connaissances, 
non seulement à partir d'un seul thésaurus, mais également à partir d'un ensemble de 
thésaurus. Ce qui rend cette technique encore plus performante en remédiant au problème 
d'incomplétude des thésaurus. 
•	 Contribution en extraction de connaissances à partir d'analyses textuelles: 
Cette recherche se place au cœur des échanges entre terminologie et acquisition de 
connaissances. Elle amène par conséquent, une réflexion sur les divers paliers à envisager 
dans une telle démarche de modélisation de connaissances textuelles pour des objectifs 
de maintenance d'une ontologie. Les réflexions apportées à l'occasion du repérage de 
relations sémantiques entre termes, constituent une contribution aux travaux dans le 
domaine de l'extraction de connaissances à partir d'analyses statistiques de textes. Le 
modèle proposé assiste les terminologues chargés de naviguer à travers de vastes données 
textuelles pour extraire et normaliser la terminologie. Il facilite également la tâche des 
ingénieurs en connaissances chargés de modéliser des domaines. 
•	 Modèle indépendant de la langue et du domaine: 
L'analyse textuelle proposée n'est pas spécifique à une langue particulière. Par 
conséquent, elle ne prend pas avantage des connaissances linguistiques, à l'exception de 
certaines procédures simples (telles que la lemmatisation, le filtrage de termes, etc.). De 
telles procédures, peuvent être adaptées à la langue en question sans pour autant remettre 
en cause les autres démarches méthodologiques. 
Bien que notre approche soit fondée au départ sur un corpus textuel, notre processus 
méthodologique de la maintenance d'ontologie demeure indépendant du corpus 
d'expérimentation et reste valable pour d'autres domaines. Ceci n'est pas le cas pour des 
approches linguistiques, basées par exemple, sur l'utilisation de marqueurs. 
•	 Complémentarité des sources de connaissances : 
La découverte de relations entre termes pour les besoins d'une conceptualisation de 
domaine s'avère le résultat d'une complémentarité de traitements appliqués tant sur des 
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textes de domaine que sur un thésaurus. D'une part, les analyses textuelles fondées 
principalement sur l'application de l'Indexation Sémantique Latente sur des classes de 
termes génèrent des relations sémantiques précises. D'autre part, l'extraction de relations 
sémantiques à partir d'un thésaurus, en se basant sur une représentation par des Vecteurs 
conceptuels, constitue un choix théorique judicieux et performant. Ces deux processus 
jouent en effet, un rôle important dans la complétude des relations. L'application du 
modèle ONTOLOGICO sur notre corpus d'expérimentation montre que la majorité des 
relations trouvées (71 %) proviennent de l'usage exclusif de l'ISL, 18% sont extraites par 
l'usage exclusif de l'approche des VC, et II% sont confirmées par les deux approches. 
Ces résultats montrent donc la complémentarité entre les deux approches. 
5.2 Problèmes et défis rencontrés 
Nous sommes confrontés à la complexité de la terminologie, qui se trouve d'ailleurs au cœur 
des préoccupations dans diverses applications reliées à la représentation des connaissances, la 
construction d'ontologies, la gestion des connaissances, la veille scientifique, la traduction 
automatique, la classification ou la fouille de textes. Le problème majeur est celui de 
l'automatisation partielle ou totale des processus de repérage, de structuration des termes et 
de représentation des connaissances dans un domaine en s'appuyant sur la terminologie 
textuelle. D'autres défis plus spécifiques sont détaillés dans ce qui suit: 
L'ingénierie des ontologies ne peut être un processus linéaire, mais plutôt un 
processus nécessitant beaucoup d'interaction avec les textes ainsi que les thésaurus, 
mais aussi, des connaissances d'experts humains. Les textes et les thésaurus se 
complètent pour apporter à l'expert du domaine l'assistance nécessaire à la 
conceptualisation du domaine. Le défit est de mettre à profit, de la façon la plus 
optimale possible, ces deux sources de connaissance en vue d'apporter le plus 
d'assistance possible. 
L'ontologie du domaine n'est pas uniquement descriptive mais elle est également 
censée être utilisée pour produire un raisonnement. C'est ainsi que les relations entre 
termes ne se limitent pas à des relations de type synonymie ou hyperonymie. 
D'autres relations sémantiques sont également nécessaires pour permettre le 
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processus de raisonnement. Par exemple, la relation « has » que « BANDWIDTH » 
peut avoir avec «SPEED» intervient dans des raisonnements faisant intervenir ces 
deux termes pour inférer certains résultats. Il ne s'agit pas d'une relation intuitive 
qu'on peut facilement proposer comme relation candidate. Elle peut toutefois 
émerger d'une intelligente analyse textuelle. Notre défit était donc d'accaparer la 
richesse textuelle et d'en extraire les connaissances utiles à la modélisation 
conceptuelle. 
Les expérimentations réalisées montrent que la modélisation est plus facile lorsque 
les tâches de l'ontologie et le domaine sont bien délimités. La conceptualisation d'un 
domaine de connaissance ne peut se faire de manière non ambiguë que dans un 
champ d'application précis. Un même terme peut désigner deux concepts différents, 
c'est à dire désigner deux objets (qui peuvent être physiquement les mêmes) avec des 
sémantiques différentes dans deux cadres applicatifs différents. Ainsi, la même 
sémantique ne sera pas associée à l'objet « MÉMOIRE» dans le cas où la mémoire 
est la possibilité d'enregistrer des informations constituées par des expériences ou des 
événements, de les conserver et de pouvoir les utiliser (contexte applicatif de la 
médecine) et dans le cas où le mémoire est un exposé écrit d'une problématique de 
recherche (contexte applicatif de l'éducation). Modéliser des connaissances ne peut 
donc se faire que dans un domaine de connaissance donné et souvent dans un 
contexte applicatif donné. Cette restriction est nécessaire sans forcément être 
suffisante pour garantir l'unicité de la sémantique associée aux termes du domaine. 
Un terme ou une relation peuvent être pertinents pour un contexte d'utilisation dans 
une ontologie et non pour un autre. Lorsque la tâche n'est pas dé] imitée, la 
construction d'une ontologie ressemble plus à la construction d'une terminologie ou 
à de la lexicologie: la description d'un terme dans toute sa généralité devient une 
entreprise particulièrement difficile. 
Dans la mesure où notre modèle se fonde sur un processus semi-automatique, 
l'intervention d'un expert du domaine pour la validation des résultats au niveau de 
différentes étapes de notre processus se trouve confrontée à un problème de 
subjectivité. L'appréciation chiffrée de nos résultats est, par conséquent, une 
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entreprise bien difficile. Conscients de ces défis, nous avons procédé à une évaluation 
des relations proposées par ONTOLOGICO par rapport à un repérage manuel de 
relations réalisé par 3 juges. De cette façon, nous avons réduit l'effet du biais que 
l'évaluation aurait pu avoir si elle avait était conduite par un seul juge. Par ailleurs, et 
dans l'objectif de réduire la tâche des juges à une taille raisonnable, nous avons 
réduit la taille de notre échantillon de test en sélectionnant au hasard les classes de 
termes à évaluer. 
L'identification complète et précise des termes propres à un domaine à partir d'un 
corpus spécifique est considérée comme un traitement d'une grande importance pour 
la construction d'ontologie. Le problème est d'ailleurs partagé par d'autres travaux 
de recherche reliés à la recherche documentaire, J'indexation, la traduction, le résumé 
automatique, la terminologie, etc. Lors du processus de classification, le fi Itrage de 
termes est un prétraitement important pour améliorer la qualité des classes générées. 
Il s'agit entre autres de filtrer les termes très fréquents (dont la fréquence est 
supérieure à un certain seuil) en vue d'améliorer le caractère discriminatoire des 
segments de textes à classer. Toutefois, compte tenu du fait qu'après la classification, 
la suppression des mots très fréquents élimine définitivement des termes 
potentiellement pertinents pour l'ontologie à maintenir, le défit est donc de concilier 
la qualité de la classification et les étapes ultérieures. La solution choisie était de 
conserver les termes fréquents et d'accepter une classification d'une qualité 
relativement moins élevée. Le principal avantage de ce choix consiste dans le fait 
qu'un terme fréquent a la possibilité de faire partie de plusieurs classes de termes. 
Ainsi, les mots fréquents ont pJus de chance d'être comparés avec plus de termes 
appartenant à différentes classes, ce qui est logiquement et sémantiquement justifié. 
Le second avantage est relatif au fait que des termes spécifiques à un domaine sont 
susceptibles d'être plus présents dans les corpus spécialisés. 
Le repérage de termes qui sont particulièrement spécifiques au domaine en question 
est un élément clé pour maintenir une ontologie. Le défit de la maintenance est 
d'éviter d'alourdir l'ontologie par des termes non pertinents par rapport au domaine. 
Nous appuyons l'idée qu'un corpus représentatif du domaine résout en grande partie 
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ce problème. Le filtrage final de ces termes se fait manuellement à la dernière étape 
de la méthodologie proposée. À cette étape, la sélection de termes spécifiques au 
domaine est considérablement réduite à une taille relativement raisonnable. 
Comme toute recherche en TALN, nous sommes confrontés au problème 
d'ambiguïté sémantique qui se pose au niveau de différentes étapes de notre 
processus itératif de maintenance. Les logiciels automatiques de désambiguïsation 
sémantique ne sont pas totalement précis et nécessitent une intervention humaine. Par 
rapport à un domaine de spécialité, un terme désigne un objet ou une opération, 
habituellement sans ambiguïté. Toutefois, la composition d'un VC tel que nous 
l'avons conçu est relative aux différents sens possibles du terme. Cette ambiguïté 
sémantique est indirectement résolue par l'ISL et la classification par l'effet de la 
cooccurrence d'un couple de termes à travers le corpus (voir section 4.4). 
Plusieurs approches statistiques et quantitatives sont utilisées pour extraire des 
termes complexes. Ces derniers n'ont pas été considérés dans notre expérimentation 
pour des fins de simplification. Les termes complexes sont tout simplement traités de 
la même façon que les termes simples, dans tous les processus de traitements. 
Enfin, les données textuelles que nous traitons sont de large taille. Nous sommes par 
conséquent confrontés à une contrainte de temps d'exécution, qui est croissante en 
fonction de la taille du corpus. Ainsi, sur le plan informatique, nous avions à 
surmonter plusieurs défis, spécialement reliés à l'optimisation du code java, étant 
donné que la complexité des algorithmes utilisés (en particulier, l'ISL) nécessite un 
processeur de grande puissance. Nos expérimentations ont été réalisées sur une 
machine de 1.8Mhz, 2Go de mémoire RAM. Nous avons alors opté pour un corpus 
de taille raisonnable par rapport à ces ressources. 
5.3 Conclusion et perspectives de recherche 
La conceptualisation d'un domaine met en jeu une variété de ressources et de traitements. Il 
importe donc que des efforts de recherche soient dirigés vers le développement d'applications 
visant à assister rigoureusement la construction et la mise à jour d'ontologies. Nous avons 
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présenté dans ce travail une méthodologie et des modules qui contribuent à atteindre ces 
objectifs. 
Bien que la conceptualisation soit le processus le plus délicat dans une perspective de 
maintenance d'une ontologie de domaine, celle-ci nécessite également des étapes importantes 
d'ontologisation, d'opérationnalisation et d'évaluation. Ce travail ouvre ainsi la voie vers 
d'autres pistes de recherche se rapportant à ces différents processus. 
Nous croyons que dans l'objectif de faciliter l'intégration de nouveaux concepts dans 
l'ontologie, il est important d'avoir une vue d'ensemble plus claire sur les concepts figurant 
dans l'ontologie courante, en vue de mieux visualiser les interdépendances des concepts 
existants avec les nouveaux candidats. Ainsi, un outil d'assistance à la maintenance doit 
nécessairement prévoir une visualisation graphique intégrant tant les termes et les relations de 
l'ontologie courante que ceux proposés comme candidats pour la maintenance. Il est évident 
que plus l'ontologie est élargie, moins l'humain est capable d'avoir une vue globale de celle­
ci et de juger de la pertinence des nouvelles connaissances à intégrer et des modifications à 
apporter à celles déjà existantes. 
En présence d'une action de maintenance, il existe généralement, plusieurs façons de 
préserver la consistance d'une ontologie. Par exemple, si un concept à l'intérieur d'une 
hiérarchie est supprimé, tous les sous-concepts peuvent être, soit supprimés, soit rattachés à 
d'autres concepts. Si les sous-concepts sont préservés, alors les propriétés du concept 
supprimé peuvent être propagées, leurs instances peuvent être distribuées, ... Ainsi, pour 
chaque changement dans l'ontologie, il est possible de générer différents scénarios de 
changements additionnels, conduisant à divers états finaux cohérents. La plupart des 
systèmes actuels de développement d'ontologies fournissent une seule possibilité de 
changement qui est généralement la plus simple. Notre objectif futur, à cet effet, est d'assister 
le cogniticien, chargé de la maintenance, dans la génération de différents états plausibles de 
changements et de l'orienter dans ses choix. 
Dans une perspective de construction d'une ontologie, il importe également d'assurer une 
certaine continuité entre le processus de construction d'ontologie et celui de la maintenance. 
La construction initiale d'une ontologie respecte des normes, des procédures d'élaboration, 
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des règles et des outils de formalisation. Par conséquent, il est inconcevable de séparer ces 
deux processus. Les actions de maintenance doivent être alignées vers les règles et normes 
régissant l'ontologie courante en vue de conserver la cohérence globale. 
La gestion des erreurs potentieJJes dans l'ontologie est une difficulté supplémentaire de 
grande importance. Cette gestion constitue l'une des préoccupations de base lors du 
processus de maintenance. Un agrandissement excessif de l'ontologie entraîne 
l'accroissement de la complexité de la gestion des changements et empêche par conséquent, 
l'expert du domaine de parcourir efficacement les différents concepts et de procéder 
manuellement aux corrections. Par conséquent, il est important d'explorer des alternatives 
efficaces pour assister l'utilisateur lors de sa gestion des erreurs. 
Dans plusieurs domaines de spécial ité, les termes complexes sont importants dans une 
ontologie. Une fois que les termes complexes sont extraits d'un corpus, les différents 
traitements réalisés dans une perspective ONTOLOGICO demeurent identiques à celui des 
termes simples; pour des fins de simplification, les résultats de nos expérimentations n'en 
tiennent pas compte 
Nous avons présenté les nombreux avantages du réseau neuronal ARTI pour la classification 
de données textuelles. Cependant, le domaine de la classification est actuellement un 
important lieu de recherche. Il est possible que d'autres méthodes de classification, comme 
les cartes auto-organisatrices de Kohonen (Kohonen, 2001), puissent s'avérer encore plus 
performantes. La méthodologie proposée pourra même supporter un choix entre l'une ou 
l'autre des techniques de classification ou même la consolidation des résultats de 
classifications générées par une combinaison de techniques. 
Par ailleurs, nous sommes d'avis que l'ajout de certaines fonctionnalités au modèle 
ONTOLOGICO visant entre autres, à identifier automatiquement les termes spécifiques à un 
domaine, pourrait être une amélioration bien intéressante. À cet effet, les thésaurus 
représentent la source de connaissances la plus importante à considérer. 
Bref, le développement d'outils informatiques visant à assister à la maintenance d'ontologies 
demeure un lieu de recherche des plus complexes. Les problématiques reliées à l'extraction 
143 
de termes et de relations entre termes soulèvent des enjeux théoriques et des défis techniques 
importants qui font et feront l'objet de plusieurs initiatives de recherche durant les prochaines 
années. Nous croyons que le développement d'une méthodologie de maintenance d'ontologie 
ne peut que bénéficier d'une synergie de plusieurs travaux de recherche. Nous espérons que 










Cette représentation graphique illustre un extrait de l'ontologie de domaine conçue dans le 







ONTOLOGIE DE DOMAINE 
Ce document (domainOntology.daml) représente un extrait de l'ontologie de domaine conçue 
dans le cadre du projet GDST. Cette ontologie est le résultat des travaux de toute l'équipe de 
recherche du projet GDST. 
<?xml version='l.0' encoding='ISO-8859-1'?> 
<!DOCTYPE uridef[ 
<!ENTITY rdf 'http://www.w3.org/1999/02/22-rdf-syntax-ns'> 
<!ENTITY rdfs 'http://www.w3.org/2000/01/rdf-schema'> 
<!ENTITY xsd 'http://www.w3.org/2000/10/XMLSchema'> 
<!ENTITY dc 'http://orlando.drc.com/daml/ontology/DC/3.2/dces­
ont'> 













<daml:Ontology rdf:about=' '> 
<daml:versionInfo>Modified at date 2002/10/0S </daml:versionInfo> 
<rdfs:comment>An ontology for the IEEE S02.11b (Broadband 
Wireless) Protocol.</rdfs:comment> 




<rdfs:comment>A concept is a Thing which can be quoted or ... in a 
part of a document intersection of: All the things that linked to a 
member of this class by the mean of the isQuotedIn property (role) 


















<rdfs:label xml:lang='en'> component </rdfs:label>
 







Any tangible component of a system. 
</rdfs:comment> 
<rdfs:label xml:lang='en'> physical component</rdfs:label> 
<rdfs:label xml:lang='fr'> composante physique </rdfs:label> 













An intangible component of a system. 
</rdfs:comment> 
<rdfs:label xml:lang='en'>logical component</rdfs:label> 
<rdfs:label xml:lang='fr'> composante logique </rdfs:label> 











Something that is about a system rather than of this system. 
</rdfs:comment> 







































A catch-ail category for subsystems of a IEEE 802.11
 






A set of ru1es formulated 'to control the exchange of data 














<rdfs:comment xml:lang='en'>Any device that contains an IEEE 
802.11 conformant medium access control (MAC) and physical layer 













<rdfs:comment xml:lang='en'>Any entity that has station 
functionality and provides access to the distribution services, via 




















A wireless communication subsystem used for the transmission 
and reception of a radio signal; it takes place at the interface 
between the signal and its wired correspondent. An antenna system 
comprises 
numerous components, including the antenna, mounting hardware, 






























































































<rdfs:comment xml:lang='en'>An antenna that is a single linear 
conductor separated at the center by a transmission line feed or 
other source or receiver of radio signals. The dipole radiation 
pattern is 360 degrees in the horizontal plane and 75 degrees in the 
vertical plane (assuming the dipole antenna is standing vertically) 





















An omni-directional antenna is designed to provide a 360 
degree radiation pattern. This type of antenna is used when coverage 









<rdfs:label xml:lang='en'>omni-directional antenna</rdfs:label> 
<rdfs:label xml:lang='fr'>antenne omnidirectionnelle</rdfs:label> 
</daml:Class> 
<daml:Class rdf:ID='Directional-Antenna'> 
<rdfs:comment xml:lang='en'>An antenna that sends or receives a 



















<rdfs:label xml:lang='en'>patch antenna</rdfs:label> 
<rdfs:label xml:lang='en'>directional patch antenna</rdfs:label> 
</daml:Class> 
<daml:Class rdf:ID='Yagi-Antenna'> 














<rdfs:comment xml:lang='en'>A type of directional antenna shaped 












































<rdfs:comment xml:lang='en'>The difference between the highest and 
lowest sinusoidal frequency signals that can be transmitted across a 
transmission line or through a network. It is measured in hertz (Hz) 
and also defines the maximum information-carrying capacity of the 















<rdfs:comment xml:lang='en'>A radio transmitter placed at the 
fixed-wire termination point and providing the cordless link between 




































<rdfs:comment xml:lang='en'>A particular operating mode of a 
transmission line in which all the available bandwidth is used to 
derive a single high bit rate (10 Mbps or higher) transmission path 















<rdfs:comment xml:lang='en'>A set of stations controlled by a 













<rdfs:comment xml:lang='en'>A device used to link two homogeneous 
local area subnetworks, that is, two subnetworks utilizing the same 

















A particular mode of operation of a coaxial cable in which the 
available bandwidth is divided to derive a number of lower bandwidth 
subchanneles (and hence transmission paths) on one cable. The 
















































A data communication network used to interconnect a community 
of digital devices distributed over a localized area of up to, say, 







































































The means whereby a message may be addressed to a single or to 
multiple devices on a network. 
</rdfs:comment> 
<rdfs:subClassOf rdf:resource='#Logical-Component'/> 






<rdfs:label xml:lang='en'>addressing mode</rdfs:label> 

















A narrow band of frequencies used in radio transmissions as a 

















































An encased group of insulated wires for transmitting 

















An adapter containing a radio transmitter/receiver that allows 



























A distinct or outstanding part, quality or characteristic of 
something. 
</rdfs:comment> 
















An organization that acts as a client, specifically in the 






































Any of the stages in the servicing relationship between a 
service provider and its client. 
</rdfs:comment> 
<rdfs:label xml:lang='en'>servicing phase</rdfs:label> 












































































































<rdfs:label xml:lang='en'>technical specification</rdfs:label> 
<rdfs:label xml:lang='en'>specification</rdfs:label> 



















































<rdfs:label xml:lang='en'>installation scenario</rdfs:label> 



























































































The base class for all organizations, whether corporations, 























<rdfs:label xml:lang='en'>service provider</rdfs:label> 
<rdfs:label xml:lang='en'>Internet service provider</rdfs:label> 
<rdfs:label xml:lang='en'>ISP</rdfs:label> 
<rdfs:label xml:lang='fr'>fournisseur d'accès</rdfs:label> 




































<rdfs:label xml: lang= 'en'>standards organization</rdfs:label> 
<rdfs:label xml:lang='en'>standards organisation</rdfs:label> 
<rdfs:label xml:lang='en'>standards board</rdfs:label> 
<rdfs:label xml:lang='en'>standards institute</rdfs:label> 
<rdfs:label xml:lang='en'>standards institution</rdfs:label> 
















































































The specifie transmission technique used to transmit data over 










































<rdfs:label xml:lang='en'>radio transmission scheme</rdfs:label> 





A radio transmission scheme in which the signal is spread over 
a proportionately wider frequency band than the original source data 
bandwidth, which makes the signal appear as (pseudo) noise to other 












LISTE DE CLASSES 
Le tableau suivant illustre quelques exemples de classes de termes générées par Gramexco. 
N. Classe Termes de la classe 
6 advance, broadband, enable, end, fixed, network, new, service, technique, technoJogy, 
user, wireless 
7 access, advanced, bandwidth, broadband, connectivity, countries, dater, developed, 
digital, enables, facility, fixed, frequency, high, home, hopping, information, large, 
links, most, needs, network, networks, operators, pcs, personal, protocols, satellite, 
service, small, solution, spectrum, speed, spread, symmetrical, technique, technologie, 
used, user, users, very, video, wireless 
9 access, also, alternative, available, bandwidth, business, copper, dater, devoir, 
enhanced, expensive, fiber, high, internet, kbps, mbps, new, pair, speed, symmetrical, 
twisted 
10 additional, allocated, allocation, alternative, available, communication, countries, 
currently, dater, different, europe, frequencies, most, offered, public, required, service, 
spectrum, wireless 
Il access, building, expansion, figure, new, office, over, quickly, voice, wireless 
13 airlan, allows, analog, based, being, cable, called, code, connected, dater, developed, 
direct, fiber, figure, large, line, most, multiple, new, radio, see, sequence, spectrum, 
spread, technology, telephone, used, what, which, wireless 
15 line, modems, multiple, pair, phone, table, twisted 
16 access, adapter, alternative, although, area, business, cdma, cellular, code, 
communication, countries, dater, digital, division, fiber, fixed, frequency, gsm, have, 
ieee, issu, its, lan, lans, latin, links, mobile, multiple, network, networks, persona l, 
ranger, systems, time, transport, used, user, various, video, wireless, world 
17 asymmetrical, broadband, copper, downstream, kbps, fine, low, mbps, medium, 
phone, satellite, small, upstream 
18 cost, hopping, lans, networks, provide, requires, scalable, sequence, service, solution, 
transmitters, two, used, wireless 
19 access, broadband, dater, inc, integrated, international, local, market, pc, room, 
wireless 
21 currently, direct, frequency, hopping, infrared, microwave, radio, sequence, spectrum, 
spread, technique, transm ission, transmitter, user 
26 access, additional, available, business, communication, digital, europe, has, ieee, 
local, made, mobile, multiple, networks, spectrum, using, wireless 
27 access, based, communication, hill, incorporated, international, mcgraw, medium, 
mobile, personal, providing, satellite, system, wireless 
29 access, alternative, asymmetrical, available, broadband, cisco, company, dater, fixed, 
frequency, incorporated, infrared, international, [an, local, low, networking, networks, 
product, products, provide, rat, scalable, shared, solution, standard, symmetrical, 
systems, through, used, wireless 




american, analog, cellular, digital, latin, most, now, operators, primarily, quality,
 33 
systems, using, voice 
46	 advances, broadband, enables, end, fixed, network, new, service, technique, 
technology, user, wireless 
47	 area, background, band, bands, capacity, common, communication, deployments, ghz, 
interference, lan, market, network, networks, propagation, shot, shown, systems, table, 
technology, unlicensed, wireless 
48	 access, actual, appendix, application, aps, areas, availabJe, band, bandwidth, 
calculations, characteristics, comparison, conclusion, consideration, dater, dense, 
environments, equal, frequencies, frequency, ghz, gofdm, gpbcc, high, highly, 
important, including, intensive, mbps, modulation, network, power, propagation, 
provide, ranger, rat, require, signal, spectrum, support, table, teclmologie, technology, 
throughput, times, transmettre, user, wlan 
51 benefit, characteristics, different, end, many, models, operating, usage, user, valoir 
52 across, dater, dsss, gofdm, gpbcc, however, line, mbps, mhz, mpdu, networks, pbcc, 
rat, second 
54 application, aps, area, areas, at, bandwidth, based, capacity, common, companies, 
consideration, constant, corresponding, costs, coverage, dater, distance, each, 
efficient, either, environment, environments, example, f, for, free, g, gofdm, greater, 
high, higher, in, its, likely, market, modulation, more, most, network, not, office, one, 
operating, operational, other, outside, over, overall, pbcc, rat, receiver, require, same, 
several, small, space, spectrum, standard, technologie, that, this, transmettre, two, 
users, using, variable, weil, will, would] 
56 ail, also, an, and, band, bluetooth, by, commercial, conclusion, dater, distance, f, hills, 
how, however, important, in, including, interference, is, issu, it, its, legal, many, 
market, mhz, model, more, networks, not, one, only, operating, paper, phase, physics, 
potential, primarily, products, propagation, radio, ranger, rat, section, see, several, 
signal, significant, similar, simultaneous, small, still, systems, table, that, there, they, 
this, traffic, two, used, wave, when, with, wou Id 
57 a, and, based, because, become, costs, could, development, each, expensive, four, 
from, generally, has, innovation, is, market, next, process, spectrum, technical, that, 
the, thus, to, user, very, will, with 
58 addition, an, and, application, are, band, be, believe, by, equipment, existing, good, in, 
many, models, more, potential, severa l, speed, standard, technologie, that, there, this, 
unlicensed, usage, we, will, wlan, worldwide 
60	 application, europe, hiperlan, radio, ranger, short, systems, wireless 
63	 an, and, are, as, at, be, because, believe, both, by, can, client, could, deployment, e, 
esn, have, high, hills, in, internet, issu, it, link, many, 0, ofdm, out, power, provide, 
reilly, same, speed, system, technologie, that, those, transmettre, used, wave, we, who, 
wlan 
64	 a, ail, appendix, as, b, be, calculations, corporation, devices, do, for, further, however, 
interference, lan, likely, market, mobilian, networks, not, power, reserved, rights, 
section, should, similar, support, that, the, this, throughput, using, will, wireless, wlan, 
world 
67	 about, again, and, any, application, aps, are, as, available, bands, bandwidth, become, 
been, between, both, by, characteristics, client, common, communication, companies, 
conclusion, considerations, cost, costs, current, deployment, deployments, devices, 
differences, do, driving, e, efficiency, environment, environments, expected, fact, g, 
given, good, greater, has, have, high, homerf, how, in, include, innovation, 
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interference, large, legal, levels, likely, loss, lower, many, model, modulation, must, 
mw, network, not, office, operating, other, out, paper, path, potential, power, qos, 
significant, so, spectral, spectrum, standard, such, system, systems, technical, 
technique, technology, that, these, this, transmettre, transmitter, unlicensed, usage, 
valoir, we, weil, what, while, who, will, with, wlan 
69	 common, deployments, Iikely, mhz, network, power, simultaneously, support, that, 
video, will 
70	 application, are, as, at, attractif, be, become, benefit, compared, db, every, extension, 
figure, given, higher, in, into, log, lx, more, new, only, per, ranger, shown, similar, 
three, user, with, wouId] 









Sept captures d'écran sont présentées pour mieux visualiser les résultats du tableau 
croisé relatif aux relations potentielles à l'intérieur de la classe de termes N. 7. Les 
relations potentielles sont répertoriées dans le tableau 4.2. 
dater 
ICcess 
wanced 0,000 NaN 
al 0,000 NaN ·0 000 0.000 
!Id a000 NaN 0,000 NaN 
le 
lS 
1~""--t~'-:'7.~:~7':7:-r.~~~ '7:~~~~:::-E'~~~~:'::;';"-+?=-~:':':'-F.'0 .;.;:0000,000 00000000 














access advanced bandwidlh between broadband connec coun1l1es dater 
·00000002 !-O 000 0000 0,222 0000 -00000000 , 0,0000000 00000,0000000 NaN 0361 NaN 
'02620,001 00280,000 0,4880000 00400,000 10,0400,000 00400000 -0000 NaN 0828 NaN 0,0000,000 0,111 0000 
1~~-+'0:J.:.'O~OO.Q,003 i-O,QQ9..~Q 001~ 0,000 0,0000000 0,Q40 0000 O,O~O 0000 0,000 NaN ·0000 NaN 00000000 00000000 
ho pin ·0,000 NaN ·0,000 NaN '0,000 NaN 0,250 NaN ,0,000 NaN 0,000 NaN 0,000 NaN 0111 NaN 0,028 NaN 0,000 NaN 
information '0,0000,005 0,0000,000 0.0000:000 10,040 O~OO 00000.000 0,0400,000 1-0000 NaN 0,222 NaN 0,0000.000 0,0000,000I---+-":-:--'-'-t-'----'"'":--+·--~:___!I...:..".,':-"-'-'_'_+'-'-'-'-'"' _+'_'_:- ----"-~~-1l1III 
lar e 0,0000,000 -0,0000,000 [0,016 0,000 tO,OOO O,~OO 0,000 0,000 0,0000,000 0,000 NaN 0,111 NaN 00000000 0,0000,000 
1 links 0,0000,000 0,000 0,000 ~,016 O,O~lO,OOO 0,000 '10,068 0,000 0,0000,000 -0,000 NaN 0,250 NaN 0,0000,000 -0000 D,DO 
mosl W~QQ,~oooTlÏoo . ,000 ~,ÔOO ÎO,OOO O.,OOQ~,OOO 0,000 -0,000 0,000 i!.!1~NaN ,0,500 NaN 0,0000,000 03330,000 
Mlced needs 0,062 0,000 10,000 0,000 ~ 0,000 1-0,000 0,000 iO,111 0,000 0,000 0,000 0,000 NaN 0,078 NaN 0,000 0,000 0000 0,00 
Il ~~_~_~,,~,0071o:Ooo],000 l~111 0,000 i·o,oQo 0,00ô'ô,ô96 0,000 0,Q630,000 -0,000 NaN 10,000'NaN" -0 000 ~OOO 0,0630,000 
networks :Q~~NaN -0,000 NaN 1-0,000 NaN 0,000 NaN 0,118 NaN O,OOONaN -0,000 NaN 0361 NaN -0,000 NaN 0174 NaNIld 
o erators 0,040NaN 'O,OOONaN O,OOONaN ·O,OOONaN 'O,OOONaN O,OOONaN O,OOONaN OOOONaN O,OOONaN 0,111 NaNle ~cs 10,111 NaN 0000 NaN Ô000 NaN O,~ 0,000 NaN 0,000 NaN 0,000 NaN 0000 NaN -0000 NaN 0,000 NaN ..as 










advanced bandWidth between broadband conneclM counlnes dater develo ed dl nal 
100160000 00000 000 a000 O,O~:O 000 0000 0000 0000 0000 0,000 a016 NaN 1 a000 NaN a000 a000 00160000" 
0,266 NaN 0,000 NaN 0000 NaN 0000 NaN ·0000 NaN -0000 NaN 0,016 NaN ,0,000 NaN 0000 NaN 0,016 NaN 
0,0000 006 0000 0000 -0000 0000 iO 000 0000 556 0000 0000 0,000 1·0000 NaN '0000 NaN 00000 000 ·0,000 000 
0,9360,002 0,0280000 05660,000 0.0000.000 02920000 00620,000 0,222 NaN 0797 NaN 0,0000000 0,2500,000 
0,1250,001 0,0000000 0125 0,000 0,0000000 0,1530000 0000 a000 0,000 NaN 0,062 NaN 00000000 0,000 0,000 
0,056 a006 ·0 000 O,O~O 0,611 0,000 '-a 000 0000 0,3610 000 0000 0,000 -0,000 NaN 1'0,000 NaN 0,0000000 0,000 a000 
some ,016 0,000 M~~ 0000 0,000 0,000 0,000 0,000 0000 0,000 0,000 0,000 0,016 NaN -a 000 NaN 0000 0,000 0,016 0,000 
spectlUm 0,250 0,000 1.0,000 0,000 0111 0,000 0,0000,000 0,0000,000 0,000 a000 0,111 NaN 
spe!i_lo,222 ~!OOO ~!028 0,000_ 10,016 0,000 0~40 0,000 O,~O 0,000 0,0.0 0,000 0,000 NaN 0,111 NaN '0,257 NaN 0,056 a000 02220,000 0,0000000 '0,0000,00 
~pre~9.QOI001J:~Q.Q~0 iO,~Q!.O~.OOO 0,000 Q!QO 10,000 0,000~1000 O,OO.Q.l~,OOO NaN ~11 NaN 0,ü28 0;000 ,0,000 0,00 
5uch 10,127 O,~~O 10,.139 O,OOôTô,111 0,~~00iO,06B 0,000 IQ,063 ~Q~.Q.!6 NaN 10,195 N,aN ·0 000 0.&00 0,016~~0 
le sym_melric ...~O 0&00 ·O&qQ 0,000 0,0160,000 10000 0,000 0,0.0 O~OO O,O.Q.Q..O,OOO 1·0,000 NaN 10,2" NaN '0,0000,000 ·0,000 0,00 
as technique .o,9.000,Omn;111 0:000 [,0,000 0,000 :'0,000,0,000 Q,ooo 0,000 0,000 0,000 0,000 NaN 0,000 NaN 0,000 0,000 IO,ooo,9~00 .. 
bandwidlh t ~ 
œ .. 









2· Potential relalions: latenl5etMiic k1dexlng &Cos 
0016 0000 0000 0000 0,000 0000 0,0000000 ,0,000 0000 0,000 0000 0016 NaN 0000 NaN 0,000 0,000 0016 000 
0,2500000 0000000001110,000 OOOOO,OOOiO,OOOO,OOO 00000,0000111 NaN 0,111 NaN 00560,000 02220'00 
02220000 00280,000 00160000 004000000,0000000 00400000 0000 NaN 0257 NaN '00000,000 -0000000 
·00000001 .·0 000 0000 '0 000 0000 00000000 00000000 ·00000,000 0,000 NaN 0111 NaN 00280000·000000 
l-=su;':";Ch"'--+.'-'O1~27~ 1390,000 ;0111 0tOO ·00000000·00680,000 0,0630,000 o:o;6"NaN 0195 NaN 0000 0000 0016000 
S)1Ylmelilcal ·0000 0000 ;-0,000 0000 0,016 0000 ,0.0000,000 0,040 0,000 0,000 0000 -0,000 NaN 
technl ue 00000,010 0111 0000 ·0 000 0000 0,0000,000 0,0000,000 0.000 0,000 0000 NaN 







0,51 ~~OO 0,250 O~OOO 0,0000,000 0,2500,000 00000,000 00000,000 0,016 NaN 
10,151 0,003 rO,OOO 0,000 '0,.377 0000'0,250 0000 0,0560,000 10,000 0000 0,250 ~N 
0,000 NaN 0,000 NaN 0,313 NaN ,0,000 NaN -0,000 NaN .0,000 NaN 0,000 NaN 
0,0620,009 O,OOOO:ôOo o,ofao.o,!!! 0,000 O,OpO 0,000 0,000 ~,250 0,000 0,000 NaN 
1,0470 007 0000 a000 ,0 111 0000 1 0,0000,000 1,421 0,000 0,000 °000 a111 NaN 
3. Retained relations 
Terme 1 1 Terme 2 
0214 NaN -0 000 0,000 0,0000 0 
0000 NaN 0,000 0000 0000 0,00 
0111 NaN 0000 NaN 0361 NaN 
0,250 NaN -0,0000,000 0,1270,00 
0,500 N~~ -0,000 0,000 0,000 0,0 
-0,000 NaN ·o,oro NaN 0,000 Na 
a813 NaN 0,000 0,000 0,062 0,00 
1774 NaN 0250 a000 02360 00 • 
~ 





































































1. Algorithme SVD de Fierro - séquence principale des appels
 
L'algorithme de SVD de Fierro est une séquence d'algorithmes détaillées comme suit:
 
SVD de Fierro sur (ATA)nxn pour les k plus grandes valeurs propres: 
1.	 BLCR de Lanczos sur (ATA)nxn avec 2k itérations. 
Retourne Qnx2k(L) et T2k x2k = tri-diag( {al, a2, ... , a2k }, {P" /37., ... , /37.k -I}) 
(La procédure BLCR est appelée sur la matrice A. Cette procédure s'exécute 
implicitement sur ATA, mais le produit n'est jamais formé explicitement). 
2.	 Calcul des paires de Ritz sur T2k x 2k et Qnx2k(L) pour les vecteurs de Ritz 
Retourne les r valeurs de Ritz {BI, . '" Br} qui ont convergé et les vecteurs de Ritz 
correspondant {y" ... , Yr} nxr . 
a)	 Tri-diagonalisation de Householder sur T2k x 2k
 
Retourne T '2k x 2k = (Q2k x 2k)T T2k x 2k QT2k x 2k et Q2k x 2k
 
b)	 Rotation de Wilkinson sur D22 = T '2k x 2k au départ
 
Diagonalise T 'u x 2k en D2k x 2k .
 
Les transformations sont accumulées dans Q2k x 2k():f.-W) .
 
Retourne D2k x 2k et Q2k x 2k .
 
c) Déterminer les r valeurs de Ritz convergées 
{BI, "., Br} +- r plus grands éléments de la diagonale de D2k x 2k qui ont 
convergé selon le critère de convergence de Fierro 
d)	 Calculer les r vecteurs de Ritz correspondants à partir des vecteurs 
propres de T2k x 2k et des vecteurs de Lanczos Qn x 2k(L) 
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Vn x r ~ {Y\, ... , Yr}n x r = Qn x 2k(L) X 2k x r où X 2k x r ~ r colonnes de Q2k x 2k(H.W) 
correspondant aux r valeurs de Ritz déterminées en c) 
3.	 BLCR de Lanczos sur (Ar)nxn ~ (Inxn - V nxr (Vnxr)T) (ATA)nxn (Inxn - Vnxr (Vnxr)T) 
avec 2k-r itérations. 
Retourne Qnx(2k.r)(L) et T(2k.r)x(2k.r) = tri-diag( {a}, a2, ... , a(2k.r)}, {fil, Ih., ... , fi(2k.r) 
·d) 
(La procédure BLCR doit être appelée sur A mxn (Inxn - Vnxr (Vnxr)T) de façon à 
s'exécuter implicitement sur le produit [Inxn - Vnxr (Vnxr)T]T (ATA)nxn [Inxn - Vnxr 
(Vnxr)T], où [Inxn - Vnxr (Vnxr)T]T = [Inxn - Vnxr (Vnxr)T] car Vnxr(Vnxr)T est 
symétrique.) 
4.	 Calcul des paires de Ritz sur T(2k.r)x(2k.r) et Qnx(2k.r)(L) pour les vecteurs de Ritz 
Retourne {BI, ... , Bk} ~ k plus grands éléments de la diagonale de D(2k.r)x(2k.r) et 
Vnxk ~ {Y\, ... , yd nxk = Qnx(2k.r)(L) A(2k.r)xk où X(2k.r)xk ~ k colonnes correspondantes 
de Q(2k.r)x(2k.r)(H.W). 
Les r paires de Ritz convergées à la première itération de l'algorithme SVD de 
Fierro sont conservées. À chaque itération subséquente, on rajoute les paires des 
valeurs de Ritz nouvellement convergées, jusqu'à ce qu'on obtienne k paires de Ritz 
dont les valeurs ont convergé. 
5.	 BLCR de Lanczos sur (AÜnxn ~ (Inxn - V nxk (Vnxk)T) (ATA)nxn (Inxn - Vnxk (Vnxk)T) 
avec k itérations. 
6.	 Calcul des paires de Ritz sur T kxk et Qnxk(L) pour les vecteurs de Ritz 
Retourne ... , Bk} ~ k éléments de la diagonale de Dkxk et 
- Q	 (L) Q (H-W)v.nxk ~ {y), .. ·,Yk}nxk- nxk kxk . 
À cette étape, on compare toute paire de Ritz nouvellement convergée avec les 
paires déjà conservées. On retient les paires qui correspondent aux plus grandes 
valeurs de Ritz. Les étapes 5 et 6 sont exécutées jusqu'à ce qu'aucune valeur de 
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Ritz nouvellement convergée ne soit plus grande que les valeurs conservées à date, 
pendant deux itérations consécutives. 
7.	 QR 'thin' sur Amxn Vnxk 
Retourne les matrices Qk et Rk tronquées suivantes: Qmxm ~ Qmxk et Rmxk ~ Rkxk 
8.	 SVD de Golub-Kahan sur Rkxk 
9.	 Approximations finales 
a) U'k = Qmxk Ukxk = U'mxk 
b) D'k = Dkxk 
c) V'k = Vnxk Vkxk 
2. Algorithme BLCR ("Basic Lanczos with Complete Reorthogonalisation") 
L'algorithme BLCR (Fierro and al, 2005) (Golub and al, 1996) factorise partiellement la 
matrice ATA en Qnxp Tpxp (Rnxp)T où Tpxp est une matrice tri-diagonale formée des éléments 
{al, a2, ... , ap} sur sa diagonale principale et {{JI. !h, ... ,{Jp-il sur les diagonales secondaires. 
La matrice Qnxp est formée des vecteurs de Lanczos {qJ, q2, ... , qp} et la matrice Rnxp est 
formée des vecteurs {ri, r2, ... , rp}. 
1. Initialisations: 
a) ro~ql=(l,O, ... ,O) 
b) {Jo~ 1 
c) qo ~ 0 
2. Pour i = 1 à n : 
a) qi ~ rio! / {Ji-! 
b) W ~ AT (A qi) 
c) r ~ w - {Ji-I qi-I 
d) T ai~qi r 
e) ri ~ w - aiqi 
f) réorthogonalisation où Qp = {q" q2, ... , qp} 
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g)	 Pi ~ Il ri Il 
3. Algorithme SVD de Golub-Kahan :
 
Cet algorithme (Golub and al, 1996) factorise Amxn (m > n) en (U mxm)TA mxn Vnxn = D mxn + E.
 
1. Calculer la bi-diagonale de Householder B = UT A V dans: 
... V	 )
n-2 nxn 
2. Jusqu'à ce que q = n : 
a) Si Ibi,i+ll ::s; E (Ibiil + Ibi+1,i+ll), alors b"i+1 ~ 0, V i = 1 à n-l. (10-4::s; E ::s; 10-3) 
(Un E < 10-4 risque de faire apparaître des zéros dans la superdiagonale de 
Bn )· 
b)	 Trouver qmax et pmin tel que 
0 p 
[ B" nBn n-p-qB=	 0 0 0 q 
p n-p-q q 
B33 est diagonale et Bn n'a aucun zéro sur sa superdiagonale. 
c) Siq<n: 
i) S'il Ya des éléments à zéro dans la diagonale de Bn , mettre leur élément 
de la superdiagonale de la même rangée à zéro, i.e. si bu = 0, alors bi,i+1 
~ 0, V i = 1 à n22-1. 
ii) Autrement: 
(2)	 fJ ~ valeur propre de T [n22-l: nn ; nn- 1: nn] la plus proche de 
T [nn " nnJ : 








(3) x =. fil - Ji 
(4) z = f l2 
(5) Pour k =. 1 à nn ­ 1 : 
(a) [c, s] = Givens(x, z) 
(b) B22 = B22 G(k, k+ l, 8) 
(c) x = bkk 
(d) z = bk+l,k 
(e) [c, s] =. Givens(x, z) 
(f) Bn = G(k, k+l, 8)T Bn 
(g) Si k < nn ­ 1 : 
(i) x=. bk,k+1 
(ii) z = bU +2 
(6) B f- (lp, U, Iq+m.n)T B (1p, V. lq) 
Accumuler les facteurs de Householder: 
a) U~ houseU· U 
b) V ~ houseV' V 
(voir Wilkinson, étape 9) 
(voir Wilkinson, étape 9) 
(voir Wilkinson, étape 9) 
(voir Wilkinson, étape 9) 
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4. Algorithme de factorisation QR 'thin' 
La factorisation QR 'thin' est une factorisation Qmxm R mxn d'une matrice m x n (m ~ n) où on 
retient seulement les n premières rangées de R (les autres rangées sont nulles puisque Rest 
une matrice triangulaire supérieure) et les n premières colonnes de Q (Doornik and al, 2002). 
Il s'agit donc de factoriser la matrice A par Q'mxk R'kxk où Amxn est la matrice termes­mxnVkxk 
documents initiale. L'algorithme Householder QR avec pivotage en colonne est utilisé pour 
effectuer cette factorisation (Golub and al, 1996). Cet algorithme calcule le rang(A mxn) = r et 
factorise A en AJl= QR (Jl= pivot(*)). 
1.	 Pourj= 1 àn:
 
cU) = A(l :m,j)T A(l :m,j)
 
2.	 r= 0 
3. r =	 max{c(l), ... , c(n)} 
4.	 k= min (k)
k=l:n;c(k )=T 
5.	 Tant que .> 0 :
 




c) A(1:m, r) B A(l:m, k)
 
d) c(r) B c(k)
 
e) [v,,8] = House(A(r:m, r))
 
f) A(r:m, r:n) = (lm-r+1 - fJ V VT) A(r:m, r:n)
 
g) A(r+1:m, r) ~ v(2:m-r+1)
 
h) Pour i = r + 1 à n :
 
cU) = cU) -A(r,i)2
 
i) Si r < n :
 
i) r = max{c(r+1), ... , c(n)}
 








L'étape g) A(r+ 1:m, r) f--- v(2:m-r+ 1) sert à accumuler les vecteurs de Householder afin de 
pouvoir récupérer les produits des matrices de Householder HI"H2• ... ·Hn = Q. Ces vecteurs 
sont commodément stokés dans Je triangle inférieur de la matrice résultante R. Si la matrice 
Q est explicitement désirée, on peut remplacer l'étape g) par la suivante, après avoir initialisé 
la matrice Q = In : 
g) Q f--- Q. [(Ir-I), (Im-rH - [3 VvT)] 
où Ir-I est le complément supérieur et gauche de A/II.r+! pour obtenir une matrice carrée de 
dimension mxm, i.e. 
1 0 0 0 0 0 
0 0 0 0 0 
0 0 1r-I 0 0 0 
0 aIl a l•m- r+1 [I~J A,OJ,., = 0 0 
0 0 0 
0 0 0 am_r+I•1 a/ll_r+l• 
/II-r+1 
mxm 
5. Calcul du vecteur de Householder (fonction House)
 
La fonction HouseO est un algorithme qui calcule le vecteur de Householder [v,fJ] à partir
 
d'un vecteur x (Golub and al, 1996):
 
1. n = length(x) 
2. [3= x(2:n)T x(2:n) 
3. v=CC21:n); 





,li = ~X(l)2 + (J'
a)
 
b) Si x(l) s 0 :
 




v(l) = -cyl (x(l) + ,u)
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6. Calcul des paires de Ritz
 
Le critère de convergence des pairs de Ritz (Fierro and al, 2005) est:
 
f3p est le dernier élément de la superdiagonale de la matrice tri-diagonale Tpgénérée par 
l'algorithme BLCR; 
Xj,p est le dernier élément du/me vecteur propre de la matrice tri-diagonale Tp; 
(Pour obtenir les Xj,p, il faut appliquer un algorithme direct de SVD à la matrice Tp et 
calculer ainsi les vecteurs propres de gauches de Tp• Nous utilisons l'algorithme de 
Golub-Kahan à cette fin). 
Ô"I est la racine carrée de la plus grande valeur de Ritz convergée à date; 
f1 est la/me valeur de Ritz pour laquelle on évalue la convergence; 
k est le nombre de valeurs propres recherchées; 
TOL est le seuil de tolérance fonction de l'erreur machine, généralement 10,4 ou 10'5, 
L'algorithme peut s'articuler sur une décomposition de Schur (Golub and al, 1996) où 
donne les valeurs de Ritz, Les vecteurs de Ritz correspondants sont alors obtenus par 
Il s'agit de trouver les valeurs propres et les vecteurs propres de la matrice symétrique tri­
diagonale Tp obtenue dans le processus de factorisation de Lanczos, Cette matrice est une 
hermitienne dense de dimensions réduites à p « m. On peut donc utiliser n'importe quel 
algorithme SVD direct de base pour la résoudre. Ici on a utilisé l'algorithme SVD de Golub­
Kahan (Golub and al, 1996), 
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Les valeurs propres de la matrice tri-diagonale Tp (pxp) obtenue à partir de ATA sont des 
approximations du carré de p des valeurs propres de A. Ces valeurs propres de Tp se nomment 
les valeurs de Ritz ~ (j =1 à p) de la matrice ATA. Les vecteurs propres de Tp,. dénotés xi (j = 1 
à p; px 1) sont en relation directe avec les vecteurs de Ritz Yi (nx 1) = Qp xi «nx p) . (px 1)), j 
=1 àp, où Qp = {ql> q2, ... , qp} sont les vecteurs de Lanczos générés par le processus de tri­
diagonalisation de ATA. 
fJp et Xi, p (le dernier élément des vecteurs xi) sont typiquement utilisés pour déterminer la 
convergence des valeurs de Ritz t3- vers des approximations des valeurs propres de ATA. Les 
vecteurs de Ritz Yi sont typiquement utilisés pour redémarrer la factorisation de Lanczos. 
7. Bi-diagonale de Householder 
Cet algorithme (Golub and al, 1996) remplace Amxn (m > n) par Bmxn = (Umxlll A mxn Vnxn . 
Pourj = 1 à n : 
1. [v,,B] = house(A(j:m,j)) 
2. A(j:m,j:n) = (/m-i+1 - fJvvT)A(j:m,j:n) 
3. A(j+ 1:m, j) = v(2:m:J'+I) 
4. Sij::; n-2 : 
a) [v,,B] = house(A(j,j+Ln)T) 
b) A(j:m, j+ 1:n) = A(j:m,j+ Ln) (/n-r fJvVT) 
c) A(j ,j+2:n) = v(2:n-j)T 
L'étape 3 sert à stoker les facteurs de U dans la partie inférieure gauche de la matrice B. Elle 
peut être remplacée par l'étape suivante pour former U explicitement, après avoir initialisé U 
L'étape 4.c) sert à stoker les facteurs de V dans la partie supérieure droite de la matrice B. Elle 
peut être remplacée par l'étape suivante pour former V explicitement, après avoir initialisé V à 
In: 
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8. Tri"diagonale de Householder
 
Cet algorithme (Golub and al, 1996) remplace une matrice symétrique Anxn par T= QTAQ.
 
Pour k = 1 à n-2 : 
1. [v,,8] = House(A(k+l:n, k» 
2. P f- fJA(k+Ln, k+l:n) v 
3. Wf-p_(fJpT v/2) v 
4. A(k+ l, k) f- HA(k+ 1:n, k)112 
5. A(k. k+l) f-A(k+l, k) 
6. A(k+ Ln, k+ Ln) f- A(k+ Ln, k+ Ln) - VWT - WVT 
7. A(k+2:n, k) f- zéros3' 
8. A(k, k+2:n) f- zéros5 
La matrice Q peut être explicitement formée en ajoutant l'étape suivante, après avoir initialisé 
Qàln : 
9. Étape QR symétrique implicite avec rotation de Wilkinson 
À partir d'une matrice tri-diagonale T, cet algorithme remplace la matrice T par ZTT Z où 
Z =GI'G2•.. Gn_1 est un produit de rotations de Givens. 
1. d= Un-I,n-I - 'n,n) / 2 
,2 
- t _ n,n-I2. Il - n,n ( ~ 2 2 )d+sign(d)d +tn,n_1 
31 Les étapes 7 et 8 ont été ajoutées pour mettre à zéro les éléments hors de la diagonale et de la première sous­
diagonale. 
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4.	 z = 121 
5.	 Pour k = 1 à n-l :
 




o 0 0 
0 c s ... 0 k 
Gk =G(k,k+1,e)= 0 -s c 0 k + 1 
0 0 0 
k k + 1 
(voir note plus bas) 
c) Si k < n-l : 
i) x = Ik+I,k 
ii) z = Ik+2, k 
Puisque T est une matrice tri-diagonale, il n'est pas nécessaire d'effectuer les produits de 
Givens sur toute la matrice. Avec 
CI = C2x2 , Tl = T [k:k+ 1; k:k+ 1] , 
T2 = T[k-1; k:k+1], T3 = T[k+2; k:k+1], 
T4 = T [k:k+ I,-k-l] et T5 = T [k:k+ 1; k+2] , 
[T2 ] k-1 
T= [T4 ] [~] [T5 ] k: k+ 1 
[TJ k+2 
187 
Il suffit d'effectuer les opérations suivantes: 
TI == GIT TI GI 
T2 == T2 GI 
T3 == T3 GI 
T4 == G/ T4 == T2 T 
Ts == G,T Ts == T/ 
Les autres éléments de la matrice T sont inchangés. 
10. Calcul d'une rotation de Givens (fonction Givens)
 
Cet algorithme calcule c == cosinus(8) et s == sinus(8) à partir du vecteur (a b)T tel que
 
(~s	 : )(: ) = ( ~) . Cette fonction retourne [c,s1~ Giveus(ab). (Golub and al, 1996) 
1.	 Si b = 0: 
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