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DEFINITION
Optimization is the process of finding the maximum
or least value of a function for some constraint,
which must be true regardless of the solution. In
other words, optimization finds the most suitable
value for a function within a given domain.
¢ The nature optimizes the following in a seamless
manner.
¢

o

Explore
o

Exploit
o Enjoy
o Encounter

FISH SCHOOL SEARCH ALGORITHM
PRALAYA PAYODHI JALE
DHRUTA VA NASI VEDAM
VIHITA VIHITRA CHARITRA MA KHEDAM
KESAVA DHRUTA MEENA SAREERA
JAYA JAGADEESA HARE
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INTRODUCTION
¢

Various species of fishes behave in ways that
maximize their fitness

¢

Many pelagic fish species, as with other animals,
present gregarious behavior, mainly to increase
their survivability

¢

Fish school search algorithm is one of the most
recently proposed optimization algorithm.

¢

This new approach was proposed by C. Bastos
Filho and F. limaneto from the Computational
intelligence research group (CIRG) based at
polytechnic school (POLI) of UPE in Brazil in
2007

FISH BEHAVIORS
Shoal: Any group of fishes that remains together
for social reasons
¢ School: A polarized, synchronized shoal
¢ Feeding: Foraging behavior
of fish to gain
maximum energy
¢ Swimming: Movement produced by the fish in
the river
¢ Breeding: Reproduction behavior of fish to get
off springs
¢

Types of Fish School
• Clupeomorpha
• Barracuda
• Larvae
• Some sharks (hammerheads)
• Ostariophysi

Advantage
Social

1. When separated from the school, the individuals
become skittish and aggressive
2. Lower respiration rate when fish in groups
3. Synchronized actions
Reproductive

1. Easier to find mate
2. Decreases chance of larval predation
3. Initiation of schooling from environmental factors
after morphological evolution
Foraging

1. More eyes to seek prey
2. Copepods and herring

• Hydrodynamic Behavior
• Schooling placement is not
random
• Draft off of each other
• Back and forth tail movement
“wagging”

• Predator Avoidance
• Reduce probability of capture
• Improved detection of predatory threats

FSS OPERATORS
For the new approach 3 Operators are taken
that comprises the main routines of the FSS
algorithm
Feeding
¢ Swimming
¢ Breeding
¢

FEEDING OPERATOR
¢

Food here used as a metaphor for the good spots for
search process

¢

Food are scattered at various concentration

¢

¢

To find greater amount of food the weight of the fish is
calculated
The assessment of food concentration is as follows:

CONTI...
¢

Fish weight variation is evaluated once at every FSS cycle

¢

Wscale was created to limit the weight of a fish.The fish
weight can vary between “L” and “Wscale”

¢

All the fish are born with weight equal to L=Wscale⁄2

SWIMMING OPERATOR
It has 3 classes
¢ Individual
¢ Collective– instinct
¢ Collective-volition
INDIVIDUAL MOVEMENT

Individual movement occur for each fish at
every cycle of the FSS algorithm
¢ The fish assesses whether the food density
seems to be better than at its current location
¢ A Parameter to determine the fish displacement
called individual step i.e (stepind)
¢ Each fish moves stepind if the new position
has more food than the previous position
¢

COLLECTIVE-INSTINCTIVE MOVEMENT
After all fishes have moved individually, a
weighted average of individual movements
based on the instantaneous success of all fishes
of the school is computed.
¢ Overall movement based on Fitness evaluation:
¢

COLLECTIVE-VOLITIVE MOVEMENT
After individual and collective-instinctive
movements are performed, one additional
positional adjustment was still necessary for all
fishes in school, i.e. the collective-volitive
movement
¢ The movement was devised as an overall
success/failure evaluation based on the
incremental weight variation of the fish school
as a whole
¢ This last movement will be based on the
overall performance of the fish school
¢

Conti...
Collective-volitive movement will be inwards or outwards
in relation to the fish-school baycenter.

A (stepvol) parameter is taken for a new position
If the overall weight of the school increases in the FSS
cycle. The equation will be :

If the overall weight of the school decreases then the
equation will be

THE BREEDING OPERATOR
¢

The selection of candidates for breeding considers all
fishes that have reached a predefined threshold

¢

The winner is the fish presents the maximum ratio of weight
over distance in relation to the breeding candidate

¢

According to the approach only one child is generated by a
couple at one given time

¢

The size of the new fish will be

¢

And the initial position of the new fish is the midpoint
between parents

FSS CYCLE AND STOP CONDITION
The FSS algorithm starts by randomly generating
a fish school according to parameters that control
fish sizes and their initial positions
¢ The search process is enclosed in a loop, it will
occur until at least one stop condition is met
¢ Stop conditions conceived for FSS are
¢
Time limit
¢
Maximum school radius
¢
Minimum school weight
¢
Maximum fish number
¢
Maximum breeding number
¢

Disadvantages: Ease of Predation
¢

Easy for underwater predators to spot because
of size

¢

Birds can easily spot large bait balls near the
surface

¢

Normally attracts a lot of birds, not just one

¢

Cannot effectively hide in reefs or underwater
structures

¢

Move around constantly due to resource
demands

EASE OF PREDATION

Disadvantages: Concentration of
Pollution

o

Very similar to aquaculture disadvantages

o

Disease spread quick due to proximity

o

One sick fish can put the entire school at risk
o One fish gets out of rhythm
o Loses main anti-predator behavior caused by
synchronous movements
o Predators can begin to pick off the school

Disadvantages: Scarce of Resources
o
o

o

o

Must move on quickly to new food sources
Food found during foraging used up quickly due
to sheer number of fish
Can get very little food depending on orientation
in the school
Use large amounts of dissolved oxygen

Applications of Fish School
Graphic hardware acceleration platform to
improve performance
¢ Image Processing
¢ Supply Chain of Finance
¢

Summary
The bio-inspired operators based on the fish
school devised here produce a very interesting
balance between exploration and exploitation
abilities,both of which are highly desirable in a
search school.
¢ FSS helps in tackling high dimensional problems
and provides a self-adaptable global guidance
for the search process.
¢
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Frog Inspired Algorithms
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INTRODUCTION
§Frog

Inspired Algorithms are
evolutionary
meta-heuristic
stochastic search methods that
depends on social behavior of
species i.e frog.
§Frogs

are amphibians, which
comes from the Greek language
and means "both lives."
§Most

frogs are born in water as
tadpoles and gradually change
into frogs.
Some frogs, known as direct
developers, are born as full
frogs.
§

§Approximately

4,740 species of
frogs around the entire world
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?

Q. Why to study Frog Inspired Algorithms ?
1)

2)

3)

4)

Stochastic algorithms are generally easy to
implement.
They
can
be
used
efficiently
in
a
multiprocessor environment.
They do not require the problem definition
function to be continuous.
They generally can find optimal or nearoptimal solutions
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BEHAVIOUR OF FROG
§

§

§

§

§

Frog: Frogs are the short bodied carnivorous
tailless amphibians. (Lifespan : 40 yrs)
Sit completely still and await for their
prey(insects). (Hunting during night.)
Shelter: Frogs live on land near swamps, ponds or
in a damp place. This is because they will die if
their skin dries out. Frogs breathe through their
nostrils while also absorbing about half the air
they need through their skin.
Tongue: Frogs use their sticky, muscular tongue
to catch and swallow food.
Eyes: Frogs can see forwards, sideways and
upwards all at the same time. They never close
their eyes, even when they sleep. They provide
binocular vision over a field of 100° to the front
and a total visual field of almost 360°.

03-102015

BEHAVIOUR OF FROG (CONTI..)
§

Skin: Glands present in head region helps keep the skin
moist, protects against the entry of moulds and bacteria,
and make the animal slippery and more able to escape from
predators.

§

Feet : Many frogs have webbed feet and the degree of
webbing is directly proportional to the amount of time the
species spends in the water.

§

Heart : Frogs have three-chambered hearts, a feature they
share with lizards.

§

Nervous system : The frog has a highly developed nervous
system that consists of a brain, spinal cord and nerves.
Frog's brain correspond with those of humans.

§

Call : Frogs create this sound by passing air through their
throat. The main reason for calling is to allow male frogs to
attract a mate, forecast rain, and when under stress
(predator is present.)

§

Movement: Jumping ,Running , Walking , Swimming ,
Burrowing ,Climbing and Gliding .

SHUFFLED FROG LEAPING ALGORITHM
¢
¢
¢

¢
¢
¢

Population based meta-heuristic algorithm that seek for
global optimal solution.
Developed by Eusuff and Lansey (2000).
Combines the benefits of Genetic based memetic
algorithm and the social behavior based Particle Swarm
Optimization.
Terms Used:
Meme- It is an idea, behavior or style that spreads from
individual to individual within a culture or community.
Memeplex – Groups of memes that are found present in
same individual.

SHUFFLED FROG LEAPING ALGORITHM
Steps:
1. An initial population of ‘P’ frogs is choosed randomly.
2. For S-dimensional problems, each individual frog ‘i’ is represented
in S variables.
Xi = (xi1,xi2,....,xis).
3. Then, the frogs are sorted in descending order as per their fitness.
4. The entire population is divided into ‘m’ memeplexes each
containing ‘n’ frogs i.e (P=m*n).
5. First frog goes to 1st memeplex, the 2nd frog to 2nd memeplex, and
so on.

Whereas,
Xb =best fitness
Xw = Worst fitness
Xg = global best fitness
Rand() = random number b/w 0 & 1
Dmax = max. Allowed change in frog position.
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?

Q. Why Modified
Algorithm?
1.
2.
3.

Shuffled

Frog

Leaping

In order to increase the searching ability of
SFLA greatly.
Slow convergence
As per eq_1 when the difference between
worst frog and best frog becomes small,
change in frog position will be small too. This
might stagnate at a local optimum and lead to
premature
convergence.
To
overcome,
Modified SFLA ‘search- acceleration factor
(C)’ is used.
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MODIFIED SHUFFLED FROG LEAPING ALGORITHM
o

At beginning of evolution process, the factor ’C’
is assigned with a large value.

o

This will accelerate the global search, allowing
for bigger change in the frog’s position.

o

Factor ‘C’ balances the global and local search.
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ADVANTAGES
Simple method
¢ Less computation burden
¢ High-quality solution
¢ Stable convergence specifications
¢ Good optimization performance
¢ Better diversification ability compared to the
standard SFL algorithm.
¢

FROG CALLING ALGORITHM
Proposed by Mutazono el al... 2012, in order to
deal with power consumption issue in wireless
sensor networks.
¢ Mutazono el al. Considered 3 factors :
¢ Factor 1 : Territory (A frog would check, if there
is any calling frog in its territory. If yes ,then it
will decide to produce calls or not.)
¢ Factor 2 : Number of competing frogs (if the
probability for the frog to win is high ,it will begin
to call ).
¢ Factor 3 : Body Size (Once the weak calling frog
detects its current condition, it will adopt sleep
strategy to avoid competition ).
¢
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APPLICATIONS
Water Supply System
¢ Tunnel System
¢ Power Supply Distribution
¢ Shop Management
¢ Project Management (Civil Engineering)
¢ Robot Control
¢ Clustering
¢ Data Mining
¢ Image processing
¢ Circuit Design
¢ Travelling Salesman Problem
¢ Solving
Knapsack Problem & many
algorithms
¢

other
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FUTURE WORK
1.

2.

3.

SFLA is still in the lack of theoretical
foundation because of the short research
period.
Parameters of SFLA still need to confirmed
according to specific experiment and
experiences.
Improving the efficiency and the calculating
speed of the algorithm still needs further
research.
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¢

INTRODUCTION
ACO is a meta-heuristic population-based
optimization technique inspired by biological
systems.
¢ Proposed by Marco Dorigo in early 90s in his
PhD dissertation.
¢ Uses
multi-agent approach for solving
difficult combinatorial optimization problems.
¢ Based on: How ants are able to find shortest
route between their nest and source of food?
¢ Answer is Stigmergy.
ü - a mechanism of indirect coordination
between agents or actions
¢

NATURAL

BEHAVIOR OF ANTS

Ants can explore vast areas without
global view of the ground.
¢ Ants find the food and bring it back to the
nest.
¢ Ants find shortest routes between food
and nest and converge.
How can they manage such great tasks ?
Answer: They lay pheromones on
ground that form a trail that attracts other
ants.
¢

NATURAL
¢

¢

¢

¢

BEHAVIOR OF ANTS

If an ant decides to follow the pheromone trail
with some probability, it itself lays more
pheromone, thus reinforcing the trail.
The more ants follow the trail, the stronger the
pheromone, the more likely ants are to follow
it.
Pheromone builds up on shorter path faster
since it does not have much time to decay, so
ants start to follow it.
Shorter paths serve as the way to food for
most of the other ants.

NATURAL
¢

BEHAVIOR OF ANTS

Ant foraging – Co-operative search for
food by pheromone trails

NATURAL

BEHAVIOR OF ANTS

¢

Ant foraging – Co-operative search by
pheromone trails

¢

Initially the pheromone deposits will be
the same for the right and left directions.

NATURAL
¢

BEHAVIOR OF ANTS

Ant foraging – Co-operative search by
pheromone trails

When the ants in the shorter direction find
a food source, they carry the food and
start returning back, following their
pheromone trails, and still depositing more
pheromone.

NATURAL

BEHAVIOR OF ANTS

¢

Ant foraging –
pheromone trails

Co-operative

search

by

¢

An ant will most likely choose the shortest
path when returning back to the nest with
food as this path will have the most deposited
pheromone.

NATURAL

BEHAVIOR OF ANTS

¢

Ant foraging –
pheromone trails

Co-operative

search

by

¢

New ants that later starts out from the nest to
find food will also choose the shortest path.

NATURAL

BEHAVIOR OF ANTS

¢

Ant foraging –
pheromone trails

Co-operative

search

by

¢

Over
time,
this
positive
feedback
(autocatalytic) process prompts all ants to
choose the shorter path.

ACO ALGORITHM
¢
¢
¢
¢
¢

¢

Ant Colony Algorithms are typically use to solve
minimum cost problems.
The process starts by generating m random ants
(solution).
An ant k (k=1,2,…,m) represents a solution string, with
a selected value for each variable.
An ant is evaluated according to an objective function.
Accordingly, pheromone concentration associated with
each possible route (variable value) is changed in a
way to reinforce good solutions.
There are two working modes for the ants:
either forwards or backwards
The ants memory allows them to retrace the path it has
followed while searching for the destination node.
Ø

¢

¢

Before moving backward on their memorized path, the
ants leave pheromones on the arcs they traversed.

ACO

ALGORITHM

Initialization:
§ Construct ant solutions
§ Define
attractiveness
τ,
based
on
experience from previous solutions
§ Define specific visibility function, η, for a
given problem (e.g. distance)
¢ Ant Walk:
§ Initialize ants and nodes (states)
§ Choose next edge probabilistically according
to the attractiveness and visibility
¢

CHOOSING THE PATH AT EACH STEP

ACO ALGORITHM
¢

An ant will move from one node to other node
with probability(pseudorandom proportional
rule):

t (e) *h (e)
Prob(choose available edge e) =
åavailable edges e't (e' ) *h (e' )

where
τ(e) is the amount of pheromone on edge e
η(e) is the distance cost of edge e
¢ Each ant maintains a list of infeasible
transitions for that iteration

ACO ALGORITHM
§
¢

Update attractiveness of an edge according to the
number of ants that pass through.
Pheromone Update:

t (e' ) = {

(1- r )*t ( e ),
if edge is not traversed
(1- r )*t ( e ) + new pheromone, if edge is traversed

§
§
¢

¢

Parameter 0 ≤ ρ≤ 1 is called evaporation rate.
Pheromones = long-term memory of an ant
colony
“new pheromone” or ∆τ usually contains the base
attractiveness constant Q and a factor that you
want to optimize (Q/ Length of tour).
Note: rules are probabilistic, so mistakes can be
made!

ACO PSEUDO CODE
Pseudo code for ACO is shown below:
Initialize the base attractiveness, τ, and
visibility, η, for each edge;
for i < IterationMax do:
for each ant do:
choose probabilistically (based on
previous equation) the next state to
move into;
add that move to the tabu list for
each ant;
repeat until each ant completed a
solution;
end;

ACO PSEUDO CODE
for each ant that completed a solution do:
update attractiveness τ for each edge
that the ant traversed;
end;
if (local best solution better than global
solution)
save local best solution as global
solution;
end;
end;

STEPS FOR SOLVING TSP PROBLEM BY
ACO

A SIMPLE TSP EXAMPLE

[]

1

[]

B

C
2

[]

3

A

[]

D
4

dAB =8;dBC = 4;dCD =15;dDA =6

ITERATION 1
[C]

[B]

C

B

2

[A]

1

A
[D]

D

4

dAB =8;dBC = 4;dCD =15;dDA =6

3

HOW TO BUILD NEXT SUB-SOLUTION?

[A]

B

1

A
D

dAB =8;dBC = 4;dCD =15;dDA =6

C

ITERATION 2
[B,C]

[A,B]

C

1

B
[D,A]

4

A
[C,D]

D

3

dAB =8;dBC = 4;dCD =15;dDA =6

2

ITERATION 3
[A,B,C]
[D,A,B]

C

B

4

[B,C,A]

A

3

[B,C,D]

D

2

dAB =8;dBC = 4;dCD =15;dDA =6

1

ITERATION 4
[D,A,B,C]
[C,D,A,B]

C

B

3

[B,C,D,A]

A

2

[A,B,C,D]

D

1

dAB =8;dBC = 4;dCD =15;dDA =6

4

PATH AND PHEROMONE EVALUATION
[A,B,C,D

L1 =27
1
71

[B,C,D,A]

L2 =25
2

[C,D,A,B]

L3 =29
3

[D,A,B,C]

L4 =18
4

dAB =8;dBC = 4;dCD =15;dDA =6

Best tour

End of First Run

Save Best Tour (Sequence and length)

Evaporate Pheromone

New ants start

ACO CHARACTERISTICS
Exploit a positive feedback mechanism.
¢ Demonstrate
a
distributed
computational
architecture.
¢ Exploit a global data structure that changes
dynamically as each ant transverses the route.
¢ Involves probabilistic transitions among states or
rather between nodes.
¢

ADVANTAGES
¢
¢
¢
¢

Inherent parallelism
Positive Feedback accounts for rapid discovery of
good solutions
Efficient for Traveling Salesman Problem and similar
problems
Can be used in dynamic applications (adapts to
changes such as new distances, etc.)

DISADVANTAGES
Theoretical analysis is difficult
¢ Sequences
of random decisions (not
independent)
¢ Probability distribution changes by iteration
¢ Time
to convergence uncertain (but
convergence is guaranteed!
¢

APPLICATIONS
Traveling Salesman Problem
¢ Quadratic Assignment Problem
¢ Network Model Problem
¢ Vehicle routing
¢ Graph coloring
¢

SUMMARY
ACO is a recently proposed metaheuristic
approach for solving hard combinatorial
optimization problems(NP HARD Problems).
¢ Artificial
ants implement a randomized
construction
heuristic
which
makes
probabilistic decisions.
¢ The accumulated search experience is taken
into account by the adaptation of the
pheromone trail.
¢ ACO Shows great performance with the “illstructured” problems like network routing.
¢ In ACO local search is extremely important to
obtain good results.
¢

LESSON

FOR YOUR LIFE

Listen and Follow the path of
your Seniors and Advisors

ARTIFICIAL BEE

COLONY

OPTIMIZATION

INTRODUCTION
Swarm Intelligence techniques are based on
the principle of division of labor.
¢ It enables swarm to adapt to changed
conditions in the search space.
¢ Artificial bee colony algorithm (ABC) is one
of the most recently proposed populationbased optimization algorithm.
¢ It was proposed by Dervis Karaboga, head of
the intelligent systems research group,
Turkey, in 2005.
¢ It was inspired by the intelligent food
foraging behavior of honey bee swarm to find
optimal food sources.
¢

BEES FORAGING BEHAVIOR
¢

The bees performs a kind of neighbourhood
search combined with random search.

¢

Scout bees search randomly from one patch
to another.

BEES FORAGING BEHAVIOR
¢

They deposit their nectar or pollen go to
the “dance floor” to perform a “waggle
dance”.

BEES FORAGING BEHAVIOR
¢

Bees communicate through the waggle
dance which contains the following
information:

1.

The direction of flower patches (angle
between the sun and the patch)

2.

The distance from the hive (duration of
the dance)

3.

The quality rating (fitness) (frequency of
the dance)

ARTIFICIAL BEE COLONY (ABC)
The artificial bee colony algorithm is based upon two types of
searches :
1)
2)

Exploration search
Exploitation search

The ABC uses three types of agents:
1) Employed bees
2) Onlooker bees
3) Scouts.
4)

Queen Bees

Employed and onlooker bees perform the exploitation search.
Scouts carry out the exploration search and Queen
bees are the custodian of the honey hives.

DIFFERENT SELECTION PROCESSES
ABC employs four different selection processes:
§

a global selection process used by onlookers

§

a local selection process carried out in a region by

employed and onlooker bees
§

a greedy selection process used by all bees

§

a random selection process used by scouts

ARTIFICIAL BEE COLONY(CONTI.)
Employed bees (EB) are associated with the
current solutions of the algorithm.
¢ EB tries to improve the solution it represents
using a local search step in each iteration.
¢ Then the EB tries to recruit onlooker bees (OBs)
for its current position.
¢ OBs
select among the promoted positions
according to their quality(better solutions attract
more OBs).
¢ Once selected, an OB tries to optimize the EB’s
position by means of a local search step.
¢ If an OB is able to find a better position, An EB
updates its position otherwise it remains on its
current position.
¢

ABC ALGORITHMS
If an EB is not able to improve its position for a
certain number of steps, it will abandon its
position .
¢ After abandoning its position, an EB becomes a
scout, and searches a random position in the
search space and becomes employed at that
position.
Initialization
§ F: a N-dimensional function
§ Size of population: n agents
§ no. of EBs ne = n/2
§ no. of OBs no = n/2
§ Initially EBi (i ∈ ne) is placed on a random
location θi in the search space.
§ F(θ ) is then the quality of the position of EB .
¢

ABC ALGORITHMS
¢

First EBi calculates new candidate solution using

(1)
¢

for k ¹ i

After a new candidate solution is calculated a
greedy selection mechanism is used in order to
decide if θi should be discarded or not.

(2)
¢

q i* = q i + rand (-1,1)(q i - q k )

qi =

{

q i if F(q i ) > F(q i* )
q i* else

After each EB updates its position, each OB
chooses one of the current solutions.

ABC ALGORITHMS
¢

A standard roulette wheel selection is used, and
better solutions attract more OBs.

Pi =
¢

¢

¢

å

F (q i )
ne
F (q k
k =i

)

(3)

After choosing a solution an OB tries to improve
the solution using the same mechanism as outlined
in Eq. 1.
The EB that corresponds to this solution updates
its position if a better position is found by the OB.
The EB abandons its position and scouts for a new
random position, if the no. of steps spent at the
same position exceeds limit.

ALGORITHM
place each employed bee on a random position in the search space
while stopping criterion not met do
for all EBs do
if steps on same position == limit then

choose random position in search space
else

try improve position (according to Eq. 1)
if better position found then

change position
reset steps on same position
end if
end if
end for
for all OBs do

choose position of employed bee (according to Eq. 3)
try improve position (according to Eq. 1)
end for
end while

CONTROL PARAMETERS
Swarm colony size
¢ Employed bees(50% of swarm)
¢ Onlookers(50% of swarm)
¢ Scouts(1)
¢ maximum cycle number(Limit= ne*N)
¢ Dimension
¢

ADVANTAGES AND DISADVANTAGES
¢

Advantages
Few control parameters
 Fast convergence
 Both exploration & exploitation


¢

Disadvantages


Search space limited by initial solution (normal
distribution sample should use in initialize step)

LESSON

FOR YOUR LIFE

Try to rise in the ladder to
reach the top position

SWARM INTELLIGENCE
Introduction
¢ Characteristics of Swarms
¢ Application of Swarm Intelligence
¢ Swarm Intelligence Techniques
¢ Particle Swarm intelligence
¢ Particle Swarm Optimization (PSO) Algorithm
¢ Example of PSO
¢ Topology
¢ Advantages
¢ Summary
¢

INTRODUCTION
¢ Study

of self-organizing process in
natural and artificial swarm systems.
¢ Based upon the study of collective
behavior in decentralized and selforganized (biological) systems.
¢ Introduced by Gerardo Beni and Jing
Wang in 1989, in the context of cellular
robotic systems.
¢ Examples in nature : bird flocking,
animal herding, bacterial growth, fish
schooling etc.

CHARACTERISTICS OF SWARMS
Ø
Ø
Ø

Ø
Ø
Ø

¢
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Ø

Composed of many individuals
Individuals are homogeneous
No centralized control structure
Local interaction based on simple rules
Local interactions lead to "intelligent" global behavior
Self-organized
Constitutes a natural model particularly suited to
distributed problem solving

Main objective: To model the simple behaviors of
individuals, and their local interactions with the
environment and neighboring individuals, to solve
complex optimization problems.

PARTICLE SWARM OPTIMIZATION
Particle swarm optimization (PSO) is a
population based global optimization algorithm
that searches for a best solution which can be
represented as a point or surface in an ndimensional space.
¢ It was proposed by James Kennedy & Russell
Eberhart (1995).
 Inspired by social behavior of flock of birds
and school of fishes.
¢ PSO
combines self-experience with social
experience.
¢

BIRD’S FORAGING BEHAVIOR
Based on observation of bird flocks searching for
food.
¢ Birds are driven by the goal of community
survival rather than being focused on survival of
the individuals.
¢ Indirect communication between birds enables
them to converge to better food sources.
¢ Random probabilistic search enables them to find
better, globally optimal, food sources as opposed
to substandard, locally optimal, ones.
¢

PARTICLE SWARM OPTIMIZATION
BASIC IDEA: COGNITIVE BEHAVIOR

¢

An individual remembers its past knowledge
Where
should I
move to?

Food : 80
Food : 50

Food : 100

PARTICLE SWARM OPTIMIZATION
~ BASIC IDEA: SOCIAL BEHAVIOR
¢

An individual gains knowledge from other
members in the swarm (population)

Bird 1
Food : 150

Bird 2
Food : 100

Where
should I
move to?

Bird 3
Food : 100

Bird 4
Food : 400

PARTICLE SWARM OPTIMIZATION
¢

¢
§

§

Hypotheses (Initial solutions), are plotted in an ndimensional space and were seeded with an initial
velocity, and a communication channel between the
particles.
Each agent stores two positions in memory:
its personal best, which is the agent's closest
position to the target since the beginning,
the local best, which is the closest position to the
target that some agent in the neighborhood has
made.

¢

Particles then move through the solution space, and
are evaluated according to some fitness criterion after
each time-step.

¢

Particles are accelerated towards particles with better
fitness values.

PARTICLE SWARM OPTIMIZATION
¢
§

§

¢

(PSO) models two simple behaviors:
each individual moves toward its closest
best neighbor,
moves back to the state that the individual
has experienced to be best for itself.
As a result, the collective behavior
observed, due to each of these individuals
converging into a state, is the best solution
for all individuals.

Swarm: a set of particles (S)
¢ Particle: a potential solution
¢




Position:
Velocity:

x i = ( xi ,1 , xi , 2 ,..., xi ,n ) Î Â n
v i = (vi ,1 , vi , 2 ,..., vi ,n ) Î Â n

Each particle maintains
 Individual best position (PBest)
¢ Swarm maintains its global best (GBest)
¢

For each particle
Initialize particle with feasible random number
END
Do
For each particle
Calculate the fitness value
If the fitness value is better than the best fitness value (pbest) in
history
Set current value as the new pbest
End
Choose the particle with the best fitness value of all the particles as the
gbest
For each particle
Calculate particle velocity according to velocity update equation
Update particle position according to position update equation
End
While maximum iterations or minimum error criteria is not attained

¢

Original velocity update equation

v i (k + 1) = Inertia + cognitive influence + social influence
v i ( k + 1) = w ´ v i (k ) + c1 ´ random1 () ´ ( PBesti - x i (k ))
+ c 2 ´random2 () ´ (GBest - x i ( k ))




¢

w: constant
c1,c2: acceleration factor related to gbest
random1(), random2(): random variables
between 0-1

Position update

x i (k + 1) = x i (k ) + v i (k + 1)

¢

Particle’s velocity
v i ( k + 1) = Inertia + cognitive influence + social influence
x(k+1)

PBest

Social
Influence

GBest
v(k+1)

Cognitive
Influence
v(k)
x(k)

Inertia

GBest

PBest

x(k) - Current solution (4, 2)
PBest - Particle’s best solution (9, 1)
GBest-Global best solution (5, 10)

Inertia: v(k)=(-2, 2)
GBest

PBest

x(k) - Current solution (4, 2)
PBest - Particle’s best solution (9, 1)
GBest-Global best solution (5, 10)

GBest

Ø Inertia: v(k)=(-2,2)
Ø Cognitive:
PBest-x(k)=(9,1)-(4,2)=(5,-1)
Ø Social:
GBest-x(k)=(5,10)(4,2)=(1,8)

PBest

x(k) - Current solution (4, 2)
PBest - Particle’s best solution (9, 1)
GBest-Global best solution (5, 10)

Ø Inertia: v(k)=(-2,2)
Ø Cognitive:
PBest-x(k)=(9,1)-(4,2)=(5,-1)
Ø Social:
GBest-x(k)=(5,10)-(4,2)=(1,8)
v(k+1)=(-2,2)+0.8*(5,-1)
+0.2*(1,8)
= (2.2,2.8)

GBest

v(k+1)
PBest

x(k) - Current solution (4, 2)
PBest - Particle’s best solution (9, 1)
GBest-Global best solution (5, 10)

Ø Inertia: v(k)=(-2,2)
Ø Cognitive:
PBest-x(k)=(9,1)-(4,2)=(5,-1)
Ø Social:
GBest-x(k)=(5,10)-(4,2)=(1,8)
Ø v(k+1)=(2.2,2.8)

GBest

x(k+1)=x(k)+v(k+1)
= (4,2)+(2.2,2.8)=(6.2,4.8)

x(k+1)

PBest

x(k) - Current solution (4, 2)
PBest - Particle’s best solution (9, 1)
GBest-Global best solution (5, 10)

PARTICLE SWARM OPTIMIZATION:
SWARM TOPOLOGY
¬ In PSO, there have been two basic
topologies used in the literature
– Ring Topology (neighborhood of 3)

– Star Topology (global neighborhood)
I0

I0
I1

I4

I3

I2

I1

I4

I3

I2

PSO PARAMETERS
¢

PSO algorithm’s behavior and performance are
affected by many parameters:
 Number of particles
 Number of iterations
 Inertia weight
 Acceleration constants
 Local grouping of particles
 Number of neighbors

ADVANTAGES
¢

Advantages


Simple implementation



Easily parallelized for concurrent processing



Derivative free



Very few algorithm parameters

Very efficient global search algorithm
¢ Disadvantages




Tendency to a fast and premature
convergence in mid optimum points



Slow convergence in refined search stage
(weak local search ability)

ADVANTAGES OVER GA
1.

2.

3.

PSO is easier to implement and there are fewer
parameters to adjust.
In PSO, every particle remembers its own
previous best value as well as the neighborhood
best; therefore, it has a more effective memory
capability than the GA.
PSO is more efficient in maintaining the diversity
of the swarm, since all the particles use the
information related to the most successful
particle in order to improve themselves, whereas
in GA, the worse solutions are discarded and only
the good ones are saved; therefore, in GA the
population evolves around a subset of the best
individuals.

PSO: VARIANTS
Hybrid PSO
§
Hybrid of Genetic Algorithm and PSO
(GA-PSO)
§
Evolutionary PSO (EPSO)
§
Differential evolution PSO (DEPSO )
§
Composite-PSO (C-PSO)
¢ Adaptive PSO
¢ Multiobjective Particle Swarm Optimization
(MOPSO)
¢ Gaussian PSO (GPSO)

¢

APPLICATIONS OF SWARM INTELLIGENCE
v

Swarm Intelligence-based techniques can be used
in a number of applications.
¢Job Scheduling on Computational Grids
¢Traveling Salesman Problem (TSP)
¢Quadratic Assignment Problem (QAP)
¢For controlling unmanned vehicles (U.S military).
¢Orbital
swarm
for
self-assembly
and
interferometry (European Space Agency).
¢Use of swarm technology for planetary mapping
(NASA).
¢Use of swarm intelligence to control nano-bots
within the body for the purpose of detecting and
killing cancer tumors.

EXAMPLE APPLICATION
¢

Design composite structure
 Objectives
¢ Minimize weight
¢ Minimize total cost
¢ Specified strength
 Variables
¢ Number of layers
¢ Stacking sequence
¢ Thickness of each layer
 Evaluation
¢ Stresses of component
¢ Failure criteria
 Comparison
¢ PSO, AIS, GA

SUMMARY
PSO is inspired from swarm behavior.
¢ A few simple rules result in complex action.
¢ PSO
is simple to code and has small
computational cost.
¢ Successfully
applied to wide range of
engineering and computer science problems.
¢

LESSON

FOR YOUR LIFE

Communicate with your
colleagues and friends and
update your goal time-to-time

CUCKOO SEARCH ALGORITHM

Outline

Ø Introduction
Ø Characteristics of Cuckoo Search
Ø Lѐvy Flight
Ø Cuckoo Search Algorithm
Ø Applications of the Cuckoo Search Algorithm
Ø Conclusion
Ø References
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Ø Behaviour of Cuckoo’s Breeding

Introduction
Cuckoo search (CS) is an optimization
algorithm, developed by Xin-she Yang and
Suash Deb in 2009.

o

The CS was inspired by the obligate brood
parasitism of some cuckoo species by laying
their eggs in the nests of host birds(other
species) and the Le’vy flight behaviour of
some birds like fruit flies.

o

The CS algorithm has considered mainly the
best nest searching behaviour of cuckoo for
breeding.

129

o

Behavior of Cuckoo’s Breeding
o

130

Cuckoos have an aggressive reproduction
strategy that involves the female laying her
fertilized eggs in the nest of another species ,so
that the surrogate parents unwittingly raise her
brood.
If host birds discover the eggs are not their own,
they will either throw them away or simply
abandon their nests and build new ones.
Some female parasitic cuckoos can imitate the
colors and patterns of the eggs of a few chosen
host species.
This reduces the probability of the eggs being
abandoned and therefore, increases their
reproductivity.

o

o

o

Behavior of Cuckoo’s breeding (Cont.)
o

o

o

However, if the cuckoo notices any type of
infiltration, it will immediately turn out the eggs
in the nest and abandon the place.
Cuckoo often chooses a nest where the host bird
just laid its own eggs.
In general, the cuckoo eggs hatch slightly earlier
than their host eggs.

Behavior of Cuckoo breeding (Cont.)
o
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Once the first cuckoo chick is hatched, the first
instinct action it will take is to evict the host
eggs by blindly propelling the eggs out of the
nest, which increases the cuckoo chick’s share
of food provided by its host bird.
Studies show that a cuckoo chick can imitate the
call of host chicks to gain access to more
feeding opportunity.

o

Characteristics of Cuckoo Search
oThe

CS is based on three idealized rules:
Each cuckoo lays one egg at a time, and dumps it in
a randomly chosen nest
A group of bird nests is selected at random , and the
best nests are maintained until the next generation.
The number of available host nests is fixed, and a
host can discover an alien egg with probability p ϵ
[0,1].

o

As a further approximation, this last assumption can be
approximated by a fraction pa of the n nests being
replaced by new nests (with new random solutions at
new locations).

Cuckoo Search Algorithms (Cont.)
o

The nest represents a possible solution of the
problem domain.
A population consists of n ϵ
N nests.

o

Selection for reproduction is based on a ranking
of nests for the population according to an
allotted fitness value.

o

The nest with the best fitness value can be
found by a Le’vy flight to become a new nest
(obtains a new solution).

Cuckoo Search Algorithms (Cont.)
If the new nest is better than a randomly
picked old nest, the old one is abandoned and
the new nest is included in the population. This
mimics the behavior of detecting an infiltrated
nest and successfully hatching an egg in a new
one.

o

Selection for replacement consists of removing
a fraction pa of the worst nests from the
population and adding random new nests.
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o

Lѐvy Flight
The nest seeking behaviour of cuckoo follows
the le’vy flight model.

o

A Lévy flight is a random walk in which the
steps are defined in terms of the step-lengths.

o

Step-lengths are distributed according to a
heavy-tailed probability distribution.

o

After a large number of steps, the distance from
the origin of the random walk tends to a stable
distribution.

136

o

LЀVY FLIGHT DIAGRAM
137

LЀVY FLIGHT (CONT.)
When generating new solutions
flight is performed

x(t+1) for, say cuckoo i, a L´evy

New Solution

Current
Location

Entry
wise
multipli
cation
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xi(t+1) = xi(t) + α ⊕ L´evy(λ) …….. (1)

The transition
probability

Where α > 0 is the step size, which should be related to the
scales of the problem of interest. In most cases, we can use α= 1
The parameter Le’vy (
walk process .

) is the length of random

Flowchart of CSA

[Khairul Najmy et al., Nature inspired Cuckoo
Search
139 Algorithm for Side Lobe Suppression in a
Symmetric Linear Antenna Array, Radioengineering,
vol. 21, no. 3, september 2012].

Pseudo code for CS
Begin
Objective function f(x), x = (x1, ..., xn)T ;
Generate Initial population of n host nests xi (i = 1, 2, ...,
n);
while (t <MaxIter) or (stop criterion)

do
Get a cuckoo randomly by Lévyflights;
Evaluate its quality/fitness Fi;
Choose a nest among n (say j) randomly;
if (Fi > Fj) then
Replace j by the new solution;
end if
A fraction (pa) of worse nests are abandon and
new once are built.
Keep the best solutions (or nests with quality solutions);
Rank the solutions and find the current best;
end while
Post-process results and visualization;
End

Application of the CS Algorithm
q

Engineering optimization problems

q

NP hard combinatorial optimization problems

q

Data fusion in wireless sensor networks

q

Nano electronic technology based operationamplifier

q

Train neural network

q

Manufacturing scheduling

q

Nurse scheduling problem

Conclusion
q

q

q

q
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q

Though CS is a very simple algorithm and easy to
implement, it outperforms other evolutionary
algorithms such as GA, PSO, Tabu Search and
artificial bee colony (ABC).
Based on the experimental results, CS also improves
the performances such as computation and time,
convergence rate and cost.
Variants of cuckoo search have also been designed
such as Modified Cuckoo Search ,Binary Cuckoo
Search and Multiobjective Cuckoo Search.
CS could solve the optimization problems such as
engineering design optimization, unconstrained
optimization problems, and pattern recognition
problems.
In summary, from the reviews, CS is very efficient in
all the test problems.
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CAT SWARM OPTIMIZATION
Introduction
¢ Behavior of cats
¢ CSO-working principle
¢ CSO-Sub-models
¢ Seeking mode
¢ Tracing Mode
¢ CSO Flow chart
¢ CSO Variants
¢ Applications
¢ References
¢

INTRODUCTION:
Proposed by Chu and Tsai in 2007.
¢ Motivated by the natural behavior of cats.
¢

Resting behavior
 Chasing behavior


Seeking Mode
(Sleeping and Looking)

¢

Tracing Mode
(Chasing Laser
Pointers)

Used to solve complex optimization problem

BEHAVIOR OF CATS
¢

Cat sleeping/resting behavior:
Cats have different daily sleep-wake cycle.
 Sleep time help cats to increase energy required to
hunt.
 Cats have very high level of alertness .


¢

Cat Hunting/Chasing Behavior
Just before the pounce, cat sizes up the distance
between himself and the prey by shaking her hand.
 He moves fast and finally catches the prey.


CSO-WORKING PRINCIPLE:
Ø
Ø

Ø

Sprinkle cats in an n-dimensional space.
CSO algorithm reaches its optimal solution
using two groups of cats.
One group containing cats in seeking mode and
other group containing cats in tracing mode.

CSO-WORKING PRINCIPLE:
Ø

Ø

To achieve a balance between seeking mode and
tracing mode, a mixture ratio is used. It is the ratio
of number of cats in tracing mode to that of number
of cats in seeking mode.
Solution Set -- Cat:
Cat

M-dimensional Position.
¢ Velocities for each dimension.
¢ A fitness value.
¢ Seeking/Tracing flag
The final solution will be the best position in one of
the cats because CSO algo. keeps the best solution
till it reaches end of iteration.
¢

Ø

CSO-SUB-MODELS
- Seeking Mode:
¢

To model the situation of the cat, which is
resting, looking around and seeking the
next position to move to. Sometimes they
stay in the original position.

- Tracing Mode:
¢

¢

For modeling the case of the cat is tracing
some targets.

The two modes seeking mode and tracing mode
combinely define the CSO algorithm.

SEEKING MODE
Ø

Parameters:
¢ SMP(Seeking memory pool)
- Defines the size of seeking memory for each cat, in which
the cats should improve it.
¢ SPC(Self position consideration)
- A Boolean variable, which decides whether the point,
where the cat is already standing, will be one of the
candidates to move to.
¢ CDC(counts of dimensions to change)
- To disclose how many dimensions to be mutated.
¢ SRD(seeking range of the selected dimension)
- To declare the mutative ratio for the selected dimensions.
i.e maximum difference between the new and old values in
the dimension selected for mutuation.

SEEKING MODE STEPS
Step1: Make j copies of the present position of catk, where j =
SMP. If the value of SPC is true, let j = (SMP-1), then retain
the present position as one of the candidates.
Step2: For each copy, according to CDC, select the dimensions
as the candidates for changing.
Step3: For the dimensions, which are selected in step 2, in
each copy, randomly plus or minus SRD percents of the
present position values and replace the old ones.
Step4: Calculate the fitness values (FS) of all candidate points.
Step5: If all FS are not exactly equal, calculate the selecting
probability of each candidate point by equation (1),
otherwise set all the selecting probability of each candidate
point be 1.
Step6: Pick the best candidate from j copies and place it at the
position of catk.

Pi =

FSi - FSb
FS max - FS min

, where 0 < i < j, for minimize: let FSb = FSmax

---(1)

TRACING MODE

Ø

Parameters:
¢

R1 (random number)
-

¢

A random variable belongs to [0,1].

C1 (Acceleration constant)
- A constant, which is set to 2 in the
experiments.

TRACING MODE STEPS
Step1: Update the velocities for every dimension (vk,d)
according to equation (2).
Step2: Check if the velocities are in the range of maximum
velocity. In case the new velocity is over-range, set
it be equal to the limit.
Step3: Update the position of catk according to equation (3).

vk ,d = vk ,d + r1 ´ c1 ´ ( p g ,d - xk ,d )
, where d=1,2,3…M

-----(2)

xk , d = xk , d •+ vk , d -----------(3)
Pg,d

is global best position of the cat swarm.

Start
Create N cats
Initialize the position, velocities, and the flag of every cat.
Evaluate the cats according to the fitness function and keep the
position of the cat, which has the best fitness value. as Pg
According to the value of MR, randomly distribute the cats into
tracing mode and seeking mode

Yes

Catk is in
the seeking
mode?

No
Apply catk into
tracing mode
process

Apply catk into
seeking mode
process

Evaluate the fitness of cats and store the position of the cat having best fitness as Pl
Compare Pg and Pl and update Pg

Terminate?
Yes
Pg is the solution

No

CSO Algorithm Flow Chart

SEEKING MODE
¢

Sitting around looking at things

Seeking mode at a local minimum

TRACING MODE
• Chasing after things

In a region of convergence

Scurrying between minima

CSO Variants
Parallel CSO Algorithm
¢ Multiobjective CSO Algorithm
¢

CSO APPLICATIONS
¢

CSO algorithm has been successfully applied to a
variety of optimization problem
 Adaptive plant modeling
 Clustering Problem
 Economic dispatch problem
 Graph colouring problem
 IIR system identification
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Bat Inspired Algorithm

ABOUT
o
o

Bat is a symbol of night in western culture.
Bats are fascinating animals. They are the only
mammals capable of true flight.

o

Most bats are nocturnal creatures. Their
daylight hours are spent grooming and sleeping.

o

They hunt during the night .The means by
which bats navigate while finding and catching
their prey in the dark is sound.

Overview of Bats
§
§
§
§
§
§

§

Food and habitat of bat
Types of bat
Morphology of Bat
Behaviour of bat
Echolocation(Definition)
Characteristics of
Echolocation
Intelligence of bat

Food and Habitat of Bat
RANGE
Bats can be found almost anywhere in the world except the
polar regions and extreme deserts.
POPULATION
• The social structure of bats varies, with some leading solitary
lives and others living in caves colonized by more than a
million bats.
• The fission-fusion social structure is seen among several
species of bats.
DIET
• All bats have very big appetites.
•A common bat can eat over 3000 tiny
insects in a single night – making bats a perfect choice for
organic pest control.
• Insectivores make up 70% of bat species and remaining bats
feed on fruits. Only 3 species sustain themselves with blood.

TYPES OF BATS

q

MICROBATS

q

MEGABATS

MORPHOLOGY OF
BAT
insectivorous mammal which flies on
membranous wings.
Second digit: second jointed appendage in
relation to the head of a bat.
Thumb: first jointed appendage in relation to
the head of a bat.
Ulna: one of the arms bones of a bat.
Tragus: bone forming the ear.
Ear: organ of hearing.
Elbow: joint of the arm.
Radius: one of the arm bones.
Wrist: joint between the arm and the digits of
a bat.
Finger membrane: membrane that forms the
wing of the bat.
Knee: joint of the leg.
Foot: end of the leg, which is used to clutch.
Toe: jointed appendage of the foot of a bat.
Tail membrane: skin connecting the femurs.
Tail: extension of the spinal column.
Cutaneous muscles of the arm membrane:
muscular organs on the surface of the wing.
Fifth digit: fift jointed appendage in relation
to the head of a bat.
Fourth digit: fourth jointed appendage in
relation to the head of a bat.
Third digit: third jointed appendage in
relation to the head of a bat.

BEHAVIOUR OF BAT
FORAGING BEHAVIOUR

Bats always have the night shift. They go hunting for things to
eat at night where food is not well visible.
HUNTING

They use their big ears. Through eyes, microbats can sense
passively the surroundings. But, they can actively call out a
high- pitched sound and listen for its echo. The sound will
bounce off objects in the forest like trees and tiny insects.
The above technique is called “ECHOLOCATION”.
The bat-inspired algorithm uses the echolocation behaviour of
bats

Echolocation (Definition)
An Echo is a sound that is repeated as the sound
waves reflect off a surface.
The bat emits a loud sound (represented by the
yellow lines) that travels out into the environment
until it hits something (such as the insect in
fig.6). When the sound hits, some is reflected back
as an echo (the gray lines in the fig.6). The bat can
hear the echo and use that to tell a lot about the
obstacle, such as how far away it is and some fine
details such as its size and shape. This allows
many of these bats to capture flying insects by
hunting them down like a radar-guided
missile. These types of bats (the Microbats) tend
to have large ears and small eyes. While vision is
not as important to these bats as it is to the
Megabats, these bats can see.

Bats rarely fly in rain, as the rain interferes with their
echolocation, and they are unable to locate their food.

ECHOLOCATION

Fig.3

Fig.1
Fig.4

Fig.5
Fig.2

ECHOLOCATION(contd.)

Bat sonar
Returning sound waves

Fig.6

CHARACTERISTICS OF ECHOLOCATION

Sound Vs. Ultrasonic

Fig.7

Intelligence of Bat
Ø Clever technique is to imbalance the

prey to provoke a fall so the bat has the
chance to pick it up from the ground.

Ø Microbats use the time delay from the
emission and detection of the echo, the
time difference between their two ears,
and the loudness variations of the echoes
to build up 3-dimensional scenario of the
surrounding. They can detect the distance
and orientation of the target, the type of
prey, and even the moving speed of the
prey such as small insects.
Ø Not only does this reduce annoying
insects, they are also protecting our food
supply from these insects.

Bat-Inspired Algorithm
• Introduction

• Bat’s behaviour
• Bat inspired algorithm
• Bat algorithm(BaA)
• Implementation of BaA
• Algorithm of BaA
• Discrimination using
Echolocation
• Bat intelligence Algorithm(BI)
• Advantage of Bat algorithm
• Efficiency
• Research paper published
• Applications
• summary

INTRODUCTION (Bat algorithm)
§Bat-inspired algorithm is a meta-heuristic
optimization algorithm developed by Xinshe Yang in 2010.
§ This Bat algorithm is based on the

echolocation behaviour of microbats with
varying pulse rates of emission and
loudness.

BAT’S BEHAVIOUR
Echolocation is the ability of an animal, such as a bat, to locate
its prey by means of sound.
oDepending on how long the sound takes to return and from which
direction the sound returns, bats can locate objects to avoid, like
trees, and objects for foods like tiny insects. This is called
Echolocation.
o They emit sound. This sound is an ultrasonic chirps, which
contain different frequencies or pitches of sound.
o

From the echo, the bats can determine the size of an
object(e.g.,insect), how far away they are, how fast they are
travelling and fly toward it (i.g.,insect) and catch it in its mouth.
Then bats push the object into their mouths with their tail.
o

If bats use one chirp that starts low and gets higher, they can not
only locate different sized insects, but they can see the different
parts of the insects, like insect’s large bodies and tiny heads.
o

In this way it allows bats to navigate and capture food.

BAT- INSPIRED ALGORITHM
Two algorithms that are inspired by behaviours of Bats
E.g.
o
o

Bat algorithm(BaA)
Bat intelligence algorithm(BI)

Bat algorithm (BaA)is developed by idealizing some of the
characteristics of micro bats. The approximated or
idealized rules are:
a) All bats use echolocation to sense distance and they
also know the difference between prey and barriers.
b) Bats fly randomly with velocity vi at position xi with a
fixed frequency fmin, varying wavelength λ and loudness A0
to search for prey. They can automatically adjust the
wavelength (or frequency) of their emitted pulses and the
rate of pulse emission
r ϵ [0,1] depending on the proximity of the target .

Bat algorithm (cont.)
a) Population
The initial population i.e., number of virtual bats for BA (n) is
generated randomly. The number of bats can be anywhere
between 10 and 40. After finding the initial fitness of the
population for given objective function, the values are updated
based on movement, loudness and pulse rate.
b) Movement of Virtual Bats

The rules for updating the positions xi and velocities vi of the
virtual bats are given as
fi = fmin + (fmax- fmin)β
equation(1)
𝑣𝑖t = 𝑣𝑖t-1 + (𝑥𝑖t - x* )fi
equation(2)
𝑥𝑖t = 𝑥𝑖t-1 + 𝑣𝑖t
equation(3)
Where, β is a random number drawn between ‘0’ and ‘1’.
and x* is current global best solution.
For most of the applications, fmin = 0 and fmax = 100, depending
the domain size of the problem of interest. Initially, each bat is
randomly assigned a frequency which is drawn uniformly from
(fmin, fmax). For the local search part,

BaA (cont.)
Once a solution is selected among current best solutions, a
new solution for each bat is generated locally using random
walk ,
xnew= xold + ε At
equation (4)
where ε ϵ [-1,1] is a random number. while At is the
average loudness of all the bats at this time step.
c) Loudness and Pulse Emission
The loudness Ai and the rate of pulse emission ri are
updated accordingly as the iterations proceed. The
loudness decreases and rate of pulse emission increases as
the bat closes on its prey i.e., the equations for
convergence can be taken as
𝐴𝑖t+1 = α 𝐴it
equation(5)
𝑟𝑖t+1 = 𝑟𝑖0 [1-exp(-γt)]
equation(6)
where α and γ are constants. For any 0<α<1 and γ>0,
we have 𝐴𝑖t ->0, 𝑟𝑖t -> 𝑟𝑖0 as t ->∞
equation(7) The
initial loudness A0 can typically be [1, 2], while the initial
emission rate 𝑟𝑖0 can be [0, 1].

IMPLEMENTATION OF BaA
From the equations above, we can implement BA in following
steps:
Step 1: Initialize number of bats, number of iterations, loudness
A0, and pulse rate ri.
Step 2: Generate the population randomly.
Step 3: Perform load flow to determine active power loss for
generated population.
Step 4: Select minimum value as current best solution.
Step 5: Update frequency, velocity and position of bats using
equations (1) to( 4).
Step 6: Perform load flow for updated values and determine
the losses.
Step 7: If the obtained losses are less than the current best
solution, then replace the current best solution with the
present obtained value and update loudness and pulse rate
using equations (5) and (6).
Step 8: Repeat steps 5 to 7 until the given number of iterations
are completed.

Algorithm of Bat algorithm
step1: Objective function f(x), x = (x1; :::; xd)T
2: Initialize the bat population xi and vi for i = 1 : : : n
3: Define pulse frequency Fi [Fmin;Fmax] at xi
4: Initialize pulse rates ri and the loudness Ai
initialization
5: while (t < Max number of iterations
6: Generate new solutions by adjusting frequency, and updating
velocities and locations/solutions [Eq.(1) to (3)]
7: if(rand(0; 1) > ri )
8: Select a solution around the best solution
9: Generate a local solution around the selected best solutions
10: end if
11: Generate a new solution by flying randomly
12: if(rand(0; 1) < Ai and f(xi) < f(x*))
13: Accept the new solutions
14: Increase ri and reduce Ai
15: end if
16: Rank the bats and find the current best x*
17: end while
18: Postprocess results and visualization
In this algorithm bat behaviour is captured into fitness function of
problem to be solved.

Bat intelligence Algorithm ( BI)
• It was originally proposed in (Malakooti et al.2013b)

• this algorithm is based on mimics the prey hunting
behaviours of bats

Bat intelligence Algorithm(bi)
STEPS OF ALGORITHM
Step1: Initializing the parameters and population.
Step2: The fitness function value(i.e. signal
strength) corresponding to each candidate solution
is calculated.
Step3: Generating a set of solutions containing
common elements.
Step4: Select the best solution.
Step5: choosing a common element and include it
in the common element list
Step6: Checking the terminating condition. If it is
reached, go to step 3 for new beginning. If a
specified termination criteria is satisfied, stop and
return the best solution.

ADVANTAGES OF BAT Algorithm(BAA)
• very simple

• Easy to implement, and this algorithm can be very flexible
to solve wide range of problem.
• It can provide very quick convergence at a very initial
stage by switching from exploration to exploitation.

Why Bat algorithm is efficient to use?
o Frequency tuning
o Automatic zoomig
o Parameter control

RESEARCH PAPERS PUBLISHED
A Fuzzy bat clustering method has been developed
to solve ergonomic workplace problems.
o

An interesting approach using fuzzy systems and
Bat algorithm has shown a reliable match between
prediction and actual data for energy modelling.
o

A detailed comparison of Bat algorithm (BaA) with
genetic algorithm(GA), PSO and other methods for
training feed forward neural networks concluded
clearly that Bat algorithm has advantages over other
algorithms.
o

Applications
Bat algorithms have been applied in almost every area of
o
o
o
o
o
o
o

Optimization,
Classifications,
Image processing,
Feature selection,
Scheduling,
Data mining and
Others.

Summary of Bat Algorithm
It has been recently used. It is a swrm-based optimization
technique. It is inspired by natural echolocation behaviour
of bats. It solves many engineering optimization problems,
classification of various techniques of optimization.
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INTRODUCTION
Natural selection favors the propagation of genes
of those animals that have successful foraging
strategies.
It tends to eliminate animals with poor “foraging
strategies” or shape them into good ones
(redesigned).
Animals search for and obtain nutrients to
maximize

E
T
where E is energy obtained per time T
Foraging constraints: Physiology, predators, prey,
environment.
Evolution optimizes foraging.
Foraging strategy: Find a food patch, decide
whether to enter it and search for food, when to
leave patch?

Bacteria Foraging
Optimization(BFOA)
Bacterial Foraging Optimization Algorithm is a
population-based Swarm Optimization algorithm.
Proposed by Kelvin M. Passino (2002)
BFOA is inspired by the group foraging behavior of
bacteria such as E.coli and M.xanthus.
BFOA is based upon the chemotaxis behavior of
bacteria that perceives chemical gradients present
in the environment (such as nutrients) and move
toward or away from specific signals.
The algorithm was designed for application to
continuous function optimization problem domains.
E. coli: Diameter: 1μm, Length: 2μm.
Can reproduce (split) in 20 min.
Foraging can be modeled as an optimization
process where bacteria seek to maximize the
energy obtained
per unit time spent during
foraging.

Foraging Behavior of Bacteria

An objective function can be posed as the cost
incurred by the bacteria in search of food.
A set of bacteria tries to reach an optimum cost.
Bacteria perceive the direction to food on the basis of
gradients of chemicals in their environment.
They also secrete attracting and repelling chemicals
into the environment.
Bacteria uses flagella to move around in their
environment.

Foraging Behavior of Bacteria (contd.)
Sometimes
it
moves
chaotically
(tumbling
and
spinning), and other times it
moves in a directed manner
that may be referred to as
swimming or running.
Bacterial cells are treated like
agents in an environment.
They use their perception of
food and other cells as
motivation to move.
Bacteria
uses
stochastic
tumbling and swimming like
movement to re-locate.

Foraging Behavior of
Bacteria (contd.)
Depending on the cell-cell interactions, cells
may swarm a food source, and/or may
aggressively repel or ignore each other.

Foraging Behavior of Bacteria
(contd.)

Life cycle of Bacteria

Four Stages in the life cycle of Bacteria
§Chemo taxis
§Swarming
§Reproduction
§Elimination and Dispersal

These stages in the search space generate an
optimal solution to the problem of optimization.

Life cycle of Bacteria(contd.)
In Chemo taxis stage, the bacteria either
resort or tumble followed by a tumble or
make a tumble followed by a run or swim
(Movement stage of Bacteria).
In Swarming, each E. coli bacterium signals
another bacterium via attractants to swarm
together (Cell to cell signaling stage).
They form intricate stable spatio-temporal
patterns in certain semi-solid nutrient media
Radially eat their way through the medium.

Life cycle of Bacteria(contd).
In the Reproduction stage, the
least healthy bacteria die and
of the healthiest ones, each
bacterium splits into two
bacteria, which are placed at
the same location.

In the Elimination and Dispersal stage, any
bacterium from the total set can be either
eliminated or dispersed to a random
location during the optimization.
This stage prevents the Bacterium from
attaining local optimum.

Decision Making in Foraging
If in neutral medium alternate tumbles and
runs (Search).
If swimming up nutrient gradient (or out of
noxious substances) swim longer (climb up
nutrient gradient or down noxious gradient)
⇒Seek increasingly favorable environments.
If swimming down nutrient gradient (or up
noxious substance gradient), then search
⇒Avoid unfavorable environments

Operation of BFAO
Start
Initialization
Evaluation
Moving
Tumble / Swim
No

End of Nc?
Yes

Reproduction
End of Rep.?

No

Yes

Elimination
End of Eli.?
Yes

End

No

Control Parameters
p: Dimension
S: Population Size
Nc: Chemotactic steps
NS: Swim Length Limitation
Nre: Reproduction Steps
Ned: Elimination-Dispersal Steps
Ped: Elimination Rate
dlt(i): random number on [-1,1]. where i
from 1 to p.
c(i): Step Size for the dimension.

Bacterial Swarm Foraging for
Optimization
Find the minimum of
J(θ), θ ∈ p
when we do not have ∇J(θ).
Suppose θ is the position of a bacterium, and
J(θ)
represents an attractant-repellant profile so:
1. J > 0 ⇒noxious
2. J = 0 ⇒neutral
3. J < 0 ⇒food

Bacterial Swarm Foraging for
Optimization
Let
P(j, k, l) = θi(j, k, l) | i = 1, 2, . . ., S
be the set of all S bacterial positions at the jth
chemotactic step, kth reproduction step, and lth
elimination-dispersal event.
Let J(i, j, k, l) denote the cost at the location
of
the ith bacterium θi(j, k, l) ∈ Rp.
Let Nc be the length of the lifetime of the
bacteria as measured by the number of
chemotactic steps.

Bacterial Swarm Foraging for
Optimization
To represent a tumble, a unit length random
direction, say φ(j), is generated; then we let
θi(j + 1, k, l) = θi(j, k, l) + C(i)φ(j)
so C(i) > 0 is the size of the step taken in the
random direction specified by the tumble.
If at θi(j + 1, k, l), the cost J(i, j + 1, k, l) is
better
(lower) than at θi(j, k, l), then another
chemotactic
step of size C(i) in this same direction will be
taken,
and repeat that up to a maximum number of
steps,
Ns.

Bacterial Swarm Foraging for
Optimization
Cell-to-cell signaling via an attractant:
1. Attractants are essentially “food” for other
cells
(chemotactically attracted to it)
2. Use Jicc(θ), i = 1, 2, . . ., S, to represent
locally
secreted food.
Repel? Via local consumption, and cells are
not food for each other. Again, use Jicc(θ).
Example: Consider the S = 2 case...

Bacterial Swarm Foraging for
Optimization

Bacterial Swarm Foraging for
Optimization
For swarming, consider minimization of
J(i, j, k, l) + Jcc(θ)
so cells try to find nutrients, avoid noxious
substances, and try to move towards other
cells, but
not too close to them.
The Jcc(θ) function dynamically deforms the
search landscape to represent the desire to
swarm.
Take Nre reproduction steps.

Bacterial Swarm Foraging for
Optimization
For reproduction, healthiest bacteria (ones that
have lowest accumulated cost over their lifetime)
split, and then kill other unhealthy half of
population.
Let Ned be the number of elimination-dispersal
events (for each one, each bacterium is
subjected
to
elimination-dispersal
with
probability ped).
Biologically valid model? Capturing gross
characteristics of chemotactic hill-climbing and
swarming.

Summary
• The social foraging behavior of Escherichia
coli bacteria has been used to solve
optimization problems.
• It provides a near-uniform coverage of the
search space.
• Business Applications

Coral Reef Optimization

INTRODUCTION












CRO is a class of evolutionary meta-heuristic
algorithm to tackle complex optimization
problem.
It was first proposed in Salcedo-Sanz et al.
(2013).
It was inspired by the coral’s reproduction and
reef formation behavior.
It
emulates
different
phases
of
coral
reproduction and fight for space in the reef.
It can be seen as a cellular-type evolutionary
scheme, with superior exploration-exploitation
properties.
It has been recently applied to renewable
energy problems.

CORAL REEF
Although corals look more like rocks or plants,
they are invertebrate animals.
¢ Corals are characterized by their ability to exist
either as an individuals or in colonies of polyps.
¢ Coral colonies are composed of many tiny, cupshaped animals called polyps.
¢ A single coral polyp may be as large as a saucer
or smaller than the head of a pin.
¢ Millions
of polyps working together in a
cooperative colony generation after generation
create the limestone skeletons that form the
framework of the beautiful coral reef.
¢

CORAL REEF BUILDING
Hard corals are reef-building corals that
produce a rigid skeleton of calcium carbonate,
segregated from their base.
¢ A coral reef is formed by hundreds of hard
corals, cemented together by the calcium
carbonate they produce.
¢ Periodically, the polyp lifts off its basal plate of
calcium carbonate and secrete a new one,
forming a tiny chamber that will contribute to
the coral’s skeleton.
¢ All polyps present in the reef, build and add
these chambers to the reef, so the reef will
grow upwards.
¢ Living corals grow on top of the skeletons of
¢

CORAL REPRODUCTION BEHAVIOR
Corals can reproduce in two different modes:
sexual or asexual.
¢ An individual polyp may use both modes within
its life time.
¢ Sexual reproduction can be either external or
internal, depending on the coral species.
¢ Sexual
external reproduction is known as
broadcast spawning.
¢ Sexual
internal reproduction is known as
brooding.
¢ Asexual
reproduction can be budding or
fragmentation.
¢

SEXUAL REPRODUCTION
Broadcast Spawning:
¢ Every coral produces male and/or female gametes
that are massively released out to the water.

Once the egg and sperm meet together, a larva (also
called planula) is produced that floats in the water
until they find a proper space to attach and start
growing as a polyp.
Brooding:
¢

¢

In this mode, some female polyps contain eggs that
are not released to the water.

¢

Instead, sperms released by other male corals of the
same species gets inside the polyp and fertilizes the
eggs, producing small planulae.

¢

These planulae are released later through the mouth
of the coral.

ASEXUAL REPRODUCTION
Budding:

In this mode, new polyps bud off from parent
polyps to expand or begin new coral colonies.
¢ Budding occurs when the coral has grown
enough to produce budding.
Fragmentation:
¢ It is similar to budding, but it is caused by
external phenomena (e.g. storms or boats’
grounding).
¢ In fragmentation a part of a coral colony is
separated from the parent polyps.
¢ These broken individuals are able to keep
growing and finally establishing a new colony far
way from the parent one if conditions are
¢

CORAL REPRODUCTION

[Coral Reproduction Cycle]

CORAL REEF OPTIMIZATION
l

l

¢

¢

¢

CRO algorithm artificially simulates a coral
reef, where different corals (solutions) grow
and reproduce in coral colonies.
These corals compete for space in the reef by
choking out other corals .
The CRO algorithm starts with a population of
individuals presenting different solutions to a
given optimization problem.
These solutions are located in an square grid
(reef) along with some empty spaces at the
beginning of the algorithm.
It then simulates the process of coral
reproduction and coral reef formation, where a
fight for space takes place.

CORAL REEF OPTIMIZATION
¢

¢

¢

Thus, in each step of the CRO algorithm a
coral larvae formation is carried out, and each
larva tries to occupy a place in the reef.
Finding an empty place in the reef depends
on how strong the larva is (i.e. how good the
solution to the optimization problem is).
Since empty places in the reef are scarce,
after some generations of larvae, coral
depredation process ensures the presence of
empty places in the reef .

CRO ALGORITHM
l

l

l

CRO is based on the artificial modelling of a
coral reef, Λ, consisting of a N × M square
grid.
Each square (i, j) of Λ is able to allocate a coral
(or colony of corals) , representing a solution
to a given optimization
problem, which is
X i, j
encoded as a string of numbers in a given
alphabet I.
CRO algorithm has two phases:
§Reef Initialization
§Reef Formation

CRO ALGORITHM
Reef Initialization:
l It is first initialized by randomly assigning some
squares in Λ to be occupied by corals (i.e.
solutions to the problem) and some other
squares in the grid to be empty, i.e. holes in the
reef where new corals can freely settle and
grow in the future.
l The rate between free/occupied squares in Λ at
the beginning of the algorithm is denoted as
rho, 0 < ρ 0 < 1.

[Coral reef simulation; (a) grid; (b) corals and holes in the reef]

APPLICATIONS
l
l

Optimum mobile network deployment
Off-shore wind farm design

SUMMARY
The Coral Reef Optimization (CRO) algorithm is
inspired by the process of coral reefs
formation, and guided by coral reproduction,
reef expansion and fight for the space in the
reef.
¢ It is used to solve complex optimization
problems.
¢ It is a kind of cellular evolutionary algorithm
rendering the good properties of convergence
to global optima.
¢ Fast convergence to optimal values.
¢

GENETIC

ALGORITHM

General Introduction to GAs
Ø

Genetic algorithms (GAs) are a technique to solve
problems which need optimization.

Ø

GAs are a subclass of Evolutionary Computing and
are random search algorithms.

Ø

GAs are based on Darwin’s theory of evolution.

Ø

History of GAs:
• Evolutionary computing evolved in the 1960s.
• GAs were created by John Holland in the mid1970s.

Genetic Algorithm (1) – Search Space
Ø
Ø
Ø
Ø
Ø
Ø

Most often one is looking for the best solution in a
specific subset of solutions.
This subset is called the search space (or state space).
Every point in the search space is a possible solution.
Therefore every point has a fitness value, depending
on the problem definition.
GAs are used to search the search space for the best
solution, e.g. a minimum.
Difficulties are the local minima and the starting point
of the search.
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Basic Algorithm
Ø

Starting with a subset of n randomly chosen
solutions from the search space (i.e. chromosomes).
This is the population.

Ø

This population is used to produce a next generation
of individuals by reproduction.

Ø

Individuals with a higher fitness have more chance
to reproduce (i.e. natural selection).

Basic Algorithm
Outline of the basic algorithm
0
START
: Create random population of n
chromosomes
1 FITNESS : Evaluate fitness f(x) of each chromosome
in the population
2 NEW POPULATION
1 REPRODUCTION/SELECTION
: Based on
f(x)
2 CROSS OVER : Cross-over chromosomes
3 MUTATION
: Mutate chromosomes
3 REPLACE : Replace old with new population: the new
generation
4 TEST : Test problem criterium
5 LOOP
: Continue step 1 – 4 untill criterium is
satisfied

• All individuals in population

evaluated by fitness function.

• Individuals allowed to
reproduce (selection),
crossover, mutate.

Flowchart of GA

Reproduction Cycle
1. Select parents for the mating pool
(size of mating pool = population size).
2. Shuffle the mating pool.
3. For each consecutive pair apply crossover.
4. For each offspring apply
independently for each bit).

mutation

(bit-flip

5. Replace the whole population with the resulting
offspring.

Genetic Algorithm – Coding
Ø

Chromosomes are encoded by bitstrings.

Ø

Every bitstring therefore is a solution but not
necessarily the best solution.

Ø

The way bitstrings can code differs from problem
to problem.

1
0
0
1

Either sequence of
on/off or the
number 9

Crossover (Single Point)
Ø

Choose a random point on the two parents.

Ø

Split parents at this crossover point.

Ø

Create children by exchanging tails.

Crossover (n Points)
Ø

Choose n random crossover points.

Ø

Split along those points.

Ø

Glue parts, alternating between parents.

Ø

Generalization of 1 point.

Uniform Crossover
Generate uniformly random number.

X1 = 0 1 1 0 0 0 1 0 1 0
X2 = 1 1 0 0 0 0 0 1 1 1
Uniformly generated = 1 0 0 0 0 0 1 0 0 0
As a result, the new population becomes,
X1 =

1110000010

X2 =

0100001111

Mutation
Ø
Ø

Mutation prevents the algorithm to be trapped in a local
minimum.
Mutation plays the role of recovering the lost generic
material as well as for randomly distributing genetic
information.

Mutation Type
Bit string mutation:
The mutation of bit strings ensue through bit flips at random
positions.
Flip Bit/Flipping:This mutation operator takes the chosen genome and inverts
the bits (i.e. if the genome bit is 1, it is changed to 0 and vice
versa).
Interchanging:•Two random position of the string are chosen and the bit
corresponding to those positions are interchanged.
• Reversing:A random position is chosen and the bits next to that
position are reversed and child chromosome is produced.

Mutation Probability:-

It decides how often parts of chromosomes will be
mutated.If there is no mutation, offspring are generated
imediately after crossover (or directly copied) without
any change. If mutation is performed one or more part of
a chromosomes are changed. if mutation probability is
100%,whole chromosome is changed; if it is 0%,nothing
is changed.
Flip Bit

Parent
Child

Parent

1011

0101

Mutation
chromosome

1000

1001

Child

0011

1100

1011
1111

0101
0001

Interchanging

Parent

1011

0 |101
|

Child

1011
Reversing

0 |110

Selection
Ø

Main idea: Better individuals get higher chance:

• Chances are proportional to fitness.
• Implementation: Roulette wheel technique
» Assign to each individual a part of the roulette
wheel.
» Spin the wheel n times to select n individuals.
» Roulette-wheel selection: the fitter is the solution
with the most chances to be chosen.
Conceptually, this can be represented as a game of
roulette - each individual gets a slice of the wheel,
but more fit ones get larger slices than less fit ones.

Roulette Wheel Selection

ANOTHER METHODS OF SELECTION
¢

Elitism selection:

¢

The most fit members of each generation are
guaranteed to be selected.
Rank selection:
Each individual in the population is assigned a
numerical rank based on fitness, and selection is
based on this ranking.

RANK WITH LOW BIAS
Here, selective fitnesses are based
on rank

f1
f2
f3
f4
f5
f6
f7
f8
f9
f10

RANK

WITH HIGH BIAS

Here, selective fitnesses are based
on rank

f1
f2
f3
f4
f5
f6
f7
f8
f9
f10

TOURNAMENT SELECTION
Tournament selection: tournament size = t
Repeat t times
choose a random individual from the pop
and remember its fitness
Return the best of these t individuals (BTR)
This is very tunable, avoids the problems of superfit
or superpoor
solutions, and is very simple to implement.

An Example
Ø

Simple problem: max x2 over {0, 1, …, 31}

Ø

GA
•
•
•
•
•

Ø

One generational cycle performed manually is shown
here.

approach:
Representation: binary code, e.g. 01101 « 13
Population size: 4
1-point xover, bitwise mutation
Roulette wheel selection
Random initialisation

Example : Selection

4
31%
5% 3

2

1

14%
49%

Example : Crossover

Example : Mutation

STOPPING CONDITIONS FOR GENETIC
ALGORITHM
¢

Maximum Generation:

The GA stops when specified number of
generation has evolved.
Elapsed Time:
The genetic process will end when a
specified time has elapsed.
No change in fitness:
The genetic process will end if there is no
change to the population’s best fitness for a
specified number of generation.

Comparison of GA with Traditional
Optimization Techniques
Ø GA works with the coding of solution set and
not with the solution itself.
Ø GA uses population of solutions rather than a
single solution for searching.
Ø GA uses fitness function for evaluation
rather the derivatives.
Ø GA uses probabilistic transition and not
deterministic rules.

Multi-Objective Optimization

INTRODUCTION
Multi-objective optimization (MOO) is the
optimization of conflicting objectives.
¢ We were able to use one objective function by
linking the two objectives with a common
feature – cost.
¢ In some optimization problems, it is not
possible to find a way to link competing
objectives.
¢ Sometimes the differences are qualitative and
the relative importance of these objectives
can’t be numerically quantified
¢

CONCEPTUAL EXAMPLE
Suppose you need to fly on a long trip:
Should you choose the cheapest ticket (more
connections) or shortest flying time (more
expensive)?
¢ It is impossible to put a value on time, so these
two objectives can’t be linked.
¢ Also, the relative importance will vary.
¢

There may be a business emergency you need to
go fix quickly.
 Or, maybe you are on a very tight budget.


PARETO-OPTIMAL SOLUTIONS
A MOO problem with constraints will have
many solutions in the feasible region.
¢ Even though we may not be able to assign
numerical relative importance to the multiple
objectives, we can still classify some
possible solutions as better than others.
¢ We will see this in the following example.
¢

PARETO-OPTIMAL SOLUTIONS EXAMPLE
¢

Suppose in our airplane-trip example from
earlier, we find the following tickets:

Ticket
A

Travel Time
(hrs)
10

Ticket
Price ($)
1700

B

9

2000

C

8

1800

D

7.5

2300

E

6

2200

COMPARISON OF SOLUTIONS
If we compare tickets A & B, we can’t say that
either is superior without knowing the relative
importance of Travel Time vs. Price.
¢ However, comparing tickets B & C shows that C
is better than B in both objectives, so we can
say that C “dominates” B.
¢ So, as long as C is a feasible option, there is no
reason we would choose B.
¢

COMPARISON OF SOLUTIONS
If we finish the comparisons, we also see that D is
dominated by E.
¢ The rest of the options (A, C, & E) have a tradeoff associated with Time vs. Price, so none is
clearly superior to the others.
¢ We call this the “non-dominated” set of solutions
become none of the solutions are dominated.
¢

GRAPH OF SOLUTIONS
Usually, solutions of this type form a typical
shape, shown in the chart below:
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TYPES OF SOLUTIONS
¢

Solutions that lie along the line are nondominated solutions while those that lie inside
the line are dominated because there is always
another solution on the line that has at least one
objective that is better.

PARETO-OPTIMAL SOLUTIONS
The line is called the Pareto front and solutions
on it are called Pareto-optimal.
¢ All Pareto-optimal solutions are non-dominated.
¢ Thus, it is important in MOO to find the solutions
as close as possible to the Pareto front & as far
along it as possible.
¢

GRAPHICAL EXAMPLE
For the following feasible region with objectives
f1 & f2 where both f1 & f2 are minimized:

f2
Feasible
Region
Pareto Front

f1

FINDING THE PARETO FRONT
One way to imagine finding points on the Pareto
front is by using a combination of numerical
weights for the two objectives:

f2

w1*
w2
w1

f1

FINDING THE PARETO FRONT
If this is done for a 90° span of lines, all the
points on the Pareto front will be found.

f2

f1

PRACTICALITY OF THIS PROCEDURE
¢

¢

¢

Actually, this is not the procedure that is used in
practice, but it is a good illustration of the concept.
This procedure would require finding all possible
points in the feasible region and then using many
combinations of weights.
For more than two objectives, the complexities and the
number of combinations make this impractical.

REALISTIC PROCEDURES
¢

There are different methods used in practice, but one
is to use a genetic algorithm to enumerate points along
the Pareto front over several iterations, then use some
method to rank the quality of the trade-offs based on
the particular application being modeled.

