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Resumen– Las redes neuronales artificiales (RNA) 
tienen un papel relevante en la actualidad, diversas áreas 
aplican esta técnica por las ventajas que presentan para 
resolver problemas complejos con muchas restricciones 
en comparación con los métodos tradicionales, que 
están quedando desfasados. Se conoce muy poco acerca 
de esta técnica y su aplicación en distintas ramas de la 
Ingeniería Civil. Por tal motivo, la presente investigación 
tiene por objetivo realizar una revisión sistemática de 
la literatura para identificar el uso de esta técnica y 
determinar los resultados de la aplicación de modelos 
de RNA en la ingeniería civil. Se incluyeron un total de 
41 artículos científicos que se distribuyen de la siguiente 
forma: 6 en Scopus, 1 en ScienceDirect, 23 en ProQuest, 
7 en Google Académico, 2 en Dialnet, 2 en SciELO. Se 
encontró que las RNA son utilizadas para predecir o 
pronosticar variables asociadas a los campos de estudio 
de la ingeniería civil, se hallaron 8 aplicaciones de RNA 
para propiedades del concreto, 11 para propiedades del 
suelo, 5 para análisis sísmico, 9 para hidráulica, 7 para 
valorización de inmuebles y 1 para diseño de puentes. 
Así mismo se encontró que el Perceptrón Multicapa es 
el modelo de RNA más utilizado, logrando en promedio 
un R2 de 0.99, lo que demuestra ventajas para resolver 
problemas con precisión, en tiempos más cortos, con 
datos faltantes en los conjuntos de datos, así como la 
reducción del factor de error.
Palabras clave– Red neuronal; propiedades 
del concreto; mecánica de suelos; análisis sísmico; 
aprendizaje automático; modelo RNA.
Abstract– Artificial neural networks (ANN) have 
a relevant role nowadays; several areas apply this 
technique due to the advantages they have to solve 
complex problems with many constraints compared to 
traditional methods, which are becoming outdated. Very 
little is known about this technique and its application in 
different branches of Civil Engineering. For this reason, 
the present research aims to conduct a systematic review 
of the literature to identify the use of this technique 
and to determine the results of the application of ANN 
models in civil engineering. A total of 41 scientific articles 
were included, distributed as follows: 6 in Scopus, 1 in 
ScienceDirect, 23 in ProQuest, 7 in Google Scholar, 2 in 
DialNet, 2 in SciELO. It was found that ANNs are used to 
predict or forecast variables associated with the fields 
of study in civil engineering; 8 applications of ANN were 
found for concrete properties, 11 for soil properties, 5 
for seismic analysis, 9 for hydraulics, 7 for real estate 
valuation and 1 for bridge design. Likewise, it was found 
that the multilayer Perceptron is the most used ANN 
model, achieving an average R2 of 0.99, which shows 
advantages to solve problems with precision, in shorter 
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times, with missing data in the data sets, as well as the 
reduction of the error factor.
Keywords– Neural Network; concrete properties; 
soil mechanics; seismic analysis; machine learning; ANN 
model.
1. INTRODUCCIÓN
Las RNA son una sucesión de capas que contienen un 
gran número de unidades interconectadas entre sí llama-
das neuronas [1]. Las RNA se describen como un sistema 
compuesto por nodos que tratan de asemejarse a las neu-
ronas, las que a su vez poseen conexiones que tratan de si-
mular la sinapsis de los sistemas biológicos. Estos modelos 
son utilizados como un método estadístico alternativo a los 
métodos tradicionales [2]different models are developed 
to estimate the compaction parameters of sandy soil using 
artificial neural network (ANN. Gracias a la estructura que 
poseen y a su capacidad de aprendizaje, las RNA pueden 
ayudar a resolver distintos problemas como la predicción 
de valores, la detección similitudes, el reconocimiento de 
patrones, inclusive cuando una entrada en particular no se 
haya conocido antes [3].
En principio, para que una RNA aprenda debe ser en-
trenada con una base de datos a la cual se le denomina 
conjunto datos de entrenamiento. Posteriormente, se esta-
blecen las reglas y las relaciones y, finalmente, se predicen 
los valores [4]. Cada una de las neuronas tiene una serie de 
pesos que determina la importancia de la neurona y qué 
tanto influye en el valor final; así pues, en el desarrollo de 
la RNA se aumenta la precisión de los modelos modifican-
do los pesos de asociación con cada neurona [5]que se 
encuentran en una banda transportadora. Para el posicio-
namiento de la banda transportadora se utiliza la técnica 
de lógica difusa. El control de posicionamiento presenta un 
error aceptable debido a los protocolos de comunicaciones 
usados. El reconocimiento de imágenes se realiza a través 
de técnicas de Visión Artificial y Redes Neuronales.   El siste-
ma de reconocimiento de imágenes consta de tres etapas: 
adquisición de imágenes digitales a color, procesamiento 
de imágenes y extracción de las diferentes características 
de las imágenes e identificación de la figura geométrica. 
Este sistema puede diferenciar siete formas geométricas 
(círculo, cuadrado, triángulo, rectángulo, elipse, rombo, es-
trella de cinco puntas. El proceso de aprendizaje lo realizan 
mediante algoritmos especiales, los cuales tratan de imitar 
los mecanismos de aprendizaje de un sistema biológico. 
Por esta razón, en los últimos años, muchas disciplinas han 
comenzado a incorporar el uso de modelos de RNA como 
una herramienta para resolver problemas complejos y se 
les está dando una gran aceptación, debido a que son ca-
paces de dar resultados con errores mínimos [6].
En ingeniería civil también se han aplicado diversos 
modelos de RNA que ayudan a resolver problemas relacio-
nados con la realidad, que son muy variables y difíciles de 
predecir. Por ejemplo, predecir la vida útil de una estructura 
–que no es una tarea sencilla– puesto que ocurren muchos 
cambios internos y externos en la estructura que en su ma-
yoría son aleatorias. Asimismo, existen factores que están 
influenciados por diversas condiciones como la ubicación 
geográfica y la calidad de los materiales [7].
El propósito de esta investigación es determinar la im-
portancia de las RNA y su aplicación en la ingeniería civil, 
para lo cual se hizo una revisión sistemática de las investi-
gaciones más relevantes donde se hayan aplicado modelos 
de RNA. De igual manera, se pretende identificar las venta-
jas de las RNA sobre los métodos estadísticos tradicionales, 
para así influenciar en la utilización de esta técnica de inte-
ligencia artificial en la ingeniería civil.
2. METODOLOGÍA
2.1 Estrategia de búsqueda
La búsqueda bibliográfica es un tipo de investigación que 
se basa en materiales publicados [8] en revistas científicas, re-
positorios de tesis, periódicos, artículos, entre otros; así como 
de publicaciones periódicas disponibles en Internet. La revi-
sión de la literatura permite al investigador obtener un pano-
rama general del avance de la disciplina en cuanto a un tópico 
específico de interés que permite cubrir campo de acción am-
plio para establecer nuevas investigaciones [9].
La búsqueda se desarrolló usando títulos de temas y pala-
bras claves en idioma inglés para representar los conceptos de 
RNA, propiedades del concreto, suelos, hidráulica, ingeniería 
sísmica, y valorización de inmuebles. La revisión de la litera-
tura consideró las publicaciones desde el 2007 hasta el 19 de 
noviembre del 2020. Posteriormente, los resultados fueron 
compilados en una bitácora de búsqueda, creada en una hoja 
de cálculo para luego ser organizados con Mendeley.
2.2 Selección de estudios
En primer lugar, se identificó el material bibliográfico, rea-
lizando la búsqueda con palabras claves de acuerdo con el 
tema, obteniendo 281 registros de las bases de datos, Scopus, 
ScienceDirect, ProQuest, Google Académico, Dialnet, SciELO, 
EBSCO. Luego de aplicar criterios de calidad se seleccionaron 
41 publicaciones. Los distintos artículos encontrados fueron 
revisados por los autores de manera independiente y cual-
quier desacuerdo para mantener o eliminar un material fue 
resuelto en mutuo acuerdo. Asimismo, se revisaron las refe-
rencias de los estudios ya seleccionados para encontrar otros 
artículos potenciales para la investigación.
2.3 Criterio de elegibilidad
Cada uno de los resultados obtenidos fueron evaluados 
detalladamente, usando como criterios de inclusión: apli-
cación de redes neuronales en ramas de la ingeniería civil y 
como criterios de exclusión: aquellas investigaciones no rela-
cionadas directamente con la ingeniería civil. Fueron descarta-
dos aquellas investigaciones publicadas en idiomas distintos 
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al inglés y español, y aquellas con más de 13 años de antigüe-
dad. Las publicaciones que superaron el filtro de calidad de 
acuerdo con las bases de datos se distribuyeron de la siguien-
te manera: 6 de Scopus, 1 de ScienceDirect, 23 de ProQuest, 7 
de Google académico, 2 de DialNet y 2 de SciELO. En la Tabla I 
se muestra la cantidad de artículos seleccionados por base de 
datos y por año de publicación. En total fueron recopilados 41 
artículos, en su mayoría con una antigüedad de 5 años.
3. RESULTADOS
3.1 Características de los estudios
Fueron encontradas 8 publicaciones con aplicación de 
modelos de RNA para la predicción de la resistencia a la 
compresión, el módulo elástico, la resistividad eléctrica, la 
resistencia al fuego del concreto, y el diseño de estructuras 
de concreto armado. Así mismo, fue hallado un estudio de 
aplicación de RNA al diseño de puentes de concreto arma-
do. En mecánica de suelos se encontraron 13 estudios. En 
análisis sísmico 5 estudios. En hidráulica 9 estudios donde 
utilizan RNA para calcular la socavación, el coeficiente de 
descarga, precipitaciones, encausamiento de inundacio-
nes, demanda de agua, filtración y estabilización de presas. 
Del mismo modo fueron encontrados 7 estudios enfocados 
a la valorización de inmuebles.
3.2 Redes neuronales artificiales para predecir 
las propiedades del concreto 
3.2.1 Resistencia a la compresión del concreto 
En [10] se analizaron estudios previos donde sustituyen 
los agregados por desechos de caucho para mejorar las 
propiedades del concreto armado. Se recolectaron un to-
tal de 457 mezclas, estas fueron utilizadas para desarrollar 
un modelo que permita predecir la resistencia a la compre-
sión del concreto con caucho de neumáticos. El 70% de los 
datos se usó durante la etapa de entrenamiento, el 15% se 
usó para la etapa de validación y el 15% para la etapa de 
prueba. El conjunto de datos estuvo formado por 6 varia-
bles que incorporaba la cantidad de cemento, la relación 
agua-cemento, el porcentaje de agregado fino, el porcen-
taje de agregado grueso, el porcentaje de caucho fino y 
grueso. La predicción generada por la red alcanzó un co-
eficiente de determinación (R2) de 0,96 y 0,98 para las etapas 
de entrenamiento y prueba, respectivamente. La raíz del error 
cuadrático medio (RMSE) fue de 4,8 y 3,78 para las etapas de 
entrenamiento y prueba. Finalmente, los autores señalan que 
la aplicación de una RNA de retropropagación multicapa en el 
campo de la predicción de la resistencia a la compresión del 
hormigón con caucho de neumáticos es apropiada y puede 
considerarse como un enfoque alternativo y adecuado.
En el trabajo desarrollado por [11] se utilizó Perceptrón 
Multicapa para predecir la resistencia a la compresión y la 
resistencia a la flexión de concretos de alto rendimiento, re-
forzados con fibra de acero, llegando a recopilar hasta 162 
ejemplos etiquetados de resistencia a la compresión y 102 
ejemplos etiquetados de resistencia a la flexión para desa-
rrollar los modelos. En este estudio el 80% de los datos fue-
ron usados para el entrenamiento y el 20% para la valida-
ción. En la RNA usada para estimar la resistencia a la flexión, 
se usaron como variables de entrada el diámetro, la longi-
tud, la relación de aspecto y el volumen de las fibras de ace-
ro y la resistencia a la flexión del concreto sin fibras de ace-
ro. Para estimar la resistencia a la compresión, las variables 
de entrada fueron el diámetro, la longitud, la relación de 
aspecto y el volumen de las fibras de acero, y la resistencia a 
la compresión sin fibras. Se realizaron una serie de pruebas 
para determinar la arquitectura de la red, estableciéndose 
en 5 neuronas para la capa de entrada, 15 neuronas en la 
capa oculta, una neurona en la capa de salida para el mo-
delo de resistencia a la flexión. Así mismo se establecieron 
6 neuronas en la capa de entrada, 20 neuronas en la capa 
oculta y una neurona en la capa de salida para el modelo de 
resistencia a la compresión. El primer modelo de RNA pre-
dijo el esfuerzo a la flexión con un ECM de 0,1492 y 0,0376 
en la etapa de entrenamiento y prueba, respectivamente; y 
un R2 de 0,9777 y 0,9986 en el entrenamiento y la prueba. 
El segundo modelo predijo la resistencia a la compresión 
con un ECM de 0,0876 y 0,0980 en el entrenamiento y la 
prueba, respectivamente; un R2 de 0,9923 y 0,9901 en la 
etapa de entrenamiento y prueba, respectivamente. Estos 
resultados indican que los modelos de redes neuronales 
artificiales pueden utilizarse para predecir la resistencia a 
la flexión y la resistencia a la compresión del concreto de 
alto rendimiento, determinar la fracción de volumen de las 
fibras de acero y optimizar las mezclas para los concretos 
de alto rendimiento reforzados con fibras de acero.
TABLA I. 
DISTRIBUCIÓN DE LOS ARTÍCULOS USADOS COMO REFERENCIA SEGÚN BASE DE DATOS Y AÑO DE PUBLICACIÓN
Bases de datos
Año de publicación Total
2007 2009 2011 2012 2015 2016 2017 2018 2019 2020
Scopus - - - - 1 - - - 1 4 6
Science Direct - - - - - - - 1 - - 1
ProQuest - - - - - 2 4 9 5 3 23
Google académico - - 1 1 1 1 1 - 1 1 7
Dialnet - 1 - - - - 1 - - - 2
Scielo 1 - - - - 1 - - - - 2
Total 1 1 1 1 2 4 6 10 7 8 41
Fuente: Los autores 
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En [12] se propuso un Perceptrón Multicapa para pre-
decir la propiedad del concreto. En esta investigación el 
modelo fue entrenado con 3215 ensayos de resistencia a 
la compresión del concreto, de donde se estableció las si-
guientes variables, cantidad de cemento, cantidad de agua, 
módulo de figura de la piedra, módulo de figura de la are-
na, tamaño máximo nominal de la piedra, peso específico 
de la arena, peso específico de la piedra, tipo de cemento, 
periodo de curado. El conjunto de datos incorporó ensayos 
de resistencia a la compresión de 210, 250, 280 y 300 kg/
cm2. Los resultados muestran un error de 3,29%. En [13] se 
utilizó un Perceptrón Multicapa para predecir la resisten-
cia a la compresión del concreto, analizando los factores 
más importantes que intervienen en su estimación como 
la relación agua-cemento, las condiciones de humedad, el 
tamaño máximo de los agregados y la edad del concreto, 
considerando 785 muestras para el entrenamiento y valida-
ción, logrando un coeficiente de correlación (R) de 0,9176.
3.2.2 Resistencia a la compresión y módulo 
elástico del concreto
Se ha encontrado un estudio que aplicó un Perceptrón 
Multicapa para predecir la resistencia a la compresión y el 
módulo elástico de concretos hechos con agregados reci-
clados [14]. En este estudio se analiza la importancia de las 
características de los agregados reciclados para ver cuáles 
influyen más en la resistencia a la compresión y el módu-
lo elástico del concreto. La base de datos utilizada estuvo 
compuesta por 46 mezclas de concreto con varios tipos de 
agregados reciclados, a los cuales se le efectuaron los en-
sayos correspondientes. En este estudio se usaron en total 
14 variables de entradas, de las cuales 8 variables fueron 
respecto a las características de los agregados, se usaron 5 
para las proporciones de mezcla, y 1 variable fue el tiempo 
de curado. Se desarrollaron dos de Perceptrón Multicapa, 
para el primero se utilizaron las 8 variables con respecto a 
los agregados. En la etapa de entrenamiento, este modelo 
tuvo un R2 para los valores de resistencia a la compresión y el 
módulo elástico de 0,9984 y 0,9999, respectivamente. Para la 
fase de validación y prueba el R2 estuvo alrededor de 0,994. 
En el segundo modelo se utilizaron las 14 variables de entra-
da. Para la fase de entrenamiento, los valores de resistencia a 
la compresión y el módulo elástico fueron estimados con un 
R2 de 0,997 y 0,9941, respectivamente; para la fase de valida-
ción y prueba los valores estuvieron en el rango de 0,987 a 
0,9931. Finalmente, los resultados obtenidos muestran que 
la absorción de agua es una característica muy influyente en 
los valores de resistencia a la compresión de concretos con 
agregados reciclados. Mientras que, para el módulo elástico, 
las características más influyentes son la absorción del agua 
y la gravedad específica [14].
3.2.3 Resistencia a la compresión y resistividad 
eléctrica del concreto
En [15] se propone un Perceptrón Multicapa para pre-
decir la resistencia a la compresión y la resistividad eléctrica 
del concreto. Para ello, se realizaron ensayos de compresión 
a 41 mezclas de concreto. El contenido de cemento en la 
mezcla fue de 250, 200 y 350 kg/cm3. Las relaciones de 
agua-cemento usadas fueron de 0,45, 0,55 y 0,67. Asimis-
mo, se usó agregado grueso con tamaños máximos de 1”, 
¾” y ½”. El 77% y el 23% de los datos fueron usados para en-
trenar y validar el modelo de redes neuronales para prede-
cir la resistencia a la compresión. Este modelo utilizó como 
variables de entrada la velocidad de pulso y el peso unita-
rio, teniendo una arquitectura de 2 neuronas en la capa de 
entrada, 15 neuronas en la primera capa oculta, 10 neuro-
nas en la segunda capa oculta, y una neurona a la salida. 
El Perceptrón Multicapa utilizado para predecir la resistivi-
dad eléctrica consideró una arquitectura de 3 neuronas en 
la capa de entrada, 8 neuronas en la primera capa oculta, 
12 neuronas en la segunda capa oculta y 1 neurona en la 
capa de salida, estableciendo como variables de entrada la 
resistencia a la compresión, la velocidad de pulso y el peso 
unitario. Asimismo, la red neuronal predijo la resistencia a 
la compresión del concreto con un R2 de 0,7027 y un error 
promedio fue de 9,3%; también, los datos de la resistividad 
eléctrica del concreto simulados tuvieron un R2 de 0,4281 y 
un error promedio de 30,7%.
3.2.4 Resistencia al fuego
En [16] se propuso el modelo de RNA Adaptive Neu-
ro-Fuzzy Interface System (ANFIS) para pronosticar la re-
sistencia al fuego de las columnas de concreto, para ello 
construyeron una base de datos a partir de los resultados 
obtenidos del análisis numérico a los elementos estructu-
rales de los diseños de las edificaciones. En total, fueron 
analizaron 398 series de datos que conformaron el conjun-
to de datos de las cuales 318 (80%) fueron utilizados para el 
entrenamiento y 80 (20%) para validación. Se establecieron 
6 variables de entrada como el ancho y el peralte de la co-
lumna de concreto armado, el espesor del recubrimiento, 
el porcentaje de acero, el coeficiente de carga axial y un 
coeficiente de momento de flexión, toda esta estructura 
permitió tener una variable de salida que fue la resistencia 
al fuego de la columna de concreto armado. Los resultados 
muestran un error medio durante la prueba de 0,319 para 
los datos de entrenamiento, 0,511 para los datos de prue-
ba y 0,245 para los datos de validación. Los resultados de 
esta investigación son la prueba del éxito de la aplicación 
de redes neuronales artificiales para resolver problemas 
complejos reales en el campo de la construcción. Así pues, 
estos modelos permitieron predecir la resistencia al fuego 
de las columnas de concreto armado, superando a los mé-
todos tradicionales y métodos de modelación matemática, 
que ponen en relieve la eficacia y la viabilidad de la aplica-
ción de esta técnica innovadora para la toma de decisiones 
y la evaluación de los problemas que se plantean durante 
la planificación y ejecución de proyectos de construcción.
3.2.5 Concreto armado
En [17] se propusieron dos modelos de Perceptrón 
Multicapa para predecir los esfuerzos en la superficie del 
concreto (SC) y en el acero (SR), para ello, se construyó un 
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pórtico a escala real y se fue cargando gradualmente hasta 
llegar a su capacidad máxima, luego se instaló un exten-
sómetro SC1 en la parte superior izquierda de la viga para 
medir las rotaciones, otro extensómetro SC2 en la parte 
inferior a la mitad de la luz, y un tercer extensómetro SC3 
a 1/3 de la luz; estos dos últimos para medir los desplaza-
mientos verticales. Los valores obtenidos durante el ensayo 
permitieron construir una base de datos con 110 ejemplos, 
de las cuales el 70% se utilizó para el entrenamiento y el 
30% para la validación y prueba. La red neuronal artificial 
estuvo construida con una capa de entrada con 4 neuronas, 
una capa oculta de 20 neuronas, y una capa de salida con 3 
neuronas. Se utilizaron como variables de entrada los des-
plazamientos verticales y las rotaciones. La RNA predijo los 
esfuerzos de tensión en la superficie del concreto SC1, SC2 
y SC3 con un error máximo de 11,1%, 12,7% y 27,5% y un 
R2 de 0,9994, 0,9993 y 0,9692, respectivamente. Los esfuer-
zos en el acero SR1, SR2 y SR3 tuvieron un error máximo de 
12,1%, 28,7% y 12,4% con un R2 de 0,9994, 0,9636 y 0,9992, 
respectivamente. Con estos resultados se puede observar 
que la RNA predijo los esfuerzos de tensión, tanto del acero 
como el concreto con precisión.
3.3 Redes neuronales aplicadas al diseño de 
puentes de concreto armado
Se encontró un estudio sobre la aplicación de Percep-
trón Multicapa para el diseño de puentes [18] donde se pro-
pone optimizar el diseño de puentes postensados de tipo 
Box Girder, considerando el costo, la seguridad y el tiempo 
de iniciación de la corrosión del acero, dicho puente estaba 
compuesto de tres vanos, el vano principal tiene una longi-
tud de 44 metros y los vanos externos 35,2 metros, a partir 
del cual se generaron 34 variables definidas por la geome-
tría longitudinal (2), geometría de la sección transversal (9), 
concreto (3), el acero de refuerzo (11), y el acero postensado 
del puente (9). Para la construcción del conjunto de datos 
fueron utilizados 4500 ejemplos, de las cuales el 70% se usa-
ron para el entrenamiento, el 15% para la validación y el 15% 
para la prueba. Para el entrenamiento se utilizó el algoritmo 
de backpropagation de Levenberg-Marquardt con el que se 
obtuvieron buenos resultados, lográndose un R2 entre 0,912 
y 0,999 y el ECM toma valores entre 0,0001 y 0,088. Estos re-
sultados indican que la RNA es una buena herramienta para 
predecir la respuesta de las estructuras, reducir el tiempo en 
el que se obtienen los resultados, tener soluciones menos 
costosas, sin descuidar los niveles de seguridad y la durabili-
dad considerados para un proyecto de construcción.
3.4 Redes neuronales artificiales para predecir 
las propiedades del suelo
3.4.1 Parámetros de compactación y CBR del 
suelo
Se han encontrado 11 estudios sobre la aplicación de 
las redes neuronales en la mecánica de suelos, en su mayo-
ría para predecir las propiedades mecánicas de los suelos 
a partir de sus propiedades físicas. En [19] se aplicó un Per-
ceptrón Multicapa para la predicción de la Relación de So-
porte de California (CBR) de Subbase del pavimento usando 
datos de las propiedades físicas del suelo. En esta investiga-
ción se examina la capacidad de las RNA para desarrollar 
una correlación entre el CBR de la subbase y los datos pri-
marios del suelo, lo que podría ayudar a estimar el CBR con 
fines de predicción y para identificar la importancia de cada 
propiedad física con respecto a la resistencia de la subbase. 
El ECM fue muy aceptable, alcanzando aproximadamente 
un 4,3% y la media del error porcentual fue inferior al 5%. 
Según los resultados se determinó que las propiedades que 
más influyen en los valores de CBR son las sales solubles, 
ocupando el primer lugar, con una importancia relativa del 
39,46%, mientras que el índice de yeso ocupa el segundo 
lugar, con un 9,83%, y la máxima densidad seca (MDD) ocu-
pa el tercer lugar, con un 6,68%. 
Otro tipo de modelos de redes neuronales es el Grupo 
de Manejo de Datos (GMDH), usado para estimar los pará-
metros de compactación como la máxima densidad seca (γd 
máx), el óptimo contenido de humedad (ωópt) de los suelos 
de forma indirecta a partir de las propiedades físicas deter-
minadas de forma más sencilla como el límite líquido (LL), 
el límite plástico (LP) y el contenido de grano fino (FC), así 
como el contenido de arena (SC). Se utilizó una base de da-
tos que contenía 212 ejemplos para el entrenamiento de la 
RNA. Luego de varios experimentos se determinó la mejor 
arquitectura con 4 neuronas en la capa de entrada, 2 neu-
ronas en la capa oculta y una neurona en la capa de salida. 
Se compararon los parámetros de compactación medidos 
experimentalmente con las predicciones para evaluar el ren-
dimiento de GMDH. Los resultados muestran que las redes 
neuronales de tipo GMDH generalizado tiene una gran ca-
pacidad para la predicción de la máxima densidad seca y el 
óptimo contenido de humedad. Se realizó un análisis de sen-
sibilidad del modelo obtenido para estudiar la influencia de 
los parámetros de entrada en los resultados del modelo, y se 
muestra que LL y LP son las variables más influyentes en los 
parámetros de compactación. Asimismo, se demostró que 
los modelos propuestos son más precisos en comparación 
con todas las demás correlaciones empíricas [20].
En [21] se utilizó Perceptrón Multicapa para predecir la 
relación de las características de compactación, permeabili-
dad y resistencia al corte del suelo con las propiedades físicas 
del suelo. En este estudio, la base de datos de 580 ejemplos 
fue construida a partir de otras investigaciones disponibles, 
con resultados de ensayos como la granulometría, límites de 
Atterberg, compactación, permeabilidad medida a diferen-
tes niveles de grado de compactación (90-100%) y pruebas 
de compresión triaxial con drenaje consolidado. Para evaluar 
el efecto de cada parámetro geotécnico sobre los resultados, 
se hizo un análisis de sensibilidad. Según este análisis los 
límites de Atterberg y el contenido de finos del suelo (limo 
y arcilla) son las variables más importantes para predecir la 
máxima densidad seca y el óptimo contenido de humedad. 
Otro aspecto que es coherente con el análisis de sensibilidad 
es el coeficiente de permeabilidad, el cual influye en el grado 
de compactación de los suelos. Asimismo, se observó que el 
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ángulo de fricción depende en gran medida de la densidad 
del suelo. Para evaluar el rendimiento de los modelos de pre-
dicción, se utilizaron tres enfoques estadísticos como el R2, la 
RMSE, y el coeficiente de masa residual. La comparación de los 
resultados demuestra que la RNA proporciona predicciones 
muy precisas y se pueden mejorar con el aumento de ejem-
plos en la base de datos. Los datos indican que las prediccio-
nes están dentro de un intervalo de confianza del 95%, siendo 
una de las principales fortalezas de la red neuronal su capaci-
dad de mejorar a medida que más datos se hagan disponibles 
sin repetir los procedimientos de desarrollo desde el principio. 
De otra parte, se halló un estudio que compara el Per-
ceptrón Multicapa y red neuronal con enjambre de partícu-
las [22], para medir las propiedades geotécnicas de la turba 
mezclada con diferentes proporciones de cemento. Los re-
sultados indican que la resistencia a la compresión no confi-
nada y el CBR de las muestras tratadas con cemento de 300 
kg/m3 aumentaron solamente en un factor de 8,54 y 13,66, 
en comparación con la turba sin tratar. En las pruebas de 
compactación se observó que la máxima densidad seca au-
mentó significativamente, por ello los resultados indicaron 
que el Perceptrón Multicapa logró mejores resultados que la 
red neuronal con enjambre de partículas. Así mismo los re-
sultados del análisis de sensibilidad mostraron que el relleno 
y el tiempo de curado fueron los factores más influyentes en 
la estimación de la resistencia a la compresión no confinada.
Existen otros estudios similares que permiten predecir 
la máxima densidad seca, el óptimo contenido de hume-
dad y el CBR de los suelos, para ello fueron comparados 
Perceptrón Multicapa, ANFIS, SVM, ANN-BBO, esta última 
muestra mejores resultados de 0,965 de R2 [24], [25] y [26]. 
En [23] se utiliza la regresión lineal para predecir la máxima 
densidad seca y el óptimo contenido de humedad, logran-
do un coeficiente de determinación de 0,841, lo que de-
muestra que la técnica no es eficiente. En [27] se propusie-
ron cuatro modelos de Perceptrón Multicapa para predecir 
el CBR bajo diferentes condiciones, se encontró que la RNA 
es muy sensible en las capas de entrada, vinculadas a las 
variables de la cal y la microsílice. Asimismo, en [24] y [26] 
se estima los valores de CBR utilizando simplemente datos 
obtenidos de ensayos básicos de suelos, estos estudios han 
llegado a la conclusión de que los valores de CBR estimados 
fueron muy similares a los reales. En el caso de los estudios 
enfocados a estimar los parámetros de compactación, tam-
bién se han obtenido resultados fiables con la RNA de tipo 
GMDH, que predice mejor los parámetros de compactación 
en comparación con las correlaciones empíricas [28].
3.4.2 Porosidad
Fue utilizado un Perceptrón Multicapa para identificar 
los parámetros medios de la porosidad [29] los resultados 
revelan que no existe linealidad entre la dependencia de la 
distribución en el sistema de ecuaciones a macro escala de 
la porosidad, por lo que la RNA es la única capaz de resolver 
este problema. Esta investigación proporciona una base para 
aplicar RNA al crecimiento multi escala y reordenamiento de 
las características microestructurales debido a la respuesta 
mecánica e hidráulica de los suelos a macro escala.
3.4.3 Estabilidad de taludes
La predicción del factor de seguridad de la estabilidad 
de taludes sísmicos se realizó mediante la comparación de 
modelos de enjambres de partículas y redes neuronales del 
tipo Perceptrón Multicapa con 6 neuronas en la capa de en-
trada, 10 neuronas en la capa oculta, y una neurona en la 
capa salida. Para ello, se usaron 669 ejemplos obtenidos de 
un programa de geo estudio basado en el método de equi-
librio límite. El conjunto de datos consideró como variables 
a la altura de pendiente, el gradiente, la cohesión, el ángulo 
de fricción y la aceleración máxima del suelo. Después del 
entrenamiento y la prueba, la RNA obtuvo un R2 de 0,915, 
mientras que el enjambre de partículas logró 0,986 [30].
3.4.4 Consolidación
Para estimar la presión previa a la consolidación del suelo, 
fueron comparadas la metodología tradicional de Casa Gran-
de (CG) y un Perceptrón Multicapa implementado en “Neural 
Network Toolbox de MATLAB”. La RNA fue desarrollada con 05 
neuronas en la capa de entrada, 03 capas ocultas de 03 neu-
ronas cada una, y una neurona en la capa de salida. Los resul-
tados del estudio muestran que el error de la RNA es 0,032%, 
mientras que la CG de 9,658%, por lo que se evidencia que la 
RNA predice con mejor precisión la relación de vacíos corres-
pondiente a la tensión previa a la consolidación, por lo que no 
requiere dibujo y menos intervención manual [31].
3.5 Redes neuronales artificiales aplicadas al 
análisis sísmico
Las RNA también fueron aplicadas en el diseño sísmico de 
edificaciones de concreto armado. En [32] fueron compara-
dos dos modelos de Perceptrón Multicapa. El primer modelo 
(PM1) conformado por 05 neuronas en la capa de entrada, 21 
neuronas en la capa oculta y 26 neuronas en la capa de salida, 
mientras que el segundo modelo (PM2) estuvo conformado 
por 5 neuronas en la capa de entrada, 25 neuronas en la capa 
oculta y 24 neuronas en la capa de salida, con las cuales se tra-
tó de predecir la geometría de vigas y columnas, la cantidad 
de acero de refuerzo longitudinal, y la separación de los estri-
bos. La PM1 fue entrañada con base en las características de 
50 diseños de edificios de 8 a 12 niveles. La PM2 fue entrañada 
con base en las características de 40 diseños de edificios de 
4 a 7 niveles. El conjunto de datos incorporó variables como 
el número de grillas en la dirección X, número de grillas en la 
dirección Y, el número de niveles, el espaciamiento entre gri-
llas en ambas direcciones. Las RNA lograron un error máximo 
de 15%, ofreciendo ventajas en cuanto a rapidez para la pre-
dicción del diseño estructural en comparación con métodos 
clásicos que utilizan mucho más tiempo.
En el trabajo [33]logical analysis of data (LAD se com-
para la técnica de aprendizaje de Análisis lógico de datos 
y una red neuronal profunda de 13 neuronas en la capa de 
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entrada, 8 neuronas en la primera capa oculta, 4 neuronas en 
la segunda capa oculta, 7 neuronas en la tercera capa ocul-
ta y 7 neuronas en la capa de salida, para la predicción de la 
respuesta sísmica de las estructuras de edificios. Para la cons-
trucción del conjunto de datos se utilizaron como atributos 
la aceleración máxima del suelo, el tipo de suelo, el período 
característico, magnitud, distancia entre el lugar y la fuente, y 
el período natural. La RNA profunda demostró ser más efecti-
va logrando una correlación de 0,84, con lo cual demostró ser 
una técnica muy eficiente para aprender, simular y predecir el 
comportamiento sísmico de las estructuras.
En [34] se usaron un total de 13.552 registros de mo-
vimiento del suelo a partir de 288 terremotos publicados 
por el Centro de Investigación de Ingeniería del Pacífico 
(PEER). El conjunto de datos consideró atributos como la 
magnitud del momento, mecanismo de falla, la distan-
cia más cercana al plano de falla y la velocidad de onda 
de corte. Con base en el conjunto de datos se utilizó un 
Perceptrón Multicapa para estimar los parámetros de una 
ecuación de predicción del movimiento del suelo. Los pa-
rámetros estimados fueron la aceleración máxima del sue-
lo, la velocidad máxima del suelo, la aceleración espectral 
para un 5% de amortiguación para 26 periodos entre 0,01 
y 4 segundos. La RNA fue construida con 5 neuronas en la 
capa de entrada, 5 neuronas en la capa oculta y 28 neuro-
nas en la capa de salida, lográndose buenos resultados.
En [35] se desarrolló una red neuronal profunda con 8 
neuronas en la capa de entrada, 06 capas ocultas con 30, 35, 
30, 12, 8, 4 neuronas, respectivamente y una neurona en la 
capa de salida, para predecir la aceleración espectral del suelo, 
superando al modelo clásico CB-2008 del proyecto Next Ge-
neration Attenuation (NGA) del PEER. Los resultados de esta 
investigación indicaron que la RNA profunda predice la ace-
leración espectral con una precisión del 96,26%, superando al 
modelo CB-2008 que alcanzó una precisión del 91,93%.
En [36] se investigó el potencial de una red convolu-
cional estándar de 24 capas y una red convolucional au-
toencoder para ayudar a la simulación sísmica. Durante 
el desarrollo se evidenció que ambas redes son de 20 a 
500 veces más rápidas que el modelado por diferencia fi-
nitas (FD) y simulan de ondas sísmicas en medios acústi-
cos 2-D con fallas y capas horizontales, demostrando que 
estas redes se pueden utilizar para realizar inversiones 
sísmicas rápidas de un mismo medio.
3.6 Redes neuronales artificiales aplicadas en 
hidráulica
3.6.1 Cálculo de la profundidad de socavación 
La predicción precisa de la profundidad de socavación 
desempeña un papel muy importante en el óptimo dise-
ño de las estructuras, siguiendo este lineamiento, en [37] 
usaron datos experimentales recopilados de diferentes 
estudios para desarrollar un modelo que permita prede-
cir la profundidad de socavación debajo de un vertedero 
con salto de esquí. Este trabajo desarrolló un Perceptrón 
Multicapa, algoritmos de optimización de Harry Hawkins, 
enjambre de partículas, algoritmo genético para luego ser 
comparado con el método tradicional empírico WU. Los 
resultados muestran que los algoritmos de optimización 
de Harry Hawkins obtuvieron valores más precisos.
En [38] se implementó en MATLAB Perceptrón Multi-
capa (PM) con los algoritmos de minimización del error de 
Levenberg–Marquardt (PM-LM), Firefy algorithm (PM-FA) 
y particle swarm optimization (PM-PSO) para predecir la 
profundidad de socavación alrededor de los pilares de 
un puente. Los resultados muestran un R para PM-LM de 
0,930, PM-FA de 0,958, PM-PSO de 0,987, demostrándo-
se que las estimaciones de la RNA de las profundidades 
máximas de socavación se asemejan a los valores reales. 
Asimismo, se recomienda que los modelos tradicionales 
deben ser reemplazados por los modelos de RNA, los cua-
les ya han sido ampliamente adoptados para fines de pre-
dicción en otras áreas.
3.6.2 Cálculo del coeficiente de descarga
Una segunda aplicación de las redes neuronales es la pre-
dicción del coeficiente de descarga en vertederos trapezoida-
les, en [39] se comparó el desempeño del Perceptrón Multi-
capa (PM), red neuronal de base radial (RBR) y máquinas de 
soporte vectorial (SVM), para lo cual utilizaron 454 ejemplos 
obtenidos de laboratorio. Las predicciones hechas por el Per-
ceptrón Multicapa fueron las más precisas, puesto que los va-
lores se asemejan muy bien a los datos obtenidos de manera 
experimental. La PM obtuvo un RMSE de 0,019, con un R2 de 
0,985, frente a 0,934 de la RBR y 0,978 de la SVM.
En [40] se compararon 3 modelos de red neuro-
nal, RNA ANFIS estándar con RNA ANFIS hibridas como 
Namely Differential Evaluation (ANFIS-DE), Genetic Al-
gorithm (ANFIS-GA), Particle Swarm Optimization (AN-
FIS-PSO) para predecir el coeficiente de descarga en un 
vertedero lateral. Los resultados muestran que el método 
ANFIS estándar tiene un mayor rendimiento cuando se 
utilizan variables de entrada más simples, sin embargo, 
ANFIS-DE obtuvo un RMSE de 0,077, demostrando mayor 
rendimiento que ANFIS-GA y ANFIS-PSO, que obtuvieron 
un RMSE de 0,079 y 0,096, respectivamente.
3.6.3 Precipitaciones
En [41] se utilizaron datos de 14 estaciones de medi-
ción de caudal, ubicados en la península de España, para 
estimar la precipitación máxima instantánea mediante la 
aplicación de Perceptrón Multicapa (PM), método empíri-
co basado en la ecuación de Fuller (MEF) y una RNA AN-
FIS. Los resultados muestran que el R2 del PM es de 0,88; 
de ANFIS es de 0,98 y de MEF es de 0,95; sin embargo, el 
número de estaciones no son suficientes por lo que se re-
comendó la implementación de más estaciones en la pe-
nínsula española, de esta manera se puede mejorar aún 
más la precisión del modelo.
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3.6.4 Encausamiento de inundaciones
Las redes neuronales también se han aplicado en la pre-
dicción de encausamiento de inundaciones, en [42] se utili-
zaron 8 diagramas de inundaciones, de las cuales 6 fueron 
utilizadas para la etapa de entrenamiento y 2 en la etapa 
de prueba. Se desarrollaron dos modelos, una red neuronal 
Perceptrón Multicapa y una RNA ANFIS. La PM obtuvo un 
RMSE de 3,01 frente al RMSE de la ANFIS de 0,3; demostrán-
dose claramente la superioridad de la ANFIS. El hidrograma 
de inundación utilizado como base para el análisis abarcó 
un periodo de devolución de 10.000 años.
3.6.5 Cálculo de la filtración y estabilidad de 
presas
En [43] se mejoró la predicción de filtración de presas 
utilizando una combinación de RNA Perceptrón Multicapa 
con algoritmo genético. Para ello, se tomaron dos puntos 
en la presa, las cuales permitieron observar las líneas de 
filtración. Los resultados demuestran que el modelo pro-
puesto logró una MSE de 0,0202 frente a los métodos es-
tadísticos tradicionales que obtuvieron un MSE de 0,0392, 
demostrando que el método propuesto es bueno para pre-
decir la tendencia de los cambios que hay en los datos.
En [44] se planteó predecir la estabilidad de presas he-
terogéneas utilizando un Perceptrón Multicapa con 6 neu-
ronas en la capa de entrada, 10 neuronas en la capa oculta 
y una neurona en la capa de salida. El conjunto de datos 
poseía 739 ejemplos, a partir del cual se utilizó el 60% para 
el entrenamiento y el 40% para la validación. Así mismo 
se encontró que todos los atributos del conjunto de datos 
tuvieron una influencia de 20% aproximadamente durante 
el entrenamiento. Según los resultados la RNA alcanzó una 
correlación de predicción de 0,955. 
3.6.6 Cálculo de la demanda de agua
En [45] se utilizó un Perceptrón Multicapa para pronos-
ticar la demanda de agua potable en la ciudad de Lamba-
yeque, Perú. La RNA estuvo conformada por 12 neuronas 
en la capa de entrada, 9 neuronas en la capa oculta, y una 
neurona en la capa de salida. El conjunto de datos estuvo 
conformado por 252 ejemplos con 12 atributos cada uno. 
Los resultados muestran un R de 0,98643 por lo que se pue-
de concluir que es viable el uso de RNA para predecir de-
manda de agua en una ciudad.
3.7 Redes neuronales artificiales aplicadas a la 
valorización de inmuebles
Para la valorización de inmuebles se encontraron 7 in-
vestigaciones donde se aplicaron modelos de RNA. En [46] 
utilizaron datos de valorizaciones recopilados de diversas 
investigaciones para desarrollar un modelo de RNA del tipo 
Perceptrón Multicapa. Estos modelos permitieron realizar 
los procesos de valorización de manera automática. Ade-
más, se encontró que existía una gran desconexión entre 
las leyes estándares de tasación y la comunidad financiera 
para la valorización de inmuebles, por lo que se debe utili-
zar varios criterios de consenso para comprender mejor y 
potencialmente seleccionar las RNA.
En el trabajo [47] se hace una revisión de la literatura 
sobre el uso de las redes neuronales artificiales en especial 
el Perceptrón Multicapa en la predicción de la valorización 
de inmuebles y abarca desde el año 1991 hasta el 2015, pe-
riodo en el que se publicaron 30 artículos científicos que 
demuestran buenos resultados de la RNA frente a los mé-
todos tradicionales. 
Para la estimación del precio de las viviendas aplicando 
redes neuronales artificiales también han sido objeto de 
estudio, en [48] se busca sustituir los modelos tradiciona-
les como el análisis de regresión múltiple por RNA de tipo 
Perceptrón Multicapa de 6 neuronas en la capa de entrada, 
6 neuronas en la capa oculta y una neurona en la capa de 
salida, logrando un error global de 0,2. Del mismo modo en 
la investigación [49] desarrollaron un Perceptrón Multicapa 
de 6 neuronas en la capa de entrada, 4 neuronas en la capa 
oculta y una neurona en la capa de salida para estimar los 
precios de diversos inmuebles en Portugal, los resultados in-
dicaron que el error relativo es de 0,1141 y la precisión de los 
resultados dados por la red neuronal artificial fue de un 12% 
superior en comparación con los métodos tradicionales.
La comparativa entre modelos de regresión multivaria-
ble y las RNA Perceptrón Multicapa es muy común. En [50] 
se compararon la efectividad de la RNA de 13 neuronas en 
la capa de entrada, 16 en la capa oculta y una neurona en la 
capa de salida, para predecir la valorización de inmuebles 
urbanos. Los resultados indicaron que la RNA tuvo un R2 
de 0,98 y R2 0,97, superando así a los modelos de regresión 
lineal múltiple en un 3% de R, y un 7% de R2. Los autores 
llegaron a la conclusión de que los modelos de RNA supe-
ran a los modelos de regresión por que estiman con más 
precisión las valorizaciones de los inmuebles.
En [51] se utilizó aprendizaje supervisado con un Percep-
trón Multicapa con 7 neuronas en la capa de entrada, 15 en la 
capa oculta y una neurona en la capa de salida para predecir 
el precio de los inmuebles en la ciudad de Morelia, México. 
Los resultados muestran un R2 de 0,93 y errores absolutos 
medios muy bajos, se concluye que las RNA predicen de for-
ma más precisa los precios de los inmuebles en comparación 
con los métodos tradicionales. Así mismo, en [52] se busca 
obtener un modelo basado en Perceptrón Multicapa de 5 
neuronas en la capa de entrada, 6 neuronas en la capa oculta 
y una neurona en la capa de salida, para predecir el precio 
mensual de alquiler de manera automatizada en la ciudad 
de Córdova, España. Los resultados muestran un R de 0,9352, 
con lo que se concluyó que las RNA predicen el precio del 
inmueble de acuerdo con la realidad del mercado.
De acuerdo con la revisión presentada, se observa un 
uso intensivo de las RNA en el campo de la ingeniería civil, 
en diversas áreas de aplicación como propiedades del con-
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creto, propiedades del suelo como se muestra en la Tabla II. 
También son aplicadas en análisis sísmico, hidráulica, valo-
rización de inmuebles y diseño de puentes como se mues-
tra en la Tabla III.
TABLA II. 
MODELOS DE RNA UTILIZADOS EN PROPIEDADES DEL CONCRETO Y DEL SUELO EN LA LITERATURA CIENTÍFICA
Ámbito de 
aplicación Modelo de RNA Arquitectura Objetivo de la aplicación Función de activación Resultado Autor
Propiedades 
del concreto Perceptrón Multicapa 6-9-3-2-1
Predecir la resistencia a la 
compresión del concreto con caucho Log-Sigmoid
MSE = 4,80 (E)
MSE = 3,78 (P) [10]
6-20-1
6-15-1
Predecir la resistencia a la 
compresión y flexión del concreto 
con fibras de acero
Log-Sigmoid
MSE = 0,0876 (E)
MSE = 0,0980 (P)
MSE = 0,1492 (E)
MSE = 0,0376 (P)
[11]
11-10-4-1 Predecir la resistencia a la compresión del concreto
Tangente hiperbólica 
sigmoidea Error = 3,29% [12]
5-10-14-12-6-1-1 Predecir la resistencia a la compresión del concreto Tangente hiperbólica R = 0,9176 [13]
4-40-1
Predecir la resistencia a la 
compresión y módulo elástico del 
concreto
Sigmoide







Predecir la resistencia a la 













ANFIS 6-1 Predecir la resistencia al fuego del concreto Pertenencia gaussiana
Error = 0,319 (E)
Error = 0,511 (V)
Error = 0,245 (P)
[16]
Propiedades 
del suelo Perceptrón Multicapa 15-11-1 Predecir el CBR del suelo Tangente hiperbólica MSE = 4,3% [19]
GMDH 4-2-1 Predecir los parámetros de compactación del suelo No detalla No detalla [20]








13-7-1 Predecir el coeficiente de consolidación del suelo No detalla R
2 = 0,965 [24]






Predecir la resistencia a la 
compresión inconfinada y el CBR 
del suelo
Tangente sigmoidea No detalla [27]
GMDH 7-10(6)-1 Predecir el CBR del suelo Tangente sigmoidea No detalla [28]





6-10-1 Predecir la estabilidad de taludes No detalla R
2 = 0,915
R2 = 0,986 [30]
Perceptrón Multicapa 5-3-3-3-1
Predecir la relación de vacíos 
correspondiente a la tensión previa a 
la consolidación
No detalla Error = 0,032% [31]
Fuente: Los autores 
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TABLA III. 
MODELOS DE RNA UTILIZADOS EN ANÁLISIS SÍSMICO, HIDRÁULICA, VALORIZACIÓN DE INMUEBLES Y DISEÑO DE PUENTES EN LA LITERATURA CIENTÍFICA
Ámbito de 
aplicación Modelo de RNA Arquitectura Objetivo de la aplicación
Función de 
activación Resultado Autor
Análisis sísmico Perceptrón Multicapa
5-21-26
5-25-24
Predecir las dimensiones de 
los elementos estructurales Sigmoide Error máx = 15% [32]
DNN 13-8-4-7-7 Predecir la respuesta sísmica de las estructuras No detalla R = 0,84 [33]
Perceptrón 
Multicapa 5-5-28
Predecir el movimiento del 
suelo Sigmoide No detalla [34]
DNN 8-30-35-30-12-8-4-1
Predecir la aceleración 
espectral
ReLU, Softmax y 
Sigmoide Precisión = 96,26% [35]
CNN 24 capas conv. Hacer simulaciones sísmicas Relu No detalla [36]
Hidráulica Perceptrón Multicapa
Predecir la profundidad de 
socavación No detalla MAE = 0,176 [37]
Perceptrón 
Multicapa
Predecir la profundidad de 
socavación No detalla R = 0,930 [38]
Perceptrón 
Multicapa
Predecir el coeficiente de 
descarga No detalla
R = 0,985
RMSE = 0,019 [39]
ANFIS 8-6-6-1
Predecir el coeficiente de 








Predecir la precitación 
máxima No detalla
R2 máx. = 0,88
R2 máx. = 0,98 [41]
Perceptrón 
Multicapa 4-5-1
Predicción de encausamiento 
de inundaciones TanhAxon
RMSE = 3,01
RMSE = 0,30 [42]
Perceptrón 
Multicapa
Predicción de filtración de 
presas MSE = 0,0202 ~ 0,0339 [43]
Perceptrón 
Multicapa 6-10-1
Predicción de la estabilidad 
de presas Tangente hiperbólica Predicción = 95,5% [44]
Perceptrón 
Multicapa 12-9-1
Predecir la demanda de agua 





Predecir la valorización de un 
inmueble No detalla No detalla [46]
Perceptrón 
Multicapa
Modelar el mercado 
residencial nigeriano No detalla No detalla [47]
Perceptrón 
Multicapa 6-6-1
Predicción del precio de las 
viviendas Sigmoide Error = 20% [48]
Perceptrón 
Multicapa 6-4-1
Predicción del precio de los 
inmuebles de Portugal Tangente hiperbólica Error relativo = 0,1141 [49]
Perceptrón 
Multicapa 13-16-1
Predecir la valorización de 
inmuebles en México Sigmoide R = 0,98 [50]
Perceptrón 
Multicapa 7-15-1
Predecir el precio de los 
inmuebles Tangente hiperbólica R
2 = 0,93 [51]
Perceptrón 
Multicapa 5-6-1
Predecir el precio mensual 
de alquiler de manera 
automatizada






Optimizar el diseño de 
puentes postensados Sigmoide MSE = 0,0001 ~ 0,088 [18]
Fuente: Los autores 
4. DISCUSIÓN Y CONCLUSIONES
Las RNA son aplicadas en seis campos específicos de la 
ingeniería civil, desde el año 2007 hasta el 2020 se publica-
ron 8 aplicaciones de RNA para propiedades del concreto, 
11 para propiedades del suelo, 5 para análisis sísmico, 9 
para hidráulica, 7 para valorización de inmuebles y 1 para 
diseño de puentes, lo que implica que la técnica es muy 
interesante para los investigadores del área, esto se debe 
a la facilidad en su implementación y los tiempos de res-
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puesta cortos a diferencia de los métodos tradicionales, así 
mismo la facilidad de utilizar registros con datos faltantes 
o con ruido para lograr una baja tasa de error influye en la 
elección como una buena opción para ser utilizado en pre-
dicción. En este trabajo se evidencia la importancia de las 
RNA en la ingeniería civil por su efectividad debido a que 
son capaces de aprender en entornos complejos. Un factor 
resaltante de las RNA es que el conjunto de datos no nece-
sita tener una rigurosa organización previa, pues las RNA 
representan dicha organización durante el entrenamiento. 
Según los resultados de esta investigación se observa que 
las RNA superan en efectividad y rapidez a los métodos tra-
dicionales, por su capacidad de adaptación y la tolerancia al 
fallo. Un factor importante para obtener buenos resultados 
con las RNA es la selección de los atributos del conjunto 
de datos, estos deberán representar el dominio de aplica-
ción de modo que los valores correspondan a las variables 
de estudio directas. También se observa que las RNA de 
arquitectura sencilla generan buenos resultados, como es 
el Perceptrón Multicapa, al ser económicas en términos de 
costo computacional, es por ello que la mayoría de las apli-
caciones utilizan este modelo de RNA con algunas mejoras 
que se logran combinando o seleccionado algoritmos de 
minimización de error.
En definitiva, las RNA son de vital importancia en la 
ingeniería civil debido a todas las ventajas ya expuestas 
en comparación con los métodos tradicionales, los inves-
tigadores, ingenieros y empresas deberán invertir tiempo 
y recursos para aprovechar estas ventajas, pues a pesar de 
que no es una técnica nueva, no se aprovecha al máximo 
en aplicaciones críticas de la ingeniería civil. Es importante 
destacar la enorme necesidad de seguir investigando y apli-
cando en diversos problemas de predicción y clasificación 
donde la ingeniería civil requiere de técnicas avanzadas.
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