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If a system undergoes symmetric dynamics, then the final state of the system can only break
the symmetry in ways in which it was broken by the initial state, and its measure of asymmetry
can be no greater than that of the initial state. It follows that for the purpose of understanding
the consequences of symmetries of dynamics, in particular, complicated and open-system dynamics,
it is useful to introduce the notion of a state’s asymmetry properties, which includes the type and
measure of its asymmetry. We demonstrate and exploit the fact that the asymmetry properties of a
state can also be understood in terms of information-theoretic concepts, for instance in terms of the
state’s ability to encode information about an element of the symmetry group. We show that the
asymmetry properties of a pure state ψ relative to the symmetry group G are completely specified
by the characteristic function of the state, defined as χψ(g) ≡ 〈ψ|U(g)|ψ〉 where g ∈ G and U is
the unitary representation of interest. For a symmetry described by a compact Lie group G, we
show that two pure states can be reversibly interconverted one to the other by symmetric operations
if and only if their characteristic functions are equal up to a 1-dimensional representation of the
group. Characteristic functions also allow us to easily identify the conditions for one pure state to
be converted to another by symmetric operations (in general irreversibly) for the various paradigms
of single-copy transformations: deterministic, state-to-ensemble, stochastic and catalyzed.
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I. INTRODUCTION
Symmetry arguments are ubiquitous in physics. Their
prominence stems from the fact that for many systems of
interest, the dynamics are sufficiently complicated that
one cannot hope to characterize their evolution com-
pletely, whereas by appealing to the symmetries of the
dynamical laws one can easily infer many useful results.
One of the best known examples of such a result is
Noether’s theorem, according to which a differentiable
symmetry of the Hamiltonian or action entails a conser-
vation law (See, e.g. [1]). But there are innumerable
results of this sort; symmetry arguments have broad ap-
plicability across many fields of physics.
We are interested in determining all the consequences
of a symmetry of the dynamics in quantum theory. To
find these consequences we ask the following question:
Given two quantum states, ρ and σ, does there exist a
time evolution with the given symmetry such that under
this time evolution the first state evolves to the second?
Suppose, for instance, that the symmetry under con-
sideration is rotational symmetry. Clearly, rotationally-
invariant time evolutions cannot take a rotationally-
symmetric state to one that breaks the rotational sym-
metry. So to answer these types of questions we need to
know the extent to which each of the two states breaks
the rotational symmetry. It is intuitively clear that there
are many different ways in which a quantum state may
be asymmetric. For instance, consider a spin-1/2 par-
ticle with spin in the zˆ direction and another with spin
in the xˆ direction. Neither is invariant under the full
rotation group, but because they point in different di-
rections, they break the rotational symmetry differently.
Furthermore, it is intuitively clear that asymmetry must
be quantifiable. For instance, the precision with which
one can specify a direction in space, a measure of rota-
tional asymmetry, varies with the quantum state one uses
to do so.
We will say that two states have exactly the same
asymmetry properties (with respect to a given symmetry
group) if there exists a symmetric time evolution which
transforms the first state to the second and a symmetric
time evolution which transforms the second state to the
first. Thus, the symmetric operations define equivalence
classes of states and the asymmetry properties of a state
are precisely those that are necessary and sufficient to
determine its equivalence class. If the symmetry in ques-
tion is associated with a representation of the group G,
we call the equivalence relation G-equivalence. We will
consider G-equivalence classes of pure states for the case
of arbitrary compact Lie groups and finite groups.
The above definition of asymmetry properties is based
on the intuition that asymmetry is something which can-
not be generated by symmetric time evolutions. We call
this the constrained-dynamical perspective.
However, one can also take an information-theoretic
perspective on how to define the asymmetry properties of
a state. Recall that a quantum state breaks a symmetry,
say rotational symmetry, if for some non-trivial rotations,
the rotated version of the state is not the same as the
state itself, i.e. they are distinguishable. In this case, the
ensemble of states corresponding to the orbit of the state
under rotations can act as an encoding when the message
to be encoded is an element of the rotation group.
To understand better the information-theoretic point
of view, consider the following scenario: Suppose Alice
wants to inform Bob about a randomly chosen direction
in space. She can prepare a quantum system specifying
the direction and send it to Bob. For example, to send a
direction in a plane she may prepare a number of photons
polarized in that direction. Clearly to transmit more in-
formation about this direction, Alice should prepare the
quantum system in a state which sharply specifies the
chosen direction. Such a state should break the rota-
tional symmetry as much as possible. Again the relevant
property of the state which determines its quality as a
pointer can be called its asymmetry. This example sug-
gests that the information-theoretic point of view should
be relevant for the study of asymmetry.
We will show that these two approaches to the no-
tion of asymmetry, the constrained-dynamical and the
information-theoretic, provide equivalent characteriza-
tions of asymmetry. It follows that one can exploit the
machinery of information theory for the study of asym-
metry and for finding the consequences of symmetry of
the dynamics. In this paper, we will find the characteriza-
tion of the G-equivalence classes of pure states using both
the constrained-dynamical and the information-theoretic
approaches and we will show how these two characteri-
zations are in fact equivalent via the Fourier transform.
In the above scenario the quantum system which is sent
to Bob to transfer information about direction is called
a quantum reference frame (See [2] for a review of this
topic). The theory of quantum reference frames deals
with the problem of using quantum systems to trans-
fer information, such as a direction in space, which is
unspeakable, i.e. cannot be transferred by sending a se-
quence of 0s and 1s if two agents do not have access to
some shared background reference frame. In other words,
unspeakable information can only be encoded in partic-
ular degrees of freedom. For example, information about
a direction in space cannot be encoded in degrees of free-
3dom that transform trivially under rotations.
Therefore this example suggests that the study of
asymmetry is not only useful to learn about the con-
sequences of symmetries of dynamics but it is also useful
for the study of quantum reference frames. The relevant
property of the state which specifies how well it can act
as a quantum reference frame is the asymmetry of the
state. Indeed, in previous work, the asymmetry has been
called the frameness of the state [3, 4]. Therefore all the
results about the manipulation of reference frames and
their frameness are in fact results about the asymmetry
of states. In particular [3] presents a systematic study
of the manipulation of pure state asymmetry for groups
U(1) and Z2 and also presents some partial results for
the case of SO(3). In the present paper, using a different
approach based on characterizing the equivalence classes
of asymmetries of pure states, we are able to generalize
the results in [3] significantly and to extend their scope
from a few particular groups to arbitrary compact Lie
groups and finite groups.
The main focus of this paper is to characterize the
asymmetry of pure states. Another interesting aspect
of asymmetry which has been studied previously is the
problem of finding measures of asymmetry or asymme-
try monotones [13–15]. An asymmetry monotone is a
function from states to real numbers which quantifies the
amount of asymmetry of a state relative to a given sym-
metry group. This notion is mainly inspired by the notion
of entanglement monotones in entanglement theory. 1
The resource theory point of view
We can think of the study of asymmetry as a resource
theory. Any resource theory is specified by a convex set
of free states and a semi-group of free transformations
(which must map the set of free states to itself). Any
non-free state is called a resource. The resource theory
is the study of manipulations of resources under the free
transformations. As we will explain, there are several
types of questions and arguments that are relevant for
all resource theories and so this point of view can help
to achieve a better understanding of a specific resource
theory by emphasizing its analogies with other resource
theories.
A well-known example of a resource theory is the the-
ory of entanglement. The free transformations in this
case are those which can be implemented by local oper-
ations and classical communications (LOCC). The set of
free states is the set of unentangled states. This set is
closed under LOCC, i.e. an unentangled state cannot be
1 Also, earlier related work has considered state-interconversion in
the context of bipartite systems where two distant parties are
under a U(1)-superselection rule motivated by a particle number
conservation law [11, 12].
transformed to an entangled one via LOCC [5]. More
generally, given two quantum states one cannot neces-
sarily transform the first one to the second with LOCC.
Here the relevant properties of the states which deter-
mine whether such a transformation is possible or not
are their entanglement properties. In the case of pure
bipartite states it is a well-known fact that the entangle-
ment properties of a state are uniquely specified by its
Schmidt coefficients [5]. For example, Nielsen’s theorem
provides the necessary and sufficient condition for the ex-
istence of LOCC operations which transform one given
state to another in terms of their Schmidt coefficients [6].
Entangled states are also a resource in the sense that they
can be used to implement tasks that are impossible by
LOCC and unentangled states alone. For example, one
can use entangled states for teleportation, which can be
interpreted as consuming a resource (entanglement) to
simulate a non-free transformation (a quantum channel)
via free transformations (LOCC).
Similarly, we can think of the study of asymmetry rel-
ative to a given representation of a group G as a re-
source theory. In this resource theory the time evolu-
tions which respect the symmetry (G-covariant time evo-
lutions) are free transformations and the states which do
not break the symmetry (G-invariant states) are the free
states. This is a consistent choice because G-covariant
time evolutions form a semi-group under which the set
of G-invariant states is mapped to itself. Similarly to en-
tanglement theory, a resource (an asymmetric state) can
be used to simulate a non-free transformation (non-G-
covariant time evolution) via a free transformation (G-
covariant time evolution).
In the resource theory of asymmetry, we seek to classify
different types of resources and to find the rules governing
their manipulations. For every question in entanglement
theory, it is useful to ask whether there is an analogous
question in the resource theory of asymmetry. In this
paper, we will show that all the asymmetry properties of
a pure state ψ relative to the group G and the unitary
representation {U(g), g ∈ G} are specified by its charac-
teristic function χψ(g) ≡ 〈ψ|U(g)|ψ〉. This is analogous
to how all the entanglement properties of a pure bipartite
state are specified by its Schmidt coefficients.
We then proceed to find the complete set of selection
rules for pure states under deterministic and stochastic
single-copy operations, that is, the necessary and suffi-
cient conditions under which one pure state can be con-
verted to another by a G-covariant operation either de-
terministically or nondeterministically. These results are
the analogues within the resource theory of asymmetry
of, respectively, Nielsen’s theorem [6] and Vidal’s the-
orem in entanglement theory. Finally, we consider the
case of catalysis of asymmetry transformations, wherein
a state with asymmetry can be used to assist in the con-
version but must be returned intact at the end of the
protocol. We show that a finite catalyst is useless in the
case of compact connected Lie groups, while in the case
of a finite group, there exists for any state interconversion
4problem a finite catalyst that makes it possible.
Outline
We now summarize the structure of the paper. In sec-
tion II we review some elementary concepts. We also for-
mally define G-equivalence classes of states. Appendix
A includes a short review of projective unitary repre-
sentations and Appendix B includes a discussion about
the situations where the input and output Hilbert space
of a time evolution are different. In section III, we in-
troduce the idea of two dual points of view to asym-
metry, constrained-dynamical and information-theoretic.
We also show how these two dual points of view arise
naturally in the study of quantum reference frames. In
section IV, we define the notion of unitary G-equivalence,
another equivalence relation over states that is slightly
stronger than G-equivalence. Using the constrained-
dynamical and information-theoretic perspectives, we
find two different ways to characterize the unitary G-
equivalence classes of states: the characteristic function
and the reduction to the irreps. Section IV C extends
these considerations to the case of approximate unitary
G-equivalence, in which one state should be transformed
to a state that is close to (but not necessarily exactly
equal to) a second. The proofs for this section are pre-
sented in appendix E.
In section V, we show that the two different character-
izations of the unitary G-equivalence classes are in fact
two different representations of the same object, the re-
duction of the state to the associative algebra and that
these representations can be transformed one to the other
via Fourier and inverse Fourier transforms. We further
outline several nice mathematical properties of the char-
acteristic function of a state, properties which make it
particularly useful for the study of the asymmetry of pure
states. We also show, in appendix C, that both the am-
plitude and the phase of the characteristic function are
important for specifying the asymmetry of a state, while
in appendix D we explain more about characteristic func-
tions and their connection with the classical characteris-
tic function of probability distributions.
In section VI, we present our main result, the char-
acterization of the G-equivalence classes. Specifically,
we show that for compact Lie groups, the G-equivalence
class of a state is uniquely specified by its characteris-
tic function up to a 1-dimensional representation of the
group. In the important case of semi-simple Lie groups,
we show that it is uniquely specified by the characteristic
function alone.
Finally, the results on single-copy transformations are
presented in the three short sections: deterministic trans-
formations in section VII, state-to-ensemble transforma-
tions and stochastic transformations in section IX, and
catalysis in section VIII. We end with a general discus-
sion.
II. PRELIMINARIES
A symmetry transformation is a transformation which
leaves the physical objects, structures or dynamics un-
changed. Group theory provides the mathematical lan-
guage to describe symmetries. One can easily see that
the set of symmetries of an object form a group: they
are closed because if one takes a symmetry of the object,
and then applies another symmetry, the total transfor-
mation will still leave the object unchanged and so is a
symmetry. Furthermore, the identity transformation al-
ways leaves the object unchanged and so is a symmetry
of the object. The associativity is a result of the fact that
symmetries can be thought of as maps on a space, and
composition of maps is associative. Finally, if a transfor-
mation leaves the object unchanged, undoing that trans-
formation also leaves it unchanged and so the inverse of
a symmetry is also a symmetry.
In quantum theory the action of any symmetry trans-
formation should be described by a unitary or anti-
unitary acting on the Hilbert space of the system. This
follows from the fact that a symmetry transformation can
always be interpreted as a change of reference frame or
convention and this change should not affect the physi-
cally observable properties. In particular, it should not
affect the distinguishability of states. Then, it follows
from a well-known theorem 2 by Wigner [7] that any such
transformation is represented by a unitary or an anti-
unitary operator on the Hilbert space of the system such
that an arbitrary density operator ρ is mapped by the
symmetry transformation to the density operator V ρV †
for some unitary or anti-unitary operator V . In this pa-
per we do not consider symmetry transformations, such
as time-reversal, that are represented by anti-unitary op-
erators. Therefore, any symmetry we consider here is
represented by a unitary acting on the Hilbert space of
the system.
Let G be a group describing a set of symmetry trans-
formations or a symmetry for short. Then the action of
each group element g ∈ G should be described by a uni-
tary U(g). It follows that for consistency it should hold
that for any pair of group elements g1 and g2 in group G
U(g2g1)ρU
†(g2g1) = U(g2)
(
U(g1)ρU
†(g1)
)
U†(g2)
(2.1)
Since this should hold for any arbitrary state ρ one can
conclude that
U(g2g1) = ω(g2, g1)U(g2)U(g1) (2.2)
where ω(g2, g1) is a phase factor, i.e. |ω(g2, g1)| = 1. This
means that a symmetry described by group G should
2 Theorem: Let T be a surjective map from a complex Hilbert
space to itself such that |〈Tφ|Tψ〉| = |〈φ|ψ〉| for all pure states ψ
and φ. Then T has the form of Tψ = eiθ(ψ)V ψ where θ(ψ) is an
arbitrary real function and V is either a unitary or anti-unitary
operator.
5be represented by a projective unitary representation of
group G. The phase factor ω(g1, g2) is called the cocy-
cle of the representation. We denote a specific projec-
tive unitary representation of G by the set of unitaries
{U(g), g ∈ G} or by the map g → U(g). In the specific
case where the cocycle ω(g1, g2) is constant and equal
to one, the representation is called a (non-projective)
Unitary representation. We provide a short list of some
useful properties of projective unitary representations of
compact Lie groups and finite groups in appendix A. For
a helpful review of this topic we refer to chapter 2 of
Giulio Chiribella’s thesis [8].
We will frequently use the unitary super-operator no-
tation to represent the action of groups. For any group
G and any projective unitary representation g → U(g)
we define the super-operators
Ug(X) = U(g)XU†(g). (2.3)
So under the symmetry transformation g ∈ G the state
ρ will be mapped to Ug(ρ).
The representation of the fundamental symmetries of
nature, such as the symmetries of space-time, are part
of the specification of a physical system. For example,
on a system with a two-dimensional Hilbert space the
group of all rotations in the three-dimensional real space
R3, i.e. the group SO(3), can have two different rep-
resentations: the trivial representation where the action
of symmetry transformations leaves all states unchanged
and the non-trivial representation corresponding to the
spin-half representation of SO(3). These two represen-
tations of SO(3) describe systems with different physical
properties.
For most symmetries, such as the fundamental symme-
tries of space-time, the representation of the symmetry
on a composite system is the collective representation:
if the projective unitary representations of a symmetry
transformation g ∈ G on systems with Hilbert spaces HA
and HB are UA(g) and UB(g) respectively, then the pro-
jective unitary representation of that symmetry transfor-
mation on the Hilbert space of the composite system with
Hilbert spaceHA⊗HB is UA(g)⊗UB(g). In this paper we
always assume that the representation of the symmetry
on the joint system is the collective representation.
A. Symmetries of states
For any given symmetry group, there are some states
which are invariant under some or all symmetry trans-
formations in the group. For example, for any symmetry
and for any representation of the symmetry, the com-
pletely mixed state is invariant under all symmetry trans-
formations.
Definition 1 The symmetry subgroup of a state ρ rela-
tive to the group G, denoted SymG(ρ), is the subgroup of
G under which ρ is invariant,
SymG(ρ) ≡ {g ∈ G : Ug[ρ] = ρ}. (2.4)
If the symmetry subgroup contains only the identity
element, it is said to be trivial. In this case, it is often said
that the state has no symmetries (meaning no nontrivial
symmetries). If the symmetry subgroup of a state ρ is the
entire group G, so that it is invariant under all symmetry
transformations g ∈ G, i.e.
∀g ∈ G : Ug(ρ) = ρ, (2.5)
then we say that the state is G-invariant 3.
B. G-covariant operations
We say that a time evolution is G-covariant if it com-
mutes with all symmetry transformations in the group
G, that is, for any initial state and any symmetry trans-
formation, the final state is independent of the order in
which the symmetry transformation and the time evolu-
tion are applied 4. We will sometimes refer to an oper-
ation that is G-covariant as a symmetric operation. (It
is important not to confuse symmetry transformations,
which correspond to a particular group action, with sym-
metric transformations, which commute with all group
actions.) We provide the rigorous form of the notion of
G-covariance first for closed system evolutions and then
for open system evolutions.
? 
A function f from states to real numbers is asymmetry monotone if ρ
G−cov−−−−→ σ implies
f(ρ) ≥ f(σ)
.
For any probability distribution p(g) over group the Holevo quantity of ensemble
{p(g),U(g)[ρ]} is
γ ({p(g),U(g)[ρ]}) = S(Gp(g)(ρ))− S(ρ)
So ρ
G−cov−−−−→ σ implies that for arbitrary probability distribution p(g) over group G
S(Gp(g)(ρ))− S(ρ) ≥ S(Gp(g)(σ))− S(σ)
f(ρ) ≡ S
￿￿
dgp(g) U(g)ρU †(g)
￿
− S(ρ) ≥ S
￿￿
dgp(g) U(g)σU †(g)
￿
− S(σ)
S
￿￿
dgp(g) U(g)ρU †(g)
￿
− S(ρ) = S
￿￿
dgp(g) U(g)σU †(g)
￿
− S(σ)
U(g)ρU †(g)
S(σ)− S(ρ) ≥ S(Gp(g)(σ))− S(Gp(g)(ρ))
Theorem: There exists a unitary V such that ∀g ∈ G : [V, U(g)] = 0 and V |ψ￿ = |φ￿ iff
∀g ∈ G : ￿ψ|U(g)|ψ￿ = ￿φ|U(g)|φ￿
So the constraints implied by Noether’s theorem i.e. the equations
∀k : tr(ρLk) = tr(σLk)
If ρ evolves to σ under a rotationally invariant unitary then for L angular momentum in any
arbitrary direction
Suppose p(g) is an arbitrary probability distribution over group G.
Define Gp(g)(·) ≡
￿
dg p(g) U(g)(·) U †(g).
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For any probability distribution p(g) over group the Holevo quantity f ense ble
{p(g),U(g)[ρ]} is
γ ({p(g),U(g)[ρ]}) = S(Gp(g)(ρ))− S(ρ)
So ρ
G−cov−−−−→ σ implies that for arbitrary probability distribution p(g) over group G
S(Gp(g)(ρ))− S(ρ) ≥ S(Gp(g)(σ))− S(σ)
f(ρ) ≡ S
￿￿
dgp(g) U(g)ρU †(g)
￿
− S(ρ) ≥ S
￿￿
dgp(g) U(g)σU †(g)
￿
− S(σ)
S
￿￿
dgp(g) U(g)ρU †(g)
￿
− S(ρ) = S
￿￿
dgp(g) U(g)σU †(g)
￿
− S(σ)
U(g)[E(ρ)]U †(g)
S(σ)− S(ρ) ≥ S(Gp(g)(σ))− S(Gp(g)(ρ))
Theorem: There exists a unitary V such that ∀g ∈ G : [V, U(g)] = 0 and V |ψ￿ = |φ￿ iff
∀g ∈ G : ￿ψ|U(g)|ψ￿ = ￿φ|U(g)|φ￿
So the constraints implied by Noether’s theorem i.e. the equations
∀k : tr(ρLk) = tr(σLk)
If ρ evolves to σ under a rotationally invariant unitary then for L angular momentum in any
arbitrary direction
Suppose p(g) is an arbitrary probability distribution over group G.
Define Gp(g)(·) ≡
￿
dg p(g) U(g)(·) U †(g).
2
FIG. 1: A time evolution is called G-covariant if the above
transformations commute for all group elements g ∈ G.
Closed system dynamics are described by unitary op-
erators over the Hilbert space. However, noting that the
global phase of a vector in Hilbert space has no physi-
cal significance, it is useful to describe the dynamics in
terms of its effect on density operators (every parame-
ter of w ich has physical significance). Closed system
dyn mics are then described by linear maps V on the op-
erator space that are of the form V[ρ] = V ρV †, where V
3 Because a symmetry transformation is defined not only by a
group G but also by a representation U of that group, it would
be more precise to call the symmetric states “{G,U}-invariant”,
however, for ease of readability, we do not specify the represen-
tation explicitly.
4 Again, it would be more precise to call the symmetric operators
“{G,U}-covariant”, however, for ease of readability, we do not
specify the representation explicitly.
6is a unitary operator. A closed system dynamics associ-
ated with the unitary V is G-covariant if
∀g ∈ G,∀ρ : V U(g)ρU†(g)V † = U(g)V ρV †U†(g), (2.6)
or equivalently,
∀g ∈ G : [V,Ug] = 0, (2.7)
where [V,Ug] := V ◦Ug−Ug ◦V. In other words, the map
V commutes with every element of the (superoperator)
representation of the group {Ug : g ∈ G}. This implies
that
∀g ∈ G : V U(g) = U(g)V ω(g), (2.8)
where ω(g) is a phase factor that can easily be shown
to be a 1-dimensional representation of the group. In
the case of finite-dimensional Hilbert spaces (which is
the case under consideration in this paper), we can argue
that ω(g) = 1 if the closed system dynamics is required
to be continuous and symmetric at all times (in contrast
to requiring only that the effective operation from initial
to final time be symmetric) [9].
This argument justifies the common definition in the
literature of when a closed system dynamics respects the
symmetry, namely, when
∀g ∈ G : [V,U(g)] = 0. (2.9)
We call any unitary V which satisfies this property a G-
invariant unitary because ∀g ∈ G : U(g)V U†(g) = V .
More generally, any operator which commutes with the
representation of group G on the Hilbert space of the
system will be called G-invariant. Clearly, if a Hamil-
tonian is G-invariant then all the unitaries it generates
are G-invariant. Finally, note that if V is an isometry
rather than a unitary, then it is said to be G-invariant if
∀g ∈ G : V Uin(g) = Uout(g)V , where Uin(g) and Uout(g)
are the representations of the group on the input and
output spaces of the isometry.
In general, a system might be open, i.e., it may inter-
act with an environment. In this case, the time evolution
cannot be described by the Hamiltonian of the system
alone. Rather, to describe the time evolution we need
the Hamiltonian of system and environment together. In
the study of open systems we usually restrict our atten-
tion to the situations where the initial state of the system
and environment are uncorrelated, in which case we can
describe the evolution by a deterministic quantum chan-
nel E , that is, a completely positive5, trace-preserving,
5 Let K be an arbitrary Hilbert space, B(K) be the space of
bounded linear operators on K and IB(K) be the identity map
on B(K). A map E from B(Hin) to B(Hout) is called completely
positive if for any Hilbert space K, E⊗IB(K) is a positive map, i.e.
it maps positive operators in B(Hin)⊗B(K) to positive operators
in B(Hout)⊗ B(K).
linear map from B(Hin) to B(Hout) where Hin and Hout
are the input and output Hilbert spaces and B(H) are
the bounded operators on H. After a time evolution de-
scribed by quantum channel E , the initial state ρ evolves
to the final state E(ρ). Note that a general quantum
channel may have input and output spaces that are dis-
tinct. This possibility is useful for describing transfor-
mations wherein the system of interest may grow (by in-
corporating into its definition parts of the environment)
or shrink (by having some of its parts incorporated into
the environment).
We now state the conditions for a general quantum
operation (which may represent open or closed system
dynamics) to be G-covariant.
Definition 2 (G-covariant operation) The quantum
operation E is said to be G-covariant if
∀g ∈ G : E
(
Uin(g)(·)U†in(g)
)
= Uout(g)E (·)U†out(g),
(2.10)
where {Uin(g) : g ∈ G} and {Uout(g) : g ∈ G} are the rep-
resentations of G on the input and output Hilbert spaces
of E.
If the input and output spaces are equivalent then the
condition of G-covariance can be expressed as
∀g ∈ G : E (U(g)(·)U†(g)) = U(g)E (·)U†(g), (2.11)
or equivalently,
∀g ∈ G : [E ,Ug] = 0, (2.12)
where Ug[·] = U(g)(·)U†(g).
As we demonstrate in appendix B, any G-covariant op-
eration for which the input and output Hilbert spaces are
different can always be modeled by one wherein the input
and output Hilbert spaces are the same. The reason is
that the input and output Hilbert spaces can always be
taken to be two different sectors of a single larger Hilbert
space, Hin
⊕Hout, and any operation from B(Hin) to
B(Hout) that is G-covariant relative to the representa-
tions {Uin(g)} and {Uout(g)} can always be extended to
an operation on B(Hin
⊕Hout) that is G-covariant rela-
tive to the representation {Uin(g)
⊕
Uout(g)}. Similarly,
any G-invariant isometry (a reversible operation where
the input and output Hilbert spaces may differ) can al-
ways be modelled by a G-invariant unitary (where the
input and output Hilbert spaces are the same). Again,
this is shown in appendix B. It follows that without loss
of generality, we can restrict our attention in the rest of
this paper to G-covariant operations where the input and
output spaces are the same.
Clearly, G-covariant quantum operations include those
induced by G-invariant unitaries, that is, operations of
the form V(·) = V (·)V † where ∀g ∈ G : [V,U(g)] = 0. As
another example, consider a channel of the form
K ≡
∫
K
dk Uk, (2.13)
7where K is a subgroup of G and dk is the uniform mea-
sure over K. We refer to this as the uniform twirling over
K 6. The uniform twirling over any normal subgroup of
G is a G-covariant operation. First, recall that if K is a
normal subgroup of G then ∀g ∈ G : gKg−1 = K, where
gKg−1 ≡ {gkg−1 : k ∈ K} . It follows that
∀g ∈ G : Ug ◦ K ◦ Ug−1 =
∫
K
dk Ugkg−1 = K, (2.14)
and consequently thatK is G-covariant. In particular any
group is the normal subgroup of itself, therefore uniform
twirling over any group G is a G-covariant channel.
Furthermore, if we couple the object system to an envi-
ronment using a Hamiltonian which has the symmetry G
and if the environment is initially uncorrelated with the
system and prepared in a state that is G-invariant, and
finally some proper subsystem is discarded, then the total
effect of this time evolution is described by a G-covariant
quantum operation. (Intuitively this is clear, because
there is nothing in such a dynamics that can break the
symmetry.) Here by proper subsystem we mean a sub-
system which is closed under the action of the symmetry
transformations, i.e., under this action any vector in that
subsystem is mapped to a vector in the same subsystem.
As it turns out, every G-covariant quantum operation
can in fact be realized in this way, i.e. by first cou-
pling the system to an uncorrelated environment in a
G-invariant state via a G-invariant unitary and secondly
discarding a proper subsystem of the total system. This
is sometimes called the Stinespring dilation theorem for
G-covariant channels and was first proved in [17]. 7 This
result provides an operational prescription for realizing
every such operation.
In the theory of asymmetry we study the consequences
of the fact that a (possibly open) dynamics has a sym-
metry. In particular, we are interested to know, for a
given initial state of a G-covariant dynamics, which kind
of constraints one can put on the possible final states
based on the symmetries of dynamics. Equivalently, we
are interested to know, for a given pair of states ρ and σ,
whether there exists a G-covariant dynamics which trans-
forms ρ to σ or not. We use the notation ρ
G-cov−−−−→ σ to
denote that state ρ can be transformed to state σ under
a G-covariant time evolution.
For instance, a simple consequence of the symmetry of
dynamics is that every symmetry of the initial state is a
symmetry of the final state, i.e.,
Proposition 3 If ρ transforms to σ by a G-covariant
quantum operation ( ρ
G-cov−−−−→ σ), then SymG(ρ) ⊆
SymG(σ).
6 Note that we can implement the time evolution described by
the channel K by choosing one of the unitaries from the set
{U(k), k ∈ K} uniformly at random and applying it to the sys-
tem.
7 A different proof of this is provided in [10].
Proof. If gs ∈ G is a symmetry of ρ then Ugs(ρ) = ρ.
Since the operation E taking ρ to σ is G-covariant, it
follows that
E(ρ) = E ◦ Ugs(ρ) = Ugs ◦ E(ρ)
So Ugs(σ) = σ.
In particular, therefore, one cannot generate an asym-
metric state starting from a symmetric one. This propo-
sition highlights a simple example of restrictions one can
put on the final states of a possibly open system dy-
namics based on the initial state of the system and sym-
metry of dynamics. For instance, it implies that under
rotationally-covariant time evolutions, a spin pointing
along zˆ cannot evolve to one pointing along xˆ because
the first state is invariant under the group of rotations
around zˆ while the second one is not. This result can
be understood as a cognate of Curie’s principle, which
states that symmetric causes cannot have asymmetric ef-
fects [18]. Also, note that this proposition suggests a
simple characterization of the asymmetry of states rel-
ative to a group G by characterizing the largest sub-
group of G which leaves each state invariant. Indeed,
this simple characterization is very useful, for example,
in condensed matter theory. However, finding a more
fine-grained characterization of asymmetry of states can
also be useful, for example, to study the consequences of
symmetry of an open system dynamics.
On the other hand, for any arbitrary pair of G-
invariant states ρ and σ there always exist G-covariant
channels which transform one to the other. A trivial in-
stance of these G-covariant channels, is the one which
discards the input state and generates the G-invariant
state σ as the output, i.e. the channel described by
Eσ(X) = tr(X)σ (2.15)
Finding the necessary and sufficient condition to de-
termine for any given pair of states ρ and σ whether
ρ
G−cov−−−−→ σ or not, turns out to be a hard problem and is
still open. However, in this paper, we will answer this
question for the special case where both ρ and σ are
pure states. In the rest of this section we present two
physical examples of channels which are covariant with
respect to the group U(1), the group formed by all phases
{eiθ : θ ∈ (0, 2pi]}.
C. Example: U(1)-covariant channels
For concreteness, it is worth examining a specific exam-
ple of symmetric operations, namely, those that are co-
variant under a unitary representation of the U(1) group.
Here, we present two different physical scenarios in which
a restriction to U(1)-covariant channels is natural.
81. Axially symmetric channels
U(1)-covariant quantum operations are relevant for
describing a dynamics which has rotational symmetry
around some axis, or axially symmetric dynamics. The
set of all rotations around a fixed axis forms the group
called SO(2) which is isomorphic to the group U(1). So
the unitary representation of the rotations around a fixed
axis forms a representation of U(1), e.g. if Lz is the op-
erator of angular momentum in the z direction then
eiθ → eiθLz
is a representation of the group U(1). In general the
eigenvalues of Lz are degenerate. But to simplify the
notation here we assume Lz has no degeneracy. So {|m〉 :
m ∈ {−j,−j+ 1, · · · , j}}, the eigenbasis of Lz, is a basis
for the Hilbert space of the system, where j is the angular
momentum of the system and so is either half integer or
integer and where Lz|m〉 = m|m〉 (taking ~ = 1). Note
that in the case of half-integer spins the representation
eiθ → eiθLz is a projective representation, i.e. the cocycle
of the representation is non-trivial.
First, we consider the symmetries of a few differ-
ent states. The state (|0〉 + |1〉)/√2 has no symme-
tries, while the state (|0〉 + |2〉)/√2 has a nontrivial
symmetry subgroup because it is invariant under a pi
phase shift. Meanwhile, all the elements of the basis
{|m〉 : m ∈ {−j,−j+1, · · · , j}} are U(1)-invariant states.
The set of all states (pure and mixed) that are U(1)-
invariant are those which commute with all elements
of the set {exp (iθLz) : θ ∈ (0, 2pi]} and so commute
with Lz and are therefore diagonal in the {|m〉 : m ∈
{−j,−j + 1, · · · j}} basis.
Next we consider symmetric operations. First note
that the U(1)-invariant unitaries are those that are diag-
onal in the {|m〉 : m ∈ {−j,−j + 1, · · · j}} basis and are
therefore of the form
VU(1)-inv =
j∑
m=−j
eiβm |m〉〈m| (2.16)
These unitaries all commute with each other. (Note,
however, that if there is multiplicity in the representa-
tions, then the U(1)-invariant unitaries have a more com-
plicated structure and do not necessarily commute with
each other.)
Now one can easily see that using U(1)-invariant uni-
taries we cannot transform one arbitrary state to another.
For example, we cannot transform |0〉 to (|0〉+ |1〉)/√2:
The first state is a symmetric state while the second
has some asymmetry. Similarly we can easily see that
(|0〉 + |1〉)/√2 cannot be transformed to (|2〉 + |3〉)/√2
using U(1)-invariant unitaries. However, this transfor-
mation is possible using a U(1)-covariant channel. Con-
sider the quantum operation E described by the following
Kraus operators:
K0 =
j−1∑
m=−j
|m+ 1〉〈m|, and K1 = | − j〉〈j|
where K†0K0 +K
†
1K1 = I. One can easily check that this
quantum operation is covariant under rotations around
zˆ, i.e.
∀θ ∈ (0, 2pi] : E(eiθLzρe−iθLz ) = eiθLzE(ρ)e−iθLz .
(2.17)
Furthermore, it maps the state (|m − 1〉 + |m〉)/√2 to
(|m〉+ |m+1〉)/√2 for all m < j. So, although the trans-
formation is not possible via U(1)-invariant unitaries, it
can be done by U(1)-covariant quantum operations. Sim-
ilarly we can show that there is a U(1)-covariant quan-
tum operation which transforms (|m〉 + |m + 1〉)/√2 to
(|m− 1〉+ |m〉)/√2.
2. Phase-covariant channels in quantum optics
Another physical example of U(1)-covariant quan-
tum operations comes from quantum optics (for more
discussion see [2] ). Consider a harmonic oscillator
whose Hilbert space is spanned by the orthonormal basis
{|n, α〉 : n ∈ N} with the number operator N such that
N |n, α〉 = n|n, α〉 where n is a nonnegative integer and
α labels possible degeneracies. Then the operator which
shifts this oscillator in its cycle by phase θ is exp (iθN).
For example, this operator transforms the coherent state
|γ〉 to |eiθγ〉.
Now a quantum operation E is phase-covariant if
∀θ ∈ (0, 2pi] : E(eiθNρe−iθN ) = eiθNE(ρ)e−iθN . (2.18)
For a particular physical scenario, there may be addi-
tional constraints on the accessible states and unitaries
beyond those that are implied by the symmetry. For
instance, here in this example, unlike the previous exam-
ple, there is no invariant state which under the action
of the symmetry group transforms as eiNθ|ψ〉 = e−iθ|ψ〉;
all eigenvalues of the number operator are non-negative.
This is a restriction relative to what occurs for our first
example where to realize a particular axially symmetric
operation an experimenter can couple the system to an
ancilla in state {|m〉} for arbitrary positive or negative
m.
However, it turns out that a restriction of the accessi-
ble irreps of U(1) to the nonnegative does not have any
impact on the set of operations one can implement – all
U(1)-covariant operations are still physically accessible
[10]. In other words, any phase-invariant quantum op-
eration can be realized by coupling the system to an-
other ancillary system which is initially in |n〉 for some
non-negative n and the coupling can be chosen to be a
9phase-invariant unitary.8 For the rest of this paper, we
will assume that all G-covariant operations are physically
accessible (including in the quantum optics examples).
III. ASYMMETRY OF QUANTUM STATES
The asymmetry properties of a state relative to some
symmetry group specify how and to what extent the
given symmetry is broken by the state. Characterizing
these is found to be surprisingly useful for addressing a
very common problem: to determine what follows from
a system’s dynamics (possibly open) having that sym-
metry. In this section we formally define the notion of
asymmetry of a state and demonstrate that the asymme-
try properties of a state can be understood in terms of
information-theoretic concepts.
The first step in characterizing asymmetry is to specify
when two states have the same asymmetry. We stipulate
that this is the case when the pair of states can be re-
versibly interconverted one to the other by symmetric
operations. This defines an equivalence relation among
states.
Definition 4 (G-equivalence of states) Two states,
ρ and σ, are said to be G-equivalent if and only if they
are reversibly interconvertible by G-covariant operations,
i.e., there exists a quantum operation E such that
∀g ∈ G : [E ,Ug] = 0, and E [ρ] = σ, (3.1)
and there exists a quantum operation F such that
∀g ∈ G : [F ,Ug] = 0, and F [σ] = ρ. (3.2)
(Using the notation we introduced in section II B, ρ and
σ are G-equivalent iff ρ
G-cov−−−−→ σ and σ G-cov−−−−→ ρ.)
FIG. 2: A depiction of two G-equivalence classes in the
space of all states. Because both ρ
G-cov−−−−→ σ and σ G-cov−−−−→ ρ
are possible, ρ and σ are in the same class. It follows that if
ρ
G-cov−−−−→ τ then σ G-cov−−−−→ τ .
A complete specification of the G-asymmetry proper-
ties of a state is achieved by specifying its G-equivalence
8 This follows from the constructive proof of Stinespring dilations
of G-covariant channels presented in [10].
class. So, for example specifying the G-equivalence class
of a state should include a specification of the state’s
symmetries (indeed, this can be considered to be a con-
dition that must be satisfied by any proposed specifica-
tion of the asymmetry properties). To see this first note
that, as it is highlighted in proposition 3, if ρ can be
transformed to σ by a G-covariant quantum operation (
ρ
G-cov−−−−→ σ), then SymG(ρ) ⊆ SymG(σ) where SymG(ρ)
is the subgroup of G which leaves ρ invariant (see Defi-
nition 1). So if ρ and σ are G-equivalent, i.e., ρ
G-cov−−−−→ σ
and σ
G-cov−−−−→ ρ, then SymG(ρ) = SymG(σ).
As another example, if we want to know whether there
exists a one-way (deterministic or stochastic) symmetric
transformation from one given state to another, all we
need to know is the G-equivalence class of the two states;
if there exists a symmetric transformation from one mem-
ber of class I to one member of class II, then there exists
a symmetric transformation from every member of class I
to every member of class II. So to answer the question of
whether a given state can evolve to another state under
a G-covariant dynamics, the only properties of the two
states which are relevant are their G-asymmetry proper-
ties.
The above definition of asymmetry properties is based
on the intuition that asymmetry is something which can-
not be generated by symmetric time evolutions. We call
this the constrained-dynamical perspective.
In the constrained-dynamical point of view, we char-
acterized the asymmetry properties of a state as those
features that are required to determine whether any pair
of states are reversibly interconvertible by symmetric op-
erations.
It seems natural in this point of view, to use dynamical
concepts to describe and study asymmetry. For example
if the symmetry group under consideration is the rotation
group, then we may use angular momentum to describe
asymmetry: we know that if the expectation value of any
component of the angular momentum is nonzero then the
state necessarily breaks the rotational symmetry and so is
asymmetric. Moreover according to Noether’s theorem,
in an isotropic closed time evolution every component
of the angular momentum is conserved. We can gener-
alize this result to symmetric reversible transformations
on open systems using a Carnot style of argument — in
a reversible transformation the environment cannot be a
source of angular momentum and therefore if a transfor-
mation can be achieved reversibly on the system alone,
then it must conserve all components of angular momen-
tum (on pain of allowing a cycle that generates arbitrary
amounts of angular momentum). It follows that the ex-
pectation value of angular momentum is a function of the
G-equivalence class, i.e. it is the same for all states in the
same G-equivalence class.
So clearly, dynamical concepts provide a useful frame-
work for describing asymmetry. In the next section we
show that information-theoretic concepts are also useful
for the study of asymmetry.
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A. Information-theoretic point of view to
asymmetry
In this section we introduce another perspective to
the notion of asymmetry of states which we call the
information-theoretic perspective. 9 Recall that a quan-
tum state breaks a symmetry, say rotational symmetry,
if for some non-trivial rotations, the rotated version of
the state is not the same as the state itself, i.e. they
are distinguishable. In this case, the ensemble of states
corresponding to the orbit of the state under rotations
can act as an encoding when the message to be en-
coded is an element of the rotation group. This suggests
that information-theoretic concepts are also useful for the
study of asymmetry.
Consider a set of communication protocols in which
one chooses a message g ∈ G according to a measure
over the group and then sends the state Ug[ρ] where ρ
is some fixed state. The goal of the sender is to inform
the receiver about the specific chosen group element. We
claim that the asymmetry properties of a state ρ can be
defined as those that determine the effectiveness of us-
ing the signal states {Ug[ρ] : g ∈ G} to communicate a
message g ∈ G. To get an intuition for this, note that if
ρ is invariant under the effect of some specific group ele-
ment h then the state used for encoding h would be the
same as the state used for encoding the identity element
e, (U(h)[ρ] = U(e)[ρ] = ρ), such that the message h can-
not be distinguished from e. In the extreme case where ρ
is invariant under all group elements this encoding does
not transfer any information.
So from this point of view, the asymmetry properties
of ρ can be inferred from the information-theoretic prop-
erties of the encoding {Ug[ρ] : g ∈ G}. To compare
the asymmetry properties of two arbitrary states ρ and
σ, we have to compare the information content of two
different encodings: {Ug[ρ] : g ∈ G} (encoding I) and
{Ug[σ] : g ∈ G} (encoding II). If each state Ug[ρ] can
be converted to Ug[σ] for all g ∈ G, then encoding I
has as much or more information about g than encoding
II. If the opposite conversion can also be made, then the
two encodings have precisely the same information about
g. Consequently, in an information-theoretic character-
ization of the asymmetry properties, it is the reversible
interconvertibility of the sets (defined by the two states)
that defines equivalence of their asymmetry properties.
As it turns out, our two different approaches lead to the
same definition of asymmetry properties, as the following
lemmas imply.
Lemma 5 The following statements are equivalent:
A) There exists a G-covariant quantum operation EG-cov
9 Recently, a similar information-theoretic argument has been
used in [16] to study the duality between the particle and wave
natures of quantum systems from the point of view of symmetry
and asymmetry.
[as defined in Eq. (2.11)] which maps ρ to σ, i.e.,
EG-cov(ρ) = σ
B) There exists a quantum operation E which maps Ug[ρ]
to Ug[σ] for all g ∈ G, i.e.,
∀g ∈ G : E(Ug[ρ]) = Ug[σ]. (3.3)
For pure states, we have
Lemma 6 The following statements are equivalent:
A) There exists a G-invariant unitary VG-inv (i.e. ∀g ∈
G : [VG-inv, U(g)] = 0) which maps |ψ〉 to |φ〉, i.e.
VG-inv|ψ〉 = |φ〉.
B) There exists a unitary operation V which maps
U(g)|ψ〉 to U(g)|φ〉 for all g ∈ G, i.e.,
∀g ∈ G : V U(g)|ψ〉 = U(g)|φ〉. (3.4)
Note that in both of these lemmas, the condition A
concerns whether it is possible to transform a single state
to another under a limited type of dynamics. On the
other hand, in the B condition, there is no restriction on
the dynamics, but now we are asking whether one can
transform a set of states to another set such that each
state in the former set is mapped to its corresponding
state in the latter set under this dynamics.
Adopting the latter perspective enables us to use the
machinery of quantum information theory to study asym-
metry and, via the lemmas, the consequences of sym-
metric dynamics. This technique has many other ap-
plications in the study of asymmetry. For instance, the
information-theoretic approach is used in [10] to quantify
the amount of asymmetry of states. In this paper we will
find the characterization of the G-equivalence classes of
pure states using both the constrained-dynamical and the
information-theoretic approaches and we will show how
these two characterizations are in fact equivalent via the
Fourier transform. Also in the next section we explain
how these two different perspectives on asymmetry natu-
rally arise in the study of uncorrelated reference frames.
First however, we present the proofs of the lemmas.
Proof. (Lemma 5) A can be seen to imply B by taking
E = EG-cov. To show the reverse, note that B implies
the existence of a quantum operation E which satisfies
Eq. (3.3). Now we can define
E ′ ≡
∫
dg U†g ◦ E ◦ Ug (3.5)
One can then easily check that E ′ is a G-covariant oper-
ation and that E ′(ρ) = ∫ dg U†g ◦ E ◦ Ug(ρ) = ∫ dg U†g ◦
Ug(σ) = σ, such that we can choose EG-cov = E ′. So B
also implies A.
Proof. (Lemma 6) A can be seen to imply B by taking
V = VG-inv. In the following we prove that B also implies
A. Assume there exists a unitary V such that ∀g ∈ G,
V U(g)|ψ〉 = U(g)|φ〉. (3.6)
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First note that this implies |φ〉 = V |ψ〉. Furthermore it
implies that for all g, h ∈ G we have
V U(g)U(h)|ψ〉 = ω(g, h)V U(gh)|ψ〉
= ω(g, h)U(gh)|φ〉
= U(g)U(h)|φ〉
= U(g)V U(h)|ψ〉
where we have used the fact that g → U(g) is a projective
representation of G and so U(g)U(h) = ω(g, h)U(gh) for
a phase ω(g, h). Now suppose Π is the projector to the
subspace spanned by all the vectors {U(h)|ψ〉,∀h ∈ G}.
Then the above equation implies that
∀g ∈ G : V U(g)Π = U(g)VΠ. (3.7)
Now by definition of the projector Π it is clear that it
commutes with all {U(g) : g ∈ G}. So the above equation
implies
∀g ∈ G : [VΠ, U(g)] = 0. (3.8)
The operator VΠ unitarily maps a subspace of the
Hilbert space to another subspace and it commutes with
all {U(g)}. Using lemma 30 we conclude that this
G-invaraint isometry can always be extended to a G-
invariant unitary VG-inv such that VG-invΠ = VΠ and
therefore
VG-invU(g)|ψ〉 = VΠU(g)|ψ〉 = U(g)|φ〉. (3.9)
B. Interpreting the two points of view in terms of
uncorrelated reference frames
Interestingly these two points of view to asymmetry
naturally arise in the study of a communication sce-
nario when the two distant parties lack a shared reference
frame for some degree of freedom.
Specifically, consider a degree of freedom that trans-
forms according to the group G. Passive transformations
of the reference frame for this degree of freedom will then
also be described by the group G, as will the relative ori-
entation of any two such frames. Consider two parties,
Alice and Bob, that each have a local reference frame but
where these are related by a group element g ∈ G that
is unknown to either of them. For instance, they might
each have a local Cartesian frame, but do not know their
relative orientation. (See Ref. [2] for a discussion.)
Now consider the following state interconversion task.
Alice prepares a system in the state ρ relative to her lo-
cal reference frame and sends it, along with a classical
description of ρ, to Bob. She also sends him a classical
description of a state σ, and asks him to try and imple-
ment an operation that leaves the system in the state σ
relative to her local frame. In effect, Alice is asking Bob
to transform ρ to σ but without the benefit of having
a sample of her local reference frame. For instance, she
may ask him to transform a spin aligned with her zˆ-axis
to one that is aligned with her yˆ-axis. We consider how
the task is described relative to each of their local frames.
Description relative to Alice’s frame. In this case,
the initial and final states, ρ and σ, are described relative
to Alice’s frame. If the operation that Bob implements is
described as E relative to his frame, then it would be de-
scribed as U†(g)◦E ◦Ug relative to Alice’s frame by some-
one who knew which group element g connected their
frames. However, since g is unknown to Alice and Bob,
they describe the operation relative to Alice’s frame by
the uniform mixture of such operations, i.e., by
∫
dgUg◦
E ◦ U†g . It is straightforward to check that this quantum
operation is G-covariant. So all the operations that Bob
can implement are described relative to Alice’s frame as
G-covariant operations. From this perspective, the inter-
conversion can be achieved only if ρ can be mapped to σ
by a G-covariant quantum operation.
Description relative to Bob’s frame. The initial
state is described as Ug[ρ] relative to Bob’s frame. Bob
must implement an operation that transforms this to a
state which is described as Ug[σ] relative to his frame.
But the group element g that connects Alice’s to Bob’s
frames is unknown, therefore the transformation is re-
quired to succeed regardless of g. Bob can implement
any operation relative to his own frame and so the set
of operations to which he has access is unrestricted. The
question, therefore, is whether there exists an operation E
such that ∀g ∈ G : E [Ug[ρ]] = Ug[σ]. In other words, from
this perspective the interconversion task can be achieved
only if every element of the set {Ug[ρ] : g ∈ G} can be
mapped to the corresponding element of {Ug[σ] : g ∈ G}
by the same quantum operation.
We see therefore that the constrained-dynamical and
information-theoretic points of view to the manipulation
of asymmetry arise naturally as Alice’s and Bob’s points
of view respectively. They constitute the descriptions
of a single interconversion task relative to two different
reference frames.
IV. UNITARY G-EQUIVALENCE
In the previous section we defined the notion of G-
equivalence classes of states and we argued that the G-
equivalence class of a state specifies all its asymmetry
properties.
It is useful to introduce another equivalence relation
over states that is slightly stronger than G-equivalence.
Let g → U(g) be the projective unitary representation of
the symmetry described by group G on the Hilbert space
of a system. Then
Definition 7 (Unitary G-equivalence) Two pure
states, ψ and φ, are called unitarily G-equivalent if
they are interconvertible by a G-invariant unitary,
that is, if there exists a unitary VG-inv such that
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∀g ∈ G : [VG-inv, U(g)] = 0 and
VG-inv|ψ〉 = |φ〉 (4.1)
Recall the two alternative points of view to the no-
tion of asymmetry introduced in the previous section,
i.e. the constrained-dynamical point of view and the
information-theoretic point of view. This definition is
based on the constrained-dynamical point of view. Al-
ternatively we can define this concept in the information-
theoretic point of view in terms of the unitary intercon-
vertibility of the orbits defined by the two states. The
equivalence of these two definitions follows trivially from
lemma 6.
As we will see later, it turns out that for connected
compact Lie groups it is a small step from characteriz-
ing unitary G-equivalence to characterizing general G-
equivalence. In particular in section VI, we will show
that for semi-simple connected compact Lie groups the
unitary G-equivalence classes are the same as the G-
equivalence classes.
A. The constrained-dynamical characterization:
equality of the reductions onto irreps
We here find a characterization of the unitary G-
equivalence classes within the constrained-dynamical
perspective. We begin by determining the most general
form of a G-invariant unitary.
Suppose {U(g) : g ∈ G} is a projective unitary rep-
resentation of a finite or compact Lie group G on the
Hilbert spaceH. We can always decompose this represen-
tation to a discrete set of finite-dimensional irreducible
projective unitary representations (irreps). This suggests
the following decomposition of the Hilbert space [2],
H =
⊕
µ
Mµ ⊗Nµ, (4.2)
where µ labels the irreps and Nµ is the subsystem asso-
ciated to the copies of representation µ (the dimension
of Nµ is equal to the multiplicity of the irrep µ in this
representation). Then U(g) can be written as
U(g) =
⊕
µ
Uµ(g)⊗ INµ (4.3)
where Uµ(g) acts onMµ irreducibly and where INµ is the
identity operator on the multiplicity subsystem Nµ. We
denote by Πµ the projection operator onto the subspace
Mµ ⊗Nµ, the subspace associated to the irrep µ.
Now we are ready to characterize the unitary G-
equivalence classes:
Theorem 8 Two pure states |ψ〉 and |φ〉 are unitarily
G-equivalent if and only if
∀µ : trNµ(Πµ |ψ〉〈ψ| Πµ) = trNµ(Πµ |φ〉〈φ|Πµ) (4.4)
Proof. First, we find a simple characterization of G-
invariant unitaries. It is shown in appendix A that any
operator that commutes with all unitaries U(g) has the
form of Eq. A3, which implies that any G-invariant uni-
tary is of the form [2],
VG-inv =
⊕
µ
IMµ ⊗ VNµ , (4.5)
where VNµ acts unitarily on Nµ.
Now suppose state |ψ〉 can be transformed to another
state |φ〉 by a G-invariant unitary VG-inv. Then given
Eq. 4.5, it follows that for all µ,
Πµ|φ〉 = ΠµVG-inv|ψ〉 = IMµ ⊗ VNµΠµ|ψ〉 (4.6)
Eq. (4.4) then follows from the cyclic property of the
trace and the unitarity of VNµ .
Now we prove the converse. If Eq. (4.4) holds, then
there exists a G-invariant unitary which transforms |ψ〉
to |φ〉. First note that we can think of the two vec-
tors Πµ|ψ〉 and Πµ|φ〉 as two different purifications of
trNµ(Πµ|ψ〉〈ψ|Πµ) = trNµ(Πµ|φ〉〈φ|Πµ). So Πµ|ψ〉 can
be transformed to Πµ|φ〉 by a unitary acting on Nµ, de-
noted by VNµ , such that
IMµ ⊗ VNµΠµ|ψ〉 = Πµ|φ〉 (4.7)
(See e.g.[5]). By defining
V ≡
⊕
µ
IMµ ⊗ VNµ (4.8)
we can easily see that V is a G-invariant unitary and
moreover V |ψ〉 = |φ〉. This completes the proof.
For an arbitrary state ρ we call the set of operators
{trNµ(Πµ ρ Πµ)}, the reduction onto irreps of ρ. So in
the above theorem we have proven that the unitary G-
equivalence class of a pure state is totally specified by its
reduction onto irreps. Note, however, that as we will see
in Sec. V A, this is not true for general mixed states.
Example 9 Recall the quantum optics example studied
in section II C 2 where the set of all phase shifts forms a
representation of group U(1). There the representation of
group U(1) is eiθ → U(θ) where the phase shift operator
U(θ) is
U(θ) ≡ eiNθ =
∑
n
einθ
∑
α
|n, α〉〈n, α|, (4.9)
where N is the number operator with integer eigenvalues
such that N |n, α〉 = n|n, α〉 and where α is a multiplicity
index. In this case all irreps are one-dimensional. It
follows that the reduction onto irreps of a pure state |ψ〉 =∑
n,α ψn,α|n, α〉 is simply given by
pψ(n) ≡ 〈ψ|Πn|ψ〉 =
∑
α
|ψn,α|2, (4.10)
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where Πn is the projector to the eigen-subspace corre-
sponding to the eigenvalue n of N . That is, the reduc-
tion onto irreps is the probability distribution over the
spectrum of the number operator induced by |ψ〉. Conse-
quently, two pure states are unitarily U(1)-equivalent if
and only if they define the same probability distribution
over number.
B. The information-theoretic characterization:
equality of characteristic functions
We will show that by taking the information-theoretic
point of view, one finds that the unitary G-equivalence
class of a pure state is specified entirely by its character-
istic function, which is defined as follows.
Definition 10 (Characteristic function) The char-
acteristic function of a state ρ relative to a projective
unitary representation {U(g) : g ∈ G} of a group G is a
function χρ : G→ C of the form
χρ(g) ≡ tr (ρU(g)) (4.11)
Specifically, we have
Theorem 11 Two pure states |ψ〉 and |φ〉 are unitarily
G-equivalent if and only if their characteristic functions
are equal,
∀g ∈ G : 〈ψ|U(g)|ψ〉 = 〈φ|U(g)|φ〉. (4.12)
The benefit of trying to characterize the G-equivalence
classes using the information-theoretic perspective is that
we can make use of known results concerning the unitary
interconvertibility of sets of pure states. We express the
condition for such interconvertibility as a lemma, after
recalling the definition of the Gram matrix of a set of
states.
Definition 12 (Gram matrix) Consider the set of
states {|ψθ〉}. If θ is a discrete parameter, then we define
the Gram matrix of the set {|ψθ〉} by Xθ,θ′ ≡ 〈ψθ|ψθ′〉.
If θ is a continuous parameter, then we can define the
function X(θ, θ′) ≡ 〈ψθ|ψθ′〉, which, with a slight abuse
of terminology, we will also call the Gram matrix of the
set {|ψθ〉}.
Lemma 13 There exists a unitary operator V which
transforms each member of {|ψθ〉} to its corresponding
member in {|φθ〉}, that is, ∀θ : V |ψθ〉 = |φθ〉, if and
only if the Gram matrices of the two sets of states are
equal, i.e.
∀θ, θ′ : 〈ψθ|ψθ′〉 = 〈φθ|φθ′〉
A simple proof of this lemma is provided in the foot-
note.10
10 The necessity of the equality of the Gram matrices is triv-
ial. Sufficiency is proven as follows. Suppose we use a subset
It is now straightforward to prove theorem 11.
Proof of theorem 11. By definition 7, |ψ〉 and |φ〉
are unitarily G-equivalent if there exists a unitary trans-
formation VG-inv which takes |ψ〉 to |φ〉. By lemma 6
there exists such a unitary if and only if there exists a
unitary V such that ∀g ∈ G : V U(g)|ψ〉 = U(g)|φ〉.
By lemma (13), the necessary and sufficient condition
for the existence of such a unitary is the equality of the
Gram matrices of the set {U(g)|ψ〉 : g ∈ G} and the set
{U(g)|φ〉 : g ∈ G}. Given that the elements of these
matrices are, respectively,
[Xψ]g1,g2 = 〈ψ|U†(g1)U(g2)|ψ〉 = ω(g−11 , g2)〈ψ|U(g−11 g2)|ψ〉,
and
[Xφ]g1,g2 = 〈φ|U†(g1)U(g2)|φ〉 = ω(g−11 , g2)〈φ|U(g−11 g2)|φ〉,
where we have used the fact g → U(g) is a projective
unitary representation and so
U†(g1)U(g2) = U(g−11 )U(g2) = ω(g
−1
1 , g2)
for the cocycle ω. Equality of the Gram matrices is equiv-
alent to
∀g ∈ G : 〈ψ|U(g)|ψ〉 = 〈φ|U(g)|φ〉, (4.13)
and this is simply the statement that the characteristic
functions of ψ and φ are equal.
Example 14 In example 9 we found the characteriza-
tion of unitary equivalence classes based on the reduc-
tion of states to irreps in the case of group U(1) with
representation eiθ → eiθN where N is the number oper-
ator with nonnegative integer eigenvalues. Here, we use
the result of lemma 13 to find another characterization
of these unitary equivalence classes in terms of charac-
teristic functions of states. In this case, for arbitrary
state |ψ〉 = ∑n,α ψn,α|n, α〉, the characteristic function
is given by the expectation value of the phase shift oper-
ator, i.e.,
χψ(φ) ≡ 〈ψ| exp(iφN)|ψ〉 =
∑
n
pψ(n)e
inφ, (4.14)
where pψ(n) =
∑
α |ψn,α|2 is the reduction onto irreps.
{|ψθ1 〉, |ψθ2 〉, · · · } of {|ψθ〉} to build an orthonormal basis for
the subspace spanned by {|ψθ〉} via the Gram-Schmidt process
and call this basis I. Similarly, use the subset {|φθ1 〉, |φθ2 〉, · · · } of{|φθ〉} to build an orthonormal basis for the subspace spanned by
{|φθ〉} via the Gram-Schmidt process and call this basis II. Re-
call that the Gram-Schmidt orthogonalization process depends
only on the Gram matrix of the set of states. Since, by assump-
tion, the Gram matrix of the two sets of states are equal then for
any state |ψθ〉 ∈ {|ψθ〉} its description in basis I is the same as
the description of the corresponding |φθ〉 ∈ {|φθ〉} in basis II. It
follows that if V is the unitary which transforms basis I to basis
II, then by linearity for all |ψθ〉 ∈ {|ψθ〉}, V maps |ψθ〉 to the
state |φθ〉. This proves the lemma.
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It follows that in the U(1) case, the reduction onto irreps
and the characteristic function are related by a Fourier
transform. The Fourier transform can also be defined for
arbitrary compact Lie groups or for finite groups (which
might be non-Abelian) and in these cases as well, it de-
scribes the relation between the reduction onto irreps and
the characteristic function, as will be shown in section V.
C. Approximate notion of unitary G-equivalence
We have found the necessary and sufficient condition
for the existence of a G-invariant unitary which trans-
forms a pure state ψ to another pure state φ. This is the
condition for exact transformation. But there might be
situations in which we cannot transform ψ to φ but we
can transform it to some state close to φ.
In the following we demonstrate that if the reductions
onto irreps of two pure states ψ and φ are close in some
sense (or equivalently their characteristic functions are
close) then there exists a G-invariant unitary which trans-
forms ψ to a state close to φ (See appendix E for a dis-
cussion about the relevant notion of distance in this con-
text).
Recall that the fidelity of two positive operators A1
and A2 is defined as
Fid(A1, A2) ≡ ‖
√
A1
√
A2‖ = tr(
√√
A1A2
√
A1)
(4.15)
where ‖ · ‖ denotes the trace norm.
Theorem 15 Suppose {F (µ)1 } and {F (µ)2 } are respec-
tively the reductions onto irreps of ψ1 and ψ2, two ar-
bitrary pure states in the same Hilbert space. Then for
any G-invariant unitary V acting on this space
|〈ψ2|V |ψ1〉| ≤
∑
µ
Fid(F
(µ)
1 , F
(µ)
2 ) (4.16)
Furthermore there exists a G-invariant unitary V for
which the equality holds.
According to this theorem if the fidelities of the reduc-
tions onto irreps is high then there exists a G-invariant
unitary which transforms one of the states to a state very
close to the other. On the other hand, if these fidelities
are low we can never transform one of the states to a
state close to the other via G-invariant unitaries.
Remark 16 For {F (µ)1 } and {F (µ)2 } the reductions of an
arbitrary pair of states it holds that
∑
µ Fid(F
(µ)
1 , F
(µ)
2 ) ≤
1 and the equality holds iff ∀µ : F (µ)1 = F (µ)2 . So theorem
8 is a special case of theorem 15.
We present the proof of theorem 15 as well as some other
versions of it and the proof of remark 16 in appendix E.
Example 17 Recall our quantum optics example where
the set of all phase shifts forms a representation of the
group U(1) (see example 9). Let pψ and pφ be the proba-
bility distributions over integers which describe the reduc-
tions onto irreps of the states ψ and φ respectively. Then
theorem 15 implies that for any U(1)-invariant unitary
V ,
|〈ψ|V |φ〉| ≤
∑
n
√
pψ(n)pφ(n) (4.17)
and furthermore there exists a U(1)-invariant unitary for
which the equality holds.
V. WHAT ARE THE REDUCTION ONTO
IRREPS AND THE CHARACTERISTIC
FUNCTION?
We have found two different characterizations of the
unitary G-equivalence class of pure states, namely the
characteristic function of states and the reduction onto
irreps of states. In this section, we will show that the
reduction onto irreps and the characteristic function are
simply two particular representations of the reduction
of the state to the associative algebra (for the degree of
freedom associated to the symmetry transformation) and
that these representations are related to one another by a
generalized Fourier transform. Furthermore, we provide
a list of properties of characteristic functions which will
be useful in the rest of this section.
In appendices C and D we present more discussions
about the meaning of characteristic functions of states.
In appendix C we discuss about the interpretation of the
absolute value of the characteristic function of state ψ,
|χψ(g)| = 〈ψ|U(g)|ψ〉| ,
in terms of the pairwise distinguishability of states in
the set {U(g)|ψ〉 : g ∈ G}. In particular, we argue
that though the function |χψ(g)| uniquely specifies all
the pairwise distinguishabilities in this set, nevertheless
it cannot specify the information that can be transferred
using the encoding g → U(g)|ψ〉 and so it can not specify
the asymmetry of state ψ. Also, in appendix D we show
that the characteristic function of a quantum state can
be thought as a natural generalization of the notion of
the characteristic function of a probability distribution.
A. Two representations of the reduction to the
associative algebra
If we are interested in only some particular degree of
freedom of a quantum system then we do not need the
full description of the state in order to infer the sta-
tistical features (expectation values, variances, correla-
tions between two different observables, etcetera) of that
degree of freedom. In particular suppose we are inter-
ested in the statistical properties of the set of operators
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{Oi ∈ B(H)}. Closing this set under the operator prod-
uct and sum yields the associative algebra generated by
{Oi}, which is the set of all polynomials in {Oi}. We
denote this associative algebra by Alg{Oi}. To specify
all the statistical properties of the state ρ ∈ B(H) for
the set of observables {Oi} it is necessary and sufficient
to specify the expectation values of all the operators in
Alg{Oi} under the state ρ. The object that contains all
and only this information is called the reduction of the
state to the associative Algebra, denoted ρ|Alg{Oi}.
Alg{Oi}, considered as a finite-dimensional C∗-
algebra, has a unique decomposition (up to unitary
equivalence) of the form⊕
J
MmJ ⊗ InJ (5.1)
whereMmJ is the full matrix algebra B(CmJ ) and InJ is
the identity on CnJ [20]. This means that any element
A of the algebra can be written as
A =
⊕
J
A(J) ⊗ InJ (5.2)
where A(J) ∈ B(CmJ ). Furthermore, if we consider the
set of all elements of the algebra, that is, all A ∈ Alg{Oi},
and look at the set of corresponding A(J) for fixed J ,
this set of operators acts irreducibly on CmJ and spans
B(CmJ ). Clearly this decomposition induces the follow-
ing structure on the Hilbert space
H =
⊕
J
MJ ⊗NJ . (5.3)
where MJ is isomorphic to CmJ and NJ is isomorphic
to CnJ .
Suppose ΠJ is the projective operator to the subspace
MJ ⊗ NJ . Then to specify all the relevant information
about the observables in the Algebra for the given state ρ
it is necessary and sufficient to know all of the operators
ρ(J) ≡ trNJ (ΠJρΠJ). (5.4)
Then for any arbitrary observable A in the Algebra we
have
tr(Aρ) =
∑
J
tr(A(J)ρ(J)) (5.5)
and so specifying the set {ρ(J)} we know all the rele-
vant information about the state. In other words, {ρ(J)}
uniquely specifies the reduction to the Algebra ρ|Alg{Oi}.
The above discussion applies to any arbitrary set of ob-
servables. Here, we will be interested in the case where
this set describes the degree of freedom associated to
some symmetry transformation. If the symmetry trans-
formation is associated with the symmetry group G and
projective unitary representation {U(g) : g ∈ G} on the
Hilbert space of the system, then the set of observables to
consider are all those in the linear span of {U(g) : g ∈ G}.
In particular, in the case of Lie groups this set contains
the representation of all generators of the Lie Algebra
(associated to the group) and all the polynomials formed
by these generators. For example, in the case of SO(3)
the set includes all the observables in the linear span of
{U(Ω) : Ω ∈ SO(3)} and so it clearly contains all the
generators, which in this case are angular momentum
operators, as well as all polynomials of these.
Decomposition of this algebra in the form of Eq. (5.1)
in fact coincides with the decomposition of the unitary
projective representation {U(g) : g ∈ G} to irreps
U(g) ∼=
⊕
µ
U (µ)(g)⊗ INµ (5.6)
where µ labels the irreps and INµ is the identity acting
on the multiplicity subsystem associated to irrep µ (Re-
member that G is by assumption a finite or compact Lie
group and so it is completely reducible.). Here we can
think of µ playing the same role as J in the decomposition
of the arbitrary Algebra in Eq. (5.1). Each irrep index µ
appearing in the decomposition of {U(g) : g ∈ G} corre-
sponds to one J in Eq. (5.1) and the set {Uµ(g) : g ∈ G}
for a fixed µ spans the full matrix algebra MmJ of the
corresponding J . Consequently, the spaces on which the
projective unitary representation of G acts irreducibly
are simply theMJ . So it follows that in this case, where
the associative Algebra coincides with the span of the
elements of the projective unitary representation of the
group, {U(g) : g ∈ G}, the set of operators {ρ(J)} (de-
fined by Eq.(5.4)) is simply the reduction onto the irreps
of the state ρ, the generalization to mixed states of the
notion defined in the section IV A, and therefore we can
conclude that the reduction onto the irreps is a represen-
tation of the reduction onto the associative algebra.
Another way to specify the reduction of the state
onto the associative algebra is to specify the Hilbert-
Schmidt inner product of ρ with each of the U(g), namely,
tr(ρU(g)) for all g ∈ G. So if we define the character-
istic function associated to the state ρ as the function
χρ : G→ C defined by χρ(g) ≡ tr(ρU(g)), then the char-
acteristic function is a particular representation of the
reduction to the associative algebra. It is clear that this
definition constitutes a generalization to mixed states of
the notion of characteristic functions introduced in the
section IV B.
To summarize, we have
Remark 18 For a state ρ ∈ B(H) and a projective uni-
tary representation U of a group G, the reduction of ρ to
the associative algebra Alg{U(g) : g ∈ G} can be repre-
sented either in terms of the reduction onto irreps of ρ,
defined as
{ρ(µ) ≡ trNµ(ΠµρΠµ)}, (5.7)
(where the Hilbert space decomposition induced by U is
H = ⊕µMµ ⊗Nµ and Πµ projects onto Mµ ⊗Nµ), or
in terms of the characteristic function of ρ, defined as
χρ(g) ≡ tr(ρU(g)). (5.8)
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Finally, we note that the relationship between these
two representations is the Fourier transform over the
group.
Proposition 19 The characteristic function and reduc-
tion onto irreps can be computed one from the other via
χρ(g) =
∑
µ
tr(ρ(µ)U (µ)(g)) (5.9)
and
ρ(µ) = dµ
∫
dgχρ(g
−1)U (µ)(g). (5.10)
Proof. The expression for χρ(g) in terms of {ρ(µ)}, Eq.
(5.9), follows directly from Eqs. (5.6) and (5.8). Con-
versely, to find the {ρ(µ)} in terms of χρ(g) we use the
Fourier transform over the group. The idea is based on
the following orthogonality relations which are part of
the Peter-Weyl theorem (See e.g. [21]):∫
G
dgU
(µ)
i,j (g)U
(ν)
k,l (g) =
δµ,νδi,kδj,l
dµ
(5.11)
where {Uµi,j} are the matrix elements of Uµ(g), dg is the
unique Haar measure on the group, bar denotes the com-
plex conjugate and dµ is the dimension of irrep µ. Ac-
cording to this theorem any continuous function on a
compact Lie group can be uniformly approximated by
linear combinations of matrix elements U
(µ)
i,j (g). Note
that for the finite groups, we can get the same orthogo-
nality relations by replacing the integral with a summa-
tion. Furthermore any function over a finite group can be
expressed as a linear combination of the matrix elements
of irreps. So basically all the properties we use hold for
finite groups as well as compact Lie groups.
An arbitrary operator A(µ) in B(Mµ) can be written
as a linear combination of elements of {U (µ)(g) : g ∈
G}. The above orthogonality relations imply that this
expansion has a simple form as
A(µ) = dµ
∫
dg Uµ(g) tr(A(µ)Uµ(g−1)) (5.12)
Clearly this can be considered as a completeness relation
where we have decomposed the identity map on B(Mµ)
as the sum of projections to a basis (which is generally
overcomplete). Also note that the orthogonality relations
imply that for ν 6= µ∫
dg Uν(g)tr(A(µ)Uµ(g−1)) = 0 (ν 6= µ) (5.13)
Using these orthogonality relations, we obtain Eq. (5.10).
We should emphasize that the reduction onto the
associative algebra, though sufficient for deciding G-
equivalence of pure states, is not in general sufficient for
deciding G-equivalence of arbitrary states, i.e., mixed and
pure. Its sufficiency in the case of pure states follows from
its sufficiency for deciding unitary G-equivalence (proven
in Sec. IV B) and the fact that the unitary G-equivalence
classes are a fine-graining of the G-equivalence classes.
Its insufficiency in the case of mixed states can be es-
tablished by the following simple example of two states
(one pure and one mixed) that have the same character-
istic function but fall in different G-equivalence classes.
The example is for the case of U(1)-covariant opera-
tions, and the two states are 12 (|0〉 + |1〉)(〈0| + 〈1|) and
1
2 (|0〉〈0| + |1〉〈1|). The second is clearly U(1)-invariant
while the first is not and so they must lie in different
U(1)-equivalence classes. Nonetheless, the characteristic
function for both equals χ(θ) = 1/2(1 + exp(iθ)).
We close this section by mentioning another conse-
quence of the orthogonality relations Eq. (5.11) which
is useful later. Suppose A,B are arbitrary operators in
B(Mµ) and
χA(g) ≡ tr(AU (µ)(g)), χB(g) ≡ tr(BU (µ)(g)), and
χAB(g) ≡ tr(ABU (µ)(g))
are respectively the characteristic functions of A,B and
AB. Then
χAB = dµ χA ∗ χB (5.14)
where ∗ is the convolution of two functions 11
f1 ∗ f2(g) ≡
∫
dhf1(gh
−1)f2(h) (5.15)
In particular, since tr(AB) = χAB(e) (where e is the
identity of the group) the above formula can be used to
find tr(AB) in terms of the characteristic functions of A
and B. Using Eq.(5.14) we get
tr(AB) = χAB(e) = dµ [χA ∗ χB ](e)
= dµ
∫
dh χA(h)χB(h
−1)
B. Properties of characteristic functions
The characteristic functions introduced here are quan-
tum analogues of those used in classical probability the-
ory. The connection is discussed in detail in Appendix
D. Here we simply summarize some useful properties of
characteristic functions.
1. A function φ(g) from the finite or compact Lie
group G to complex numbers is the characteristic
function of a physical state iff it is continuous (in
11 Note that for non-Abelian groups f1 ∗ f2 is not necessarily equal
to f2 ∗ f1.
17
the case of Lie groups) positive definite (as defined
in appendix D) and normalized (i.e. φ(e) = 1 where
e is the identity of the group.). (This property as-
sumes that all irreps are physically accessible. )
2. The characteristic function of a state is invariant
under G-invariant unitaries acting on that state,
χVG-inv[ρ](g) = χρ(g),
where VG-inv[·] = VG-inv(·)V †G-inv and
[VG-inv, U(g)] = 0 for all g ∈ G.
3. Characteristic functions multiply under tensor
product,
χρ⊗σ(g) = χρ(g)χσ(g). (5.16)
4. |χρ(g)| ≤ 1 for all g ∈ G and χρ(e) = 1 where e is
the identity of the group.
5. If |χρ(gs)| = 1 for gs ∈ G then gs is a symmetry of
ρ. If ρ is a pure state, then gs is a symmetry of ρ
if and only if |χρ(gs)| = 1.
6. So |χρ(g)| = 1 for all g ∈ G implies that the state is
invariant; in this case χρ(g) is a 1-d representation
of the group.
7. Suppose L is the representation of a generator of
a Lie group on the Hilbert space of a system such
that {eiθL : θ ∈ (0, 2pi]} is the representation of a
U(1)-subgroup of the group. Then we can find all
moments of L using the characteristic function.
tr(ρLk) = i−k
∂k
∂θk
χρ(e
iθL) |θ=0 (5.17)
(Note that by χρ(e
iθL) we really mean χρ(g) for
the group element g ∈ G which is represented by
eiθL.)
Proof. Item 1 is proven in Appendix D 2. All the rest of
these properties can simply be proved by using the defi-
nition of the characteristic function, χρ(g) = tr(ρU(g)),
and group representation properties. For example to
prove item 3 we use the fact that if the representation
of the symmetry G on the systems A (with state ρ) and
B (with state σ) are g → UA(g) and g → UB(g) then the
representation of the symmetry on the joint system AB
is g → UA(g)⊗ UB(g). Then
χρ⊗σ(g) = tr (ρ⊗ σUA(g)⊗ UB(g))
= tr (ρUA(g)) tr (σUB(g))
= χρ(g)χσ(g)
To prove 5 we note that if |χρ(gs)| = 1 for gs ∈ G then
all eigenvectors of ρ are eigenvectors of U(gs) with the
same eigenvalue. As a result we get [ρ, U(gs)] = 0 and
so the state has the symmetry gs. On the other hand,
[ρ, U(gs)] = 0 does not imply that |χρ(gs)| = 1. For in-
stance, the state 12 |0〉〈0|+ 12 |1〉〈1| where |n〉 is a number
eigenstate is U(1)-invariant, but nonetheless, for φ 6= 0,
|χρ(φ)| 6= 1. Therefore the points for which the ampli-
tude of the characteristic function is one are a subset of
the symmetries of the state. Meanwhile, if a pure state
|ψ〉 has symmetry gs, such that U(gs)|ψ〉 = eiθ|ψ〉 for
some θ, then obviously |χψ(gs)| = 1. So for pure states
the points for which the amplitude of the characteristic
function is one are exactly the state’s symmetries.
To prove 6, we first note that if |χρ(g)| = 1 for all
g ∈ G, then the symmetry subgroup of ρ is the entire
group G, which is the definition of ρ being G-invariant.
Furthermore, for each g, the eigenvectors of ρ all live in
the same eigenspace of U(g). Since the eigenvalue of a
unitary is a phase factor, each such eigenvector |ν〉 must
satisfy U(g)|ν〉 = eiθ(g)|ν〉 for some phase eiθ(g). It is
then clear that χρ(g) = e
iθ(g) and is a 1-dimensional
representations of the group.
Among the above properties, the fact that the ten-
sor product of states is represented by the product of
their characteristic functions (property 3) turns out to
be particularly useful. This is because the alternative
representation, in terms of reductions onto irreps, does
not provide a simple expression for the reduction of ρ⊗σ
in terms of the reduction of ρ and the reduction of σ.
It involves Clebsch-Gordon coefficients and is generally
quite complicated for non-Abelian groups.
For this and other reasons, the characteristic function
is generally our preferred way of representing the reduc-
tion of the state onto the algebra, and consequently we
will make heavy use of it to answer various questions
about the manipulation of asymmetry of pure states.
VI. G-EQUIVALENCE CLASSES
We have seen that the characteristic function of a
pure state uniquely specifies its unitary G-equivalence
class. However, it is G-equivalence rather than unitary
G-equivalence that implies that two states have the same
asymmetry properties, so we must ultimately character-
ize the former. Fortunately, for compact connected Lie
groups, the conditions under which two pure states are
G-equivalent can also be stated simply in terms of their
characteristic functions, as is shown presently.
Theorem 20 For G a compact connected Lie group, two
pure states |ψ〉 and |φ〉 are G-equivalent (i.e. they can be
reversibly interconverted one to the other by G-covariant
operations) iff there exists a 1-dimensional representation
of G, eiΘ(g), such that
∀g ∈ G : 〈ψ|U(g)|ψ〉 = eiΘ(g)〈φ|U(g)|φ〉. (6.1)
Since semi-simple compact Lie groups do not have any
non-trivial 1-dimensional representation, the above the-
orem implies
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Corollary 21 For G a semi-simple compact connected
Lie group, two pure states |ψ〉 and |φ〉 are G-equivalent
iff their characteristic functions are equal, i.e.
∀g ∈ G : 〈ψ|U(g)|ψ〉 = 〈φ|U(g)|φ〉. (6.2)
The above theorem applies only to compact connected
Lie groups. By putting a restriction on the states we can
prove a similar theorem which applies to both compact
Lie groups and finite groups
Theorem 22 Two pure states |ψ〉 and |φ〉 for which
〈ψ|U(g)|ψ〉 and 〈φ|U(g)|φ〉 are nonzero for all g ∈ G are
G-equivalent (i.e. they can be reversibly interconverted
one to the other by G-covariant operations) iff there ex-
ists a 1-dimensional representation of G, eiΘ(g), such that
∀g ∈ G : 〈ψ|U(g)|ψ〉 = eiΘ(g)〈φ|U(g)|φ〉. (6.3)
Proof. (Theorems 20 and 22) The main tool we use
in this proof is the Stinespring dilation theorem for G-
covariant channels discussed in the preliminaries (See [10]
and [17]). According to this result any G-covariant chan-
nel can be implemented by preparing an environment in
a G-invariant state and coupling it to the system with a
G-invariant unitary.
First we prove that Eq. (6.1) implies that |ψ〉 and |φ〉
are G-equivalent. Suppose |ν0〉 is a G-invariant state of
the environment whose characteristic function is constant
and equal to 1 for all group elements and |ν〉 is a state of
the environment with characteristic function eiΘ(g) where
by assumption eiΘ(g) is a 1-dimensional representation of
the group (such states always exist by virtue of property
1 of characteristic functions listed in section V B). Then
according to Eq. (6.1) and property 3 of characteristic
functions (listed in the section V B), the characteristic
function of |ψ〉 ⊗ |ν0〉 is the same as the characteristic
function of |φ〉 ⊗ |ν〉. It follows from Theorem 11 that
there exists a G-invariant unitary which maps |ψ〉 ⊗ |ν0〉
to |φ〉 ⊗ |ν〉. So by coupling the system to an environ-
ment in state |ν0〉 via this G-invariant unitary, and then
discarding the environment we can transform |ψ〉 to |φ〉.
Note that such a transformation is clearly a G-covariant
operation. (Alternatively, let |ν∗〉 be the state with char-
acteristic function e−iΘ(g). Note that since e−iΘ(g) is
also a 1-d representation of the group then by property
1 there exists a state |ν∗〉 whose characteristic function
is e−iΘ(g). Then since |ψ〉 ⊗ |ν∗〉, and |φ〉 ⊗ |ν0〉 have the
same characteristic function, by Theorem 11 there exists
a G-invariant unitary which transforms one to the other.
Because |ν∗〉 is a G-invariant state and because the uni-
tary is G-invariant, the overall operation is G-covariant.)
Using an analogous argument, we can easily deduce
that there also exists a G-covariant operation which maps
|φ〉 to |ψ〉. Therefore |ψ〉 and |φ〉 are G-equivalent.
We now prove the other direction of the theorem, that
if |ψ〉 and |φ〉 are G-equivalent, then Eq. (6.1) follows. By
assumption, there exists a G-covariant operation from |ψ〉
to |φ〉 and vice-versa. It then follows from the Stinespring
dilation theorem that there exists a G-invariant unitary
V and a G-invariant pure state |η1〉 such that
V |ψ〉|η1〉 = |φ〉|η2〉 (6.4)
for some pure state |η2〉, and there exists a G-invariant
unitary V ′ and a G-invariant pure state |η′1〉 such that
V ′|φ〉|η′1〉 = |ψ〉|η′2〉
for some pure state |η′2〉. These two equations together
imply that
V ′V |ψ〉|η1〉|η′1〉 = |ψ〉|η2〉|η′2〉 (6.5)
Since V ′ and V are both G-invariant we can deduce that
the characteristic functions of |ψ〉|η1〉|η′1〉 and |ψ〉|η2〉|η′2〉
are equal. i.e.
χψχη1χη′1 = χψχη2χη′2 (6.6)
Since |η1〉 and |η′1〉 are both G-invariant states the am-
plitudes of their characteristic functions are always one
and so
|χψ| = |χψ||χη2χη′2 | (6.7)
Now suppose G is a connected compact Lie group. Then
for any state ψ in a finite-dimensional Hilbert space car-
rying a projective unitary representation of G, |χψ| is
1 at the identity and is non-vanishing for a neighbour-
hood around the identity in any direction. This implies
that |χη2χη′2 | has value 1 for a neighbourhood around
the identity in any direction. By the analyticity, over
the group, of the characteristic functions induced by vec-
tors in a finite-dimensional Hilbert space, this implies
that |χη2χη′2 | is 1 everywhere. Therefore |η2〉|η′2〉 is an
invariant state. Note that it is this step of the proof
which necessitates the restriction to connected compact
Lie groups.
Since |η2〉|η′2〉 is G-invariant then |η2〉 is also G-
invariant. Therefore Eq. (6.4) implies that
χψ(g) = χφ(g)e
i[Θ2(g)−Θ1(g)] (6.8)
where eiΘ1(g) and eiΘ2(g) are respectively the characteris-
tic functions of |η1〉 and |η2〉. Finally, because eiΘ1(g) and
eiΘ2(g) are 1-dimensional representations of G, it follows
that ei[Θ2(g)−Θ1(g)] is as well. This completes the proof
of Theorem 20.
As we mentioned above, there is only one point in the
proof in which we use the assumption that the group is
a connected Lie group: the fact that |χψ| = |χψ||χη2χη′2 |
implies |χη2χη′2 | = 1. This follows from the analyticity
of the characteristic functions for finite-dimensional rep-
resentations of Lie groups. For finite groups, where we
cannot appeal to analyticity, if |χψ| is zero at some g ∈ G
then |χψ| = |χψ||χη2χη′2 | does not imply |χη2χη′2 | = 1
at that point. However, if we assume the function χψ
is nonzero for all g ∈ G then we can again deduce
|χη2χη′2 | = 1 and the rest of the argument goes through
as before. This completes the proof of theorem 22.
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Example 23 Recall our quantum optics example where
the set of all phase shifts forms a representation of group
U(1) (see example 9). For this representation of the
symmetry U(1) it turns out that the criterion of U(1)-
equivalence of pure states has a simple form in terms
of reductions onto irreps. Suppose that the probabil-
ity distributions over integers pψ and pφ are the reduc-
tions onto the irreps of ψ and φ respectively, so that
the characteristic functions are the Fourier transforms
of these. Theorem 20 implies that ψ and φ are U(1)-
equivalent if and only if there exists an integer ∆ such
that
∑
n pψ(n)e
inθ = ei∆θ
∑
n pφ(n)e
inθ, or equivalently,
using the Fourier transform, such that
pψ(n) = pφ(n+ ∆), (6.9)
which is precisely the condition found in Ref. [3]. As a
specific example, we can see that the states |ψ〉 = 1√
2
(|0〉+
|1〉) and |φ〉 = 1√
2
(|2〉+ |3〉) are U(1)-equivalent either by
noting that χψ(θ) = e
i2θχφ(θ) or by noting that pψ(n) =
pφ(n− 2).
In the above proof, free operations V and V ′ together
generate a closed reversible cycle: we start with state
|ψ〉 (the resource) and use an invariant state |η1〉 (a non-
resource) to generate |φ〉|η′1〉 and then use |ψ〉 and couple
it to |η2〉 to get the state |ψ〉|η′2〉. Using the properties
of characteristic functions, we showed that the residue
states |η2〉 and |η′2〉 should be invariant (non-resources).
However this property can be derived from more general
considerations. Suppose |η2〉|η′2〉 is not invariant. This
implies that by going through this cycle we have gen-
erated some additional resource without consuming any.
This should be impossible if the state |ψ〉 contains only
a finite amount of the resource, which is indeed the case
for any state on a finite-dimensional Hilbert space if the
group is not finite.
VII. DETERMINISTIC TRANSFORMATIONS
In this section we find the necessary and sufficient con-
dition to determine whether a pure state ψ can be trans-
formed to a pure state φ by a G-covariant channel. This
is distinct from the question of G-equivalence because the
transformation is not required to be reversible.
Theorem 24 There exists a deterministic G-covariant
map E transforming ψ to φ if and only if there exists a
positive definite function f over the group G such that
χψ(g) = χφ(g)f(g) for all g ∈ G.
Note that if χφ is nonzero for all g ∈ G then f(g) =
χψ(g)/χφ(g). So, in this case we can conclude that there
exists a G-covariant map E transforming ψ to φ if and
only if χψ(g)/χφ(g) is a positive definite function. As
it is discussed in the appendix D 2 one can test positive
definiteness of f(g) by verifying that the set of operators
defining its Fourier transform are all positive.
Proof. (Theorem 24) As in the proof of theorems 20 and
22, the main tool we use in this proof is the Stinespring
dilation theorem discussed in the preliminaries (See [10]
and [17]) . By this result we know that the transfor-
mation can be achieved if and only if one can find an
initial invariant ancilla state η and a final (possibly non-
invariant) ancilla state ν such that ψ ⊗ η and ϕ ⊗ ν are
unitarily G-equivalent. One then discards ν at the end.
In terms of characteristic functions, we require
χψ(g)e
iΘ(g) = χϕ(g)χν(g). (7.1)
where eiΘ(g) is a 1-d representation of the group, the
characteristic function of the invariant state η, and χν(g)
is the characteristic function of the discarded state ν.
This implies χψ(g) = χϕ(g)
[
χν(g)e
−iΘ(g)]. Since χν(g)
and e−iΘ(g) are both positive definite, so is their prod-
uct (see appendix D). This proves one direction of the
theorem. To prove the other direction, suppose there ex-
ists a positive definite function f(g) such that χψ(g) =
χφ(g)f(g) for all g ∈ G. This obviously implies f(e) =
χψ(e)/χϕ(e) = 1 and so the function is normalized. Then
according to property 1 of characteristic functions, there
exists a normalized state ν whose characteristic function
is equal to f(g). Now because the characteristic function
of φ⊗ ν, i.e. χϕ(g)f(g), is equal to χψ, they are unitar-
ily G-equivalent. Therefore, there exists a G-invariant
unitary transforming ψ ⊗ ν0 to φ⊗ ν where ν0 is the G-
invariant state whose characteristic function is constant
and equal to one for all group elements. So by applying
this G-invariant unitary to ψ⊗ ν0 and transforming it to
φ ⊗ ν and then discarding ν we can transform ψ to φ.
Obviously this transformation is G-covariant.
It is worth noting that the necessary and sufficient
condition for G-equivalence (Theorems 20 and 22) can
also be obtained from the above result on deterministic
transformations: If ψ and φ are G-equivalent, then there
exist a G-covariant transformation from ψ to φ and a G-
covariant transformation from φ to ψ. Then the above
results imply that there exist normalized positive defi-
nite functions f1 and f2 such that χψ(g) = χφ(g)f1(g)
and χφ(g) = χψ(g)f2(g). Substituting the second equa-
tion into the first, we have
χψ(g) = χψ(g)f1(g)f2(g), (7.2)
and so if χψ(g) is nonzero for all group elements it fol-
lows that ∀g ∈ G : f1(g)f2(g) = 1. Given that ∀g ∈ G :
|f1(g)|, |f2(g)| ≤ 1 (because the absolute value of a posi-
tive definite function at any g is always less than or equal
to its absolute value at e and f1(e), f2(e) = 1 by virtue
of Eq. 7.2), we infer that ∀g ∈ G : |f1(g)|, |f2(g)| = 1.
It follows therefore that f1 and f2 are 1-dimensional rep-
resentations of the group, which is the content of theo-
rem 22. One can prove theorem 20 similarly for the case
of connected compact Lie groups.
In the following we present two examples, correspond-
ing to the groups U(1) and ZN .
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A. Example: U(1)-covariant deterministic
transformations
Recall our quantum optics example where the set of
all phase shifts forms a representation of group U(1) (see
example 9). According to the theorem 24 there exists a
deterministic U(1)-covariant map transforming ψ to φ if
and only if there exists a positive definite f(θ) such that
χψ(θ) = f(θ)χφ(θ) (7.3)
Since f(θ) is positive definite all Fourier components
of this function {qn} are positive. Furthermore, since
χψ(0) = χφ(0) = 1 we conclude that f(0) = 1 which im-
plies that
∑
n qn = 1 and so the set {qn} is also a proba-
bility distribution. Suppose the probability distributions
over integers pψ and pφ are the Fourier transforms of
χψ and χφ respectively. Then the Fourier transform of
Eq. (7.3) yields
pψ(n) =
∑
k
pφ(n− k)q(k). (7.4)
So the U(1)-covariant transformation from ψ to φ exists
iff there exists a probability distribution q over integers
which satisfies the above equality. This is indeed the
condition for deterministic interconversion in the U(1)
case found in Ref. [3].
B. Example: ZN -covariant deterministic
transformations
Suppose the group under consideration is the group
ZN , the cyclic group of order N . For any N , the group
ZN is isomorphic to the group of integers {0, ..., N − 1}
where the group action is addition modulo N . We use
this isomorphism to denote the group elements. These
groups are clearly Abelian and so all of their irreps are
one-dimensional. We can easily see that these irreps can
be identified by an integer J in the set {0, ...N − 1} such
that the irrep labeled by J is
k ∈ ZN → UJ(k) = ei2piJk/N . (7.5)
So an arbitrary (non-projective) unitary representation
of ZN , k ∈ ZN → U(k), can be decomposed as
U(k) =
⊕
J,α
eiJk2pi/N |J, α〉〈J, α|, (7.6)
where α labels copies of irrep J and {|J, α〉} is a basis for
the Hilbert space. An arbitrary state ψ in this basis can
be expanded as
|ψ〉 =
∑
J,α
ψ(J, α)|J, α〉. (7.7)
As with any other Abelian group, the reduction of the
state onto the irreps is simply the probability distribution
that the state induces over the irreps. So the reduction
of ψ is specified by the probability distribution
{pψ(J) ≡
∑
α
|ψ(J, α)|2 : J = 0, ..., N}.
On the other hand, the characteristic function of ψ is by
definition the function k ∈ {0 · · ·N − 1} → 〈ψ|U(k)|ψ〉,
that is,
χψ(k) =
∑
J,α
|ψ(J, α)|2ei2piJk/N . (7.8)
Clearly the characteristic function is the discrete Fourier
transform of the reduction of the state onto the irreps.
Now we are interested to know whether there exists a
ZN -covariant quantum operation which transforms ψ to
φ. Assuming the characteristic function of φ, χφ(k), is
nonzero for all k’s, it follows from theorem 24 that such
a ZN -covariant map exists iff χψ(k)/χφ(k) is a positive
definite function. But this function is positive definite iff
its Fourier transform is always positive, i.e. iff
q(J) ≡
∑
k
χψ(k)
χφ(k)
ei2piJk/N , (7.9)
is positive for all J = 0, ..., N . So to summarize, the
necessary and sufficient condition for the existence of a
ZN -covariant channel which transforms ψ to φ is that
∀J ∈ {0, ..., N} :
∑
k
χψ(k)
χφ(k)
ei2piJk/N ≥ 0 (7.10)
Consider the case of Z2 which has only two group el-
ements denoted by {e, pi} where e is the identity of the
group and pi2 = e. Using the above convention we de-
note e by k = 0 and pi by k = 1. This group has only two
inequivalent irreps: The trivial representation (J = 0) in
which
UJ=0(0) = UJ=0(1) = 1
and the nontrivial (J = 1) in which
UJ=1(1) = −UJ=1(0) = −1.
Then the reduction of ψ onto irreps is specified by the
probability assigned to each of these irreps and because
there are only two irreps we only need to specify one
of the probabilities, say pψ(J = 0). The characteristic
function of ψ is
χψ(k) = pψ(J = 0) + (−1)kpψ(J = 1) (7.11)
So χψ(0) = 1 and χψ(1) = 2pψ(J = 0) − 1. Then
Eq. (7.10) implies that the transformation ψ
G-cov−−−−→ φ
is possible iff
q(0) =
χψ(0)
χφ(0)
+
χψ(1)
χφ(1)
≥ 0 (7.12)
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and
q(1) =
χψ(0)
χφ(0)
− χψ(1)
χφ(1)
≥ 0. (7.13)
Since
χψ(0)
χφ(0)
is always equal to one it turns out that
the above two inequalities are equivalent to |χψ(1)| ≤
|χφ(1)|, i.e.
|pψ(J = 0)− pψ(J = 1)| ≤ |pφ(J = 0)− pφ(J = 1)|
(7.14)
Since
pψ(J = 0) + pψ(J = 1) = pφ(J = 0) + pφ(J = 1) = 1
the above condition is equivalent to the condition
min{pφ(J = 0), pφ(J = 1)} ≤ min{pψ(J = 0), pψ(J = 1)}
(7.15)
which is exactly the same condition previously obtained
in [3] using a totally different approach. Eq. (7.10) is the
generalization of this specific result for arbitrary cyclic
group ZN .
VIII. CATALYSIS
In any resource theory, if state ψ cannot be converted
to state φ deterministically under the restricted opera-
tions, it may still be the case that it is possible to do
so using a catalyst, which is an ancillary system that is
prepared in a state that is not free relative to the restric-
tion that defines the resource theory but which must be
returned to its initial state at the end of the procedure.
For example, in the resource theory of entanglement it
is a well-known fact that a transformation from a given
state to another might be forbidden under LOCC but
that transformation can be performed using LOCC and
an appropriate catalyst [23].
In the case of the resource theory of asymmetry, a cat-
alyst is a finite-dimensional ancillary system in an asym-
metric state which can be used to achieve the intercon-
version but only in such a way that its state remains
unchanged at the end of the process.
We shall say that the conversion ψ to φ is a nontriv-
ial example of catalysis if there is no deterministic G-
covariant channel under which ψ goes to φ, but there is a
deterministic G-covariant channel and a catalyzing state
ζ such that ψ ⊗ ζ goes to φ⊗ ζ.
In the resource theory of asymmetry, whether there is
a nontrivial catalysis or not depends on the nature of
the group. In the following we prove that in the case
of compact connected Lie groups, catalysts are totally
useless. We also present an example which shows how
catalysts can be useful in the case of finite groups.
It turns out that in the case of pure state transforma-
tions, characteristic functions give us a powerful insight
into how a catalyst can make a transformation possi-
ble. Assume χψ and χφ are respectively the character-
istic functions of states ψ and φ for which there is no
G-covariant transformation which takes ψ to φ. Then
from theorem 24 we know that if there is no G-covariant
transformation from ψ to φ then there is no analytic pos-
itive definite function f over the group G that satisfies
∀g ∈ G : χψ(g) = χφ(g)f(g) (8.1)
On the other hand, if this transformation is possible using
a catalyst ζ with characteristic function χζ then there
should exist an analytic positive definite function f ′ such
that
∀g ∈ G : χψ(g)χζ(g) = χφ(g)χζ(g)f ′(g). (8.2)
Now clearly for all points g ∈ G for which χζ(g) 6= 0,
Eq.(8.2) implies χψ(g) = χφ(g)f
′(g). But we know that
this equality cannot hold for all group elements, other-
wise there exists a G-covariant channel which transforms
ψ to φ, in contradiction with our assumption. This argu-
ment shows that the role of a catalyst is specified by the
elements of the group at which the characteristic function
of the catalyst is zero; For these specific group elements,
although χψ(g) 6= χφ(g)f ′(g), nonetheless χψ(g)χζ(g) =
χφ(g)χζ(g)f
′(g). This argument shows that there is an
important distinction between the cases of compact con-
nected Lie groups and finite groups or Lie groups which
are not connected.
A. Compact connected Lie groups
In the case of compact connected Lie groups, using the
above argument and by virtue of the analyticity of char-
acteristic functions one can argue that catalysts cannot
help, i.e. if a transformation is possible with a catalyst,
it is also possible without any catalyst. To see this, first
note that for any finite-dimensional representation of a
compact Lie group there is a neighborhood around the
identity element of the group within which the character-
istic functions of all pure states are nonzero (Otherwise
there would be a unitary which is arbitrarily close to
identity for which 〈ψ|U |ψ〉 = 0 for some state ψ, but in
a finite-dimensional Hilbert space this is not possible.).
This implies that in this neighborhood, if Eq. (8.2) holds
then the following equation holds
χψ(g) = χφ(g)f
′(g) (8.3)
But since all these functions are analytic and since the
group G is connected, if the above equality is true for
a neighbourhood around the identity element of G then
it will be true for all G. Then by theorem 24 we can
conclude that there exists a G-covariant channel which
transforms ψ to φ (without the help of any catalyst). So
if this transformation is possible with the use of a catalyst
then it is also possible without using the catalyst. So to
summarize we have proven that
Theorem 25 For symmetries associated with compact
connected Lie groups, there are no examples of nontrivial
catalysis using a finite catalyst.
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B. Finite groups
The above argument clearly does not work in the case
of finite groups. Indeed, as we will see in the following,
in the case of finite groups there are states for which the
characteristic function is zero for all g ∈ G except the
identity. If we use such a state as a catalyst, Eq. (8.2)
holds for all group elements and consequently for any
pair of states ψ and φ, one can always transform one to
the other using the catalyst. (Indeed as we show in the
following one can always transform any mixed state to
any other mixed state using such a catalyst.)
For a group with a finite number of elements, it is
possible for the catalyst to consist of a system with a
Hilbert space H having dimension greater than or equal
to the order of the group. In this case, the representation
of the group can be the left regular representation on the
Hilbert space H, g → TL(g), such that
∀g ∈ G : TL(g)|h〉 = |gh〉, (8.4)
where {|h〉 : h ∈ G} is an orthonormal basis for H. Now
note that the characteristic function of any state |h〉 is
χh(g) = 〈h|TL(g)|h〉 = δe,g, the Kronecker-delta function
centered on the identity group element. Eq. (8.2) then
implies that such a state can catalyze any pure-to-pure
transformation.
Also it is straightforward to show that for any pair of
states ρ and σ (pure or mixed) there exists a G-covariant
channel which transforms ρ ⊗ |h〉〈h| to σ ⊗ |h〉〈h|. One
realization of this G-covariant map is the following
Eh(X) ≡
∑
g∈G
tr ([I⊗ |g〉〈g|]X)U(gh−1)σU†(gh−1)⊗|g〉〈g|,
(8.5)
where g → U(g) is the representation of the symmetry
on the space where σ lives and I is the identity operator
acting on the Hilbert space of ρ 12.
So unlike the case of connected compact Lie groups,
in the case of a symmetry described by a finite group,
catalysts can be helpful.
12 This fact can be be made intuitive by imagining that the re-
striction to G-covariant operations results from one party, Bob,
lacking a shared reference frame with another party, Alice. In
this case, our interconvertibility problem is described as follows:
Alice sends to Bob a pair of systems which are described by the
state ρ⊗ |h〉〈h| relative to her frame and asks him to transform
these to σ⊗|h〉〈h|, again relative to her frame. One can think of
the second system as a token of Alice’s reference frame. Because
the group is finite, Bob can simply measure {|g〉〈g| : g ∈ G} on
the token and determine precisely the relationship between their
reference frames. Thereafter, he can perform any operation rel-
ative to Alice’s frame. In other words, for finite groups, the fact
that one can prepare a perfect token of a reference frame using a
finite-dimensional system is equivalent to the fact that one can
find a finite-dimensional catalyst that makes possible any state
transformation.
IX. STATE-TO-ENSEMBLE AND STOCHASTIC
TRANSFORMATIONS
In this section, we study the problem of transforming
one pure state to an ensemble of pure states using G-
covariant operations. We are interested to know whether
it is possible to transform a given state ψ to the state
φi, i = 1, ..., N with probability pi. The transformation
is such that at the end we know i and so we know which
φi is generated.
Theorem 26 There exists a G-covariant map trans-
forming ψ to {(pi, |φi〉)} if and only if there exists
positive-definite (and continuous when G is a Lie group)
functions fi(g) for which fi(e) = 1 such that
χψ(g) =
∑
i
pifi(g)χφi(g). (9.1)
One important special case is when we are interested in
just one of the outcome states. In particular we are in-
terested to know whether we can transform state |ψ〉 to
|φ〉 with probability p. We call these transformations
stochastic transformations. The above theorem implies
the following corollary about stochastic transformations.
Corollary 27 There exists a G-covariant map taking ψ
to φ with probability p iff there exists a positive definite
(and continuous when G is a Lie group) function f(g) for
which f(e) = 1 such that χψ(g) − pχφ(g)f(g) is positive
definite.
These results are proven at the end of the section.
A. Example: U(1)-covariant stochastic maps
Recall our quantum optics example where the set of
all phase shifts forms a representation of group U(1) (see
example 9). Let IrrepsU(1)(ψ) be the set of eigenvalues of
the number operator N to which the pure state ψ assigns
nonzero weight. Assuming that ψ can be transformed to
φ with nonzero probability under a U(1)-covariant oper-
ation, one can easily show that
1. The cardinality of IrrepsU(1)(ψ) is larger than or
equal to the cardinality of IrrepsU(1)(φ), i.e.,∣∣∣IrrepsU(1)(φ)∣∣∣ ≤ ∣∣∣IrrepsU(1)(ψ)∣∣∣ (9.2)
2.
max{IrrepsU(1)(φ)} −min{IrrepsU(1)(φ)} ≤
max{IrrepsU(1)(ψ)} −min{IrrepsU(1)(ψ)}
Here, we prove item 2 by contradiction. Assume this
condition does not hold. Then for any positive def-
inite function f(θ), χφ(θ)f(θ) has a nonzero compo-
nent of eimθ for some m such that m < nmin(ψ) or
23
m > nmax(ψ). Since both χφ(θ) and f(θ) are positive-
definite, the coefficient of eimθ will be positive. This im-
plies that for any nonzero probability p, the coefficient of
eimθ in χψ(θ) − pχφ(θ)f(θ) is negative and so the func-
tion χψ(θ) − pχφ(θ)f(θ) is not positive definite for any
nonzero p. This proves the claim. Item 1 is proven simi-
larly.
Item 2 was obtained by a different argument in
Ref. [3].13
B. Example: SO(3)-covariant stochastic maps
Let IrrepsSO(3)(ψ) be the set of all angular momentum
quantum numbers j corresponding to irreps of SO(3) to
which the pure state ψ assigns nonzero weight.
Using a similar argument to the one we used for the
case of U(1), one can easily conclude that if ψ can be
transformed to φ under an SO(3)-covariant channel, then
1. the cardinality of IrrepsSO(3)(ψ) is larger than or
equal to the cardinality of IrrepsSO(3)(φ), i.e.,∣∣∣IrrepsSO(3)(φ)∣∣∣ ≤ ∣∣∣IrrepsSO(3)(ψ)∣∣∣ . (9.3)
2.
max{IrrepsSO(3)(φ)} −min{IrrepsSO(3)(φ)} ≤
max{IrrepsSO(3)(ψ)} −min{IrrepsSO(3)(ψ)}
3.
max{IrrepsSO(3)(φ)} ≤ max{IrrepsSO(3)(ψ)} (9.4)
The proofs of items 1 and 2 are similar to the case of
U(1). To prove item 3 note that the maximum value of
j to which χφ(θ)f(θ) assigns nonzero weight is greater
than or equal to jmax(φ). So if jmax(φ) is strictly greater
than jmax(ψ), then for any nonzero p, χ(ψ)−pχφ(θ)f(θ)
cannot be positive definite.
Item 3 implies that if a pure state does not have any
component of angular momentum higher than j then
by rotationally covariant operations it cannot be trans-
formed with nonzero probability to another pure state
which assigns some amplitude to an angular momentum
higher than j.
C. Proof of theorem 26
According to a version of the Stinespring dilation the-
orem, a general state-to-ensemble transformation can al-
ways be purified in the following way: First, the input
13 The set IrrepsU(1)(φ) was called the “number spectrum” of φ in
Ref. [3].
system (with Hilbert space Hin) unitarily interacts with
an ancillary system (with Hilbert space Hanc). Now we
consider the total Hilbert space Hin ⊗Hanc as
Hin ⊗Hanc =
⊕
i
Hi ⊗H′i ⊗ |i〉〈i| (9.5)
After the unitary time evolution we perform a projective
measurement on the third subsystem in the basis {|i〉〈i|}
and according to the outcome of measurement we discard
the subsystem H′i. The output would be the system de-
scribed by Hi. This procedure realizes the most general
state-to-ensemble transformation.
Suppose a transformation maps |ψ〉 to |φi〉 with prob-
ability pi. Since the output is pure, clearly it cannot be
entangled with the discarded system. In other words, af-
ter applying the unitary V which couples the system and
ancilla the total state should be in the form
V |ψ〉|ν〉 =
∑
i
√
pi|φi〉|ηi〉|i〉 (9.6)
where |ψ〉 is the initial state of the system and |ν〉 is the
initial state of the ancilla.
Now according to an extension of Stinespring’s dilation
theorem for G-covariant quantum operations, if the state-
to-ensemble transformation is G-covariant then one can
choose the initial state |ν〉 of ancilla, the unitary V , and
the basis {|i〉} to all be G-invariant [17] .
Assuming V is a G-invariant unitary then the charac-
teristic function of the right hand side should be equal to
the characteristic function of |ψ〉|ν〉. This implies
χψ(g)e
iθ(g) =
∑
i
pi χνi(g)χφi(g)e
iαi(g) (9.7)
where eiθ(g) is the characteristic function of the G-
invariant ancilla |ν〉 and {eiαi(g)} are the characteristic
functions of the G-invariant states {|i〉}. Now because
the product of two characteristic functions is also a char-
acteristic function, χνi(g)e
iαi(g)e−iθ(g) is a valid charac-
teristic function. So if there exists a G-covariant transfor-
mation which maps state ψ to φi with probability pi, then
the equation (9.1) should hold. This completes the proof
of one direction of the theorem. To prove the other direc-
tion, we note that property (1) of characteristic functions
listed in section V B implies that there exists a set of
states {|νi〉} which have characteristic functions equal to
{fi}. Now we choose |ν〉, the initial state of the ancilla, to
be a G-invariant state and we assume that its character-
istic function is equal to 1 for all group elements (i.e. any
group element maps |ν〉 exactly to itself). Similarly we
choose a basis {|i〉} to be a set of G-invariant orthonor-
mal states and assume the characteristic functions of all
of them are constant and equal to 1. Then, equation (9.1)
implies that the characteristic function of |ψ〉|ν〉 is equal
to the characteristic function of
∑
i
√
pi|φi〉|ηi〉|i〉 and so
there exists a G-invariant unitary which maps the former
state to the latter. Now by performing a measurement
in the basis {|i〉} and discarding the subsystem with the
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state |ηi〉 we can realize the desired map. This completes
the proof.
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Appendix A: Short review of projective unitary
representations
In this section we list some useful definitions and prop-
erties of projective unitary representations of groups.
Two projective unitary representations of a group, g →
U(g) acting on space H and g → V (g) acting on space
K, are equivalent iff there exists an isometry T : H → K
such that TT † = IK and T †T = IH, where IK and IH
are the identity operators on K and H respectively, and
∀g ∈ G : TU(g)T † = V (g).
Consider an arbitrary projective unitary representa-
tion of a group on a space. We say a subspace of this
space is invariant under the action of a group, if un-
der the action of any arbitrary element of the group any
vector in the subspace is mapped to a vector in this sub-
space.
A representation on a space is called an irreducible rep-
resentation (irrep for short) if there is no proper subspace
of the space (i.e. a nonzero subspace which is not equal
to the total space) which remains invariant under the ac-
tion of the group. Equivalent irreps can be grouped in
the same equivalence class, labeled by the Greek index
µ.
Note that the unitarity of a projective unitary repre-
sentation implies that all the irreps which show up in
that representation should have the same cocycle. Any
two projective unitary representations g → U(g) and
g → V (g) which have the same cocyle, i.e. U(g1)U(g2) =
ω(g1, g2)U(g1g2) and V (g1)V (g2) = ω(g1, g2)V (g1g2) for
a cocycle ω(g1, g2) are said to be in the same factor sys-
tem.
Theorem 28 Any projective unitary representation of a
finite or a compact Lie group can be decomposed into a
direct sum of a discrete number of finite-dimensional pro-
jective unitary irreps which are all in the same factor
system.
Suppose {U(g) : g ∈ G} is a projective unitary rep-
resentation of a finite or compact Lie group G on the
Hilbert space H. Then, the decomposition of this repre-
sentation to irreps suggests the following decomposition
of the Hilbert space
H =
⊕
µ
Mµ ⊗Nµ, (A1)
where µ labels inequivalent unitary projective irreps in
the same factor system, Mµ is the subsystem on which
{U(g) : g ∈ G} acts like irrep µ of G and Nµ is the
subsystem associated to the copies of representation µ
(the dimension of Nµ is equal to the multiplicity of the
irrep µ in this representation). Then U(g) can be written
as
U(g) =
⊕
µ
Uµ(g)⊗ INµ (A2)
where Uµ(g) acts on Mµ irreducibly and where INµ is
the identity operator on the multiplicity subsystem Nµ.
Now by Schur’s lemmas it follows that any operator A
which commutes with all unitaries {U(g) : g ∈ G} should
be in the following form
A =
⊕
µ
IMµ ⊗ANµ , (A3)
where ANµ acts on Nµ.
Theorem 29 For a finite or compact Lie group G, let
{g → U (µ)(g)} be the set of all inequivalent projective
unitary irreps which are in the same factor system. Con-
sider the matrix elements of all these unitary matrices as
a set of functions from G to C denoted by {U (µ)i,j }. Then,
they satisfy the following orthogonality relations∫
G
dg U
(µ)
i,j (g)U
(ν)
k,l (g) =
δµ,νδi,kδj,l
dµ
(A4)
where dg is the unique Haar measure over the group, bar
denotes the complex conjugate and dµ is the dimension
of irrep µ. Furthermore, in the case of finite groups any
function from G to C can be expanded as a linear com-
bination of these functions. Also, in the case of compact
Lie groups any continuous function from G to C can be
uniformly approximated as a linear combination of these
matrix elements.
This expansion of functions in terms of the matrix ele-
ments of projective unitary irreps is called the generalized
Fourier transform. Note that for each cocycle of a group
G there exists a notion of generalized Fourier transform
in which the functions over the group are expanded in
terms of the matrix elements of the projective unitary ir-
reps which all have that cocycle, and therefore are all in
the same factor system. As we have defined above, (non-
projective) unitary representations are a specific case of
projective unitary representations for which the cocycle
is trivial. So in particular, for any compact Lie group or
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finite group there is a unique generalized Fourier trans-
form which corresponds to the (non-projective) unitary
irreps of the group, i.e. the irreps for which the cocycle
is trivial.
In many cases the cocycle of a projective unitary repre-
sentation can be lifted in the sense that one can redefine
the unitaries {U(g) : g ∈ G} by multiplying them by a
phase such that the new unitaries form a (non-projective)
unitary representation of the group and so the cocycle
will be trivial. This is the case for all finite-dimensional
representations of simply connected Lie groups such as
SU(2), the group of unitaries acting on C2 with determi-
nant one.14. On the other hand, for Lie groups which are
not simply connected, such as SO(3), the cocycle cannot
always be lifted. This is the case for all irreps of SO(3)
with half-integer spin; they all have the same cocycle and
this cocycle cannot be lifted. But, on the other hand, for
all irreps of SO(3) with integer spin the cocycle is trivial
and so they are all unitary irreps of SO(3).
This discussion implies that in the case of SO(3) there
are two different notions of Fourier transform: One for
the basis formed by the matrix elements of half-integer
spin representations and the other for integer spin repre-
sentations.
Appendix B: Input-output Hilbert spaces
In general the input and output Hilbert space of a time
evolution are not the same (Hin 6= Hout). This can hap-
pen especially in the case of open-system time evolutions.
However, we can always assume that the input and out-
put spaces are two different sectors of a larger Hilbert
space (Hin ⊕ Hout) and extend the time evolution to a
time evolution which acts on this larger Hilbert space.
Therefore without loss of generality we can restrict our
attention to the cases where the input and output Hilbert
spaces are the same.
On the other hand, when the spaces are equipped
with a representation of a symmetry group and the time
evolution is covariant we may also care about the sym-
metries of time evolution of the extended system and
therefore this process of embedding spaces in a larger
space is less trivial. Suppose there is a representation of
group G on the input and output Hilbert spaces given
by {Uin(g) : g ∈ G} and {Uout(g) : g ∈ G}. Suppose the
time evolution is G-covariant, i.e., E ◦Uin(g) = Uout(g)◦E
14 To see this, first note that by redefining the cocycle one can
always choose the unitaries {U(g)} to have determinant equal
to one. Then by looking at the determinant of both sides
of Eq. (2.2), one finds that for all g1, g2 ∈ G, it holds that
ωd(g1, g2) = 1 where d is the dimension of the representation
and so the values of ω(g1, g2) are discrete. Then using a simple
continuity argument one can show that in the case of simply con-
nected Lie groups the cocycle ω(g1, g2) should be constant and
equal to one and so the cocycle can be lifted.
for all g ∈ G. In the following we will show that it is al-
ways possible to extend this time evolution to a time
evolution on Hin ⊕ Hout such that this extended time
evolution respects the natural representation of G on
Hin ⊕Hout given by {Uin(g) ⊕ Uout(g) : g ∈ G}. There-
fore without loss of generality we can always restrict our
attention to the G-covariant time evolutions whose input
and output Hilbert spaces are the same. In particular
when we ask whether there exists a G-covariant time evo-
lution which maps ρ to σ we can always assume ρ and σ
live in two sectors of the same Hilbert space.
1. General G-covariant Channels
Suppose E is a channel (completely-positive trace-
preserving linear map) from B(Hin) to B(Hout) which
is G-covariant, i.e. for all g ∈ G we have
Uout(g)E [·]U†out(g) = E(Uin(g)[·]U†in(g)). Then we can al-
ways extend this channel to E˜ , a G-covariant channel
from B(Hin ⊕Hout) to itself, by defining
E˜ ≡ E(Πin[·]Πin) + IHin⊕Hout
din + dout
tr(Πout[·]Πout) (B1)
where IHin⊕Hout/(din + dout) is the completely mixed
state on Hin ⊕ Hout. Clearly by this definition E˜ is
completely-positive and trace-preserving and so, a valid
channel, and moreover it is G-covariant. Furthermore
the restriction of E˜ to Hin, i.e., E˜(Πin[·]Πin), is equal to
E(·).
On the other hand, if there is a G-covariant channel
from B(Hin ⊕Hout) to itself which maps all operators in
B(Hin) to operators in B(Hout) then clearly by restricting
its input to B(Hin) we get a valid G-covariant channel
from B(Hin) to operators in B(Hout).
Finally consider the situation where there is a G-
covariant channel E from B(H) to itself which maps ρi
to σi for a set of i’s. Assume the representation of the
group G on the Hilbert space is {U(g) : g ∈ G}. Define
Πin and Πout to be respectively the span of the supports
of all operators {U(g)ρiU†(g)} and {U(g)σiU†(g)}. It is
clear from this definition that both Πin and Πout com-
mute with all {U(g) : g ∈ G}. Therefore the subspaces
associated to these projectors,Hin andHout, have a natu-
ral representation of the group G given by {ΠinU(g)Πin}
and {ΠoutU(g)Πout}. Now E˜ ≡ E(Πin[·]Πin) is a new
G-covariant quantum channel which maps states from
B(Hin) to B(Hout) and E˜(ρi) = σi.
2. G-invariant unitaries and G-invariant isometries
Basically we can repeat all of these observations to
prove the equivalence of a G-invariant unitary where the
input and output spaces are the same and a G-invariant
isometry where the input and output spaces are different.
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For example if there exists a G-invariant unitary on
Hin ⊕Hout which unitarily maps the subspace Hin to (a
subspace of) Hout then clearly there exists a G-invariant
isometry V from Hin to Hout such that ∀g ∈ G :
V Uin(g) = Uout(g)V and V
†V = Iin where Iin is the
identity on Hin.
The only property which is less trivial in the case of
unitary-isometry equivalences is the following: Suppose
V is an isometry from Hin to Hout which is G-invariant
i.e. ∀g ∈ G : V Uin(g) = Uout(g)V . Then there ex-
its a unitary Vext on Hin ⊕ Hout such that ∀g :∈ G :
Vext(Uin(g)⊕Uout(g)) = (Uin(g)⊕Uout(g))Vext and more-
over V = ΠoutVextΠin where Πin/out is the projector to
Hin/out. This is shown by the following lemma
Lemma 30 Suppose W maps the subspace of the support
of the projector Π unitarily to another subspace such that
ΠW †WΠ = Π (in other words, WΠ is an isometry).
Then if ∀g ∈ G : [WΠ, U(g)] = 0 there exits a unitary
WG−inv such that ∀g ∈ G : [WG−inv, U(g)] = 0 and
WG−invΠ = WΠ.
Proof. WΠ commutes with all U(g) and so does ΠW †.
Therefore Π = ΠW †WΠ also commutes with all U(g).
Now we consider the decomposition of U(g) to irreps,
U(g) =
⊕
µ
Uµ(g)⊗ INµ . (B2)
Since Π commutes with all {U(g) : g ∈ G} it has a simple
form in this basis:
Π =
⊕
µ
Iµ ⊗Π(µ), (B3)
where Π2 = Π implies Π(µ)
2
= Π(µ) and so all Π(µ)’s
are projectors (Note that for some µ, Πµ might be
zero.). WΠ also commutes with all {U(g)}. Since
WΠ = (WΠ)Π we conclude that the decomposition of
WΠ should be in the following form
WΠ =
⊕
µ
Iµ ⊗ (W (µ)Π(µ)). (B4)
ΠW †WΠ = Π implies that Π(µ)W (µ)
†
W (µ)Π(µ) = Π(µ).
Therefore W (µ)Π(µ) acts unitarily on the subspace of the
support of Π(µ). Now we can always find a unitary W˜ (µ)
on this subsystem such that W˜ (µ)Π(µ) = W (µ)Π(µ). Fi-
nally define the unitary W˜ as
WG−inv =
⊕
µ
Iµ ⊗ W˜ (µ). (B5)
Clearly it commutes with all {U(g)} and W˜Π = WΠ.
Appendix C: Characteristic functions and pairwise
distinguishability
In this section we discuss the interpretation of the
amplitude of the characteristic function of |ψ〉 in terms
of the pairwise distinguishability of states in the set
{U(g)|ψ〉 : g ∈ G}.
First, note that any measure of the distinguishability
of a pair of pure states, |α1〉 and |α2〉, depends only on
the absolute value of their inner product, |〈α1|α2〉|. This
is a consequence of the fact that for two pairs of states,
{|α1〉〈α1|, |α2〉〈α2|} and {|β1〉〈β1|, |β2〉〈β2|}, the condi-
tion |〈α1|α2〉| = |〈β1|β2〉| implies that it is possible, via a
unitary dynamics, to reversibly interconvert between the
two pairs, which in turn implies (on the grounds that no
processing can increase the distinguishability of a pair of
states) that they have the same distinguishability. More-
over using the same type of argument we can easily see
that any measure of distinguishability should be mono-
tonically nonincreasing in this overlap. Therefore, for any
pair of states U(g1)|ψ〉 and U(g2)|ψ〉, the distinguishabil-
ity is specified by |〈ψ|U†(g1)U(g2)|ψ〉| = |χψ(g−11 g2)|.
At first glance, therefore, one might think that the
Gram matrix for any set of pure states merely encodes the
distinguishability of every pair of these states, and there-
fore, that the characteristic function of a state merely
encodes the pairwise distinguishability of every pair of
elements in the group orbit of that state. This is not
the case however. It is true that if two sets of states (in
particular, two group orbits) are reversibly interconvert-
ible (i.e., they have the same Gram matrix), then every
pair from the first has the same distinguishability as the
corresponding pair from the second. The opposite impli-
cation, however, fails. In other words, the information
content of the set (in particular its entropy for differ-
ent probability measures) is not specified by the pairwise
distinguishabilities of its elements.
This phenomenon is highlighted by the results of Jozsa
and Schlienz [19]. Also, a particularly nice example is
provided by a result of Gisin and Popescu concerning the
optimal state of two spin-half systems to use for sending
a direction in space [25]. Define |↑nˆ〉 and |↓nˆ〉 to be the
eigenstates of spin along the +nˆ direction, that is, nˆ ·
~σ|↑nˆ〉 = |↑nˆ〉 and nˆ · ~σ|↓nˆ〉 = −|↓nˆ〉. Then it is shown
in [25] that the state {|↑nˆ〉|↓nˆ〉} is better than {|↑nˆ〉|↑nˆ〉}
for this task when the figure of merit is the fidelity of
the estimated direction with the actual sent direction. In
other words, they showed that, with respect to this figure
of merit, the encoding {Ω→ (U(Ω)⊗U(Ω))|↑zˆ〉|↓zˆ〉,Ω ∈
SO(3)} provides more information about Ωzˆ than the
encoding {Ω→ (U(Ω)⊗ U(Ω))|↑zˆ〉|↑zˆ〉,Ω ∈ SO(3)}. On
the other hand, one can easily check that the absolute
values of the characteristic functions for the two states,
which encode the pairwise distinguishability of elements
of the orbits of the states, are exactly the same. This
follows from the fact that
|χ↑↓(Ω)| = | 〈↑zˆ|〈↓zˆ| [U(Ω)⊗ U(Ω)] |↑zˆ〉|↓zˆ〉 |
= |〈↑zˆ|U(Ω)|↑zˆ〉| × |〈↓zˆ|U(Ω)|↓zˆ〉|
and
|χ↑↑(Ω)| = |〈↑zˆ|〈↑zˆ| [U(Ω)⊗ U(Ω)] |↑zˆ〉|↑zˆ〉|
= |〈↑zˆ|U(Ω)|↑zˆ〉| × |〈↑zˆ|U(Ω)|↑zˆ〉|
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and the fact that for arbitrary rotation Ω we have
|〈↑zˆ|U(Ω)|↑zˆ〉| = |〈↓zˆ|U(Ω)|↓zˆ〉|.
The insufficiency of the pairwise overlaps within a set
of states for specifying the information contained in that
set implies that the relevant global properties of the set
are encoded in the phases of the components of the Gram
matrix, or equivalently, for group orbits, in the phase
of the characteristic function of the state generating the
orbit.
One may think that the insufficiency of pairwise
distinguishabilities for specifying the content of a set
is a uniquely quantum phenomenon, but this is not
the case. A simple example (attributed to Peter
Shor in Ref. [19]) shows that the phenomenon can
also arise with sets of classical probability distribu-
tions. Consider a discrete sample space with four ele-
ments, and the following two sets of probability distri-
butions: {(1/2, 1/2, 0, 0), (1/2, 0, 1/2, 0), (0, 1/2, 1/2, 0)}
and {(1/2, 1/2, 0, 0), (1/2, 0, 1/2, 0), (0, 1/2, 0, 1/2)}. The
three distributions in each case are illustrated by the
“sausages” in Fig. 3. It is clear that the pairwise over-
laps are the same for the two sets but that they are not
reversibly interconvertible.15
FIG. 3: Example of two ensembles of classical probability
distributions that have different information content, but for
which the pairwise distinguishability are the same.
Appendix D: Comparison of classical and quantum
characteristic functions
The characteristic function of a quantum state can be
understood as a generalization of the characteristic func-
tion of a probability distribution. In fact, this generaliza-
tion was the first motivation for introducing the notion
of a characteristic function for a quantum state by Gu
[26]. We first review some properties of classical charac-
teristic functions and then we talk about their analogues
15 It should be noted that the existence of this classical analogue
demonstrates that the phenomenon in question can be added to
the long list of those which are not obvious if one adopts the view
that quantum states are states of reality, but are both intuitive
and natural if one adopts the view that quantum states are states
of incomplete knowledge [22].
in the case of quantum states and non-Abelian groups.
We also review positive definiteness as the main criterion
for a complex function over the group to be the charac-
teristic function of a valid quantum state. Almost all the
materials of this appendix are borrowed from [26–28].
1. Review of classical characteristic functions
For a real random variable x with the distribution func-
tion F (x) the characteristic function is defined as the
expectation value of the random variable eitx i.e.
fx(t) =
∫
dF (x)eitx (D1)
The distribution function is uniquely determined by its
characteristic function. Moreover if the probability den-
sity exists then it will be equal to the inverse Fourier
transform of the characteristic function. One particu-
larly useful property of the characteristic function is the
multiplicative property according to which the charac-
teristic function of the sum of two independent random
variables is equal to the product of their characteristic
functions.
fx+y(t) = fx(t)fy(t) (D2)
There exists a remarkably simple proof of the central
limit theorem using this multiplicative property of char-
acteristic functions.
The derivative of characteristic functions at the origin
determines the moments of the random variable.
〈xn〉 = i−n d
n
dtn
fx(t) |t=0 (D3)
Sometimes it is more favourable to use cumulants of
the random variable instead where the n-th order cumu-
lant is defined as the n-th order derivative of the loga-
rithm of the characteristic function at the point 0, mul-
tiplied by i−n.
κ(n) ≡ i−n d
n
dtn
log(fx(t)) |t=0 (D4)
The first and second cumulants are the mean and the
variance of the random variable. By this definition, it
turns out that cumulants of a sum of independent random
variables is equal to the sum of the cumulants of the
individual terms for all orders of cumulants.
The set of all classical characteristic functions is de-
termined by Bochner’s theorem, according to which a
complex function f(t) is the characteristic function of a
random variable if and only if (i) f(0) = 1, (ii) f(t) is
continuous at the origin, and(iii) it is positive definite.
Recall that a function f(t) is positive definite if for any
integer n and for any string of real numbers t1, ..., tn the
matrix ai,j ≡ f(ti−tj) is a positive definite matrix. Posi-
tive definiteness of a function guarantees that the inverse
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Fourier transform of this function is positive for all val-
ues of the random variable, which is clearly a necessary
condition for a function to be a probability density.
For more discussion about the properties of character-
istic functions of probability distributions, see e.g. [24].
2. Quantum characteristic functions
As the characteristic function of a probability distribu-
tion determines all of its statistical properties, the char-
acteristic function of a quantum state over the group G
uniquely specifies all the statistical properties of observ-
ables in the algebra of observables which generates the
projective unitary representation of G. For example, sup-
pose L is the representation of a generator of the Lie
group G, then we have
tr(ρLk) = i−k
∂k
∂θk
χρ(e
iθL) |θ=0 (D5)
In particular the first derivative (k = 1) determines the
expectation value of the generator. This is just property
7 of characteristic functions from Section V B.
Similarly we can define cumulants of the observable
L, where the n-th order cumulant is defined as the n-
th order derivative of the logarithm of the characteristic
function at the identity element multiplied by i−n.
κ
(n)
L ≡ i−k
∂k
∂θk
log[χρ(e
iθL)] |θ=0 (D6)
The first and second cumulants are the mean and the
variance of the observable. By this definition, it turns out
that the cumulants of the tensor product of two states is
equal to the sum of the cumulants of the individual states
for all orders of cumulants.
In the rest of this appendix, we are interested to find
the generalization of Bochner’s theorem, i.e., the set of
necessary and sufficient conditions for φ(g), a complex
function over group, to be the characteristic function
of some quantum state. We see that such a generaliza-
tion can be found via both the non-commutative Fourier
transform and the Gelfand-Naimark-Segal (GNS) con-
struction theorem. As in the rest of the paper, we focus
on the finite groups and compact Lie groups.
As the first necessary condition we note that tr(ρ) = 1
implies that χ(e) = 1 (where e is the identity of the
group). We call the functions which satisfy this condition
normalized functions. In the case of compact Lie groups,
φ(g) should also be a continuous function. We also need
a condition on φ(g) equivalent to the positivity of den-
sity operators. As we just saw in the case of probability
distributions the condition of positivity of probabilities
is equivalent to the positive definiteness of the character-
istic function of the probability distribution. Similarly it
turns out that the relevant condition on φ(g) to be the
characteristic function of a positive operator is the natu-
ral generalization of positive definiteness for the functions
defined on the group:
Definition 31 A complex function φ(g) on a group G is
positive definite if for all choices m ∈ N, g1, ...gm ∈ G
and α1, ...αm ∈ C
m∑
i,j=1
α¯iαjφ(g
−1
i gj) ≥ 0 (D7)
For the case of compact Lie groups where the function
should also be continuous we can express the condition
as
Definition 32 A continuous function φ(g) on a group G
with the Haar measure dg is called positive definite if it
satisfies ∫ ∫
dgdh f¯(g)φ(g−1h)f(h) ≥ 0 (D8)
for any f ∈ L1(G).
Now using the Fourier transform, one can easily prove a
theorem similar to Bochner’s theorem [26, 27]:
Theorem 33 A complex function φ(g) on the finite or
compact Lie group G is the characteristic function of a
quantum state in a finite-dimensional Hilbert space iff
φ(e) = 1, φ(g) is positive definite and continuous (in the
case of Lie groups).
Proof. We present the proof assuming that the group
G is a compact Lie group (The same argument works for
a finite group by replacing integrals with summation.).
We use the inverse Fourier transform. Suppose B(µ) ≡
dµ
∫
dgU (µ)(g−1)φ(g). Then the set of operators {B(µ)}
is the reduction onto irreps of a valid quantum state iff (1)∑
µ tr(B
(µ)) = 1 and (2) all operators {B(µ)} are positive
definite. The first condition expresses the fact that the
trace of the state is 1 and is guaranteed by φ(e) = 1. On
the other hand, B(µ) is positive iff tr(FF †B(µ)) ≥ 0 for
all operators F acting on Mµ (the subsystem on which
Uµ acts irreducibly). Note that tr(FF †B(µ)) is equal to
the Fourier transform of the operator FF †B(µ) at point
e. So using the convolution property of characteristic
functions, Eq.(5.14), we get
tr(FF †B(µ)) = d2µ
∫ ∫
dh1dh2f(h1)f(h2)φ(h
−1
1 h2).
(D9)
So if φ(g) is positive definite and therefore satisfies
Eq. (D8) then all B(µ)’s are positive. We can prove the
other direction of the theorem similarly.
Therefore the set of normalized positive definite func-
tions (also continuous in the case of Lie groups) are ex-
actly the set of characteristic functions of states.
We can also get this result using a more fundamen-
tal theorem in the representation theory of C∗ algebras,
namely, the GNS construction. A specific form of this
theorem states
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Theorem 34 (GNS construction) With every (con-
tinuous) positive definite function φ(g) we can associate a
Hilbert space H, a unitary representation {U(g) : g ∈ G}
of G in H and a vector ψ, cyclic for {U(g) : g ∈ G},
such that
φ(g) = 〈ψ|U(g) |ψ〉 . (D10)
Moreover the representation {U(g)} is unique up to a
unitary equivalence.
Note that a vector |ξ〉 is cyclic for the representation
{U(g) : g ∈ G} on the space H if the span of vectors
{U(g)|ξ〉 : g ∈ G} is a dense subset of the space H.
Therefore the GNS construction theorem guarantees
that for any given (continuous) normalized positive def-
inite function there exists a corresponding pure cyclic
state with that characteristic function. Note that for
any arbitrary mixed or pure state there exists a pure
state which is cyclic (for the representation on its Hilbert
space) with exactly the same characteristic function. So
the set of all (continuous) normalized, positive definite
functions is exactly the same as the set of all character-
istic functions of states.
Appendix E: More on the approximate notion of
unitary G-equivalence
In this section, we prove theorem 15 and present some
other versions of this result.
Using the standard bounds between fidelity and trace
distance of two operators [5], we can express this result in
terms of the trace distance between the reductions. As it
may be useful in future applications, we present this re-
formulation of the condition as a corollary of theorem 15.
Corollary 35 Suppose {F (µ)1 } and {F (µ)2 } are respec-
tively the reductions onto irreps of states ψ1, ψ2 ∈ H.
Then there exists a G-invariant unitary V acting on H
such that
|〈ψ2|V |ψ1〉| ≥ 1− 1
2
∑
µ
‖F (µ)1 − F (µ)2 ‖. (E1)
In the following we present a similar bound in
terms of the distance between characteristic functions of
states χψ1,2(g) and another bound in terms of the dis-
tance between the components of characteristic functions
{χ(µ)ψ1,2(g)} where the µ component of χψ1,2(g) is defined
as
χ
(µ)
ψ1,2
(g) ≡ tr(U (µ)(g)F (µ)1,2 )
= dµ tr(U
(µ)(g)
∫
dhU (µ)(h−1)χψ1,2(h))
= dµ
(
ϕµ ∗ χψ1,2
)
(g),
where ϕµ(g) = tr(U
(µ)(g)) is the character of irrep µ and
∗ is the convolution operation defined in Eq. (5.15).
Corollary 36 Suppose χψ1 and χψ2 are respectively the
characteristic functions of states ψ1 and ψ2. Then there
exists a G-invariant unitary V such that
|〈ψ2|V |ψ1〉| ≥ 1− 1
2
(
∑
µ
d2µ)
∫
dg|χψ1(g)−χψ2(g)|, (E2)
and
|〈ψ2|V |ψ1〉| ≥ 1− 1
2
∑
µ
d2µ
(∫
dg |χ(µ)ψ1 (g)− χ
(µ)
ψ2
(g)|
)
,
(E3)
where the summation is over all irreps in which ψ1 and
ψ2 have nonzero components.
To prove theorem 15, we first recall a well-known the-
orem by Uhlmann (see e.g. [29]).
Theorem 37 (Uhlmann) Suppose A1 and A2 are two
positive operators on H. Also suppose H′ is a space large
enough such that H⊗H′ admits a purification of both A1
and A2. Suppose for k ∈ {1, 2} that |αk〉 is a purification
of Ak on H⊗H′, i.e. trH′(|αk〉〈αk|) = Ak. In this case,
Fid(A1, A2) ≡ ‖
√
A1
√
A2‖ (E4)
= max{|〈α1|α2〉| : trH′(|α2〉〈α2|) = A2}.
(E5)
Proof. (theorem 15 and remark 16)
SupposeMµ⊗Nµ is the subspace associated to irrep µ
in H and Πµ is the projective operator to this subspace.
Define
|ψ(µ)1,2 〉 ≡ Πµ|ψ1,2〉. (E6)
Suppose V is an arbitrary G-invariant unitary. Define
|ψ˜〉 ≡ V |ψ1〉 and |ψ˜(µ)〉 ≡ ΠµV |ψ1〉. Then
|〈ψ2|V |ψ1〉| = |
∑
µ
〈ψ(µ)2 |ψ˜(µ)〉| ≤
∑
µ
|〈ψ(µ)2 |ψ˜(µ)〉|.
(E7)
Also define
F
(µ)
1,2 ≡ trNµ(|ψ(µ)1,2 〉〈ψ(µ)1,2 |), (E8)
where F
(µ)
1 and F
(µ)
2 are both operators acting on Mµ.
The fact that V is G-invariant implies that |ψ˜〉 and
|ψ1〉 have the same reductions onto irreps, i.e., for all µ
trNµ(|ψ˜(µ)〉〈ψ˜(µ)|) = trNµ(|ψ(µ)1 〉〈ψ(µ)1 |) = F (µ)1 . (E9)
Since |ψ˜(µ)〉 and |ψ(µ)2 〉 are purifications of F (µ)1 and F (µ)2 ,
then according to Uhlmann’s theorem,
|〈ψ(µ)2 |ψ˜(µ)〉| ≤ Fid(F (µ)1 , F (µ)2 ). (E10)
This inequality together with the inequality (E7) implies
the bound (4.16).
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Now we prove that this bound is achievable. According
to Uhlmann’s theorem there exists a purification of F
(µ)
1 ,
denoted by |φ(µ)〉, such that
Fid(F
(µ)
1 , F
(µ)
2 ) = |〈ψ(µ)2 |φ(µ)〉|. (E11)
But all purifications of F
(µ)
1 can be transformed to each
other by unitaries acting on Nµ (and acting trivially on
Mµ). So there exists a unitary V (µ) acting on Nµ such
that I ⊗ V (µ)|ψ(µ)1 〉 = |φ(µ)〉. Now define
V ≡
⊕
µ
eiθµI ⊗ V (µ) (E12)
where {eiθµ} are chosen such that all the numbers
{eiθµ〈ψ(µ)2 |φ(µ)〉} have the same phase. Note that with
this definition V is a G-invariant unitary. Then we get
|〈ψ2|V |ψ1〉| = |
∑
µ
eiθµ〈ψ(µ)2 |φ(µ)〉| =
∑
µ
|〈ψ(µ)2 |φ(µ)〉|
(E13)
where the second equality holds because we have chosen
{eiθµ} such that all the terms in the summand have the
same phase. Therefore for this G-invariant unitary we
have
|〈ψ2|V |ψ1〉| =
∑
µ
Fid(F
(µ)
1 , F
(µ)
2 ). (E14)
This completes the proof of theorem 15. To prove remark
16, we infer from Eq. (E11) that∑
µ
Fid(F
(µ)
1 , F
(µ)
2 ) =
∑
µ
|〈ψ(µ)2 |φ(µ)〉|
≤
∑
µ
√
〈ψ(µ)2 |ψ(µ)2 〉
√
〈φ(µ)|φ(µ)〉
≤
√∑
µ
〈ψ(µ)2 |ψ(µ)2 〉
√∑
µ
〈φ(µ)|φ(µ)〉 = 1,
where both of the inequalities are implied by the Cauchy-
Schwarz inequality and the last equality is implied by
the normalization of states. Now we note that the last
inequality holds as an equality iff ∀µ : 〈ψ(µ)2 |ψ(µ)2 〉 =
k〈φ(µ)|φ(µ)〉 for some constant k. But the normalization
of states implies that ∀µ : 〈ψ(µ)2 |ψ(µ)2 〉 = 〈φ(µ)|φ(µ)〉 = 1.
Furthermore, the first inequality holds as an equality if
and only if for each µ there is a constant cµ such that
|ψ(µ)2 〉 = cµ|φ(µ)〉. These two observations together imply
that
∑
µ Fid(F
(µ)
1 , F
(µ)
2 ) ≤ 1 and the equality holds only
if
∀µ : |ψ(µ)2 〉〈ψ(µ)2 | = |φ(µ)〉〈φ(µ)|. (E15)
But |ψ(µ)2 〉 is a purification of F (µ)2 and |φ(µ)〉 is a purifi-
cation of F
(µ)
1 . So the above equality implies that
∀µ : F (µ)1 = F (µ)2 . (E16)
This completes the proof of remark 16.
To prove corollary 35, we begin by recalling some facts
about the trace distance. For density operators ρ1 and
ρ2 it is well known that ‖ρ1 − ρ2‖ ≥ 2(1 − Fid(ρ1, ρ2))
[5, 29]. Using the same argument it can be easily seen
that for general positive operators A1 and A2, we have
the following lemma
Lemma 38 Suppose A1 and A2 are two positive opera-
tors. Then
‖A1 −A2‖ ≥ tr(A1) + tr(A2)− 2Fid(A1, A2). (E17)
We now provide the proof.
Proof. (corollary 35)
According to lemma 38,
Fid(F
(µ)
1 , F
(µ)
2 ) ≥
1
2
(
tr(F
(µ)
1 ) + tr(F
(µ)
2 )− ‖F (µ)1 − F (µ)2 ‖
)
,
(E18)
which implies∑
µ
Fid(F
(µ)
1 , F
(µ)
2 ) ≥
1
2
(
∑
µ
tr(F
(µ)
1 )+∑
µ
tr(F
(µ)
2 )−
∑
µ
‖F (µ)1 − F (µ)2 ‖)
= 1− 1
2
∑
µ
‖F (µ)1 − F (µ)2 ‖,
where we have used the fact that the sum of the traces of
the elements of the reduction onto irreps is 1. Combining
this bound with theorem 15, we obtain the desired result.
Proof. (corollary 36) According to the Fourier trans-
form, Eq. (5.10),
F
(µ)
1,2 = dµ
∫
dg U (µ)(g−1)χψ1,2(g). (E19)
Therefore
‖F (µ)1 − F (µ)2 ‖ = dµ ‖
∣∣∣∣∫ dg U (µ)(g−1) [χψ1(g)− χψ2(g)]∣∣∣∣ ‖
≤ dµ
∫
dg ‖U (µ)(g−1)‖ |χψ1(g)− χψ2(g)| .
Since U (µ)(g−1) is a unitary acting on a dµ-dimensional
space, ‖U (µ)(g−1)‖ = dµ. So we have
‖F (µ)1 − F (µ)2 ‖ ≤ d2µ
∫
dg |χψ1(g)− χψ2(g)| . (E20)
Therefore we have∑
µ
‖F (µ)1 − F (µ)2 ‖ ≤
(∑
µ
d2µ
)∫
dg|χψ1(g)− χψ2(g)|,
(E21)
where the summation is over all irreps in which ψ1 and
ψ2 have nonzero components.
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The second bound on
∑
µ ‖F (µ)1 −F (µ)2 ‖ is obtained as
follows.
Recalling the definition of the µ component of χψ1,2(g),
the orthonormality of matrix elements of different irreps
implies
F
(µ)
1,2 = dµ
∫
dg U (µ)(g−1)χ(µ)ψ1,2(g). (E22)
Therefore
‖F (µ)1 − F (µ)2 ‖ = dµ‖
∫
dg U (µ)(g−1)
[
χ
(µ)
ψ1
(g)− χ(µ)ψ2 (g)
]
‖
≤ dµ
∫
dg ‖U (µ)(g−1)‖
∣∣∣χ(µ)ψ1 (g)− χ(µ)ψ2 (g)∣∣∣ .
Using the fact that ‖U (µ)(g−1)‖ = dµ again, we have
‖F (µ)1 − F (µ)2 ‖ ≤ d2µ
∫
dg
∣∣∣χ(µ)ψ1 (g)− χ(µ)ψ2 (g)∣∣∣ . (E23)
Therefore we have
∑
µ
‖F (µ)1 − F (µ)2 ‖ ≤
∑
µ
d2µ
∫
dg |χ(µ)ψ1 (g)− χ
(µ)
ψ2
(g)|,
(E24)
where the summation is over all irreps µ in which F
(µ)
1
or F
(µ)
2 are nonzero.
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