A new distribution, namely, the Gamma-Half-Cauchy distribution is proposed. Various properties of the Gamma-Half-Cauchy distribution are studied in detail such as limiting behavior, moments, mean deviations and Shannon entropy. The model parameters are estimated by the method of maximum likelihood and the observed information matrix is obtained. Two data sets are used to illustrate the applications of Gamma-Half-Cauchy distribution.
Introduction
Half-Cauchy distribution is the folded standard Cauchy distribution around the origin so that positive values are observed. Modeling with half (or folded) distributions has been proposed and ve folded distributions have been reported so far in literature, namely, the students' t, normal, normal-slash, logistic and Cauchy. These folded distributions have been used in Bayesian paradigm when a proper prior is necessary. Although some applications of the half Cauchy distribution exist in the literature, but the fact that the nite moments of order greater than or equal to one do not exist, the central limit theorem does not hold. This fact reduces the applicability of this distribution in modeling real life scenarios.
A random variable X has the half-Cauchy (HC) distribution with scale parameter σ > 0, if its cumulative distribution function (cdf ) is given by (1.1)
The probability density function (pdf ) corresponding to (1.1) is (1.2) f (x) = 2 π σ 1 + (x/σ) 2 −1 .
Henceforth, we denote by X ∼HC(σ), the random variable having the HC density in (1.2) with parameters σ. As a heavy tailed distribution, the HC distribution has been used as an alternative to exponential distribution to model dispersal distances [18] as the former predicts more frequent long distance dispersed events than the later. Paradis et al. [16] used the HC distribution to model ringing data on two species of tits (Parus caeruleus and Parus major) in Britain and Ireland.
Few generalizations of the HC distribution exist in the literature, namely, beta-halfCauchy (BHC) by Cordeiro and Lemonte [9] , Kumaraswamy-half-Cauchy (KHC) by
Ghosh [11] and Marshall-Olkin half-Cauchy (MOHC) by Jacob and Kayakumar [13] . In this paper, we propose a new generalization of the HC distribution using the technique dened by Alzaatreh et al. [7] .
Let r(t) be the probability density function (pdf ) of a random variable T ∈ [a, b] for −∞ ≤ a < b ≤ ∞ and let F (x) be the cumulative distribution distribution function (cdf ) of a random variable X such that the link function W (·) The T-X family of distributions dened by Alzaatreh et al. [7] as (1.4)
the pdf corresponding to (1.4) is given by
where h f (x) and H f (x) are, respectively, the hazard and cumulative hazard function corresponding to f (x). For more details about the T-X family, one is refer to Alzaatreh et al. [3, 6] , Alzaatreh and Ghosh [5] and Lee et al. [14] .
If a random variable T follows the gamma distribution with parameters α and β, r(t) = β α Γ(α) −1 t α−1 e −t/β , t ≥ 0. Then from (1.5),the pdf of Gamma-X family of distributions is given by (1.6) g
The cdf corresponding to (1.6) is
where γ(α, t) = t 0 u α−1 e u du is the incomplete gamma function. Several properties of gamma-X family have been studied in literature. For more details see Alzaatreh et al. [3, ?, 6, 4, 8] .
The paper is unfolded as follows. In Section 2, we dene a new generalization of the HC distribution, namely, Gamma-half-Cauchy (GHC) distribution. In Section 3, some properties of the GHC are investigated. The density of the order statistics is obtained in Section 4. In Section 5, the model parameters are estimated by the method of maximum likelihood and the observed information matrix is determined. In Section 6, we explore the usefulness of the proposed distribution by means of two real data sets. Finally, Section 7 oers some concluding remarks.
The gamma-half Cauchy (GHC) distribution
From (1.1), (1.2), (1.6) and (1.7), it follows that the pdf and cdf of the GHC are given
respectively. Henceforth, a random variable having pdf in (2.2) is denoted by X ∼ GHC(α, β, σ).
Special cases of GHC distribution:
2), the GHC distribution reduces to the HC distribution with parameter σ.
(ii) If α = 1 in (2.2), the GHC distribution reduces to the exponentiated HC distribution with parameters β and σ.
(iii) If α = n + 1 and β = 1 in (2.2), the density of GHC reduces to the density of the nth upper record of the HC distribution.
Note that the special case in (ii) does not exist in the literature and it is considered another generalization of the HC distribution.
The survival function (sf ), S(x), hazard rate function (hrf ), h(x), and cumulative hazard rate function (chrf ), H(x), of X are, respectively, given by
2.1. Asymptotic behavior of the pdf. The limit of the pdf of X as x → ∞ is 0. Further, the limits of the pdf of X as x → 0 + are given by
In Figures 1 and 2 , various graphs of the density when σ = 1 and for dierent values of α and β are displayed. Figure 1 indicates that the GHC distribution is well-suited for right-skewed data. For xed α ≤ 1, the density is always reversed-J shaped. For xed α > 1, the peakedness increases as β decreases. Also, Figure 2 shows that the hazard function of the GHC distribution has DFR (decreasing failure) or UBT (upside down bathtub) properties. 
Properties of the GHC distribution
In this section, we provide some properties of the GHC distribution. Some proofs are omitted in case of trivial results.
The following Lemma gives the relation between GHC and gamma distributions.
3.1. Transformation. 
Proof. Setting g (x) is equivalent to,
Hence the critical values of g(x) is the solution of k(x) = 0.
Note that equation implies the following; when α = β = 1, the mode of GHC is at x = 0 which is the mode of HC distribution. When α < 1, implies that x < 0 and as x → 0
Hence, when α ≤ 1, GHC has a unique mode at x = 0. 3.3. Lemma. The mode of GHC distribution is given by (3.4) Q(λ) = σ cot 0.5 π e
Proof. Follows by inverting equation 2.1.
Shannon entropy.
3.4. Theorem. The Shannon entropy for the GHC distribution is given by (3.5) ηX = 3 log(0.
where ψ(·) is the digamma function and
Proof. Based on Alzaatreh et al. [8] , the Shannon entropy for the gamma-X family is given by
where T ∼ Gamma(α, β).
We rst need to nd −E log f F
, where f (x) and F (x) are the pdf and cdf of HC distribution. It follows immediately that log f F −1 1 − e −T = log(0.5 π) + 2 log sin(0.5 π e −T ) and hence by using the series expansion for log sin(0.5 π e −T ) (see [12] ) as
log sin(0.5 π e −T ) = log(0.
where B 2k is the Bernoulli number.
Therefore,
The results in (3.5) followed by substituting (3.8) in (3.6) and noting that E(T ) = αβ and E e −2kT = (1 + 2kβ)
3.5. Moments. By using the Lemma 3.1, the rth moments of GHC distribution can be written as
A series expansion for cot(0.5 π e −u ) can be obtained from [12] as follows (3.10)
Hence,
Therefore, from (3.9) we get
Proof. The rth moment of GHC can be obtained from
Without loss of generality assume σ = 1. From (3.12), the existence of E(X r ) equivalent to the existence of ∞ 1
(3.14)
Consider the following inequality (Abramowitz and Stegun [1] )
Now, for α ≥ 1, one can use the right hand-side of the inequality in (3.15) to show that (3.16)
= 0.5π 
Similarly, one can show the right hand side of the integrand in exists i 1 β > r. This ends the proof.
3.6. Mean deviations. The mean deviations about the mean δ1(X) = E(|X − µ 1 |) and about the median
respectively, where µ 1 = E(x) can be obtained from (3.11) by setting r = 1 and M is the median of the GHC which can be calculated from Lemma 3.3 as
.
Further, F (µ 1 ) can easily be computed from the (2.1) and m1(z) = z 0
x f (x) dx (the rst incomplete moment of X) can be computed from
The result immediately follows from (3.10) as
3.7. Mean residual life function. Let X be a random variable with cdf F such that E(X) < ∞. The mean residual life (MRL) function ξ(x) of X is dened by ξ(x) = E(X − x|X > x). It plays a major rule in many elds such as industrial reliability, life insurance and biomedical science. The following theorem provides an expansion for the MRL for the GHC distribution.
3.6. Theorem. Let X be a random variable which follows the GHC(α, β, σ) such that β < 1, then the MRL function is given by (3.22) ξ
−t dt is the upper incomplete gamma function and v k is dened in (3.10) and S(x) is survival function of GHC dened in section 2.
Proof. From Lemma (3.1)
On using the expansion in (3.10), one can get the result in (3.22).
3.8. Reliability estimation. The reliability parameter R is dened as R = P (X > Y ), where X and Y are independent random variables. Many applications of the reliability parameter have appeared in the literature such as the area of classical stress-strength model and the breakdown of a system having two components. If X and Y are two continuous random variables with cdfs F1(x) and F2(y) and their pdfs f1(x) and f2(y) respectively. Then, the reliability parameter R can be written as
3.7. Theorem. Suppose that X and Y are two independent GHC random variables with parameters α1, β1 and α2, β2, and xed scale parameter σ. Then
Proof. On using the following series expansion from [1] (3.25)
and then substituting u = − log 1 − 2π
The result in (3.24) follows immediately from (3.26).
3.9. Mixture representation of GHC density.
3.8. Theorem. The GHC distribution is the linear combination of innite exponentiated-HC densities (3.27) g
where h (α+k+i, σ) (x) is the exponentiated-HC density with power parameter α + k + i and
Proof. Based on the formula given at http:// functions.wolfram.com/ ElementaryFunctions/Log/06/01/04/03/, we can write
Here, the constants p j,k (for j ≥ 0 and k ≥ 1) can be determined recursively by
where pj,0 = 1 and c k = (−1) k+1 (k + 1)
Now, using the generalized binomial series expansion
where
The result (3.27) follows immediately by substituting (3.28) and (3.29) in (2.2).
Note that the second summation in wi,j is nite whenever β −1 is a natural number.
Order statistics
Order statistics make their appearance in many areas of statistical theory and practice.
Suppose X1, . . . , Xn is a random sample from the GHC distribution. Let Xi:n denote the ith order statistic. Then, the pdf of Xi:n can be expressed as
Inserting (2.1) and (2.2) in the last equation and after some algebra, we obtain
where ηj = (−1) j Γ(n + 1)
and f α,β,(j+i) (x) is the exponentiated-GHC density with parameters α, β, (i + j) .
Equation (4.1) is the main result of this section. It reveals that the pdf of the GHC order statistics is a linear combination of exponentiated-GHC densities. So, several mathematical quantities of these order statistics like ordinary and incomplete moments, factorial moments, mgf, mean deviations and several others can be derived from those quantities of the GHC distribution.
Estimation and information matrix
In this section, the method of maximum likelihood estimation is used to estimate the GHC distribution parameters. The maximum likelihood estimates (MLEs) enjoy desirable properties that can be used when constructing condence intervals and regions and deliver simple approximations that work well in nite samples. The resulting approximation for the MLEs in distribution theory is easily handled either analytically or numerically. Let x1, . . . , xn be a sample of size n from the GHC distribution given by (2.2). The log-likelihood function for the vector of parameters Θ = (α, β, σ) can be expressed as
The components of the score vector J(Θ) are given by
Setting these equations to zero and solving them simultaneously yield the maximum likelihood estimates (MLEs) of the model parameters. Numerical methods can be used to obtain the MLE Θ. For example, the Newton-Raphson iterative technique could be applied to solve the likelihood equations and obtain Θ numerically. For interval estimation of the parameters, we require the 3 × 3 observed information matrix J(Θ) = {−Jrs} (for r, s = α, β, σ) given in Appendix A. The observed information matrix can be determined numerically from standard maximization routines, which provide the observed information matrix as part of their output; e.g., one can use the R functions optim or nlm, the Ox function MaxBFGS, the SAS procedure NLMixed, among others, to compute J(Θ) numerically.
Under standard regularity conditions, the multivariate normal N3(0, J( Θ) −1 ) distribution can be used to construct approximate condence intervals for the model parameters. Here, J( Θ) is the total observed information matrix evaluated at Θ. Then, the 100(1 − γ)% condence intervals for α, β and σ are given byα ± z γ * /2 × var(α), 5.1. Simulation study. We evaluate the performance of the maximum likelihood method for estimating the GHC parameters using Monte Carlo simulation for a total of twenty four parameter combinations and the process is repeated 200 times. Two dierent sample sizes n = 100 and 300 are considered. The MLEs and the standard deviations of the parameter estimates are listed in Table 1 . The MLEs of α, β and σ are determined by solving the nonlinear equations U (Θ) = 0. From Table 1 , we note that the ML method performs well for estimating the model parameters. Also, as the sample size increases, the biases and the standard deviations of the MLEs decrease as expected. 
Applications
In this section, we provide two applications to real data to illustrate the importance of the GHC distribution. The model parameters are estimated by the method of maximum likelihood and three well-recognized goodness-of-t statistics are calculated to compare the GHC distribution with other competing models.
The rst data set represents the annual food discharge rates for the 39 years at Floyd River located in James, Iowa, USA. The Floyd River data were reported by Mudholkar and Hutson [15] and Akinsete et al. [2] . The second data set consists of the waiting times between 65 consecutive eruptions of the Kiama Blowhole (da Silva et al. [10] ; Pinho et al. [17] ). The Kiama Blowhole is a tourist attraction located nearly 120km to the south of Sydney. The swelling of the ocean pushes the water through a hole bellow a cli. The water then erupts through an exit usually drenching whoever is nearby. The times between eruptions of a 1340 hours period starting from July 12th of 1998 were recorded using a digital watch. Both data sets are reported in Appendix B.
We tted the GHC model to the three data sets and compared it with other models:
the BHC, KHC, EHC and HC. The measures of goodness-of-t statistics including the log-likelihood function evaluated at the MLEs (− logˆ ), Akaike information criterion (AIC) and Kolmogrov-Smirnov (K-S) are computed to compare the tted models. In general, the smaller the values of these statistics, the better the t to the data. The required computations are carried out using the R-software. 
Concluding remarks
In this paper, we propose a generalization of half-Cauchy distribution called the gamma-half-Cauchy distribution. We study some properties of gamma-half Cauchy distribution including quantile function, moments, mean deviations and Shannon entropy.
The maximum likelihood method is used for estimating the model parameters and the observed information matrix is analytically derived. We t the gamma-half-Cauchy to two real data sets to demonstrate its usefulness. The new model provides consistently better t than other competing models. 
