The paper presents an implementation of a oneequation turbulence model with 3-D adaptive hybrid grids. The grids are composed of prismatic elements close to the body surface, and tetrahedral elements elsewhere. An adaptive redistribution scheme is also presented which results in increased resolution of boundary layers and wakes. Use of prisms is extended to resolve both single and multiple wakes. The robustness of the developed turbulence model implementation and the effectiveness of the hybrid grid are tested by performing transonic and supersonic ow simulations for the ONERA M6 wing and the High Speed Civil Transport aircraft.
INTRODUCTION
Recent trends in computational uid dynamics entail the use of hybrid grids for viscous ow simulations over complex 3-D geometries. The hybrid grids are typically composed of prismatic elements close to the surface of the geometry being modeled, and tetrahedral elements in the far eld 1, 2, 3]. The orthogonality and clustering capabilites of the prisms are exploited to resolve boundary layers. Furthermore, the semi-structured nature of the prismatic elements yields substantial savings in computer resources 4]. The reduction in memory allows large-scale viscous ow simulations on workstations rather than supercomputers.
An important aspect of viscous ow simulations is the turbulence model that is necessary to compute practical ows at high Reynolds numbers. Turbulence models have been implemented with completely structured and unstructured meshes 5, 6] . However, limited work has been done implementing turbulence models on hybrid grids which is one of the contributions of the present work. The recently developed one-equation model of Spallart and Allmaras 6] is used. The validity of the model and the advantage of using hybrid grids for 3-D geometries is demonstrated via comparison of several turbulent ow simulations with analytical and experimental results.
Unstructured grid adaptive algorithms that employ local re nement methods have gained a lot of momentum in recent years. This is due to the fact that a grid re nement scheme provides a great deal of exibility and e ciency in obtaining numerical solutions. Some of the contributions made in this area in recent years are presented in 7, 8, 9] . A hybrid grid adaptive algorithm has also been developed in 4] which couples tetrahedral and prismatic grid re nement strategies. In this method, prisms are re ned directionally by altering only the unstructured tesselation in the lateral direction while retaining the structure in the normal direction. The tetrahedral cells are re ned to resolve ow features which may develop away from the body surface. However, the directional adaptation of prisms does not enable resolution of the ow features that are aligned in the normal-tothe-surface direction. The present work includes a grid redistribution scheme for the prismatic layers which reclusters the nodes in the normal direction so as to better resolve the viscous stresses. The scheme is based on maintaining a certain y + value speci ed by the user over the entire surface.
In order to capture complex ow phenomena such as the viscous wakes behind aerodynamic bodies, su cient grid clustering is required aft of the body being modeled. Both, structured and unstructured grids have been used to capture wakes. However, structured schemes have always been limited due to the in exibility in modeling complex ow con gurations. Also, due to the high viscous gradients, small cells are required in the wake region which place prohibitively high memory requirements on the solver when using unstructured meshes. The present paper extends the use of the prismatic meshes to capture the viscous wakes. The prismatic elements are extended along the wake to capture the strong directional gradients, while tetrahedra ll the rest of the domain. Both single and multiple wakes can be treated by the hybrid grids.
NUMERICAL SCHEME Governing Equations
The Navier-Stokes equations for viscous uid ow are written in the di erential form as follows: @U @t + r: ? ! F = r: ? ! R (1) where U is the state vector, ? ! F comprises the convective ux vector components F, G and H and ? ! R comprises the viscous ux vector components R, S and T. The state vector and the convective ux vectors are de ned in terms of primitive variables. The viscous ux vectors are de ned in terms of the primitive variables as well as the viscous stresses and heat ux terms. The Reynoldsaveraged Navier-Stokes equations are obtained after non-dimensionalization, with M, Re and P r as the parameters.
Lax-Wendro Temporal Discretization
The solution at any node N, at time level n+1 can be expressed in terms of the solution at time level n using a Taylor series expansion as follows:
The temporal derivatives in the above expression are evaluated in terms of spatial derivatives using the governing equations according to the LaxWendro approach. The nite-volume method integrates the Navier-Stokes equations (1) (4) wheren is the unit vector normal to an area element dS on the boundary surface @ N .
The second-order temporal derivatives are evaluated along similar lines. The expression for the second-order derivative at node N is the following: . However, only the convective ux vectors are considered in this step as the Jacobians of viscous ux vectors are too expensive to compute. Therefore, discretization of the viscous terms is rst-order accurate in time.
Calculation of Viscous Stresses Using Edge-Dual Volumes
The viscous ux vectors R, S, T comprise viscous stress and heat ux terms. Hence, the derivatives of the primitive variables u,v,w and E need to be evaluated before computing Us using equations (2), (4) and (5) . The scheme is node-centered and edge-based, and the derivatives are evaluated at edges to suppress odd-even modes 11, 12] . The gradient of a scalar is computed using Green's theorem as follows: (6) In order to evaluate the gradients, dual volumes are de ned around each edge. An edge-dual is de ned by the union of all its neighboring cells. This entails the need for adequate grid connectivity and edge-neighbor information. Unstructured grids require elaborate data-structures which may make the scheme too memory intensive. The memory overheads are reduced substantially via hybrid grids, since a good portion of the grid uses prismatic elements which only require 2-D datastructures. The gradients of u, v, w and E are evaluated by looping once through the quadrilateral (prisms) and triangular (prisms and tetrahedra) faces that constitute the grid and computing the ux balances as in equation (6) .
TURBULENCE MODEL IMPLEMENTATION Spallart-Allmaras Model
The Spallart-Allmaras turbulence model is a one-equation model that assembles a transport equation for the turbulent viscosity, using empiricism and arguments of dimensional analysis. The attractive features of the model are its demonstrated capability to alleviate the near-wall stiness and resolution, elimination of the need to differentiate the turbulent regime into inner, outer or wake regions as well as its local nature (i.e, the turbulence transport equation at one point does not depend on the solution at other points) which renders it suitable for unstructured grids.
The (8) where C is the convection term, D denotes the di usion terms, S represents the combined source terms from production and wall destruction and T represents the trip function that models transition from laminar to turbulence regime or vice-versa.
The nite-volume scheme integrates the transport equation (7) on the control volume N associated with node N, similar to the Reynoldsaveraged Navier-Stokes equation. The eld variable ( ~ ) of the transport equation is marched in time toward steady state similar to equation (2) and the respective temporal derivatives are evaluated using the Lax-Wendro scheme. Following the lines of equation (4) The second-order temporal derivative of ( ~ ) is computed along similar lines but using only the convection terms.
Implementation with Hybrid Grids
The spatial discretization of both the Reynoldsaveraged Navier-Stokes equation and the turbulence transport equation proceeds by constructing around each node N a dual-cell which represents the control volume over which the integral averages of equations (4), (5) and (9) are evaluated. The 2-D analogy of de ning dual cells for di erent situations in a triangular-quadrilateral hybrid mesh is illustrated in Figure 1 . The duals are de ned by connecting the mid-points of the edges and centroids of the triangular and/or quadrilateral faces that share the node. Dual cells for a 3-D hybrid grid are constructed along similar lines using the centroids of faces and cells that each node is associated with.
The integral in equation (4) is written in discrete form as: (10) where the summation f is over all the discrete faces of the dual mesh that constitute @ N . It is shown in 10] that the summation in equation (10) (11) where the summation e is over all the edges that share the node N. The term S e represents the dualface area associated with each edge andn e is the unit normal vector of the dual-face area S e . The areas S e are computed using the dual mesh construction of Figure 1 , by accumulating the areas of each dual-mesh face that shares the edge e. The nite-volume scheme then proceeds by computing Us at the nodes by a global sweep over the edges and is thus transparent to whether a node lies in the tetrahedral region, prismatic region or at the interface. Similarly, contributions to Us from the second order terms are computed by sweeping once through all the edges, after casting equation (5) along the lines of equation (11). The turbulence model is implemented by evaluating the integrals in equation (9) in a similar manner. The surface integrals of the convective and diffusive terms lead to an edge-based operation while the volume integrals involving the production and destruction source terms lead to a point-wise operation. The positivity of the turbulence viscosity is ensured in the numerical scheme by discretizing the convective terms in equation (9) using Roe's uxdi erence splitting and the di usive terms using central-di erencing 6]. The discretized turbulence equation is the following: 
where the summation e is over all the edges, and the summation n is through all the nodes in the grid. The symbols V andṼ denote the ow and Roe-averaged velocities respectively 13]. The subscripts I e , L e and R e refer to the mid-point, left and right end states of each edge respectively. The gradient of~ in the above equation is obtained via a procedure similar to that of equation (6) .
The transport equation is marched in time towards steady-state with the same time-step as used for the Reynolds-averaged Navier-Stokes equations. Sub-iterations are employed on the turbulence eld variable for every time-step of the velocity eld.
Grid Independence of the Turbulent Solver Turbulent ow past a 10% bump in a channel at Re = 10 5 and M 1 = 0:5 is considered to test the grid independence of the solver. The ow is computed using three di erent hybrid grids shown in Figure 2 . The rst grid is composed of 32 layers of prisms and 6200 tetrahedra. The surface consists of 175 nodes and 275 triangles. Both the prisms and tetrahedra for this mesh are basically obtained by dividing a hexahedral mesh. The second case consists of the same boundary triangulation and tetrahedra. However, the nodes forming the prisms have been perturbed. The perturbation for each node is based on the minimum local edge length. The third mesh considered is a truly unstructured hybrid mesh. Both, the surface and the tetrahedra are generated using an advancing front procedure. The mesh consists of 220 nodes and 350 triangles on the surface. Again, 32 prism layers are created, along with 6700 tetrahedra.
A plot of the Mach number contours on the symmetry plane for the perturbed mesh is shown in Figure 3 . The turbulent wake is captured well, and a slight separation bubble is observed at the trailing edge of the bump. Figure 4 shows a comparison of the skin friction coe cients for the three cases. It is seen that the plots are almost coincident with each other, indicating the insensitivity of the solver to the di erent grids.
ADAPTIVE REDISTRIBUTION
Adaptive algorithms have been developed for hybrid grids which couple tetrahedral and prismatic local grid re nement strategies 4]. The present work introduces an e cient redistribution scheme to increase resolution of the boundary layers and wakes. The redistribution algorithm increases local grid resolution by clustering existing grid points in regions of interest. Since the number of grid points is xed, re-clustering in one region may result in less resolution elsewhere when the initial grid does not include a su cient number of points. Nevertheless, redistribution can be advantageous when the number of nodes is su cient.
A measure of the grid resolution required normal to the no-slip wall is the value of y + = u y , with u = q j wall j wall being the wall friction velocity 14]. A criterion based on the values of y + at the wall is employed to attract nodes towards the wall so that an upper bound of y + is maintained at all the wall nodes. This procedure in essence determines a new value for the spacing of the rst node o the wall at all locations on the wall surface. The nodes in the prismatic region are then reclustered along the marching lines emanating from the corresponding wall node.
The cases of ow over a at plate and ow over a bump in a channel are presented to demonstrate the e ectiveness of the adaptive redistribution.
Flow over a Flat Plate
The rst case chosen to demonstrate the e ectiveness of the redistribution algorithm is that of a ow over a at plate at M 1 = 0:3 and Re = 10 5 . The low free stream Mach number is chosen so that the results can be compared with that of the analytical results for incompressible turbulent ow over a at plate at zero pressure gradient. The ow is modeled with a hybrid grid comprising 500 wall boundary nodes and 25 layers in the prismatic region and 60K cells in the tetrahedral region. A normal wall spacing of 10 ?3 is used for the nearwall nodes. The computed turbulent boundary pro le at a mid-station on the at plate is shown in Figure 5 . The gure shows that only the loglaw region of the boundary layer is captured to some extent by the numerical solution. The viscous sub-layer and most of the bu er zone of the boundary layer are completely missed by the computed solution with the initial grid. This is due to insu cient clustering of the prisms in the near-wall region in the initial grid. The prismatic layers are now redistributed using y + as the parameter. For an incompressible turbulent boundary layer on a at plate, the viscous sub-layer stretches over the region 0 y + 5 while the bu er zone extends over the region 5 y + 35. The grid redistribution is directed to cluster the prismatic layers so as to enable the numerical solution to capture both these regions of the boundary layer. The computed solution on the adapted grid is shown in Figure 6 . The numerical result is also compared with the analytical result for the linear sub-layer (u + = y + ) and the log-law regions (u + = 2:5ln (y + ) + 5:5) of the boundary layer. It is clearly seen that the redistributed grid captures the stresses close to the wall and the results compare well with that of analytical data shown in the gure.
Flow Over a Bump In a Channel
Subsonic ow over a 5% bump in a channel is considered next. Flow conditions of Re = 10 3 and M 1 = 0:5 are simulated over three hybrid grids. The surface discretization consists of 360 faces and 230 nodes in all cases. The tetrahedral portion of all the grids is the same and consists of 6700 cells.
The rst mesh consists of a globally ne, prismatic region with 40 layers spaced uniformly in the normal-to-the-surface direction. The second case is that of a coarse mesh comprising 20 equi-spaced prism layers. After a partial solution is obtained on the coarse mesh, the prismatic layers of this mesh are redistributed to obtain the third, redistributed coarse mesh with 20 prismatic layers. A view of the symmetry planes of each of the three meshes is shown in Figure 7 . The e ect of the redistribution is clear in these gures as the prisms are attracted closer to the wall (in the redistributed mesh) at the leading edge of the bump where the y + values are high. Figure 8 shows the skin friction coe cients of each of the three cases. The 5% bump is located between x = 1:0 and x = 2:0. It is observed that the peak value of 0:07 attained with the coarse mesh is much lower than the peaks obtained with the ne and redistributed meshes (0:091). The results of the ne and redistributed coarse meshes are coincident and seem to indicate that the same solution can be obtained with half the number of prism layers. This can thus yield substantial savings in computer resources.
TREATMENT OF MULTIPLE WAKES VIA HYBRID GRIDS
Employment of hybrid grids is extended for treatment of single as well as multiple wakes. Previous work in this area has focussed on either completely structured or unstructured meshes.
Prismatic elements are extended downstream of the body surface to resolve the strong directional gradients. Fictitious surfaces emanating from the trailing edge(s) of the body surfaces are de ned. These surfaces are used just like the wall surface to \grow" prisms. The gaps left by the prismatic elements in between di erent bodies are then lled with tetrahedra. As an illustration of the method, the ow over a NACA-0012 type of wing is simulated and the results are compared with experiments. Also, a hybrid mesh is generated for a generic two-element wing to show the e ectiveness of the method for cases of multiple wakes.
An isometric view of the hybrid grid over the NACA-0012 type of wing is shown in Figure 9 . The gure is a eld cut taken at mid-span showing all the prismatic and tetrahedral elements passing through the plane. The prismatic region comprises 5560 nodes of which approximately 3700 lie on the wing surface. The grid consists of 20 prism layers and 52K tetrahedra. It is seen from the gure that the prismatic cells extend into the wake region and grow in size downstream of the wing. The clustering of the grid points in the direction normal to the ow provides adequate resolution of the wake. The prismatic elements are e ective for capturing such regions.
Turbulent ow at Re = 2:91 10 6 , M 1 = 0:5 and an angle of attack of = 1:77 o is simulated. The eld is quasi two-dimensional. The total memory required by the numerical solver was only 21 Mwords. Figure 10 shows Mach number contours on the symmetry plane of the wing. The signatures of the prisms (quadrilaterals) and tetrahedra (triangles) are also shown in the gure. It is seen that the interface between the prismatic and tetrahedral elements has no e ect on the contour lines. Both, the boundary layer and the wake have been resolved by the prisms. Figure 11 shows a comparison of the computed pressure coe cients on the wing surface with experimental data 15]. The results show good agreement between the numerics and the measurements.
The ability of the prismatic elements to capture multiple wakes is illustrated by generating a hybrid grid about a generic two-element wing. The grid consists of 9K boundary nodes of which 5300 are on the surface of the main wing and ap (the rest are on the ctitious surfaces extended into the wakes). A view of the hybrid mesh is shown in the eld cut in Figure 12 . The grid consists of 7 prism layers and 53K tetrahedra. It should be noted that both the NACA-0012 wing and this case consist of approximately the same number of tetrahedra even though this case involves the resolution of two wakes. This is so because the prisms are used to cover the wake regions while the tetrahedra are used to merge the grids together in the area between the two wakes and to tessellate the far eld. A completely unstructured mesh in the wake region would require a very large number of tetrahedra due to the di culty in generating anisotropic tetrahedral cells.
The prisms in between the main wing and the ap have been receded by the Automatic Receding Method (ARM) 3] to prevent grid overlapping. Although simulations have not been performed on the generated hybrid mesh, the grid clustering in the wake and the smooth transition in cell sizes across the domain indicate that ow simulations would capture the viscous wakes e ectively. Thus it is seen that the capturing of wakes with prismatic elements is a powerful technique which allows a great deal of exibility in geometric modeling, and also reduces memory requirements of the solver.
TURBULENT FLOW SIMULATIONS USING ADAPTIVE HYBRID MESHES
Di erent ow problems are employed to validate the robustness and accuracy of the numerical solver as well as to establish the hybrid grid approach for grid generation. First, the ONERA M6 wing is simulated at transonic speed. This case has served as a benchmark for numerical results since experimental data exist. The next case is that of the High Speed Civil Transport (HSCT) aircraft in supersonic ow conditions. The complexity in geometry and ow physics of both cases serve as excellent test cases for the developed turbulence model.
Parallel Execution
For increased computational performance, the ow simulations were run in parallel on the IBM SP2, as well as on clusters of networked IBM RS/6000 model 390 workstations. The numerical solver required approximately 100 words of memory per prismatic node.
Parallel algorithms achieve their superior speed by distributing the computational load over a number of inter-connected processors. Since there is no notion of shared memory amongst the processors, the only way for processors to communicate is via message passaging schemes for which send and receive primitives are provided. These primitives are provided by message passaging libraries which have historically di ered on various types of parallel architectures. However, the message passing libraries used for the present work are based on the recently standardized Message Passing Interface (MPI). MPI provides a standard communication syntax so that parallel applications are easily portable to a variety of parallel environments. For more detailed information on the implementation of the parallel turbulent ow solver refer to 16, 17] .
Transonic Flow Over ONERA M6 Wing A view of the hybrid mesh around the ONERA M6 wing is shown in Figure 13 . The gure shows the surface, as well as the prisms and tetrahedra on a eld cut. The grid consists of 12K surface triangles, 20 layers of prisms and 156K tetrahedra. The semi-structured prismatic layers are used to capture the sharp gradients close to the wall and the unstructured tetrahedral tessellation is used to ll up the rest of the domain. The total memory required by the numerical solver for this case was 24 Mwords.
Transonic ow at M 1 = 0:84 and Re = 11:7 10 6 is considered, with an angle of attack of = 3:06 o . Figure 14 shows a comparison of the pressure coe cients resulting from the simulation with experiments 18] at 44% span. The initial peak and the rst shock (occurring at about 10% chord) have been captured well. However, the second shock that forms at 50% chord seems to have dissipated substantially.
Supersonic Flow Over HSCT aircraft
Adaptive numerical simulation of turbulent ow past an HSCT aircraft con guration is performed next. The nature of the ow past this geometry is very similar to that of the ow physics of a simple slender delta-wing. The vortical ow that is characteristic of this type of geometry serves as a good case for demonstrating the use of adaptive hybrid grids. An isometric view of the grid that tessellates the ow domain around this geometry is shown in Figure 15 . The footprints of the tetrahedra and the prisms are seen as triangles and quadrilaterals respectively on the symmetry plane. The gure also shows a eld cut through the interior of the mesh that delineates the three-dimensionality of the hybrid grid. The prismatic region of the grid comprises 2300 nodes on the wall boundary surface and 40 layers of prisms. The tetrahedral region comprises 170K cells. The total memory required for ow simulation using this grid was 20 Mwords. This low memory requirement is due to the semi-structured nature of the prisms which alleviates the storage requirement of the solver 4]. Supersonic, turbulent ow at M 1 = 3, Re = 6:3 10 6 , and an angle of attack of = 5 o is computed. Once a partial solution is obtained, the initial grid is adapted based on the procedure described in 4]. A view of the partial solution on the coarse grid and the corresponding adapted grid is shown in Figure 16 . The right hand side of the gure shows the initial mesh superimposed with entropy contours of the solution. There is a recirculation region at the junction between the wing and the fuselage. Also, a strong vortex emanating from the nose has been captured. It is noted that the feature detector in the adaptation algorithm detects the vortex formation and adapts the grid near the inboard section of the wing. No adaptation has been performed below the wing, where the ow gradients are relatively small.
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