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Abstract
In this paper, we establish some sufficient conditions for the uniform stability and the uniformly asymptotical stability of the
first order delay dynamic equation
x∆(t)+ p(t)x(t − τ(t)) = 0, t ∈ T,
where T is a time scale, p(.) is rd-continuous and positive, the delay function τ : T→ (0, r ]. Our results unify the corresponding
ones for differential and difference equations. To the best of our knowledge, this is the first time to discuss the asymptotical behavior
of delay dynamic equations on time scales.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The theory of time scales, which has recently received a lot of attention, was introduced by Stefan Hilger in his
Ph.D. thesis in 1988 in order to uniform continuous and discrete analysis (see for example [1–4]).
In this paper, we consider the first order delay dynamic equation of the form
x∆(t)+ p(t)x(t − τ(t)) = 0, t ∈ T, (1.1)
where T is a time scale that is unbounded above, p(.) is rd-continuous which is defined on Section 2 and positive on
T, β = min{t : t ∈ T}, the delay function τ : T→ (0, r ], and t ∈ T with t − τ(t) ≥ β implies t − τ(t) ∈ T. x∆(t) is
the delta derivative of x : T→ R at t ∈ T.
The oscillation of Eq. (1.1) has recently been investigated in [5,6]. In this paper, we will discuss the stability of
Eq. (1.1). To the best of our knowledge, this is the first time to discuss the asymptotical behavior of delay dynamic
equations on time scales. The main purpose of this paper is to establish the following theorems.
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Theorem 1.1. Suppose that∫ σ(t)
t−r
p(s)∆s ≤ 3
2
+
min
t∈T
µ(t)
2max
t∈T
(µ(t)+ r) for t ∈ [β + r,+∞) ∩ T (1.2)
holds. Then the zero solution of (1.1) is uniformly stable.
Theorem 1.2. Suppose that there exists a positive constant α such that∫ σ(t)
t−r
p(s)∆s ≤ α < 3
2
+
min
t∈T
µ(t)
2max
t∈T
(µ(t)+ r) for t ∈ [β + r,+∞) ∩ T, (1.3)
and
lim
t→∞
∫ t
β
p(s)∆s = +∞. (1.4)
Then the zero solution of (1.1) is uniformly asymptotically stable.
Consider the special case where T = N, τ(t) = k ∈ N, (1.1) can be rewritten as
∆xn + pnxn−k = 0, n ∈ N, (1.5)
where {pn} is a sequence of positive numbers. Here, µ(t) ≡ 1. By Theorems 1.1 and 1.2, we have
Corollary 1.3. Assume that
n∑
i=n−k
pi ≤ 32 +
1
2(k + 1) for n ≥ k. (1.6)
Then the zero solution of Eq. (1.5) is uniformly stable. Moreover, if there exists a positive constant α such that
n∑
i=n−k
pi ≤ α < 32 +
1
2(k + 1) for n ≥ k, (1.7)
and
∞∑
n=0
pn = ∞. (1.8)
Then the zero solution of Eq. (1.5) is uniformly asymptotically stable.
The asymptotical behavior of Eq. (1.5) has been studied by many authors (see for example [7–9]). Corollary 1.3
was obtained in [10,11]. It was shown in [12] that the upper bound 32 + 12(k+1) is the best possible value for (1.5). In
this sense, the upper bound 32 + mint∈T µ(t)2maxt∈T(µ(t)+r) is also the best possible value for (1.1).
For the case where T = R+, (1.1) can be rewritten as
x ′(t)+ p(t)x(t − τ(t)) = 0, t ≥ 0, (1.9)
where p(.) is positive, τ : R+ → (0, r ]. Noting that µ(t) ≡ 0 here, by Theorems 1.1 and 1.2, we have
Corollary 1.4. Suppose that∫ t
t−r
p(s)ds ≤ 3
2
for t ≥ r. (1.10)
Then, the zero solution of (1.9) is uniformly stable. Moreover, if there exists a positive constant α such that∫ t
t−r
p(s)ds ≤ α < 3
2
for t ≥ r, (1.11)
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and ∫ ∞
0
p(s)ds = ∞. (1.12)
Then, the zero solution of (1.9) is uniformly asymptotically stable.
(1.9) has been studied by many authors, one can refer to [13–17] for detailed discussions. In [18], it was pointed
out that the upper bound 32 is the best possible value for (1.9). In this sense, the upper bound
3
2 + mint∈T µ(t)2maxt∈T(µ(t)+r) is
also the best possible value for (1.1).
2. Preliminaries
In this section, we will introduce some preliminaries for this paper.
A time scale is an arbitrary nonempty closed subset of the real numbers. Thus R,Z,N,N0 are examples of time
scales, as are [0, 1] ∪ [2, 3], [0, 1] ∪ N, and the Cantor set.
Let T be a time scale. For t ∈ T, we define the forward jump operator σ : T → T by σ(t) = inf{s > t : s ∈ T},
while the backward jump operator ρ: T → T is defined by ρ(t) = sup{s < t : s ∈ T}. If σ(t) > t , we say that t
is right-scattered, while if ρ(t) < t , we say that t is left-scattered. Also, if t < supT and σ(t) = t , then t is called
right-dense, and if t > infT and ρ(t) = t , then t is called left-dense. A function p: T→ R is called rd-continuous (we
write p ∈ Crd) provided it is continuous at right-dense points in T and its left-sided limits exist (finite) at left-dense
points in T. Also, we say that p: T→ R is regressive (we write p ∈ R) if 1+ µ(t)p(t) 6= 0 for all t ∈ T holds, and
p: T→ R is called positively regressive (we write p ∈ R+) provided 1+µ(t)p(t) > 0, where µ: T→ [0,∞) is the
graininess of the time scale defined by µ(t) = σ(t)− t .
Assume f : T → R is a function and let t ∈ T. Then we define f∆(t) to be the number (provided it exists) with
the property that for any given ε > 0, there is a neighborhoodU of t (i.e.,U = (t − δ, t + δ)∩T for some δ) such that
| f (σ (t))− f (s)− f∆(t)[σ(t)− s]| ≤ ε|σ(t)− s| for all s ∈ U . We call f∆(t) the delta (or Hilger) derivative of f
at t . Moreover, we say f is delta differentiable (or in short: differentiable) on T provided f∆(t) exists for all t ∈ T.
The function f∆: T→ R is then called the delta derivative of f on T.
Assume f : T→ R is a function and let t ∈ T. Then we have the following:
(i) If f is continuous at t and t is right-scattered, then f is differentiable at t with f∆(t) = f (σ (t))− f (t)
µ(t) .
(ii) If t is right-dense, then f is differentiable at t iff the limit lims→t f (t)− f (s)t−s exists as a finite number. In this case,
f∆(t) = lims→t f (t)− f (s)t−s .
(iii) If f is differentiable at t , then
f (σ (t)) = f (t)+ µ(t) f∆(t). (2.1)
Assume f, g: T→ R are differentiable at t ∈ T. Then the product f g: T→ R is differentiable at t with
( f g)∆(t) = f∆(t)g(t)+ f (σ (t))g∆(t) = f (t)g∆(t)+ f∆(t)g(σ (t)). (2.2)
Moreover, if f ∈ Crd and t ∈ T, then∫ σ(t)
t
f (s)4 s = µ(t) f (t). (2.3)
For the further details concerning the time scales, we refer to [1,2].
Assume that t0 ∈ T and t0 ≥ β. Let Cr be the set of rd-continuous functions φ: Tt0 = [t0 − r, t0] ∩ {t − τ(t) : t ∈
T} → R, and ‖φ‖ = sup{|φ(t)| : t ∈ Tt0} for φ ∈ Cr . For ρ > 0, let Cr (ρ) = {φ ∈ Cr : ‖φ‖ < ρ}. We say that
x(t) is a solution of (1.1) on [t0,∞)∩T through (t0, φ) and denoted by x(t; t0, φ), if x(t) is a rd-continuous function
defined on {[t0,∞) ∩ T} ∪ Tt0 such that x(t) = φ(t) on Tt0 and x(t) satisfies (1.1) for t ∈ [t0,∞) ∩ T. Obviously,
x(t) = 0 for t ∈ T ∪ {t − τ(t) : t ∈ T} is a solution of (1.1) and is called the zero solution.
Definition 2.1. The zero solution of (1.1) is uniformly stable if for each ε > 0 and t0 ∈ T, there exists a δ > 0
independent of t0 such that if φ ∈ Cr (δ), then |x(t; t0, φ)| < ε for all t ∈ [t0,∞) ∩ T.
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Definition 2.2. The zero solution of (1.1) is uniformly attractive if there is a δ > 0 independent of t0 such that
φ ∈ Cr (δ) implies x(t; t0, φ)→ 0 as t →∞.
Definition 2.3. The zero solution of (1.1) is uniformly asymptotically stable if it is uniformly stable and uniformly
attractive.
3. Proof of main results
In this section, we will first establish a lemma which is useful for the proofs of our main theorems.
Lemma 3.1. For t0, t ∈ T, we have the following equality∫ t
t0
p(s)
[∫ σ(s)
t0
p(r)∆r
]
∆s = 1
2
[∫ t
t0
p(s)∆s
]2
+ 1
2
∫ t
t0
p2(s)µ(s)∆s. (3.1)
Proof. Let
F(t) =
∫ t
t0
p(s)
[∫ σ(s)
t0
p(r)∆r
]
∆s − 1
2
[∫ t
t0
p(s)∆s
]2
.
By (2.2) and (2.3), we have
F∆(t) = p(t)
∫ σ(t)
t0
p(s)∆s − 1
2
[
p(t)
∫ σ(t)
t0
p(s)∆s + p(t)
∫ t
t0
p(s)∆s
]
= 1
2
[
p(t)
∫ σ(t)
t0
p(s)∆s − p(t)
∫ t
t0
p(s)∆s
]
= 1
2
p2(t)µ(t).
So, ∫ t
t0
F∆(s)∆s = 1
2
∫ t
t0
p2(s)µ(s)∆s,
which implies that (3.1) holds and the proof is complete. 
Clearly, if t ∈ T∩[β+r,∞), then σ(t)−τ(σ (t)) ∈ Twhich implies t ≥ σ(t)−τ(σ (t)) andµ(t) = σ(t)−t ∈ [0, r ].
To prove Theorems 1.1 and 1.2, we let
min
t∈T
µ(t) = m, max
t∈T
(µ(t)+ r) = M.
Proof of Theorem 1.1. Assume that t0 ∈ T and ε > 0. Let δ = e−( 32+ m2M )ε. It suffices to prove that if φ ∈ Cr (δ)
implies that the solution x(t; t0, φ) satisfies
|x(t; t0, φ)| < ε for t ∈ [t0,∞) ∩ T. (3.2)
It is easy to see that (3.2) is true for ‖φ‖ = 0. For the sake of convenience, we denote x(t; t0, φ) by x(t) and
g(t) = maxs∈[t−r,t]∩T |x(t)|.
From (1.1) and (1.2), for t ∈ [t0, t0 + r ] ∩ T, we have
|x∆(t)| = | − p(t)x(t − τ(t))| ≤ p(t)g(t). (3.3)
So,
|x(t)| ≤ |x(t0)| +
∫ t
t0
p(s)g(s)∆s < δ +
∫ t
t0
p(s)g(s)∆s.
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Thus, for any τ ∈ [t0, t] ∩ T,
|x(τ )| < δ +
∫ τ
t0
p(s)g(s)∆s ≤ δ +
∫ t
t0
p(s)g(s)∆s,
and we conclude that
|g(t)| < δ +
∫ t
t0
p(s)g(s)∆s for t ∈ [t0, t0 + r ] ∩ T. (3.4)
By the Gronwall’s Inequality in [1], we have
g(t) < δ + δ
∫ t
t0
ep(t, σ (s))p(s)∆s
= δ
[
1+
∫ t
t0
ep(t, σ (s))p(s)∆s
]
= δep(t, t0)
= δe
∫ t
t0
ln(1+µ(s)p(s))
µ(s) ∆s
≤ δe
∫ t
t0
p(s)∆s ≤ δe 32+ m2M = ε.
Since |x(t)| ≤ g(t), the above inequality shows that (3.2) is true for t ∈ [t0, t0 + r ] ∩ T. Hence, if (3.2) is false, then
there must be ξ1, ξ∗ ∈ (t0 + r,∞) ∩ T such that
|x(t)| < ε for t ∈ [t0, ξ1) ∩ T (3.5)
and
|x(ξ1)| ≤ ε, |x(ξ∗)| ≥ ε, (3.6)
where σ(ξ1) = ξ∗.
Without loss of generality, we assume that x(ξ∗) > 0. The case where x(ξ∗) < 0, the proof is similar and is
omitted. So x∆(ξ1) ≥ 0. By (1.1), x(ξ1 − τ(ξ1)) ≤ 0. Thus, there exists t1 ∈ [ξ1 − r, ξ∗] ∩ T such that x(t1) ≤ 0,
x(σ (t1)) ≥ 0 and x(t) > 0 for all t ∈ (σ (t1), ξ∗] ∩ T. Therefore, x∆(t1) ≥ 0.
By (2.1), we have
x(σ (t1))+ x∆(t1)(t1 − σ(t1)) = x(t1) ≤ 0.
So there exists a ξ ∈ (t1, σ (t1)] such that
x(σ (t1))+ x∆(t1)(t1 − ξ) = 0. (3.7)
In view of (1.1), (3.5) and (3.6), we get
x∆(t) = −p(t)x(t − τ(t)) ≤ εp(t) for all t ∈ [t0, ξ∗] ∩ T.
Next, we show that
−x(t) < ε
[∫ σ(t1)
t−r
p(s)∆s − p(t1)(ξ − t1)
]
for all t ∈ [t0, ξ1] ∩ T. (3.8)
To this end, we consider three cases.
Case 1. t ∈ [t0, σ (t1)) ∩ T.
−x(t) = −x(σ (t1))+
∫ σ(t1)
t
x∆(s)∆s
=
∫ σ(t1)
t
x∆(s)∆s − x∆(t1)(ξ − t1)
=
∫ t1
t
x∆(s)∆s + x∆(t1)µ(t1)− x∆(t1)(ξ − t1)
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=
∫ t1
t
x∆(s)∆s + x∆(t1)(σ (t1)− ξ)
≤ ε
[∫ σ(t1)
t
p(s)∆s − p(t1)(ξ − t1)
]
< ε
[∫ σ(t1)
t−r
p(s)∆s − p(t1)(ξ − t1)
]
.
Case 2. t ∈ (σ (t1), ξ1] ∩ T.
Here −x(t) < 0. Since t1 ∈ [ξ1 − r, ξ∗] ∩ T, we get t − r ≤ t1. So, it is easy to see that (3.8) is true.
Case 3. t = σ(t1).
We now consider two possible subcases.
(i) If x(σ (t1)) = 0, from (3.7), we know that t1 is right-dense. Thus, (3.8) holds.
(ii) If x(σ (t1)) > 0, from (3.7), we know t1 is right-scattered, i.e. x(t1) < 0. So ξ 6= σ(t1). Then, (3.8) is also true.
By combining cases 1–3, we see that (3.8) holds for all t ∈ [t0, ξ1] ∩ T.
For t ∈ [σ(t1), ξ1] ∩ T, we now have
x∆(t) = −p(t)x(t − τ(t))
≤ p(t)max{0, sup
s∈[t−r,t]∩T
−x(s)}
< εp(t)
[∫ σ(t1)
t−r
p(s)∆s − p(t1)(ξ − t1)
]
. (3.9)
There are two possible cases to consider.
Case I. d = ∫ ξ∗
σ(t1)
p(t)∆t + p(t1)(ξ − t1) ≤ 1.
By using (3.7), (3.9) and Lemma 3.1, we have
x(ξ∗) = x(σ (t1))+
∫ ξ∗
σ(t1)
x∆(t)∆t
=
∫ ξ∗
σ(t1)
x∆(t)∆t + x∆(t1)(ξ − t1)
< ε
∫ ξ∗
σ(t1)
p(t)
[∫ σ(t1)
t−r
p(s)∆s − p(t1)(ξ − t1)
]
∆t
+ εp(t1)(ξ − t1)
[∫ σ(t1)
t1−r
p(s)∆s − p(t1)(ξ − t1)
]
≤ ε
∫ ξ∗
σ(t1)
p(t)
[(
3
2
+ m
2M
)
−
∫ σ(t)
σ (t1)
p(s)∆s − p(t1)(ξ − t1)
]
∆t
+ εp(t1)(ξ − t1)
[(
3
2
+ m
2M
)
− p(t1)(ξ − t1)
]
= ε
{(
3
2
+ m
2M
)
d −
∫ ξ∗
σ(t1)
p(t)
[∫ σ(t)
σ (t1)
p(s)∆s
]
∆t
}
− ε
{
p(t1)(ξ − t1)
∫ ξ∗
σ(t1)
p(t)∆t + p2(t1)(ξ − t1)2
}
= ε

(
3
2
+ m
2M
)
d − 1
2
[∫ ξ∗
σ(t1)
p(t)∆t + p(t1)(ξ − t1)
]2
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− ε
{
1
2
∫ ξ∗
σ(t1)
p2(t)µ(t)∆t + 1
2
p2(t1)(ξ − t1)2
}
= ε
{(
3
2
+ m
2M
)
d − 1
2
d2 − 1
2
∫ ξ∗
σ(t1)
p2(t)µ(t)∆t − 1
2
p2(t1)(ξ − t1)2
}
.
Next, we show that∫ ξ∗
σ(t1)
p2(s)µ(s)∆s + p2(t1)(ξ − t1)2 ≥ mM
[∫ ξ∗
σ(t1)
p(t)∆t + p(t1)(ξ − t1)
]2
. (3.10)
In fact, by Cauchy inequality, we have(∫ ξ∗
σ(t1)
p(s)
√
µ(s)∆s
)2
≤
(∫ ξ∗
σ(t1)
p2(s)µ(s)∆s
)(∫ ξ∗
σ(t1)
∆s
)
.
So, ∫ ξ∗
σ(t1)
p2(s)µ(s)∆s ≥ 1
ξ∗ − σ(t1)
(∫ ξ∗
σ(t1)
p(s)
√
µ(s)∆s
)2
.
If σ(t1) > t1, we have∫ ξ∗
σ(t1)
p2(s)µ(s)∆s + p2(t1)(ξ − t1)2 =
∫ ξ∗
σ(t1)
p2(s)µ(s)∆s +
∫ σ(t1)
t1
p2(t1)(ξ − t1)2
(σ (t1)− t1)2 µ(s)∆s
≥ 1
ξ∗ − t1
(∫ ξ∗
σ(t1)
p(s)
√
µ(s)∆s +
∫ σ(t1)
t1
p(t1)(ξ − t1)
(σ (t1)− t1)
√
µ(s)∆s
)2
≥ m
ξ∗ − t1
(∫ ξ∗
σ(t1)
p(s)∆s + p(t1)(ξ − t1)
)2
≥ m
M
(∫ ξ∗
σ(t1)
p(s)∆s + p(t1)(ξ − t1)
)2
= m
M
d2.
Similarly, if σ(t1) = t1, inequality (3.10) also holds.
Thus,
x(ξ∗) < ε
{(
3
2
+ m
2M
)
d − 1
2
d2 − m
2M
d2
}
≤ ε,
which contradicts the assumption x(ξ∗) ≥ ε.
Case II. d = ∫ ξ∗
σ(t1)
p(t)∆t + p(t1)(ξ − t1) > 1.
In this case, there exists t2 ∈ [t1, ξ∗] ∩ T such that
∫ ξ∗
σ(t2)
p(s)∆s ≤ 1 and ∫ ξ∗t2 p(s)∆s ≥ 1. Therefore, there is a
real number η ∈ [t2, σ (t2)] such that∫ ξ∗
σ(t2)
p(s)∆s + p(t2)(σ (t2)− η) = 1. (3.11)
Define
I1 = x(σ (t1))+
∫ σ(t2)
σ (t1)
x∆(t)∆t + x∆(t2)(η − σ(t2)),
I2 =
∫ ξ∗
σ(t2)
x∆(t)∆t + x∆(t2)(σ (t2)− η).
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Then,
x(ξ∗) = I1 + I2. (3.12)
If t2 > t1, from (1.1), (3.9) and (3.11), we have
I1 =
∫ σ(t2)
σ (t1)
x∆(t)∆t + x∆(t1)(ξ − t1)+ x∆(t2)(η − σ(t2))
≤ ε
[∫ σ(t2)
σ (t1)
p(t)∆t + p(t1)(ξ − t1)+ p(t2)(η − σ(t2))
][∫ ξ∗
σ(t2)
p(t)∆t + p(t2)(σ (t2)− η)
]
, (3.13)
I2 ≤ ε
∫ ξ∗
σ(t2)
p(t)
[∫ σ(t1)
t−r
p(s)∆s − p(t1)(ξ − t1)∆t
]
+ εp(t2)(σ (t2)− η)
[∫ σ(t1)
t2−r
p(t)∆t − p(t1)(ξ − t1)
]
. (3.14)
By (3.10), (3.13) and (3.14) and Lemma 3.1, we get
x(ξ∗) ≤ ε
∫ ξ∗
σ(t2)
p(t)
[∫ σ(t2)
t−r
p(s)∆s − p(t2)(σ (t2)− η)
]
∆t
+ εp(t2)(σ (t2)− η)
[∫ σ(t2)
t2−r
p(s)∆s − p(t2)(σ (t2)− η)
]
≤ ε
∫ ξ∗
σ(t2)
p(t)
[(
3
2
+ m
2M
)
−
∫ σ(t)
σ (t2)
p(s)∆s − p(t2)(σ (t2)− η)
]
∆t
+ εp(t2)(σ (t2)− η)
[(
3
2
+ m
2M
)
− p(t2)(σ (t2)− η)
]
= ε
{(
3
2
+ m
2M
)
−
∫ ξ∗
σ(t2)
p(t)
[∫ σ(t)
σ (t2)
p(s)∆s
]
∆t
}
− ε
{
p(t2)(σ (t2)− η)
∫ ξ∗
σ(t2)
p(t)∆t + p2(t2)(σ (t2)− η)2
}
= ε

(
3
2
+ m
2M
)
− 1
2
[∫ ξ∗
σ(t2)
p(t)∆t + p(t2)(σ (t2)− η)
]2
− ε
{
1
2
∫ ξ∗
σ(t1)
p2(t)µ(t)∆t + 1
2
p2(t2)(σ (t2)− η)2
}
< ε
{(
3
2
+ m
2M
)
− 1
2
− m
2M
}
= ε.
If t2 = t1, the value of d and (3.11) imply that ξ + η > σ(t1)+ t1. And from (3.12), we have
x(ξ∗) = x(σ (t1))+
∫ ξ∗
σ(t1)
x∆(t)∆t
= x∆(t1)(ξ − t1)− x∆(t1)(σ (t1)− η)+
∫ ξ∗
σ(t1)
x∆(t)∆t + x∆(t1)(σ (t1)− η)
= x∆(t1)(ξ + η − t1 − σ(t1))+
∫ ξ∗
σ(t1)
x∆(t)∆t + x∆(t1)(σ (t1)− η).
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Similarly, we can prove
x(ξ∗) < ε,
which also contradicts the assumption x(ξ∗) ≥ ε.
In view of case I and case II, we see that (3.2) holds and the proof of Theorem 1.1 is complete. 
Proof of Theorem 1.2. In view of Theorem 1.1, we know that the zero solution of (1.1) is uniformly stable. The rest
of the proof is to show that the zero solution is uniformly attractive. Let x(t) be a solution of (1.1); we will prove
lim
t→∞ x(t) = 0. (3.15)
There are two cases to consider.
Case 1. x(t) is eventually nonnegative or eventually nonpositive.
It suffices to assume that x(t) is eventually nonnegative. The case where x(t) is eventually nonpositive is similar
and the proof is omitted. Since t − τ(t) →∞ as t →∞, there exists t1 ∈ T such that x(t) ≥ 0 and x(t − τ(t)) ≥ 0
for all t ∈ [t1,∞) ∩ T. Therefore, by (1.1)
x∆(t) = −p(t)x(t − τ(t)) ≤ 0 for t ∈ [t1,∞] ∩ T.
Then, x(t) is a monotonically decreasing function on [t1,∞) ∩ T.
In view of (1.1),
x(t)− x(t1)+
∫ t
t1
p(s)x(s − τ(s))∆s = 0.
So,
x(t)− x(t1)+ x(t − τ(t))
∫ t
t1
p(s)∆s ≤ 0.
Noticing (1.4), we see that (3.15) holds.
Case 2. x(t) is oscillatory.
Set
x = lim
t→∞ inf x(t), x = limt→∞ sup x(t).
Then, −∞ < x ≤ 0 ≤ x <∞. It suffices to prove x = x = 0.
For any 0 < ε and t0 ∈ T, there exists ξ ∈ (t0,∞) ∩ T and λ ∈ (1+ m2M , 32 + m2M ) such that∫ σ(t)
t−r
p(s)∆s ≤ λ for t ∈ T, (3.16)
and
x − ε < x(t − τ(t)) < x + ε for t ∈ [ξ,∞] ∩ T. (3.17)
Thus, for t ∈ [ξ,∞) ∩ T, we have
x∆(t) = −p(t)x(t − τ(t)) ≤ (−x + ε)p(t), (3.18)
and
x∆(t) = −p(t)x(t − τ(t)) ≥ −(x + ε)p(t). (3.19)
Since x(t) is oscillatory, there exists a sequence {ti } ∈ T such that ti , ti−τ(ti ) ∈ [ξ,∞)∩T, x(σ (ti )) > 0, x∆(ti ) ≥ 0
and limi→∞ x(σ (ti )) = x , where ti →∞ as i →∞. For each i , since x∆(ti ) ≥ 0, we have x(ti−τ(ti )) ≤ 0 by (1.1).
Therefore, there is t∗i ∈ [ti−r, σ (ti )]∩T such that x(t∗i ) ≤ 0, x(σ (t∗i )) ≥ 0 and x(t) > 0 for all t ∈ (σ (t∗i ), σ (ti )]∩T.
In view of (2.1), we have x∆(t∗i ) ≥ 0 and x(σ (t∗i )) + x∆(t∗i )(t∗i − σ(t∗i )) = x(t∗i ) ≤ 0. Thus, there exists
ξi ∈ [t∗i , σ (t∗i )] such that
x(σ (t∗i ))+ x∆(t∗i )(t∗i − ξi ) = 0. (3.20)
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Next, we show that
−x(t) < (−x + ε)
[∫ σ(t∗i )
t−r
p(s)∆s − p(t∗i )(ξi − t∗i )
]
for all t ∈ [ξ, ti ] ∩ T. (3.21)
If t ∈ [ξ, σ (t∗i )) ∩ T, then
−x(t) = −x(σ (t∗i ))+
∫ σ(t∗i )
t
x∆(s)∆s
=
∫ σ(t∗i )
t
x∆(s)∆s − x∆(t∗i )(ξi − t∗i )
=
∫ t∗i
t
x∆(s)∆s + x∆(t∗i )µ(t∗i )− x∆(t∗i )(ξi − t∗i )
=
∫ t∗i
t
x∆(s)∆s + x∆(t∗i )(σ (t∗i )− ξi )
≤ (−x + ε)
[∫ σ(t∗i )
t
p(s)∆s − p(t∗i )(ξi − t∗i )
]
< (−x + ε)
[∫ σ(t∗i )
t−r
p(s)∆s − p(t∗i )(ξi − t∗i )
]
.
If t ∈ (σ (t∗i ), ti ] ∩T, then−x(t) < 0. Since when t∗i ∈ [ti − r, σ (ti )] ∩T, we obtain t − r ≤ t∗i . So, it is easy to prove
that (3.21) holds.
If t = σ(t∗i ), we have
(i) For x(σ (t∗i )) = 0, from (3.20), we see that t is right-dense. Thus, (3.21) is true.
(ii) For x(σ (t∗i )) > 0, then x∆(t∗i ) > 0. By x(σ (t∗i ))+ x∆(t∗i )(t∗i − σ(t∗i )) = x(t∗i ), we have ξi 6= σ(t∗i ), thus (3.21)
is also true.
So, for t ∈ [ξ, ti ] ∩ T, we have
−x(t) < (−x + ε)
[∫ σ(t∗i )
t−r
p(s)∆s − p(t∗i )(ξi − t∗i )
]
.
And for t ∈ [σ(t∗i ), σ (ti )] ∩ T, we get
x∆(t) = −p(t)x(t − τ(t))
≤ p(t)max{0, sup
s∈[t−r,t]∩T
−x(s)}
< (−x + ε)p(t)
[∫ σ(t∗i )
t−r
p(s)∆s − p(t∗i )(ξi − t∗i )
]
. (3.22)
There are two cases to consider.
Case a. di =
∫ σ(ti )
σ (t∗i )
p(s)∆s + p(t∗i )(ξi − t∗i ) ≤ 1.
In view of (3.10), (3.20) and (3.21) and Lemma 3.1, we have
x(σ (ti )) = x(σ (t∗i ))+
∫ σ(ti )
σ (t∗i )
x∆(t)∆t
=
∫ σ(ti )
σ (t∗i )
x∆(t)∆t + x∆(t∗i )(ξi − t∗i )
< (−x + ε)
∫ σ(ti )
σ (t∗i )
p(t)
[∫ σ(t∗i )
t−r
p(s)∆s − p(t∗i )(ξi − t∗i )
]
∆t
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+ (−x + ε)p(t∗i )(ξi − t∗i )
[∫ σ(t∗i )
t∗i −r
p(s)∆s − p(t∗i )(ξi − t∗i )
]
≤ (−x + ε)
[
λdi − 12di
2 − 1
2
∫ σ(ti )
σ (t∗i )
p2(t)µ(t)∆t − 1
2
p2(t∗i )(ξi − t∗i )2
]
≤ (−x + ε)
[
λdi − 12di
2 − m
2M
d2i
]
≤ (−x + ε)
[
λ− 1
2
− m
2M
]
.
Case b. di =
∫ σ(ti )
σ (t∗i )
p(s)∆s + p(t∗i )(ξi − t∗i ) > 1.
We may choose si ∈ [t∗i , σ (ti )] ∩ T such that∫ σ(ti )
σ (si )
p(s)∆s ≤ 1 and
∫ σ(ti )
si
p(s)∆s ≥ 1.
So there exists ηi ∈ [si , σ (si )] such that∫ σ(ti )
σ (si )
p(s)∆s + p(si )(σ (si )− ηi ) = 1.
By an exactly similar argument to that in the proof of Theorem 1.1 for Case II, we also get
x(σ (ti )) ≤ (−x + ε)
[
λ− 1
2
− m
2M
]
.
Since ε is arbitrary, we have
x = lim
i→∞ x(σ (ti )) ≤ (−x)
[
λ− 1
2
− m
2M
]
. (3.23)
Similarly, we may show
−x ≤ x
[
λ− 1
2
− m
2M
]
. (3.24)
Since λ− 12 − m2M < 1, then by (3.23) and (3.24), x = x = 0. The proof is complete. 
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