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Sommaire 
Le present travail concerne la modelisation d'un reseau de communication par fibre op-
tique. II s'agira de modeliser une topologie virtuelle prenant en compte les noeuds, les 
capacites de traitement aux nceuds, les exigences de qualite ainsi que les routes virtuelles 
ou successions de trajets sur lesquels sont embarques les flux de donnees ou la matrice de 
trafic. Le modele devra aussi tenir compte de divers parametres (longueurs d'onde, modu-
lations, type de routage, etc.). Nous utiliserons, apres la modelisation en un programme 
lineaire mixte en nombres entiers (MILP), un ensemble de solveurs pour nous permettre 
d'apprecier les performances ainsi que les limites de la resolution sur ces differentes plates-
formes au fur et a mesure que le probleme croit. Un autre aspect du travail sera de faire 
le constat de la complexity de la programmation lineaire mixte en nombres entiers. Cela 
va d'ailleurs susciter le passage d'un MILP dit fort a un MILP dit faible. Un autre volet 
du travail sera la formalisation du MILP dit faible par une approche de decomposition 
structures, prenant en compte la structure du modele ainsi que des caracteristiques de 
certaines variables avec pour objectif ultime d'ameliorer le processus d'optimisation. 
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Introduction 
Dans le monde de l'entreprise, Ton estime que la recherche et developpement (RD) doit 
desormais jouer un role capital et strategique dans une economie de plus en plus globalisee 
et tres concurrentielle. L'entreprise doit en effet pouvoir innover, maitriser ses divers couts 
de production et doit aussi etre d'une reactivite importante face au marche. C'est justement 
en majeure partie a la RD que Ton impute la capacite pour l'entreprise de suggerer de 
nouveaux produits et done de permettre a l'entreprise de tenir face a la concurrence. 
L'on notera de fagon specifique que la recherche scientifique consiste a mener de fagon 
methodique et rigoureuse un certain nombre de demarches : poser un probleme, en faire 
l'analyse, proposer des solutions adequates ou appropriees. Ces differentes etapes de la 
recherche scientifique s'appliquent a divers domaines dont celui des telecommunications. 
Dans le paysage des telecommunications, l'on note d'une part une concurrence tres forte 
entre les operateurs apres les deregulations de l'espace operees dans la majeure partie des 
pays du monde, d'autre part d'enormes progres au niveau des capacites de transmission 
notamment avec la fibre optique. 
Meme si les recherches ont permis d'enormes avancees technologiques, il faut dire 
qu'une preoccupation majeure des operateurs de telecommunication demeure la reduction 
du cout global (couts initiaux et couts recurrents) de leurs investissements et operations. 
Les pistes ici concernent la minimisation du cout du reseau (cout de possession et cout 
d'exploitation) et la maximisation des gains engranges a la suite des services proposes 
grace aux reseaux et ceci tout en tenant compte des contraintes de trafic et des exigences 
de qualite. Cette presente etude se focalise sur l'aspect du cout du reseau. Differents points 
dont le management et l'architecture peuvent etre evoques dans le calcul du cout du re-
seau. Toutefois, il faut signaler que nous porterons particulierement notre attention sur les 
3 
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elements comme le cout des cartes de transport, les connexions virtuelles ou la topologie 
logique ainsi que l'interaction entre la topologie logique et le cout du reseau. 
II s'agira, en somme, de voir comment eviter une inutilisation de la bande passante 
et done de maximiser son utilisation en prenant en compte les diverses granularites des 
requetes des clients et aussi de voir comment ce probleme - que Ton peut bien resumer 
a un probleme d'optimisation ou de recherche operationnelle - peut etre resolu avec la 
programmation mathematique. 
Ici, les contributions portent non seulement sur une modelisation pertinente et efficace 
de la problematique du GRWA dans le cas d'un reseau en anneau avec du trafic statique 
mais aussi sur la variante MILP ameliore du modele qui permet d'aboutir a la formalisation 
avec la decomposition structuree. Nous verrons justement les resultats tres encourageants 
de cet effort de modelisation en comparant nos resultats avec ceux de deux articles ou 
publications. 
Le premier chapitre de notre travail passera par une meilleure connaissance du domaine 
de la fibre optique avec notamment les domaines d'etudes de la fibre optique, les defis 
actuels de la fibre optique ainsi qu'un apergu de la problematique du GRWA et la definition 
de notre probleme. 
Le deuxieme chapitre s'interessera a modeliser le probleme precedemment exprime a 
travers l'expression des contraintes et de l'objectif economique. Cette partie abordera les 
grandes lignes de la resolution du probleme pose a l'aide de la decomposition structuree. 
Nous verrons, en troisieme partie, un apergu de la programmation mathematique avec 
notamment le cas de la programmation lineaire mixte en nombres entiers ainsi que les 
strategies des differents algorithmes dans cette categorie. On traitera aussi dans cette partie 
l'application de toutes les etapes de la technique de decomposition structuree enoncee dans 
la partie precedente. 
Notre avant-dernier chapitre abordera la resolution detaillee du probleme a travers 
plusieurs approches (deux methodes) de programmation mathematique avec des scenarios 
ainsi que les resultats et interpretations. Cette partie fera egalement une comparaison des 
resultats obtenus a Tissue des tests menes sur certaines plates-formes de resolution. 
Le dernier chapitre de notre travail ouvrira une breche. II s'agira d'evoquer la proble-
matique de modelisation d'une topologie virtuelle qui garantit une certaine perennite de 
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la configuration a mesure de satisfaire une matrice de trafic a l'instant t futur. On devra 
prendre en compte un cout additionnel minimal entre le cout de la configuration a l'instant 
t — let celui futur de l'instant t. 
5 
Chapitre 1 
Considerations relatives aux reseaux de 
communication par fibre optique 
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1.1. DOMAINES D'ETUDES DANS LA FIBRE OPTIQUE 
On va presenter dans ce chapitre les grands axes de recherche sur la fibre optique. Apres 
cette mise en contexte, on y abordera les defis pour les operateurs de telecommunication, 
les techniques de multiplexage ainsi que la problematique du GRWA. Nous terminerons 
ce chapitre avec la definition du probleme a resoudre. 
1.1 Domaines d'etudes dans la fibre optique 
Afin de mieux comprendre le domaine des telecommunications par fibre optique ainsi que 
ses enjeux majeurs, nous allons voir les elements fondamentaux qui operent dans ce do-
maine. Ces aspects peuvent etre classifies dans plusieurs groupes a savoir le developpement 
de la technologie, l'architecture, le controle et le management, les protocoles. 
1.1.1 Developpement de la technologie 
Le developpement de la technologie traite des questions relatives aux aspects electriques 
et electroniques lies a la fibre optique elle meme et a la transmission des signaux. II vise 
les divers composants electriques et electroniques, passifs et actifs (ex. isolateurs, circula-
teurs, amplificateurs, compensateurs dispersion, multiplexeur/demultiplexeur OADM) qui 
s'integrent dans un monde de reseau de communication par fibre optique. Le chapitre 3 de 
[82] avec Ramaswami et Sivarajan aborde une description detaillee de chaque composant 
avec ses fonctions. Sa lecture permettra d'etre situe sur l'enjeu au niveau de la flexibilite 
des composants. 
1.1.2 Architecture 
De fagon generale, dans les reseaux, une architecture fait suite a une analyse detaillee 
des besoins (utilisateurs, equipements, environnements). L'architecture est alors la conse-
quence de la matrice de trafic ainsi que des exigences de connectivite. 
Ces etudes prealables debouchent en principe sur la conception du reseau. Cette phase 
de dimensionnement du reseau devra determiner l'ensemble des supports de connectivite 
necessaires a l'organisation (entreprise, universite, etc..) en question. Si d'un point de vue 
professionnel, certains facteurs comme : 
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• la disponibilite des technologies dans le cadre ou doit s'implanter 1'infrastructure 
reseau, 
• le cout des technologies et la capacite financiere des entreprises vis a vis de ces 
technologies, 
peuvent etre determinants, Ton doit noter, d'un point de vue strictement scientifique, 
que de nombreuses recherches ont ete effectuees ces dernieres annees sur les supports de 
transmission de fagon generale et sur la fibre optique en particulier. La lecture de Gungor 
et Lambert dans [38] ainsi que Li-manl et al. dans [52] permettent de se convaincre de 
cette effervescence sur les supports de transmission. 
Pour les reseaux de communication par fibre optique, nous nuancerons cette definition 
car ici Ton fait allusion aux composants electriques et electroniques precedemment cites 
et leur integration pour former un reseau. En effet, dans le contexte des reseaux optiques, 
nous definirons 1'architecture comme un ensemble decrivant a la fois : 
• la connexion physique (anneau, etoile, etc..) entre les differents nceuds du reseau, 
• le mode de connexion virtuelle (topologie virtuelle) qui assure le routage du tra-
fic entre les differents nceuds ainsi que les relations entre ces nceuds. La topologie 
virtuelle peut etre du type anneau, etoile, single hop ou chaque flot d'une requete 
doit faire un unique saut depuis la source de la requete vers la destinations de la 
requete, etc.. avec egalement un routage (unidirectionnel ou bidirectionnel) avec des 
flots (bifurques ou non bifurques). 
II faut savoir aussi qu'une architecture donnee a ses caracteristiques et ses implications 
(type de fibre, type de nceud, type de composants dans le nceud, e tc . ) . Le schema suivant 
(FlG. 1.1) presente un exemple de nceud ainsi qu'une architecture en anneau avec des 
nceuds. On y retient que : 
• sur les signaux en provenance du nceud i — 1, certains sont retires au niveau du nceud 
i (passage du domaine optique vers le domaine electronique) et les autres signaux 
restants demeurent dans le domaine optique en direction du nceud i + 1, 
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• des signaux sont ajoutes au niveau du nceud i ( passage du domaine electronique 
vers le domaine optique) en direction du nceud i + 1. 
svenartcc sr I 
mwyla i \ | 
urodsr«ciion;ef 
sKSiJ (te A) tie type 
OAOM 
FIGURE 1.1 - Architecture avec noeuds et detail d'un nceud 
L'architecture dans les reseaux optiques est aussi de fagon traditionnelle regroupee 
dans trois grandes categories a savoir le reseau d'acces (zone s'etendant du point d'acces 
de l'utilisateur final a la frontiere avec le reseau metropolitain), le reseau metropolitan! 
(composee de coeur du reseau qui est responsable de la connexion entre le reseau d'acces 
et Tepine dorsale), et le reseau de transport a longue distance (tres grande zone). 
La figure (FlG. 1.2) issue de Potts [61] nous permet de mieux apprehender les zones 
d'application de chaque type d'architecture ainsi que les elements majeurs constitutifs de 
chaque zone. On remarquera surtout : 
• que le nombre de longueurs d'onde injecte varie selon le type (« Access », « Metro », 
« Core »), 
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• OXC ( Optical Cross Connect ) qui permet de faire la jonction entre les trois cate-
gories precedentes, 
• que le nombre de fibre pour constituer 1'architecture physique varie selon diverses 
preoccupations et technologies adoptees (type de routage, redondance, etc.) , 
• que l'architecture physique en anneau est l'une des plus utilisees dans les reseaux 
existants en fibre optique. 
Core 
Metro 
HW^pjaqJ 
> Ir—-• 
, *M ; Optmt S t a n * * 
Access •;;: * u- ^ H * 
MC • > jl t. m 
F I G U R E 1.2 - Classification dans les reseaux optiques [61] 
1.1.3 Management et controle plane 
Si de fagon traditionnelle, les taches essentielles et premieres du management comprennent 
la gestion des ressources (indicateurs de performance, qualite de service ou QoS, taux 
d'utilisation), la gestion des connexions (creations, liberation des connexions entre deux 
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points clients) et les fonctions additionnelles (bande passante, reprise apres defaillance), 
Ton note que le CP (Control Plane) constitue une extension du management en ce sens 
qu'il s'occupe du niveau optique - vu la place de plus en plus importante de la technologie 
WDM (IP over WDM, SONET over WDM, etc.). Les problematiques suivantes sont 
resolues par le CP : 
• mecanismes (procedures) de nominations et d'adressage des divers equipements, 
• mecanisme de signalisation (comment reporter par exemple les erreurs au niveau 
superieur ou alors a l'initiateur de la requete ou de la connexion, etc.), 
• protocoles (ex. UNI, NDI) visant a s'affranchir de l'heterogeneite des marques ou 
de la cascade d'operateurs de telecommunication pouvant exister a travers une 
connexion reseau de bout en bout (vu que le CP necessite la comprehension entre 
les differents systemes qui s'interconnectent cf. Lamy et al. dans [51] pour une pro-
blematique avec differents operateurs et technologies). 
II faut egalement noter qu'un autre exemple d'architecture ASON - lequel participe dans 
la gestion du CP - est disponible avec Gladisch et al. dans [34]. 
1.1.4 Protocoles 
De maniere generate, un protocole est un langage - contenant un certain nombre de spe-
cifications - qui permet a des equipements de pouvoir communiquer entre eux (done se 
comprendre et de vehiculer des messages). 
II y a aussi bien des protocoles charges pour les donnees des clients que des protocoles 
ayant pour mission d'assurer le management des equipements. Le souci, ici, n'est pas de 
fournir la liste de tous les protocoles adoptes par les divers organismes de normalisation et 
de regulations (IEEE, IETF, etc.), neanmoins nous presentons la figure (FlG. 1.3) (Source 
Agilent Technologies) qui montre une vision globale des interactions entre les diverses 
couches en jeu dans le domaine des reseaux par fibre optique ainsi quelques protocoles 
impliques. On remarquera, au niveau de cet apergu, que la couche WDM (Wavelength 
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Division Multiplexing) constitue la couche basse de ce modele presentant differents paliers 
de services et technologies notamment WAN (Wide Area network) (ex. PPP et HDLC). 
Nous aborderons la technologie WDM au niveau de la section relative aux techniques de 
multiplexage. 
Services 
TDM 
1 
PDH 
1 
1 
Services de donnees sous IP 
+ 
10GbE 
' ' 
WIS 
Services 
SAN 
i * + * 
ATM 
I I 
1 
PPP Ethernet, Gb Ethernet 
T ' W -T~ (PoS) (LAPS) 
HDLC 
Fibre Channel, 
ESCON, FICON 
t v i 
Services 
Video 
+ 
DVI 
* 
+ + + 
i ' r 
* 
1 
' 
OTN 
X 
'
; : v » r , M 
FIGURE 1.3 - Apergu de quelques protocoles employes dans les reseaux de communication 
par fibre optique (Source : Agilent Technologies) 
1.2 Defis actuels dans la fibre optique 
Les grands enjeux dans le domaine des telecommunications sont pour : 
• les operateurs : maitrise des couts, satisfaction des clients, 
• les utilisateurs : qualite de service, disponibilite du service, cout du service, diversite 
du contenu avec la multiplicite des applications (notamment Internet et multimedias, 
etc.). 
Potts dans [6.1] recapitule justement les diverses attentes et exigences des differents acteurs. 
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La maitrise des couts passe par une optimisation du reseau c'est-a-dire une utilisation 
adequate et efficace de toutes les ressources du reseau. Le souci de rentabilite economique 
maximale peut alors se traduire par une conjonction de differents facteurs (ressources 
humaines, ressources materielles, methodes de gestion etc.). 
Au-dela de la satisfaction des clients et du volume du trafic qui augmente justement 
a cause du trafic Internet et de ses applications, soulignons que l'objectif majeur des 
operateurs telecoms reste la minimisation des couts d'immobilisation (CAPEX) et des 
couts d'exploitation (OPEX) relatifs a 1'infrastructure reseau dont ils disposent. De fagon 
concrete, leurs preoccupations portent sur comment : 
• abaisser le cout du transport de l'information (cout par bit/s/km), 
• transmettre l'information a un debit plus important, 
• avoir plus de flexibilite au niveau des composants et leurs remplacements. 
Voyons a present les techniques de multiplexage et la problematique du GRWA. 
1.3 Techniques de multiplexage et GRWA 
Nous avons souligne qu'il etait important pour les operateurs de telecommunication de 
transmettre l'information a un debit plus important. Le multiplexage est une technique 
qui participe a la resolution de cette problematique. Nous verrons aussi, avec le GRWA, 
que le fait de transmettre l'information a un debit plus important pose des problemes 
difficiles a resoudre. 
1.3.1 Techniques de multiplexage 
Les techniques de multiplexage permettent d'augmenter la capacite de transmission du 
systeme. I l y a principalement deux chemins de multiplexage de donnees a savoir le TDM 
(Time Division Multiplexing) et le WDM (Wavelength Division Multiplexing). 
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Pour le TDM, il s'agit de repartir la ressource (time) en tranches de longueurs fixes. 
Les tranches sont, au depart, assignees aux differentes sources ou signaux. II faut savoir 
que les tranches ne sont pas reparties equitablement entre les differents signaux. Avec 
le TDM, differents riots de donnees de bas debits sont tous multiplexes ensemble pour 
obtenir un unique signal de haut debit. Ce signal de haut debit est alors transmis sur la 
fibre optique et ce signal sera plus loin demultiplexe grace a un demultiplexeur (degrouper 
ce signal de haut debit en plusieurs signaux de bas debits). En augmentant done le debit 
de transmission, on augmente la capacite de transmission. 
Avec le WDM, on note que les signaux sont modules sur differents supports de frequence 
(ou longueur d'onde). Les frequences etant separees, cela fait que les signaux transmis sont 
separes et il n'y a pas d'interference entre les signaux. Les donnees sont transmises simul-
tanement sur plusieurs longueurs d'onde a travers la meme fibre optique. Le WDM permet 
de realiser plusieurs connexions virtuelles (cv) sur une seule fibre avec chaque connexion 
virtuelle transportant une ou plusieurs requetes de donnees. En augmentant le nombre 
de longueurs d'onde sur la meme fibre, on peut augmenter la capacite de transmission. 
Dans [17] de Cerutti et Fumagalli, on a un apergu des generations des technologies WDM 
notamment la premiere generation (FG) et la deuxieme generation (SG) avec les avantages 
et les inconvenients de chaque architecture. 
Par ailleurs, le lecteur trouvera d'autres informations sur les techniques de multi-
plexage, avec Barr et Patterson dans [5], au chapitre 1 de [62] avec Ramaswami et Sivarajan 
ainsi que dans [75] avec Zhu et Mukherjee. 
1.3.2 GRWA 
Le volet qui nous interesse particulierement ici quand on considere la figure (FlG. 1.4) 
issue de Gladisch et al. [34]) est le reseau WDM. Les deux couches « WDM network » et 
« Optical fibre infrastructure » constituent le domaine optique alors que les deux autres 
couches restantes sont dans le domaine electronique. 
Le WDM ayant permis d'augmenter la capacite de transmission dans les reseaux op-
tiques, on s'est vite apercu de la problematique de l'utilisation de la bande passante. En 
effet, un des objectifs de toute organisation etant d'ameliorer les divers processus en son 
14 
1.3. TECHNIQUES DE MULTIPLEXAGE ET GRWA 
FIGURE 1.4 - Modele en Couches [34] 
sein, on a note avec Ghani et al. [32] que de meilleures perspectives de developpement 
du marche n'ont pas suivi 1'effective disponibilite des technologies. II fallait done optimi-
ser l'utilisation de la bande passante. Le « grooming » repond a la problematique d'une 
meilleure utilisation de la bande passante. Les regroupements de requetes clients, ayant 
diverses granularites, sont effectuees afin d'avoir des longueurs d'onde avec de grandes 
capacites et mieux utilisees. II s'agit de multiplexer differents signaux clients de differents 
formats (STS-1 1.54 Mbps, basse vitesse avec Ethernet, etc..) sur une longueur d'onde a 
haute capacite de transmission (OC-48, OC-192, OC-768 avec, respectivement, des debits 
de 2.5 Gb/s, 10 Gb/s et 40 Gb/s). 
Le trafic dans les reseaux WDM est achemine a travers des longueurs d'onde qui ont 
leurs attributs. On en vient a devoir faire face aux preoccupations suivantes : 
• quelles requetes clients faudrait-il grouper ensemble ? 
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• quelles longueurs d'onde faudrait-il utiliser? quels trongons pour telle connexion 
virtuelle ? 
• quelle longueur d'onde faudrait-il assigner a telle connexion virtuelle (assignation) ? 
• quelle requete client faudrait-il acheminer sur telle connexion virtuelle (routage du 
trafic) ? 
Ces differentes preoccupations conduisent a la problematique du GRWA. Le GRWA 
est la consequence de deux problematiques a savoir le probleme du grooming et celui du 
RWA. 
Le probleme de grooming concerne le groupement des requetes des clients et leur as-
signation sur des chemins virtuels de maniere a optimiser un certain objectif (ex. nombre 
de longueurs d'onde, nombre de cartes de transport, etc.). Le probleme de grooming est 
tres complexe a resoudre (cf. Zhang et Qiao dans [71]). Le grooming demeure un aspect 
permettant de reduire les conversions optique - electronique - optique (OEO) qui sont 
budgetivores (cf. [17] avec Cerutti et Fumagalli ainsi que [13] de Berry et Modiano). II 
permet avec l'utilisation des OADM d'optimiser les passages du domaine optique vers le 
domaine electronique et vice versa etant donne le cout important des composants electro-
niques dans la structure du cout global du reseau. 
Le RWA concerne le routage des chemins virtuels sur le reseau physique et leur assi-
gnation aux longueurs d'onde disponibles dans le reseau. Encore ici, ce probleme se resout 
en vue de l'optimisation d'un certain objectif (ex. nombre de longueurs d'onde, nombre 
de cartes, etc.). La formulation du RWA, sa resolution, son niveau de complexity, varient 
selon l'architecture physique du reseau (anneau, etoile, etc.), la capacite de traitement des 
nceuds en presence. Dutta et Rouskas dans [28] ainsi que Harder et al. dans [39] evoquent 
en effet que le RWA est un probleme complexe a resoudre en general en dehors de quelques 
cas specifiques (arbre binaire, etoile). 
La resolution du probleme de grooming et du probleme du RWA peut etre realisee 
independamment en sequence. Ces deux problemes peuvent egalement etre resolus simul-
tanement - c'est le probleme GRWA. Dans ce cas, on s'attend generalement a ce que la 
solution au probleme GRWA soit meilleure que la solution sequentielle. Certaines conside-
rations du niveau grooming peuvent influencer certaines considerations du niveau RWA. 
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Pris individuellement, le niveau grooming et le niveau RWA ne sont pas necessairement 
optimaux. Toutefois, pris collectivement, ils representent une solution globale optimale. 
A propos d'optimisation, signalons que le schema suivant (FlG. 1.5) issu de Modiano 
et Lin [57] permet de comparer deux architectures et de voir la difference en terme de 
minimisation du cout du reseau (12 cartes pour l'architecture non groomee et 9 cartes 
pour l'architecture groomee). 
Bli7'-1 :^.:.:.:;: ^i^-^^'r- \^ r :om:. 
FIGURE 1.5 - Architectures non groomee et groomee pour une problematique posee [57] 
Dans cet exemple de Modiano et Lin, il s'agit de satisfaire une matrice de trafic uni-
forme dans le cadre d'un reseau WDM en anneau de 4 noeuds avec trois longueurs d'onde 
(Ai,A2,A3) et un routage unidirectionnel. 
On note que pour l'architecture groomee, il y a minimisation du nombre de passage 
du domaine optique vers le domaine electronique et vice-versa grace a la presence de 
WADM ou OADM a chaque nceud. Le OADM permet a certaines connexions virtuelles 
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de demeurer dans le domaine optique et de traverser des noeuds intermediates sans etre 
regenerees (OEO). Cela permet alors de realiser des economies en investissements de cartes 
(au nceud 2 et au nceud 4) (presence de OADM dans cette architecture). 
Pour l'architecture non groomee, le plan de routage utilisant toutes les longueurs d'onde 
(Ai, A2, A3) et en absence de OADM, il y a, pour chaque longueur d'onde et a chaque nceud, 
passage du domaine optique vers le domaine electronique et vice versa ( d'ou 3 x 4 = 12 
cartes au total ) (absence d'OADM dans cette architecture). Nous verrons au Chapitre 4 
que notre approche permet de reduire a 8 l'investissement pour cet exemple dans le cas 
de l'architecture groomee. 
1.4 Definition du probleme 
Compte tenu de la concurrence tres apre que se livrent les divers operateurs de telecom-
munication et face a la complexite du marche, il est imperatif, pour chaque operateur, 
d'avoir un reseau bien optimise. II est important de rappeler qu'un des objectifs majeurs 
des operateurs demeure les couts d'immobilisation et les couts d'exploitations relatifs a 
1'infrastructure reseau dont ils disposent. 
Ici, le probleme a resoudre est de pouvoir minimiser les couts de gestion du reseau tout 
en s'assurant de : 
• satisfaire toutes les exigences de requetes des clients (acheminement de la source vers 
la destination), 
• tenir compte de toutes les granularites des divers clients compte tenu de la multipli-
cite des types et formats de donnees devant etre vehicules sur l'architecture reseau, 
• tenir compte de la structure des couts des cartes reseaux a installer aux divers nceuds 
requis pour satisfaire la matrice de trafic, 
• tenir compte de la capacite de traitement de chaque nceud, de la disponibilite de la 
capacite et de la satisfaction de la demande, 
• tenir compte des flots des requites qui peuvent etre bifurques ou pas de meme que 
du routage qui peut etre unidirectionnel ou bidirectionnel. Dans le cas des flots non 
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bifurques, toutes les unites (STS) figurant dans une requete t(i,j) voyagent toutes 
a la fois sur la meme connexion virtuelle alors que, pour les flots bifurques, toutes 
les unites (STS) figurant dans une requete t(i,j) peuvent voyager sur differentes 
connexions virtuelles. 
II faudra determiner une topologie virtuelle constitute de connexions virtuelles tout en 
sachant que chaque connexion virtuelle : 
• a une source unique et une destination unique, 
• a une modulation v determinee parmi l'ensemble des modulations disponibles pour 
le reseau, 
• embarque diverses requetes de clients et le flot global vehicule ne doit pas exceder la 
modulation de ladite connexion virtuelle, 
• utilise une et une seule longueur d'onde k parmi l'ensemble des longueurs d'onde 
disponibles, 
• utilise au nceud source un port et au nceud destination un port et ces deux ports 
sont modules a la meme valeur v. 
Nous limiterons dans le cadre de cette problematique les couts de gestion exclusivement 
aux tarifs des cartes de transport et notre topologie physique sera un reseau en anneau. 
Rappelons que c'est un probleme de Grooming (multiplexer de multiples petits flots sur la 
meme longueur d'onde), Routing (choisir des arteres a emprunter depuis la source vers la 
destination et vehiculer le trafic), WaveLength Assignment (assigner des longueurs d'onde 
aux differentes cv). 
II est aussi, a nos yeux, important de signaler les points d'originalite suivants dans 
notre demarche : 
• codirection assuree dans le cadre de cette initiation a la recherche par deux parcours 
differents (domaine de la recherche operationnelle et domaine des telecommunica-
tions ), 
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• modele economique d'evaluation du cout du reseau 
meme si notre modele economique d'evaluation du cout du reseau correspond au 
modele selon le nombre de ports (consideration uniquement du domaine electronique 
au niveau des ports du routeur - le domaine optique n'est pas pris en compte), on 
doit signaler que Pobjectif final de notre modele mathematique exprime fidelement 
la realite concernant le mode de decompte des ports. 
Parlant toujours de contribution et de pertinence, soulignons que le tableau (TAB. 1.1) 
extrait de Wang et al. dans [71] ainsi que les travaux de Dutta et Rouskas dans [27] 
permet de mieux situer nos travaux (Trafic statique : uniforme et non uniforme, modulation 
multiple - Architecture : routage unidirectionnel, PPDWDM - Resultats : MILP ameliore 
et MILP initial, decomposition structures, tests numeriques, comparaison sur plusieurs 
plates-formes). 
Gerstcl 
mm 
Modiano 
m 
Simmons 
[4][5] 
Zhang & 
Qiao [6] 
Out work 
Traffic assumptions 
• StRtic. uniform 
» Non-statistic 
dynamic and fixed 
wavelength 
* Egress traffic 
• Static, uniform 
• Static, uniform 
• Static, distance-
dependent traffic 
* Static, uniform 
traffic 
• Static, non-uniform 
traffic 
• Static, uniform 
traffic 
» Static, non-uniform 
traffic 
Ring architecture 
• TPWDM (multihop) 
• Fully-optical ring (single-hop) 
• Single-hub (multihop) 
• Double-hub (multthop) 
» Hierarchical ring (muliihop) 
• Incremental ring (multihop) 
• Unidirectional ring with egress 
node {single-hop) 
• Bidirectional ring (single-hop) 
• Bidirectional ring with odd 
number of nodes (single-hop) 
• Unidirectional and bidirectional 
ring (single-hop) 
» Unidirectional and bidirectional 
ring (single-hop) 
» Single hub frnultjhop) 
Main result 
• First paper that tries to minimize 
transceiver cost. 
* Study of dynamic traffic and iked 
lightpaih. 
« Different architectures arc compared. 
« Proof of NP-compIeteness. 
» Optimal solution for uniform traffic 
on egress ring. 
• Lower bound on uniform all-to-all 
traffic. 
« How to group timcslots, 
• Maximal savings for some special 
cases, 
• Super node model for distance -
dependent traffic. 
• Greedy heuristic for grooming 
arbitrary traffic. 
• Heuristic for circle construction for 
non-uniform traffic. 
• Formal mathematical problem 
specification (IIP). 
• Simulated-annealing-based heuristic 
for traffic grooming 
• Greedy heuristic for single-hop aid 
rttuMhop aroomtes. 
TABLE 1.1 - Caracteristiques de travaux precedents sur les reseaux WDM en anneau [2/] 
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Chapitre 2 
Modelisation du probleme 
2 .1 . MODELISATION DU PROBLEME 
Apres l'analyse detaillee du probleme a resoudre qui a ete faite precedemment, cette 
partie se chargera d'enoncer et d'expliciter les differentes contraintes ainsi que l'objectif 
necessaires a la mise en place du modele mathematique. Apres l'obtention du modele ma-
thematique initial, nous passerons par des phases d'amelioration du modele afin d'aboutir 
a un MILP plus allege. 
2.1 Modelisation du probleme 
2.1.1 Param&tres 
Le probleme tel que precedemment exprime nous conduit a la mise en place des parametres 
suivants : 
• n : Nombre total de noeuds du reseau, 
• w : Nombre total de longueurs d'onde disponibles, 
• M : Ensemble des modulations possibles pour les longueurs d'onde, 
• cout(y) : Grille de tarification pour les modulations utilisees cout de chaque type de 
port, chaque port etant d'une modulation donnee au niveau du nceud, v € M, 
• t{i,j) : Matrice de trafic (i — l..n,j = i..n,i ^ jf) en unite de flots STS, 
• cmax : Capacite maximale uniforme de tout segment [s, s + 1] constitue du noeud s 
et de son successeur s + 1 dans le sens horaire cmax = w x max {M}, 
• I = Us=i n-^s , h etant l'ensemble de toutes les connexions virtuelles (i,j) tel que 
allant de i a j dans le sens horaire Ton passe par le segment [s, 5 + 1] constitue du 
nceud s et de son successeur s + 1 - Is = As U Bs avec : 
As = {{hj) GNx N / z = l..n,j = l..n,iy£j,i = setj\/j} 
Bs = {(i,j) e N x N / i = l..n,j — l..n,i ^ j , (s < j < i)ou(j < i < s)ou(i < s < j)} 
22 
2 . 1 . MODELISATION DU PROBLEME 
2.1.2 Variables de decision 
Considerant l'enonce detaille du probleme, les parametres precedemment definis ainsi que 
la forme mathematique du probleme, on note que les variables de decision permettent de 
decider de la valeur de toute solution realisable et de connaitre l'optimun du probleme 
pose. Les variables de decision utilisees dans le cadre de la modelisation de ce probleme 
sont : 
• ^ 
1 3 une connexion virtuelle ayant pour source i, pour destination j 
avec la longueur d'onde k 
0 sinon. 
_^ ,,-,- f 1 si \%i = 1 avec la modulation v 
• OClv =\ k 
0 smon. 
Ft3 : variable entiere qui est le volume total des requetes client embarquees sur 
• Mfc ad '• variable entiere qui est la partie de la requete t(s, d) empruntant la connexion 
virtuelle A^. 
2.1.3 Fonction economique ou objectif 
On notera, au niveau de la fonction economique, cette maniere de proceder qui affine le 
decompte des ports et tient compte d'une caracteristique industrielle qui permet qu'un 
port d'une carte soit dote d'une interface d'entree et d'une interface de sortie. Tout port 
a un nceud i donne a : 
• une modulation v unique parmi l'ensemble des modulations disponibles, 
• une interface d'entree pour une connexion virtuelle entrante au nceud i avec la meme 
valeur v precedente de modulation, 
• une interface de sortie pour une connexion virtuelle sortante du nceud i avec la meme 
valeur v precedente de modulation. 
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L'objectif du modele est de minimiser le cout global du reseau en minimisant les ports 
installes aux differents nceuds. Cet objectif est le suivant 
min £ ^ max [ ]T £ OC£„ £ fl 0Ct] x coutM 
i = l » £ M s = l fc=l d=l k=l 
2.1.4 Contraintes 
Les contraintes suivantes sont celles qui sont utilisees dans le modele. 
ROUTAGE CONNEXIONS VIRTUELLES ET LONGUEURS D'ONDES 
Le nombre total de toutes les cv passant par le segment constitue de s et de son 
successeur s + 1 (Is) est inferieur ou egal a w quel que soit le noeud s donne 
w 
J2 J2^<w V5 = l..n. (2.1) 
Quels que soient le segment [s, s + 1] et la longueur d'onde k consideres, k la longueur 
d'onde est utilisee au plus une fois sur ledit segment parmi l'ensemble de toutes les cv 
traversant [s, s + 1] 
5 3 4 J ' < 1 Vs = l..n, k = l..w. (2.2) 
La variable \l£ est egale a la somme de toutes les modulations possibles v de OC%£v 
quels que soient les indices i,j,k donnes avec i — \..n , j — l..n , k — l..w , % ^ j 
Xi^Yl0Ct Vi = l~n,j = l..n,k = l..w,i?j. (2.3) 
veM 
FLOTS BIFURQUES ET CAPACITES 
La somme de toutes les modulations des cv traversant tout segment [s, s + 1] donne 
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est inferieure ou egale a cmax 
w 
Y^ YU2vx0Ck,v^cmax Vs = l..n. (2.4) 
La somme de toutes les requetes partielles ou totales bifurquees sur \%g (Ftf) est infe-
rieure ou egale a la modulation en vigueur sur ladite connexion virtuelle quelle que soit la 
cv A^ consideree 
F? < E u x 0&lv Vz = l..n , j = l..n ,i^j,k = l..w . (2.5) 
veM 
La valeur de t(i,j) est entierement repartie parmi 1'ensemble des cv prenant leurs 
sources en i 
n w 
t
^j)= E E ^ « Vi = l..n, j = l..n, i^j, t(i,j)?o. (2.6) 
La valeur de t(i,j) est entierement repartie parmi l'ensemble des cv ayant leurs desti-
nations en j 
n w 
t&j)= E Z>&7 Vi = l~n,j = l..n,i?j,t(i,j)*0. (2.7) 
S = l,Sy£j fc=l 
ROUTAGE DU TRAFIC 
Le produit de t(i,j) et de A^ est toujours superieur ou egal au flot de t(s,d) qui est 
achemine sur ladite cv A^ 
l^ksd — t(s,d) xAj Vi = l..n, j = l..n, i ^ j , fc = l..w , s = l..n, d = l..n, s ^ d . 
(2.8) 
Le not total vehicule sur la cv A^ est egal a la somme de toutes les portions - partielles 
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ou totales - de requetes qui sont acheminees sur ladite cv A4/ 
n n 
^ = E E ^ Vi = l.-n,j = l..n,i1Lj,k = l..w. (2.9) 
La somme totale de tous les flots de toutes les cv ayant leurs sources au nceud i est 
superieure ou egale au cumul de toutes les requetes ayant pour source ledit nceud 
n w n 
E E F < ^ E *(*'.*) Vi = l. .n. (2.10) 
La somme totale de tous les flots de toutes les cv ayant leurs destinations au nceud j 
est superieure ou egale au cumul de toutes les requetes destinees audit nceud 
n w 
E E F ^ > E *(M) Vj = l..n. (2.11) 
s=ls^j fc=l i=li^j 
L'equation suivante exprime la conservation de flot a chaque nceud du reseau quel que 
soit le nceud 
w n w n [ t(s,d) Vs = \..n ,d — \..n ,i = \..n : i = s 
E E ***,«* ~ E E ^ ! « J = { 0Vs = l . . r a ,d= l . .n , i = l..n :i^s, i^d 
k=ij=i,j& k=ij=i,j& [ -t(s,d)Vs = l..n,d=l..n,i = l..n :i = d . 
(2.12) 
CONTRAINTES de POSITIVITE SUR LES VARIABLES 
\%£ est une variable binaire qui vaut 1 s'il existe une connexion virtuelle ayant pour 
source i, pour destination j avec la longueur d'onde k et 0 sinon 
A £ e { 0 , l } Vi = l. .n, j = l..n, i^j, k = l..w . (2.13) 
OClkJv est une variable binaire qui vaut 1 si A^ vaut 1 avec la modulation v et 0 sinon 
OC^E {0,1} yi = l..n,j = l..n,i^j,k=l..w,veM. (2.14) 
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f^ksd es^ u n e variable reelle positive qui est la partie de la requete t(s, d) empruntant 
la connexion virtuelle A^ 
^Md e R + V i = 1-n > i = L - n > « / i > fe = l.-iu , s = l. .n, d = l..n , s^d. (2.15) 
F^ est une variable reelle positive qui est le volume total des requetes clients embar-
quees sur A^ 
Fjf E E+ Vz = l..n , j = l..n , i^j , k= l..w . (2.16) 
2.1.5 Resume de la formulation du probleme 
Avant de parvenir au resume de la formulation finale du probleme pose, il nous faut faire 
les operations suivantes : 
• linearisation de la fonction economique ou objectif afin de rendre notre probleme 
entierement lineaire, 
• suppression des contraintes apparaissant en double afin d'alleger notre modele et de 
le simplifier davantage et nous permettre de gagner un tant soit peu en temps de 
calcul, 
• remplacement des contraintes (nous aurons deux modeles entierement linearises : le 
premier dit MILP initial et le second appele MILP ameliore). 
1 ) Phase de linearisation 
Compte tenu de la structure des couts et de l'objectif initial, nous pouvons lineariser la 
fonction economique et aboutir a un nouvel objectif linearise. Ce nouvel objectif linearise 
introduit cependant deux nouvelles contraintes lineaires. 
n 
Min 2_. y j nbporfv x cout(v) Nouvel Objectif Linearise 
Les contraintes suivantes peuvent etre ajoutees au modele initial suite a la 
linearisation de l'objectif 
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Le nombre de ports existant au noeud i avec la modulation v est superieur ou egal a 
la somme de toutes les cv entrantes au nceud i avec la modulation v 
n w 
nbportl >Y,Y10Ctv V i = l-n > v e M . (2.17) 
s=l fc=l 
Le nombre de ports existant au nceud i avec la modulation v est superieur ou egal a 
la somme de toutes les cv sortantes du nceud i avec la modulation v 
n w 
nbportl > Y. J2 0Ctv V i = l-n ,veM. (2.18) 
d = l fc=l 
nbporfv es* u n variable reelle positive qui est le nombre de ports au nceud i ayant la 
modulation v 
nbportleR+ Vi = l..n,veM. (2.19) 
2 ) Phase d'optimisation des contraintes 
Les contraintes suivantes peuvent §tre supprimees du modele initial : 
1. ( 2.1) : en effet, la contrainte ( 2.2) => ( 2.1), 
2. ( 2.11) : en effet, la contrainte ( 2.17) = > ( 2.11) 
vu que l'ensemble de toutes les connexions virtuelles entrantes a un nceud donne 
transporte necessairement tout le trafic des requetes client ayant pour destination 
ledit nceud (autrement il y aura des requetes client insatisfaites), 
3. ( 2.10) : en effet, la contrainte ( 2.18) = • ( 2.10) 
vu que l'ensemble de toutes les connexions virtuelles sortantes d'un nceud donne 
transporte necessairement tout le trafic des requetes client ayant pour source ledit 
nceud (autrement il y aura des requetes client insatisfaites), 
4. ( 2.4) : compte tenu de l'hypothese cmax = w x Max^M {mi} et ayant w comme 
le nombre maximal de longueurs d'onde, on a toujours quelque soit le segment au 
maximum w longueurs d'onde qui y passent et done on a toujours la contrainte ( 2.4) 
qui est verifiee. 
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3 ) Phase de remplacement des contraintes 
Le remplacement suivant au niveau des contraintes 
Compte term du lien entre les deux variables binaires A et OC par la relation A^ — 
HlveM 0@k vi o n Peu^ P a s s e r & u n modele ou nous disposerons plutot d'une variable bi-
naire OC et d'une variable continue A. (cf. ( (2.3)) ( 4.1) ( 4.2) page 53 pour plus de 
details avec le MILP ameliore). On retient deja qu'on passe d'un modele MILP initial 
avec A et OC binaires a un modele MILP ameliore avec A continue et OC binaire grace a 
la relation ( 2.3). Le MILP ameliore a done moins de variables binaires que le MILP initial. 
Par la relation ( 2.9), i f = E L i E 3 - w * $ * V« = l-n > 3 = !••* , < ^ J, * = l..w 
et la definition merae des variables [j%
 d et F1^ avec F% etant le volume total des requetes 
client embarquees sur A^, on peut dire que [j%ad € N fait que Ton peut definir F]? € R+ 
en etant toujours assure qu'a la resolution F^ demeurera toujours entiere. Par ailleurs, 
on remarquera lors de l'implementation qu'on peut definir fi%sd E R+ sans affecter la 
solution optimale. 
On note aussi que max(£"= 1 £ L i OC%v, £ ^ = 1 E L i 0Ck!v) e N et en mettant en 
place la linearisation de l'objectif avec l'avenement des deux nouvelles contraintes subse-
quentes ( 2.17), ( 2.18) on definit nbportl e K+. 
Le recapitulatif du MILP initial est le suivant 
E tfi < 1 V s = l..n , k = l..w ((2.2)) 
(*J)e/„ 
^=Yl0Ct Vi = l..n, j = l..n, k = l..w, i?j ((2.3)) 
veM 
tf* < E w x 0&lv Vz = l..n , j = l..n ,i^j,k = l..ro ((2.5)) 
veM 
n w 
^3)= E I > M J Vt = l . . n , j = l . . n , i ^ , t ( i , j ) ^ 0 ((2.6)) 
d=l,d#ifc=l 
n lu 
*(*.J')= E E ^ M i Vi = l..n, j = l . . n , » ^ j , t ( z , j ) ^ 0 ((2.7)) 
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f^lsd ^ *(a>rf) x Afc V i = L - n ' J = L-n> * ^ J. fc = 1 - w > s = L 'n> d = L - n ' s + d ((2-8)) 
n n 
Fk=H E ^ Vt = l . . n , j = l . . n , z ^ j , k = l..w ((2.9)) 
s = l d—ld^s 
7 v Z^ f^c.sd Z^ Z^ 
k=lj=l,j^i k=lj=l,jy^i 
t(s,d) Vs = l..n ,d = l..n ,i = l..n : i = s 
OVs = l..n,d=l..n,i = l..n : i ^ s , i ^ d 
—t(s,d) Vs = l..n ,d = \..n ,i = l..n : i — d 
((2.12)) 
A £ G { 0 , 1 } Vi = l. .n, J = l. .n, * ^ j , fc = !..«; ((2-13)) 
OCg^e {0,1} Vi = l. .n, j = l..n, i^j, k = l..w, « e M ((2.14)) 
$,8d G E + V i = L - n ' 3 = l-n , i^j , k = l..w , s = l..n , d = l..n , a ^ d ((2-15)) 
F^' € R+ Vi = l..n, j = l..n, i^j , k = l..w ((2.16)) 
n to 
nbporti >Y,T,0Ct V i = l..n , » e M ((2.17)) 
s = l k=l 
n w 
nbporti >Y^YL0Ckdv V i = l..n , v £ M ((2.18)) 
< 2 = 1 fc=l 
n 6 p o r 4 e M + V« = l . . n , v € M ((2-19)) 
Le modele MILP initial (OC € {0,1}, A G {0,1}) se presente ainsi 
Min
 EILi J2veM nbporti x cout(v) 
s.a | ( 2.2),( 2.3), ( 2.5) a ( 2.9), ( 2.12) a ( 2.19) 
Dans ce modele MILP initial, nous notons que toutes les variables sont 
continues sauf OC et A qui sont binaires. 
Le recapitulatif du MILP ameliore est le suivant 
J2 4 j < 1 v s = L-n , fe = 1-w ((2-2)) 
(ij)eis 
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i f <Y,VX 0 C t v* ^ !••« > 3 = l»w > M J , * = l-.w ((2.5)) 
n MJ 
KhJ)= E E^St f Vi = l..n, j = l..n, i ^ j , t(i,j)?o ((2.6)) 
d=l,d^i fe=l 
n to 
*&•*') = E E ^ ' Vi = l..n, j = l..n, i?j,t(i,j)?0 ((2.7)) 
8=1,8^j fc=l 
0fc,*i ^ *(s>d) x Afc V * = L - n ' •?' = L - n , i^j , k = l.-w s = l..n , d = l..n , s ^ d ((2.8)) 
n n 
^ ' = E E ^ Vi = U ) j = l . . n i / j 1 f c = U ((2.9)) 
s = l d=ldj^s 
w n w n I t(s,d) \/s = l..n ,d = l..n ,i = l..n :i = s 
E E ^ " E E Vk,sd=\ OVs = l..n,d=l..n,i = l..n :i^8,i^d 
k=ij=i,rfi k=ij=i,jfr [ -t(s,d) Vs = l..n,d = l..n,i = l..n :i = d . 
((2.12)) 
0 < A ^ ' < 1 Vi = l..n, , j = l..n, i ^ j , A; = l..w (2.20) 
OCg'^ G {0,1} Vi = l..n,j = l..n,ij:j,k = l..w,v€M ((2.14)) 
/"l^dG M + Vi = l..n, j = l..n, i^j, k = l..w , a = l..n , d= l..n , s ^ d ((2.15)) 
Flkj e R+ V* = l..n, j = l..n, i ^ j , fc = l..u; ((2.16)) 
n&portj, > E E 0Ck,v V * = !••" , veM ((2-17)) 
s = l fc=l 
n w 
nbportl >J2H0Ctv V * = !••« - ^ € M ((2.18)) 
d = l fc=l 
nfiportj € K+ Vi = l..n , u € M ((2-19)) 
A?' < £ OCg„ Vi = l..ra , j = l..n , k = \..w ,i?j ((4.1)) 
veM 
Xj > OClJv yi = l..n, j = l..n, k = l..w, i^j,veM ((4.2)) 
Et notre MILP ameliore (OC S {0,1} , 0 < A < 1) se presente ainsi 
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Min
 Er=i YlveM nbportl x cout(v) 
s.a | ( 2.2),( 2.5) a ( 2.9), ( 2.12),( 2.14) a ( 2.19),( 2.20), ( 4.1),( 4.2) 
Dans ce modele MILP ameliore, nous notons que toutes les variables sont 
continues sauf OC qui est binaire. 
Un resume general des deux approches de modelisation permet d'etablir les groupes 
suivants de contraintes : 
1. MILP initial et MILP ameliore - Contraintes communes 
( 2.2), ( 2.5) a ( 2.9),( 2.12), ( 2.14) a ( 2.19), 
2. MILP initial - Contraintes specifiques 
( 2.3), ( 2.13) , 
3. MILP ameliore - Contraintes specifiques 
( 2.20), ( 4.1) , ( 4.2) . 
Meme si ce probleme original de programmation lineaire mixte en nombres entiers 
releve du domaine des telecommunications, il faut noter que la forme generate decrite 
se retrouve dans les problematiques de diverses natures (transport, ingenierie financiere, 
petrole, etc..) et les facteurs influant sur la resolution de ce type de probleme sont : 
• le nombre de variables et de contraintes qui permettront de parler de la taille du 
probleme (petite, moyenne ou grande), 
• la structure des donnees du probleme, 
• la classe du probleme (lineaire, non lineaire, quadratique, contraintes egalites ou pas, 
etc.). 
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2.2 Decomposition structuree 
2.2.1 Rappel des attentes 
Notre probleme fait appel a de nombreuses variables et contraintes (problemes pouvant 
aller au dela de 100000 variables) et il est important dans ce genre de situations de faire 
appel a la decomposition structuree. II s'agira de decouvrir l'existence d'une structure qui 
facilite la resolution du probleme. 
2.2.2 Approche de decomposition structuree 
Considerant notre probleme MILP ameliore (OC e{0,1}, 0 < A < 1) dont nous rappelons 
la formulation generale 
Min
 Er=i E ^ M nbportl x cout{v) 
s.a | ( 2.2),( 2.5) a ( 2.9), ( 2.12), ( 2.14) a ( 2.19),( 2.20),( 4.1),( 4.2) 
Si nous definissons les ensembles suivants : 
• A : { OClkJv : contrainte ( 2.14) soit verifiee }, 
• X : { A]j? : contraintes ( 2.2) et ( 2.20) soient verifiees }, 
• Y : { nbporfv : contrainte ( 2.19) soit verifiee }, 
• Z : { FlJ : contrainte ( 2.16) soit verifiee }, 
• R : { fj%sd ' contraintes ( 2.6) et ( 2.7) et ( 2.12) et ( 2.15) soient verifiees }, 
Ainsi que 
• G(x, y, z, r) representant la matrice des contraintes des fonctions liant les variables 
x ou y ou z ou r - les lignes de contraintes ou la variable OC est absente , 
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• B(x, y, z, r) + A(u) representant la matrice des contraintes liant les variables u et 
(x, y, z, r) les lignes de contraintes ou la variable OC est presente a savoir 
( 2.5),( 2.17),( 2.18),( 4.1) et ( 4.2). 
nous pouvons dire que la forme mathematique generate du MILP devient alors : 
Min C(x,y,z,r) 
( B(x,y,z,r) + A(u)<0 
s.a < G(x,y,z,r) > 0 
[ u € A, (x, y, z, r) € X x Y x Z x R 
Nous pouvons dire, a propos de cette nouvelle formulation du probleme lineaire mixte 
en nombres entiers que nous y distinguons deux groupes de variables a savoir (u) et 
(x,y,z,r). La methode de Benders semble etre bien adaptee pour traiter ce genre de 
problemes ou Ton a deux groupes de variables. La methode de Benders utilisera, en effet, 
une structure qui rendra facile la resolution de notre probleme. 
On verra qu'en se servant de la formalisation decrite (cf. section 3.2.5 a la page 45), 
on arrivera a la mise en place du probleme maitre, du probleme esclave ainsi que des 
parametres de convergence pour ralgorithme de Benders. 
II est important, toutefois, de signaler qu'au dela de l'aspect modelisation avec Benders, 
ce modele obtenu n'a pas ete l'objet d'implementation dans le cadre de la presente etude. 
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Aspects algorithmiques et aspects 
lineaires de la programmation 
mathematique 
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Apres la modelisation detaillee du probleme au chapitre precedent, ce chapitre va se 
focaliser sur la programmation lineaire et la programmation lineaire mixte en nombres 
entiers. Nous verrons aussi les strategies des algorithmes dans ces categories ainsi que les 
parametres qui permettent d'evaluer ou de comparer des algorithmes. Pour terminer, nous 
aborderons un peu plus en details la formalisation du modele MILP ameliore a l'aide de 
la decomposition structures avec Benders. 
Notre probleme d'optimisation du cout du reseau s'inscrit dans le cadre plus global de 
la recherche operationnelle (RO). La RO est, en effet, aux confins de plusieurs disciplines 
a savoir les mathematiques, l'informatique et l'economie. 
Les aspects informatiques dans la RO concernent notamment la structuration des don-
nees ou l'organisation des donnees et les diverses relations entre elles. Une bonne connais-
sance des fondements en structuration des donnees visent a repondre a des questions 
essentielles (ex. comment maximiser le not?, quel est le plus court chemin?, etc.). Tarjan 
avec [07] constitue un excellent point de depart concernant ces preoccupations. 
Si le but ici n'est pas de faire un cours sur les options informatiques de la RO, il est 
important, par contre, d'avoir un apergu des aspects mathematiques de notre probleme 
d'optimisation du cout du reseau. 
3.1 Pr eliminair es 
3.1.1 Optimisation avec contraintes : apergu de pre-requis 
Considerons le vecteur x € X, les fonctions f,geth differentiables, le probleme d'opti-
misation avec contraintes nomme (PI) se formule ainsi : 
Min f(x) 
[ g{x) < o 
h(x) = 0 s.a < 
x e x 
On note que selon la nature de l'ensemble X, on pourra evoquer les terminologies 
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de programmation continue (X : Rn) ou de programmation entiere (X : Nn) ou de pro-
grammation mixte en nombres entiers (X : Rm x N"~m) dont un cas special est celui des 
variables entieres binaires appartenant a {0,1}. 
Notons que nous parlerons ici de min mais la forme pourra aussi concerner le max. 
Considerons S — {x G X : g(x) < 0, h(x) = 0}, il s'agit de determiner un vecteur x* 
G S tel que Vx G S, f(x) > f(x*) 
En d'autres termes, etant donne XQ, il faut trouver une suite {XQ,X\, ....,xn...} qui 
converge vers x*. Une sequence de vecteurs {x0, x±,...., xn...} dite [xk] tend vers x* lorsque 
k tend vers l'infini si \\xk — x*\\ tend vers 0 lorsque k tend vers l'infini c'est a dire Ve > 
0 3 un entier positif N tel que \\xk — x*\\ < e V k > N 
Nous notons, a ce stade, que pour parvenir au x* constituant le min du probleme pose 
(PI), plusieurs points meritent d'etre souleves : 
• la convexite demeure un aspect important de la theorie de l'optimisation. La lecture 
de Luenberger dans [54] ou Bazaraa et Shetty [9] est vivement recommandee pour 
ce qui a trait a cet aspect important dans la theorie de l'optimisation. 
• une bonne comprehension de l'optimisation avec contraintes (cas programmation 
continue) passe par 1'appreciation de certaines notions (minimum local, minimum 
global, conditions d'optimalite, iterations, etc..) dans le domaine de l'optimisation 
sans contraintes. Nous recommandons au lecteur de se referer a Bazaraa et Shetty 
dans [9]. 
• pour le cas du MILP, la recherche du minimum est souvent complexe et nous ver-
rons a la suite de la section a venir sur la complexite des algorithmes les types 
d'algorithmes qui sont recherches dans les cas de MILP. 
3.1.2 Structure du probleme 
La structure du probleme a trait a la decouverte d'une forme particuliere permettant au 
mieux de resoudre le probleme (PI) et de parvenir avec efficacite a l'optimum. Gould et al. 
dans [37] montrent que ce parametre intrinseque qui fait partie de la nature du probleme 
contribue a classifier les problemes. Ainsi notons-nous que : 
37 
3.2. PROGRAMMATION MATHEMATIQUE : CAS LP ET CAS MILP 
• les problemes lineaires se resolvent 10 fois plus vite que les problemes non lineaires, 
• Les problemes quadratique de grande taille (autour de 100000 variables) trouvent 
solution aujourd'hui, 
• les problemes avec une structure moins dense ou une structure decomposable se 
resolvent plus facilement que ceux avec une structure dense. 
Au dela des diverses methodologies et techniques, il faut noter que Ton distingue ge-
neralement quatre categories dans la programmation mathematique a savoir la program-
mation lineaire (LP), la programmation lineaire mixte en nombres entiers (MILP), la 
programmation non lineaire (NLP) et la programmation non lineaire mixte en nombres 
entiers (MINLP). Nous allons aborder dans les lignes qui vont suivre les aspects concernant 
le LP et le MILP. Pour les deux derniers (NLP et MINLP), le lecteur pourra se referer a 
la section 5 de Gould et al. dans [37] ainsi qu'a Luenberger dans [54] pour avoir aussi bien 
un apergu que des details approfondis concernant lesdists aspects. 
3.2 Programmation Mathematique : cas LP et cas MILP 
3.2.1 Contextes LP et MILP 
Les entreprises evoluent aujourd'hui dans un contexte de plus en plus concurrentiel et le 
texte suivant x permet de situer l'importance de la recherche operationnelle. 
« Linear programming is a tool for solving optimization problems. In 1947, 
George Dantzig developed an efficient method, the simplex algorithm, for sol-
ving linear programming problems. Since the development of the simplex al-
gorithm, linear programming has been used to solve optimization problems in 
industries as diverse as banking, education, forestry, petroluem and trucking. 
In a survey of Fortune 500 firms, 85 % of the respondents said they had used 
linear programming » 
1W. L. Winston, from Operations Research : Applications and Algorithms, 4th Edition, (Thom-
son,2004) 
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Un modele lineaire est un modele ou l'objectif ainsi que toutes les contraintes sont des 
expressions lineaires et toutes les variables de decisions sont continues. 
La forme generate d'un LP est la suivante : 
s.a 
Min YTj=ic3xj 
2-tj=l aijXj ~ ®i 
Xj > 0 
V i = l..m 
Vj = l..n 
Des qu'intervient dans un LP une situation ou au moins une des variables Xi est entiere 
ou binaire, on parle de programme lineaire mixte en nombres entiers. 
Dantzig avec [24], Bazaraa et al dans [8] ainsi que Chvatal dans [20] sont d'excellentes 
references pour la programmation lineaire. 
3.2.2 Contraintes compliquees - variables compliquees 
Les variables et les contraintes qui font partie du modele peuvent ne pas etre simples. Ces 
situations lorsqu'elles sont rencontrees rendent difficiles la resolution du probleme et cela 
accroit le niveau de complexity du probleme. Void deux exemples inspires respectivement 
des chapitres 2 et 3 de [16] avec Castillo et al. 
Contraintes compliquees 
MinXliX2,X3,yuy2mtVuV2iV3 ai^i + a2x2 + a3x3 + hyi + b2y2 + cxvx + c2v2 + c3v3 
anxx + aux2 + 013X3 = ei 
021^1 + 022^ 2 + ^23^3 = e2 
bim + bi2y2 = h 
c\\Vi + c12v2 + C13U3 = 9\ 
C21V1 + c22v2 + c23v3 = g2 
duXi + d12x2 + d13x3 + di4yx + d15y2 + dx&vx + d17v2 + dl8v3 = hx 
xi,x2,x3,yx,y2,y3,v1,v2,v3 > 0 
On retient que la contrainte diiXi+dX2x2+di3x3+duyi+di5y2+di6vi+dirv2+di8V3 = 
s.a < 
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hi est une contrainte compliquee vu qu'elle comprend toutes les variables du probleme et 
qu'elle empeche une resolution par bloc. 
Variables compliquees 
Max. xi,x2,x3,yi b1x1 + b2x2 + b3x3 + hyi 
s.a 
auxi + auyi < cx 
a22x2 + a24yx = c2 
0342/1 < c 3 
aaV\ < c4 
asm < c5 
0642/1 < C6 
a7Xxi + a72x2 + a73x3 + auyi < cx 
6I1, b2,b3,b4 > 0 
On note ici aussi que la variable y\ est celle qui rend difficile la resolution du probleme 
pose difficile. Si on avait une solution pour sa valeur, tout le reste deviendrait alors facile 
pour la resolution. 
II faut aussi retenir dans cette section relative aux variables et/ou contraintes compli-
quees qu'il peut etre interessant de faire appel a la dualite (notamment grace aux theoremes 
de la dualite forte et de la dualite faible en programmation lineaire). En effet, resoudre le 
primal en resolvant le dual correspondant peut presenter dans certains cas des avantages 
(nombre d'iterations, duree execution, facilite, etc.). 
3.2.3 Strategies des algorithmes 
Independamment de la presence ou non de variables compliquees ou de contraintes com-
pliquees dans un modele, il faut dire que la resolution passe par la mise en place d'un 
algorithme. 
1 ) Les algorithmes suivants sont les plus utilises quand il s'agit de LP : 
Algorithme du Simplexe 
C'est un algorithme largement utilise pour resoudre des problemes de type LP. II est 
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base sur l'association entre les sommets du polytope (ou domaine realisable) et l'amelio-
ration de la fonction de Pobjectif a travers le passage exclusivement sur les sommets. II 
cherche la solution optimale a travers les sommets du domaine realisable. Les chapitres 3 
et 4 de Dantzig et Thapa dans [23] permettent d'approfondir le fonctionnement sur l'al-
gorithme du simplexe. On note aussi que Paparrizos et al. dans [59], Arsham et al. dans 
[3] et Isaacs et al. dans [14] presentent divers algorithmes inspires du simplexe avec pour 
certains une comparaison des resultats simplexe vs nouvel algorithme. 
Algorithme du Point Interieur 
Cet algorithme recherche l'optimum en evoluant de l'interieur du domaine realisable. Le 
chapitre 4 de Dantzig et Thapa dans [23] constitue un excellent point de depart concernant 
les algorithmes de points interieurs. 
2 ) Les algorithmes les plus utilises dans le cas du MILP sont : 
Algorithme du Branch and Bound 
L'idee est de parcourir le domaine realisable de maniere a ce que toutes les solutions 
possibles ne soient pas toutes explorees. Apres un partitionnement du domaine realisable 
en une arborescence et avec une utilisation de la recursivite (au niveau des branches) ainsi 
qu'un mecanisme d'iteration et d'amelioration concernant les bornes (superieure et infe-
rieure), l'optimum est recherche. 
Voici, par ailleurs, la forme generate de l'algorithme du Branch and Bound. 
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1 - Calculer une solution initiale s <G S; 
2 - L := c(5<); 
3 - ProcBB (5); 
Procedure ProcBB (S); 
Partition S en sous ensemble Sl,....Sr avec 
foreach 5, G 5 do 
Calculer une borne inf. LBi pour 5i ; 
if LBi < L then 
if Si contient seulement une solution st then 
| L := min{L,c(si)}; 
else 
| ProcBB(Si); 
end 
end 
end 
Algorithm 1: Algorithme General du Branch and Bound 
Le lecteur pourra aussi se referer, a Mohamed et al. dans [58], a Korobkov et Nikiforovo 
dans [50], a Tang et Wong dans [60] ainsi qu'au chapitre 3 de Drechsler et al. dans [26] 
pour d'autres facettes du Branch and Bound. 
Algorithme du Cutting Plane 
C'est un algorithme qui fonctionne selon le principe de la relaxation des contraintes 
entieres et par Pajout de contraintes additionnelles. 
Si Focacci et al. dans [29] presentent quelques techniques de Cutting Plane et des possi-
bilites d'applications, il faut aussi noter que Avella et Vasil'Ev dans [I] donnent justement 
un exemple pratique ayant trait a l'application de 1'algorihtme de type Cutting Plane face 
a une problematique de gestion de salles et cours (69 cours, 59 enseignants et 15 salles). 
La resolution d'un probleme de type MILP est assez souvent complexe vu la nature 
des variables en presence (variables continues et variables discretes). On fait, quelque fois, 
appel aux techniques de relaxation dans ces cas. Celles-ci visent dans le cas de variables 
binaires a introduire de nouvelles contraintes 0 < a < 1 en remplacement de celles de 
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type a € {0,1}. Le domaine realisable du nouveau probleme devient plus grand et des 
techniques complementaires sont alors utilisees pour evaluer et comparer l'optimum du 
probleme initial a l'optimum du probleme relaxe. C'est ainsi que par exemple pour le 
Branch and Bound, on commence a resoudre un module LP en relaxant les contraintes 
entieres du modele MILP. Si la solution du nouveau modele continu est entiere, celle-ci 
demeure egalement la solution du probleme MILP original autrement ce sont des meca-
nismes d'encadrement des bornes et d'iterations qui sont utilises. 
II faut aussi retenir qu'un aspect important lors de l'optimisation avec contraintes reste 
le controle des bornes (inferieure et superieure) et l'estimation de la solution. 
Si les problemes d'optimisation de type lineaire peuvent etre assez faciles a resoudre 
(cf. introduction du chapitre 2 Algorithms & Complexity de Brucker et Knust dans [II] 
ainsi que la section 1 de Gould et al. dans [37]), il faut noter que Ton peut avoir aussi 
du mal a trouver un algorithme efficace dans le cas du MILP ou meme d'un LP de tres 
grande taille. 
Nous allons maintenant aborder la question de l'efficacite des algorithmes. 
3.2.4 Complexite des algorithmes 
L'algorithme, qu'il resolve de fagon exacte ou approchee le probleme pose, doit etre efficace. 
Les aspects concernant l'efficacite des algorithmes sont assez souvent regroupes sous la 
problematique de la complexite. 
La complexite d'un algorithme vise a etablir des resultats generaux qui estiment l'effi-
cacite intrinseque et qui ne dependent ni de la machine ou du langage de programmation 
ou encore moins du compilateur et de tous les details d'implementation. On parlera de 
criteres principaux (temps de calcul, occupation memoire) et de criteres secondaires (sim-
plicite de l'algorithme, adequation a certaines donnees). La demarche generale pour les 
criteres principaux est la suivante : 
1. Determination des operations fondamentales a mettre en evidence, le temps d'exe-
cution sera proportionnel a ces operations. Si nous appelons n la taille du probleme, 
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le temps d'execution est T(n), T(n) etant une borne superieure du temps d'execu-
tion de l'algorithme selon la taille n. On fait en general l'hypothese que le temps 
d'execution est proportionnel a la mesure choisie. 
2. Calcul de la complexity qui a trait au nombre d'operations et au nombre d'iterations 
par operation. Le calcul de la complexity passe par la determination de plusieurs 
valeurs (complexite en moyenne, complexite dans le meilleur des cas, complexity 
dans le pire des cas). 
Nous notons a ce stade de notre developpement que nous ne pouvons aborder la critique 
d'un algorithme sans elucider la question de l'analyse de sa complexite. 
Apres le calcul de la complexite, intervient l'analyse de la complexite dont le but est de 
determiner l'ordre de grandeur asymptotique de T{n) a travers une echelle de comparaison. 
Ainsi pouvons nous dire : 
T{n) est 0(g(n)) 3 no £ N tel que T(n) < cg(n) pour tout n> n0 
Par exemple la fonction Ti(n) = 27n4 + 30n3 + 50n est 0(n4) alors que T2(n) — 
3n + n40 + 1 6 Q 0 e s t Q(3n) 
On retient ici que l'optimalite permet alors de connaitre le meilleur algorithme pour 
traiter un probleme donne. Ainsi considerant deux algorithmes avec temps d'execution en 
0(n4) et 0(3n) avec une operation elementaire coutant une microseconde, pour n = 20 le 
premier algorithme deroule durant 0.16 sec alors que le second finit au bout de 58 minutes. 
Les algorithmes de type polynomial sont d'abord recherches dans la resolution de tout 
probleme mais dans le cas ou la polynomialite est "hors du possible" des methodes d'ap-
proximation sont envisagees. Si le lecteur peut trouver avec Hochbaum dans [10] plus de 
details concernant les algorithmes d'approximation pour des problemes tres difficiles a 
resoudre, on peut deja retenir les propos suivants de Garey et Johnson [30] concernant 
lesdits problemes 
« I can't find an efficient algorithm, but neither can all these famous people » 
On mentionnera aussi qu'il arrive des cas ou l'usage s'accomode assez bien de quelques 
algorithmes qui ne sont pas polynomiaux. II s'agit notamment de l'algorithme du simplexe 
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pour les problemes de type LP (cf. Klee et Minty dans [19] pour la preuve de non poly-
nomialite) et de l'algorithme du Branch and Bound pour les problemes de type MILP (cf. 
Zadeh dans [73] pour la preuve de non polynomialite). 
II faut aussi savoir que le niveau de complexity d'algorithmes pour LP ou MILP peut 
etre accru par la presence de variables compliquees et/ou de contraintes compliquees. On 
note aussi que si le probleme est de grande taille, des methodes de decomposition peuvent 
etre envisagees afin de parvenir plus rapidement a la solution optimale du probleme. 
Void a present quelques lignes relatives aux strategies de decomposition pour LP et 
MILP. 
3.2.5 Techniques de decomposition 
Les modeles lorsqu'ils sont elabores peuvent avoir soit une tres grande taille vu le nombre 
de contraintes et de variables ou alors ils peuvent avoir en leurs seins des variables com-
pliquees et/ou des contraintes compliquees. Ces situations favorisent des performances 
mediocres en ce qui concerne des indicateurs comme le temps d'utilisation machine ou le 
nombre d'iterations pour parvenir a l'optimum. II est des lors interessant de rechercher 
une structure qui facilite la resolution du modele. 
II est aussi important de retenir que les variables duales constituent les informations 
echangees entre le probleme maitre et les sous problemes dans la plupart des techniques 
de decomposition. Nous le verrons d'ailleurs avec l'algorithme de Benders. 
Les cas les plus connus de modeles de decomposition sont la decomposition par ligne 
(Benders) et la decomposition par colonne (Dantzig-Wolfe). Le lecteur pourra se referer a 
Dantzig avec [24] en ce qui concerne la decomposition par colonnes. On retient aussi que 
Gilmore et Gomory avec [33] sont les premiers a avoir traite d'un cas d'application des 
techniques de generation de colonnes a une problematique de type "cutting-stock". 
Voici a present la formalisation du MILP ameliore avec Benders. 
Considerons le MILP ameliore que nous nommons (PB1). 
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Min C(x,y,z,r) 
B(x, y, z, r) + A{u) > b m contraintes . . 
(PB1) s.h{ G(x,y,z,r) < 0 
u G A (x,y,z,r) G X xY x Z x R 
Nous allons essayer d'utiliser la decomposition de Benders dont le principe de resolu-
tion est base sur le partitionnement du probleme selon les variables u et (x,y,z,r). 
Nous supposons dans notre hypothese que le probleme {PB1) admet une solution op-
timale. 
Considerons 1'ensemble K avec 
K = {(x,y,z,r) eX xY x Z x R: G(x,y,z,r) < 0} 
Le probleme (PB2) suivant est equivalent au probleme (PB1) 
Min C(x,y,z,r) 
/7-,7-.r,N I B(x,y,z,r) + A(u) > b m contraintes (3.3) 
(PB2) s.a < 
I u G A, (x,y,z,r) G K 
Si les variables u sont fixees, le probleme induit note PB(u) est un probleme continu 
se formulant 
Min C(x,y,z,r) 
„,-./ x I B(x,y,z,r) > b — A(u) m contraintes (3.4) 
PB(u) s.a < 
[ (x,y,z,r) G K 
Considerant un probleme equivalent a (PB2) en projetant (PB2) sur l'espace des 
variables u. Le probl&me (PB3) equivalent est alors : 
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(PBS) Minu e A {0u +Inf^ytZtr)£K{C(x,y,z,r) : B(x,y,z,r) > -A(u)}} . 
(3.5) 
Considerons 1'ensemble H avec 
H = {u : B(x, y,z,r) >b — A(u) pour au mains un (x, y, z, r) £ K} 
On peut done dire que Ton a H D A ^ 0 et si (it, a;, y, z, r) est solution optimale de 
(PB1) alors u € A . On peut alors restreindre u a appartenir a if DA. Ainsi la projection 
sur l'espace des variables u peut s'ecrire 
(PB4) MinueAnH {0(u) + Inf{x,ViZtr)eK{B(x,y,z,r) > b-A(u)}} (3.6) 
La determination du Inf du sous probleme (PBA) correspond au probleme de program-
mation lineaire P(u). 
Dans le but de travailler plutot avec un probleme dont l'ensemble des points realisables 
est independant de u, il est preferable d'utiliser le dual de PB(u) nomme DB(u). Soit 
DB(u) ce dual : 
Max (f>(b-A(u)) 
^ *
 c
 ( 3 7 ) 
DB(u) s.a { (p > 0 
4> etant le vecteur des variables duales 
avec chacune des variables (fii = l..m est associe a la iieme contrainte de PB(u). Le polyedre 
des solutions realisables de DB(u) ne depend pas des valeurs de u 
L'ensemble des points realisables de DB(u) est independant de u et de plus il n'est 
pas vide puisque par hypothese le probleme original (PB1) admet une solution optimale. 
Par le theoreme de la dualite forte en programmation lineaire, la valeur a l'optimum 
PB(u) est egale a la valeur a l'optimum de DB(u). 
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L'optimum de DB(u) est atteint en au moins un point extreme du polyedre defini 
par le systeme {4>B < c , <f> > 0} avec l'enveloppe convexe de ses p points extremes 
{4>\<t>2 <^} {Maxi=l..p <p{b-A{u))} 
On peut reformuler le probleme a l'optimun 
Maxue& ou + v(P(u)) = Minue& Ou + Maxi=i„p 0*(6 — A(u) 
On obtient alors le programme (PB5) suivant equivalent au probleme original (PB1) 
Min Ou + «o 
f ^(b-Aiu)) < u0 , \/i = l..q 
(PB5) s.ai rf(b-A(u)) < 0 , Vj = l..J " 
{ u e A 
Pour eviter d'enumerer a l'avance tous les generateurs de points extremes <px i = \..q 
et de rayons extremes r3' j = I..J , on precede par la generation d'un sous ensemble de 
contraintes. Par la suite, selon la pertinence, les autres contraintes sont engendrees (cf. 
Benders avec [11] pour un expose plus global de la demarche de Benders). 
II peut arriver que Ton ne peut determiner, avec une certaine qualite, un optimum, 
dans un delai raisonnable. On fait alors appel a une autre classe d'algorithmes a savoir les 
heuristiques dont une des caracteristiques fondamentale reste que la preuve d'optimalite 
n'est pas toujours garantie. 
3.3 Alternatives de resolution pour les problemes MILP 
II arrive des fois ou il est tres difficile et complexe de determiner la solution optimale d'un 
MILP avec des methodes exactes. Les algorithmes d'approximation ou heuristiques ont 
pour but de determiner dans un delai raisonnable une bonne solution. 
Le but ici n'est pas de fournir des details approfondis sur les heuristiques mais de faire 
une ouverture sur d'autres methodes ou alternatives que Ton pourrait utiliser dans le cas 
de problematiques de tres grande taille ou le facteur temps est tres important dans la 
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prise de decisions. C'est ainsi que Ton retient qu'il existe dans cette famille d'heuristiques 
deux grandes classes d'algorithmes a savoir les algorithmes locaux de recherche et les 
algorithmes genetiques. 
L'algorithme local de recherche fonctionne sur un mecanisme d'iterations et d'ame-
liorations de l'objectif. Ici, la particularity est que l'amelioration dans le passage d'une 
solution x\ a une solution x2 (tel que obj(x2) < obj(xi) dans le cas de la minimisation) est 
possible grace a la mise en place d'une structure de voisinage ayant pour but de reorganiser 
le domaine realisable et ainsi de faciliter le parcours a l'interieur de ce domaine realisable. 
On note que les algorithmes de type Tabou (cf. Glover et Laguna dans [35], Glover et al. 
dans [36]) ou recuit simule font partie de cette premiere classe d'heuristiques. Le lecteur 
pourra se referer a Aarts et Lenstra dans [1] pour des details approfondis concernant cette 
classe et son application aux problemes d'optimisation combinatoire. 
En empruntant des terminologies et pratiques au domaine de la genetique (codage des 
solutions realisables sous forme de chromosomes et utilisation d'operateurs de croisements 
et de mutations), l'algorithme genetique utilise une population - de solutions candidates 
- qui evolue sous certaines contraintes. Par un mecanisme d'iterations avec des solutions 
"enfants" generees a l'aide d'operateurs et a partir de solutions "parents" issues de la po-
pulation de solutions candidates, cette population de solutions candidates est alors mise a 
jour (ajout, retrait). Lorsqu'on atteint la condition d'arret, on a la solution approximative 
qui aura la plus resiste aux contraintes tres astreignantes sous lesquelles etait la population 
de solutions candidates (principe du "survival of the fittest"). Le lecteur pourra trouver 
un approfondissement des algorithmes genetiques avec Holland dans [i t] . 
L'on ne finira pas ce point sur les methodes de resolution sans mentionner : 
• la possibilite de faire cohabiter dans une meme demarche ces deux mondes (me-
thodes exactes et methodes heuristiques). L'approche integree utilise une technique 
exacte pour fournir la borne inferieure du probleme et une methode heuristique pour 
fournir des solutions realisables ainsi que la borne superieure du probleme. Les tra-
vaux de Mazzini et al. avec [56] traitant d'un probleme de conception de reseau de 
communications de type cellulaire illustrent bien ces propos. Un autre exemple que 
l'on peut citer est celui de Glover et Laguna [35] qui, a partir du Cutting Plane, 
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derivent une methode hybride combinant heuristique et Branch and Cut pour des 
problemes de type MILP. 
• quelques travaux utilisant des heuristiques dans les problematiques de type GRWA; 
- la colonne "Main Result" du tableau (TAB. 1.1) (cf. page 20) enumere des 
travaux ayant utilises des heuristiques, 
- certains algorithmes d'approximation pour le GRWA fournissent les deux bornes 
(superieure et inferieure) qui permettent d'encadrer la solution optimale et 
surtout d'evaluer les performances des solutions heuristiques proposees. Ainsi 
pouvons-nous citer Dutta et Rouskas avec [27] ainsi que Huang et al. avec [43]. 
• que les heuristiques proposees habituellement pour le GRWA traitent d'instances 
particulieres de problemes (ex. trafic uniforme ou topologie virtuelle avec hub avec 
Chiu et Modiano dans [19], connexions personnalisees avec Zhang et Qiao dans 
[71]). L'interet des travaux de Dutta et Rouskas dans [27] est de mettre en place 
un modele generique evaluant la performance des heuristiques et exigeant moins de 
temps de calcul que 1'evaluation de la solution optimale par l'heuristique. Ce modele 
est aussi utilise en cas de non disponibilite de la solution optimale avec l'heuristique 
(encadrement de la solution). 
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Chapitre 4 
Implementations : tests numeriques -
analyses et interpretations 
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Ce chapitre concerne les differents travaux d'implementation du modele avec ses va-
riantes (MILP initial et MILP ameliore). Nous verrons aussi l'utilisation du modele sur 
plusieurs solveurs ainsi que deux exemples comparatifs avec d'autres travaux ou publica-
tions. 
II est important de noter qu'une majeure partie des tests a ete effectuee relativement a 
la matrice de trafic de reference (cf. Annexe a la page 75). Un test avec " Ni+1" correspond 
a un total de z + 1 nceuds dans le reseau. II correspond aussi a la sous matrice i x i - extraite 
de la matrice de reference - a laquelle on ajoute une i + ll6me ligne et une % + litoie colonne. 
Pour cette i + li6me ligne oui + li6me colonne, on a : t(i 4- l,j) = t(j, i +1) = 0 , V j — l..i . 
4.1 Resolutions avec les approches MILP initial et MILP 
ameliore 
Nous abordons maintenant dans cette section une serie de travaux - que nous appelons 
Travaux I- qui concernent les premieres implementations des deux approches MILP initial 
et MILP ameliore. 
Plusieurs travaux (Bayen et al. dans [7], Roslof et al. dans [68], Zukui et Ierapetritou 
dans [70] ) montrent que les MILP sont en general des problemes complexes et la difficulte 
provient de la presence des variables de type {0,1}. Une premiere idee consistera a faire 
baisser le nombre de variables entieres en sorte que Ton puisse passer d'un MILP initial a 
un autre ameliore. Ce mecanisme se traduit a travers les variables OC et A et a la relation 
entre ces variables. 
Dans notre modele initial, nous avons la contrainte que nous rappelons ici "La variable 
A^ est egale a la somme de toutes les modulations possibles v de OC%v quels que soient 
les indices i,j,k donnes avec i — \..n , j = \..n , k — l..w , i ^ j " 
Atj = Y,0Ct Vi = l..n,j = l..n,k = l..w,i^j ((2.3)) 
veM 
avec OC%v € {0,1} et A^ e {0,1} . 
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Nous remplacerons cette contrainte par ces deux nouvelles contraintes : 
A* < J20Cl Vt = l . .n, j = l..n,fc = l . . « ; > ^ j (4.1) 
veM 
\'l > OClv V i = l..n , j = l..n , k = l..w ,i^j,veM (4.2) 
avec OClvE {0,1} et 0 < A? < 1 . 
II est important de signaler que bien que la variable A^ soit relaxee, il n'y a pas de 
violation de la contrainte initiale ( (2.3)). En effet, OC% etant binaire, on a avec : 
• la contrainte ( 4.1) AJf < E ^ O C g . 
si ^2veM OC]i!v — 0 il n'existe aucune cv entre i et j avec la longueur d'onde k et on 
a necessairement \^ = 0 
sinon {J2veM OC%kv = -0 e t ^0I1 P e u t dire tf! = 1 Puisqu'il existe une cv entre i et j 
avec la longueur d'onde k. On a done 
EO C£ = 0==^ = ° E 0 C t = 1^A* = 1 
• la contrainte (4.2) A J' > OClv 
si O C ^ = 1 alors on a necessairement A^ = 1 puisqu'il existe une cv entre i et j 
avec la longueur d'onde k 
sinon {OC%v = 0) et Ton a soit A^ = 1 mais e'est la modulation v donnee qui n'est 
pas utilisee soit \l£ — 0. On remarque que 
AJ?€{0,1} et A£ = l ^ ] T O C ^ = l A« = 0 = * £ OC& = 0 
veM v€M 
Nous montrons ainsi que ces deux nouvelles contraintes nous permettent alors de mettre 
en place la relaxation de la variable Xg dans le modele MILP ameliore. 
Par ailleurs, un petit test avec ceux deux modeles permet d'apprecier la qualite des 
modeles et de faire des extrapolations en ce qui concerne des modeles a resoudre avec 
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beaucoup de variables et de contraintes. 
4.1.1 Parametres avec MILP initial et MILP ameliore 
Le tableau (TAB. 4.1) nous permet de voir les hypotheses concernant cette grille de tests. 
Nous utiliserons, dans ce tableau, plusieurs abreviations (Contr. pour contraintes, enti. 
pour entieres, contin. pour continues). 
Instance 
4+1 ,6 
4+1,10 
6 + 1 , 3 
6 + 1,10 
8 + 1,20 
Parametres 
Noeud 
4+1 
4+1 
6+1 
6+1 
8+1 
Onde 
6 
10 
3 
10 
20 
Modele initial 
Variables 
enti. 
360 
600 
378 
1260 
4320 
contin. 
1330 
2210 
3668 
12194 
73458 
Total 
1690 
2810 
4046 
13454 
77778 
Contr. 
1685 
2745 
4214 
13377 
77095 
Modele ameliore 
Variables 
enti. 
240 
400 
252 
840 
2880 
contin. 
1450 
2410 
3794 
12614 
74898 
Total 
1690 
2810 
4046 
13454 
77778 
Contr. 
1925 
3145 
4466 
14217 
79975 
TABLE 4.1 - Travaux I : MILP initial {OC et A binaires) MILP ameliore {OC binaire , A 
continue) 
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4.1.2 Resultats avec MILP initial et MILP ameliore 
Nous avons avec le tableau (TAB. 4.2) les resultats concernant la precedente grille de tests. 
Inst. 
4+1 ,6 
4+1,10 
6 + 1 , 3 
6 + 1,10 
8 + 1,20 
Modele Initial 
Val. 
20 
20 
56 
56 
116 
LB 
20 
20 
56 
43.55 
63.61 
GAP 
0.00 
0.00 
0.00 
28.58 
82.35 
Node 
4117 
13063 
5255 
3332 
3 
Tps(s) 
244.23 
991.12 
5486.335 
** 
** 
Modele Ameliore 
Val. 
20 
20 
56 
56 
102 
LB 
20 
20 
56 
43.29 
63.61 
GAP 
0.00 
0.00 
0.00 
29.34 
60.34 
Node 
1045 
7149 
8612 
5917 
4 
Tps(s) 
122.24 
479.56 
6386.07 
** 
** 
TABLE 4.2 - Resultats Travaux I 
Les colonnes 2 a 6 du tableau ont trait au MILP initial avec respectivement : 
• Val. correspond a la valeur de la fonction economique retournee par Cplex, 
• LB correspond a la borne inferieure du probleme lineaire relaxe, 
• GAP correspond a 100(UB — LB)/LB, UB etant la borne superieure du probleme 
obtenue en utilisant une meta-heuristique, 
• Node correspond au nombre de branch and bound trouves lors de la resolution, 
• Tps(s) le temps pour obtenir la solution Val. (le delai maximal fixe est de 10 heures 
pour les differents tests menes). 
On retient aussi que les colonnes 7 a 11 du tableau ont trait au MILP ameliore avec 
les memes correspondances precedemment decrites. 
4.1.3 Analyses et interpretations des deux approches 
A Tissue de ce test, nous pouvons tirer les conclusions suivantes : 
• lorsqu'une solution optimale est trouvee, cela reste vrai dans les deux modeles, 
55 
4.2. COMPARAISONS DU MODELE OBTENU AVEC D'AUTRES TRAVAUX 
• au fur et a mesure que le modele devient important (plus de variables), le GAP 
devient plus important dans les deux cas mais celui du MILP ameliore est moins 
important que celui du MILP initial. II ent est de meme pour la valeur de l'objectif 
(dans le delai max de lOh), 
• sur de tres petites instances ((4+1,6), (4+1,10)), la duree d'execution pour parvenir 
a l'optimum est plus faible dans le MILP ameliore. Dans ces cas, le MILP ameliore 
resout moins de problemes pour parvenir a l'optimum. Le MILP ameliore, dans ces 
cas, converge beaucoup plus vite. 
• lorsque les modeles sont plus importants (plus de nceuds et de longueurs d'onde 
(8 + 1,20)) le MILP ameliore resout plus de problemes en parvenant a un gap moins 
important que dans celui du MILP initial, 
• 33% de plus de variables entieres dans le MILP initial et 8% de moins de variables 
continues dans le MILP initial par rapport au MILP ameliore. 
Nous pouvons penser que lorsque le modele grossira, le MILP ameliore devra conver-
ger beaucoup plus vite vers l'optimum que le MILP initial et ce meme si le MILP 
ameliore contient 8% de plus de contraintes au niveau de son modele. 
Au vu de ce qui precede, nous allons considerer le modele MILP ameliore 
pour la suite des travaux dans toutes les implementations. 
4.2 Comparaisons du modele obtenu avec d'autres tra-
vaux 
Nous abordons maintenant dans cette section une serie de travaux - que nous appelons 
Travaux II - qui concernent la comparaison du modele MILP ameliore avec d'autres travaux 
ou publications. 
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4.2.1 Sous cas 1 : travaux avec 4 nceuds 
Considerons ici le scenario suivant : 
Trafic Uniforme t(i,j) = t(j,i) = 24 ,i ^ j , Routage Unidirectionnel, Flots bifurques, 
Noeud = 4 , Longueur d'onde W = 3, Modulations OC - 48 et OC - 192 
Pour la problematique posee, nous obtenons, suite a la resolution avec notre modele, 
les resultats detailles suivants : 
- Routage du Trafic 
t(l ,2) A^2 / t( l ,3) X1/ I t( l ,4) A^2A2'4 / / t(2,l) A2'3 \f / t(2,3) A2'3 / t(2,4) A2'4 / / 
t(3,l) \f 11(3,2) A3'4 Af / t(3,4) A3'4// t (4, l) \f / t(4,2) \f / t(4,3) A4'1 X1/// 
- Plan Assignation des Longueurs Onde 
A1:(2,4),(4,2) 
A2: (1,2), (2,3), (3,1) 
A3: (1,3), (3,4), (4,1) 
- Flot reel transports par les connexions virtuelles 
Ax : ((2,4), 48), ((4,2), 48) 
A2: ((1,2), 48), ((2,3), 48), ((3,1), 48) 
A3 : ((1,3), 48), ((3,4), 48), ((4,1), 48) 
- Repartition des cartes aux nceuds - Modulation unique OC-48 
Noeud 1 : 2 cartes OC48 
Nceud 2 : 2 cartes OC48 
Noeud 3 : 2 cartes OC48 
Noeud 4 : 2 cartes OC48 
Soit un total de 8 cartes OC-48 
Tout ceci peut etre schematise de la fagon suivante avec la figure (FIG. 4.1). 
4.2.2 Sous cas 2 : travaux avec 11 nceuds 
Le sous cas 2 concerne la prise en compte d'un reseau en anneau de 11 nceuds (10 nceuds 
emetteur et/ou destinataire de requete client et 1 nceud ni emetteur ni destinataire de 
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Routage unkJirectionnel - m<tta bffurqwb 
Repartition *tets cartes «tonue - N*4. Vts$ 
S cartes OC-48 ay total 
FIGURE 4.1 - Travaux II Sous Cas 1 - resolution du probleme avec N=4 et W = 3 
requete client). Pour cet exemple, nous avons les parametres suivants : 
Nceuds : 11 - Longeur d'onde W = 3 (que nous considerons) 
Variables : 27082 dont 660 entieres et 26422 continues 
Contraintes : 28492 
Sous cas 2 - Details de notre resultat 
Suite a la resolution du probleme, la valeur de la fonction economique obtenue est de 140. 
II est important de noter que tout le detail (nombre de cartes aux ports, plan d'assignation 
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des longueurs d'onde, flot reel transports par les connexions virtuelles, etc..) de la pre-
sente resolution avec notamment les valeurs de toutes les variables de decision se trouvent 
a l'annexe a la page 75. On remarquera aussi que dans cette solution fournie le noeud de 
service "+1" n'est pas utilisee dans la solution proposee et le gap au bout de 10 heures de 
resolution est de 9.56%. 
II faut signaler que nous avons compare nos resultats avec d'autres publications ou 
travaux dans le but de voir s'il y avait amelioration du modele par rapport aux resultats 
anterieurs. Aussi rappelons-nous que ces deux exemples (Sous cas 1 et Sous cas 2) ont ete 
aussi traites : 
• par Modiano et Lin dans [57] pour le Sous Cas 1 
nous obtenons au total 8 cartes alors que dans Particle le resultat obtenu est de 
9 cartes. Le schema materialisant le resultat obtenu, par ces auteurs pour cette 
instance de donnees, est d'ailleurs disponible avec la figure (FIG. 1.5) a la page 17 
(architecture groomee), 
• par Jaumard et al. dans [46] pour le Sous Cas 2 
nous obtenons 140 comme fonction objectif pour W — 3 alors que le resultat obtenu, 
par ces auteurs, pour cette instance de donnees est de 148 avec l'implementation 
d'une heuristique de type Tabou appelee GRWABOU. On note aussi que ces auteurs 
obtiennent 132 dans le cas d'une post-optimisation intervenant a la suite du resultat 
148 et de la modification des contraintes regissant les modulations des longueurs 
d'onde sur les connexions virtuelles. II est important de preciser que notre demarche, 
dans le cas de notre modele, ne s'inscrit pas dans une optique de post-optimisation. 
II faut aussi rappeler que la matrice de trafic de reference (a l'annexe a la page 75) est 
la resultante des trois sous matrices utilisees dans les travaux de Jaumard et al. dans [40] 
pour les flots bifurques. 
Nous retenons, en conclusion, que notre modele obtient des resultats tres interessants 
dans la minimisation du cout du reseau qui demeure, rappelons-le, notre objectif principal. 
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4.3 Comparaisons du modele obtenu sur plusieurs plates-
formes 
Cette partie, appelee Travaux III, presente l'inter§t particulier de voir le comportement 
de plusieurs solveurs sur une classe particuliere de problemes d'optimisation. 
Les solveurs consideres dans le cadre de cette etude sont : 
1 ) Cplex 
Cplex est un logiciel d'optimisation cree pour traiter et resoudre des problemes lineaires 
(pure ou mixte), des problemes quadratiques, des problemes en nombres entiers. Notons 
que Cplex est un logiciel commercial. 
2 ) SoPlex (Sequential object-oriented simplex) 
C'est une mise en oeuvre de la version revisee de l'algorithme du simplexe (primal et 
dual) pour resoudre des problemes lineaires. Notons, par ailleurs, qu'il peut etre interface 
avec d'autres programmes a travers l'utilisation de sa bibliotheque de routines ecrites en 
C++. Le lien suivant fournit plus d'informations sur Soplex http : /fwww.soplex.zib.de/ 
3 ) Glpk (Gnu Linear Programming Kit) 
C'est une librairie de fonctions ecrites en C a l'intention des modeles mathematiques 
lineaires (pure ou mixte) ou en nombres entiers. Ce kit dispose en son sein d'un solveur 
gratuit glpsol que nous utiliserons comme plate-forme de tests pour la resolution de notre 
modele. 
Notons que nous aurons ici deux groupes de tests. Les lignes qui suivent decrivent le 
contexte des tests menes. 
4.3.1 Sous cas 1 : travaux sur NEOS avec SOPLEX et CPLEX 
Signalons que les tests avec Cplex (SCIP 0.90/Cplex 10.20) et Soplex (SCIP 
1.00/SOPLEX 1.3.2) ont ete effectues sur le serveur web avec le serveur NEOS 
http ://www.neos.mcs.anl.gov/ - NEOS est une plate-forme qui regroupe plusieurs sol-
veurs classes selon le type d'optimisation (probleme lineaire, probleme lineaire mixte, 
probleme avec bornes, etc.). 
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4.3.2 Parametres du sous cas 1 
Le tableau (TAB. 4.3) nous permet de voir les hypotheses considerees pour cette grille de 
tests. 
Instance 
4 + 1 , 6 
4 + 1,10 
6 + 1,3 
6 + 1,10 
8+1,20 
Parametres 
Noeuds 
4+1 
4+1 
6+1 
6+1 
8+1 
Ondes 
6 
10 
3 
10 
20 
Variables 
entieres 
240 
400 
252 
840 
2880 
continues 
1450 
2410 
3794 
12614 
74898 
Total 
1690 
2810 
4046 
13454 
77778 
Contraintes 
1925 
3145 
4466 
14217 
79975 
TABLE 4.3 - Travaux III - sous cas 1 : MILP ameliore et plate-forme NEOS 
4.3.3 Resultats du sous cas 1 
Le tableau (TAB. 4.4) nous donne les resultats obtenus pour la precedente grille de tests. 
Inst. 
4+1 ,6 
4 + 1,10 
6 + 1 , 3 
6 + 1,10 
8 + 1,20 
CPLEX 
Val. 
20 
20 
56 
56 
102 
LB 
20 
20 
56 
43.29 
63.61 
GAP 
0.00 
0.00 
0.00 
29.34 
60.34 
Node 
1045 
7149 
8612 
5918 
4 
Tps(s) 
122.24 
479.56 
6386.07 
** 
#* 
SOPLEX 
Val. 
20 
20 
56 
56 
*** 
LB 
20 
20 
56 
42.30 
*** 
GAP 
0.00 
0.00 
0.00 
32.38 
*** 
Node 
7844 
13104 
7164 
231 
**# 
Tps(s) 
1434.61 
4177.24 
28469.06 
** 
** 
TABLE 4.4 - Resultats Travaux III - Sous cas 1 : Solveurs CPLEX et SOPLEX 
4.3.4 Analyses et interpretations du sous cas 1 
A Tissue de ce test, nous pouvons tirer les conclusions suivantes : 
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• lorsqu'une solution optimale est trouvee dans le delai maximum d'execution qui est 
de 10 heures, cela reste vrai sur les deux plates-formes et Cplex resout moins de 
problemes pour parvenir a l'optimum que ne le fait SOPLEX, 
• lorsqu'aucune solution optimale n'est trouvee dans le delai maximum, cela reste vrai 
sur les deux plates-formes sauf que le gap est moins important dans le cas de Cplex. 
Au vu de ce qui precede, nous pouvons conclure que CPLEX est beaucoup 
plus efficace que SOPLEX pour la garame des problemes consideres. 
4.3.5 Sous cas 2 : Travaux effectues localement et sur NEOS 
Signalons que les tests avec : 
• Glpk (GLPK LP/MIP Solver 4.23) et Soplex (SCIP 1.00/SOPLEX 1.3.2) ont ete 
effectues localement sur un ordinateur Pentium IV - ayant 512 Mo de Ram et un 
processeur de 1.65 Ghz de frequence, 
• Cplex (SCIP 0.90/Cplex 10.20) sur le serveur web NEOS. 
4.3.6 Parametres du sous cas 2 
Le tableau (TAB. 4.5) nous permet de voir les hypotheses considerees pour cette grille de 
tests. 
4.3.7 Resultats du sous cas 2 
Le tableau (TAB. 4.6) nous donne les resultats obtenus a Tissue des tests effectues locale-
ment et sur le serveur web NEOS. 
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Instance 
4 + 1,1 
4 + 1 , 2 
4 + 1,6 
4+1,10 
6 + 1 , 2 
6 + 1,3 
6 + 1,4 
6 + 1,10 
7 + 1 , 7 
7+1,10 
8+1,11 
8 + 1,20 
9+1,14 
9 + 1,20 
Parametres 
Noeuds 
4+1 
4+1 
4+1 
4+1 
6+1 
6+1 
6+1 
6+1 
7+1 
7+1 
8+1 
8+1 
9+1 
9+1 
Ondes 
1 
2 
6 
10 
2 
3 
4 
10 
7 
10 
11 
20 
14 
20 
Variables 
entieres 
40 
80 
240 
400 
168 
252 
336 
840 
784 
1120 
1584 
2880 
2520 
3600 
continues 
250 
490 
1450 
2410 
2534 
3794 
5054 
12614 
14912 
21296 
41202 
74898 
85700 
122420 
Total 
290 
570 
1690 
2810 
2702 
4046 
5390 
13454 
15696 
22416 
42786 
77778 
88220 
126020 
Contraintes 
400 
705 
1925 
3145 
3073 
4466 
5859 
14217 
16528 
23440 
44254 
79975 
90442 
128842 
TABLE 4.5 - Travaux III - sous cas 2 : Tests effectues localement et sur NEOS 
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4.3.8 Analyses et interpretations du sous cas 2 
Meme si la comparaison sur les trois plates-formes est quelque peu biaisee vu que les 
tests CPLEX sont effectues sur le web et (SOPLEX, GLPK) le sont localement, on peut 
neanmoins noter que : 
• sur de tres petites instances (moins de 1000 variables et 1000 contraintes ), les 
Solveurs SOPLEX et GLPK sont beaucoup plus efficaces que CPLEX, 
• pour toutes les instances se situant apres (6 + 1,4) ((6 + 1,4) correspond a 5390 
variables et 5859 contraintes), GLPK n'est pas en mesure de fournir un resultat 
dans le delai des 10 heures, 
• pour toutes les instances se situant apres (8 + 1,20) ((8 + 1,20) correspond a 77778 
variables et 79975 contraintes), aucun des solveurs testes n'est en mesure de fournir 
un resultat dans le delai des 10 heures, 
• le solveur Cplex demeure le plus performant sur l'ensemble des instances au dela de 
1690 variables (cas (4 + 1,6)), 
• le gap fourni par Cplex est dans l'ensemble le plus faible. Ce constat conforte les 
conclusions des travaux du sous cas 1 (Sous cas 1 Comparaison SOPLEX et CPLEX 
sur Plateforme Web NEOS), 
• dans tous les cas au dela de (6 + 1,4) ((6 + 1,4) correspond a 5390 variables et 5859 
contraintes ), aucune solution optimale n'est obtenue au bout de dix heures quelque 
soit le solveur considere, 
• le souci de longueur d'onde adequat est perceptible au niveau de chaque groupe de 
tests ((4 + 1,1) a (4 + 1,10), (6 + 1,2) a (6 + 1,10)). 
A la lumiere des tests effectues precedemment (travaux I et travaux III), on ne peut 
passer sous silence l'influence importante du nombre de longueur d'onde (w) et de sa 
relation avec la duree d'execution pour parvenir a l'optimal, la valeur de la fonction objectif 
(a l'optimum ou pas). 
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Nous avons mene, en effet, une demarche a posteriori dans chaque serie de tests ((4 + 
1,1) a (4 + 1,10), (6 + 1, 2) a (6 + 1,10), etc..) afin de determiner le minimum de longueur 
d'onde qui nous permet d'atteindre la solution optimale du probleme pose. La demarche 
fut la suivante : 
1. Considerant un w donne et f(w) le cout de la fonction objectif lors de l'execution 
avec Tmax suffisamment grand fixe, 
2. Apres analyse de la solution proposee en 1, considerons wmax la valeur maximale de 
w existant dans la solution proposee quelque que soit le segment [s,s+l]. wmax est le 
nombre maximum de connexions virtuelles quelque soit le segment considers-, 
3. Quand nous considerons f(wmax) , pour le meime Tmax suffisamment grand , nous 
avons les possibility suivantes a analyser : 
(a) f(wmax) = f(w), 
(b) f(wmax) > f(w), 
(c) f{wmax) < f(w). 
Soit le premier w* tel qu'une solution optimale est trouvee dans un temps Tmax 
suffisamment grand. 
Considerons alors w* + 1 et calculons f(w* + 1) dans le delai Tmax. Les cas suivants 
peuvent survenir : 
• Cas 1 f(w*) = f(w* + 1) 
Plus besoin d'injecter du w dans le modele. - Arret d'ajout ou de diminution de w 
• Cas 2 f(w*) > f[w* + 1) 
La solution optimale n'est done pas celle que nous croyions (ex. passage de (4 + 1,1) 
a (4 + 1,2)) 
on doit faire w* — w* + 1 et reprendre le calcul de f(w*) 
• Cas 3 f(w*) < f(w* + 1) 
Plus besoin d'injecter du w mais plutot le diminuer (ex. passage de (6 + 1,4) a 
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(6 + 1,3)) 
on doit faire w* = w* — 1 et reprendre le calcul de f(w*) 
Lorsque nous avons le Cas 1, la question reste de savoir si w — wmax , wmax que nous 
avons defini, est celui que nous obtenons dans la solution optimale ? 
Supposons qu'ils ne correspondent pas (c'est a dire w ^ wmax) : 
• Si W* < Wmax 
Alors on peut dire qu'il existe des longueurs d'onde qui ne sont pas assignees et done 
inutiles et contribuant a avoir beaucoup plus de variables dans le modele (temps 
d'execution ou nombre de sous problemes a regler plus important ) 
Le modele demeure encore optimisable, 
• w* > wmax 
Cela reste impossible car nous aurions une autre valeur possible de wmax ce qui est 
contraire a la definition de wm„ r 
On prouve alors que w* — wmax • 
La conclusion est que si 1'on pouvait exprimer le modele en sorte que w soit 
une variable de decision plutdt qu'un parametre donne en entree, on pourrait 
alleger notre modele (delai d'execution, nombre de sous problemes a regler) 
et done accroltre son efficacite. La problematique consistera done a rechercher 
une double amelioration (w et / notre fonction economique). 
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Chapitre 5 
Extensions et perspectives de la 
problematique 
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Ce dernier chapitre presente une possibility de travaux qui peuvent constituer la suite 
directe de ce qui precede. Nous y abordons la problematique de la durabilite d'une configu-
ration donnee en tenant compte de la variation entre deux instants t et t +1 de la matrice 
de trafic. 
Cette partie permet d'evoquer une extension possible a la problematique abordee jus-
qu'a present que Ton peut resumer a une logique financiere pour un operateur de te-
lecommunication. En effet, au nombre des preoccupations majeures des operateurs de 
telecommunication figure la problematique du volume d'informations a transferer. Com-
ment envoyer beaucoup plus d'informations sur 1'infrastructure existante sans pour autant 
augmenter de fagon consequente les capacites ni meme aj outer de module d'extension aux 
differents noeuds du reseau ? 
II peut etre important de maintenir la durabilite d'une configuration donnee (topologie 
physique, topologie virtuelle) afin de ne pas engendrer - ou du moins de faire baisser - des 
couts supplementaires requis a cause d'un changement de la matrice de trafic. II s'agit, en 
d'autres termes, de travailler sur 1'augmentation ou la baisse de trafic entre un instant U 
passe et un instant U+\ a venir tout en minimisant le cout induit par la modification de 
trafic. 
II faudra minimiser les couts induits par une augmentation ou une variation de trafic de 
fagon generale entre la matrice de trafic Mi a instant U passe et une hypothetique matrice 
Mi+i a instant ti+i a venir. 
L'on veut pouvoir satisfaire la matrice de trafic a l'instant ti+i tout en s'assurant : 
• un cout minimum ou nul de modification a chaque nceud, 
• un cout minimum global pour les connexions virtuelles (cout ajout, cout modifica-
tion, cout suppression), 
• un cout minimum ou nul de modification par carte ou par port, 
de sorte que la difference entre les couts du reseau a l'instant U et celui de l'instant 
ti+i soit inferieur a e , e etant un parametre fixe au depart. 
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En d'autres termes, l'operateur ayant injecte un cout C« a l'instant U pour son reseau 
voudrait pouvoir - selon e fixe a l'instant U+\ - determiner les caracteristiques de la ma-
trice de trafic susceptible de repondre a cette nouvelle exigence. Quelles tendances pour 
la nouvelle matrice de trafic ? Comment exprimer cette variation ? 
Nous pensons qu'il faudrait prendre en compte les donnees suivantes : 
• x* = (A]|?, OC^v, F^, [J%sd, nbport[i,v] ) Solution Optimale a U de notre probleme 
initial - A, OC, F, // et nbport etant les variables de decision du sujet precedent, 
• V(x*) — Ci valeur de l'objectif a la solution optimale a U, 
• Matrice des couts pour l'ajout d'une nouvelle connexion virtuelle, 
• Matrice des couts pour la suppression d'une connexion virtuelle existante, 
• Matrice des couts pour la modification d'une connexion virtuelle existante (cout de 
passage de la modulation ma a la modulation nib a^b), 
• e > 0 , e determine la somme globale maximale que l'operateur est dispose a injecter 
pour la nouvelle solution. 
Une analyse des connexions virtuelles et des flots qui y sont routes nous permet de 
dire qu'on OC%v a l'instant U devrait commuter en l'une seulement des trois situations 
suivantes a l'instant ti+i a savoir : 
• Intacte (connexion virtuelle avec la modulation), 
• Modifiee (uniquement lorsque la modulation varie), 
• Supprimee (la connexion virtuelle n'existe plus ou la longueur d'onde utilisee n'est 
plus la meme). 
Ensuite, il faudrait prevoir le cas des nouvelles connexions virtuelles (connexion vir-
tuelle qui n'existait pas a l'instant U). 
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Ces quatre etats permettent d'ouvrir des pistes de recherche en ce qui concerne le cout 
financier de la nouvelle configuration. 
Nous pensons qu'une analyse plus approfondie de cette nouvelle problematique devra 
permettre de repondre aux questions essentielles ci-haut posees et satisfaire le detenteur 
de l'infrastructure reseau. 
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Conclusion 
Ce travail d'initiation a la recherche nous a permis d'aborder une application de la re-
cherche operationnelle dans le domaine des telecommunications. L'optimisation d'une in-
frastructure reseau avec le GRWA constitue une reponse a la preoccupation majeure des 
operateurs telecoms en ce sens qu'il leur permet de reduire le cout global de possession de 
leurs reseaux. 
Nous avons, tout au long de ce travail, essaye de voir differents aspects de la formulation 
mathematique du GRWA a travers l'usage de la programmation lineaire mixte en nombres 
entiers. Nous avons observe qu'en passant d'un modele avec plus de variables binaires a 
un autre modele equivalent avec moins de variables binaires, on ameliorait sensiblement 
la performance lors de la resolution du probleme. Les tests que nous avons menes ont 
donne des resultats tres encourageants. Nous faisons notamment allusion aux differentes 
comparaisons du modele obtenu avec les resultats d'autres travaux. Nos resultats, il faut 
le rappeler, ont surpasse ceux des travaux de reference. En effet, dans le cas de Modiano 
et Lin [57] nous avons une reduction de 12.5% en terme d'investissement alors que dans 
Jaumard et al. [46] nous avons une amelioration de 5.7%. Nous percevons, a travers la 
rubrique appelee Travaux II, toute la qualite et la puissance du modele MILP ameliore. 
Par ailleurs, le modele croissant tres rapidement en taille, nous avons eu recours -
au niveau formalisation - a l'exploitation de la structure de notre modele mathematique 
a travers la decomposition structures avec Benders en vue de faciliter la resolution du 
probleme pose. Nous pensons qu'une implementation avec Benders permettrait certaine-
ment de constater la qualite du modele dans le cas des reseaux de moyenne ou de grande 
taille. Au cas ou l'implementation avec Benders dans les reseaux de grande taille s'ave-
rait modeste, on pourrait alors envisager l'utilisation d'heuristiques ou d'une demarche 
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CONCLUSION 
hybride. 
L'aspect du choix de la topologie physique se justifie amplement par la presence dans 
cette configuration d'une majeure partie des reseaux implemented (SONET/SDH). 
On note aussi que ce travail a etabli des fondements pour une etude portant sur le 
management, a travers le temps, des configurations du reseau en prenant en compte les 
variations de trafic et en demeurant toujours dans la perspective de couts. 
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Matrice de trafic de reference 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 
1 
16 
0 
1 
16 
0 
1 
13 
0 
2 
1 
17 
1 
13 
17 
1 
28 
17 
0 
3 
16 
17 
13 
17 
46 
16 
17 
34 
16 
4 
0 
1 
16 
1 
13 
0 
1 
16 
0 
5 
1 
28 
17 
1 
. 
17 
1 
13 
17 
1 
6 
16 
17 
34 
16 
17 
13 
17 
49 
13 
7 
0 
1 
16 
0 
1 
16 
. 
1 
13 
0 
8 
1 
13 
17 
1 
28 
17 
1 
17 
1 
9 
13 
17 
46 
16 
17 
34 
16 
17 
16 
10 
0 
1 
13 
0 
1 
16 
0 
1 
16 
TABLE A.l - Matrice de trafic de reference 
Solution detaillee problematique avec iV = 11 et W = 3 
Resultat resolution N10+1 avec Cplex 
***SCIP-AMPL*** 
27082 variables : 
660 binary variables 
26422 linear variables 
28492 constraints, all linear; 142004 nonzeros 
1 linear objective; 22 nonzeros. 
*** You chose CPLEX as LP solver *** 
SCIP version 1.00 [precision : 8 byte] [memory : block] [mode : optimized] [LP solver : 
CPLEX 11.10] 
Copyright (c) 2002-2007 Konrad-Zuse-Zentrum fuer Informationstechnik 
75 
Berlin (ZIB) 
reading user parameter file -<scip.set^> 
SCIP y original problem has 27082 variables (660 bin, 0 int, 0 impl, 26422 cont) and 
28492 constraints 
SCIP y parameter ^;limits/gap>- set to 0.0001 
SCIP >- parameter ^limits/absgap^ set to le-09 
SCIP >- parameter -<rimits/time>- set to 36000 
SCIP >- loaded parameter file ^scip.setx-
SCIP>~ 
SCIP Status : solving was interrupted [time limit reached] 
Solving Time (sec) : 36000.12 
Solving Nodes : 1466 
Primal Bound : +1.40000000000000e+02 (11 solutions) 
Dual Bound : +1.27784432039163e+02 
Gap : 9.56 
SCHV 
written solution information to file <resultsl> 
SCIP^ 
written statistics to file -<results2>-
SCIP>- solution status : time limit reached 
objective value : 140 
OC[l,3,2,192] 1 (obj :0) 
OC[2,3,3,192] 1 (obj :0) 
OC[3,5,2,192] 1 (obj :0) 
OC[3,8,3,192] 1 (obj :0) 
OC[4,6,l,192] 1 (obj :0) 
OC[5,6,2,192] 1 (obj :0) 
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a 
mu[3,8,3,3,8] 17 (obj :0) 
mu[3,8,3,3,9] 46 (obj :0) 
mu[3,8,3,3,10] 13 (obj :0) 
mu[3,8,3,10,2] 1 (obj :0) 
mu[3,8,3,10,8] 1 (obj :0) 
mu[3,8,3,10,9] 16 (obj :0) 
mu[4,6,l,3,7] 1 (obj :0) 
mu[4,6,l,4,2] 1 (obj :0) 
mu[4,6,l,4,3] 13 (obj :0) 
mu[4,6,l,4,5] 1 (obj :0) 
mu[4,6,l,4,6] 16 (obj :0) 
mu[4,6,l,4,8] 1 (obj :0) 
mu[4,6,l,4,9] 16 (obj :0) 
mu[4,6,l,7,2] 1 (obj :0) 
mu[4,6,1,7,5] 1 (obj :0) 
mu[4,6,l,7,6] 13 (obj :0) 
mu[4,6,1,7,8] 1 (obj :0) 
mu[4,6,l,8,6] 17 (obj :0) 
mu[4,6,1,8,7] 1 (obj :0) 
mu[4,6,l,9,2] 17 (obj :0) 
mu[4,6,l,9,3] 6 (obj :0) 
mu[4,6,l,9,6] 49 (obj :0) 
mu[4,6,1,9,7] 13 (obj :0) 
mu[4,6,1,9,8] 17 (obj :0) 
mu[5,6,2,l,6] 16 (obj :0) 
mu[5,6,2,2,6] 17 (obj :0) 
mu[5,6,2,2,7] 1 (obj :0) 
mu[5,6,2,3,6] 34 (obj :0) 
mu[5,6,2,3,7] 15 (obj :0) 
mu[5,6,2,5,l] 1 (obj :0) 
mu[5,6,2,5,2] 13 (obj :0) 
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mu[5,6,2,5,3] 17 (obj :0) 
mu[5,6,2,5,4] 1 (obj :0) 
mu[5,6,2,5,6] 17 (obj :0) 
mu[5,6,2,5,7] 1 (obj :0) 
mu[5,6,2,5,8] 28 (obj :0) 
mu[5,6,2,5,9] 17 (obj :0) 
mu[5,6,2,5,10] 1 (obj :0) 
mu[5,6,2,10,6] 13 (obj :0) 
mu[6,7,l,2,7] 1 (obj : 
mu[6,7,l,3,7] 16 (obj 
mu[6,7,l,4,5] 1 (obj : 
mu[6,7,l,4,9] 16 (obj 
mu[6,7,l,5,l] 1 (obj : 
mu[6,7,l,5,3] 17 (obj 
mu[6,7,1,5,4] 1 (obj : 
mu[6,7,l,5,7] 1 (obj : 
mu[6,7,l,5,9] 17 (obj 
mu[6,7,l,5,10] 1 (obj 
mu[6,7,l,6,l] 16 (obj 
mu[6,7,1,6,4] 13 (obj 
mu[6,7,l,6,5] 17 (obj 
mu[6,7,l,6,7] 16 (obj 
mu[6,7,l,6,9] 34 (obj 
mu[6,7,l,6,10] 3 (obj 
mu[6,7,l,8,7] 1 (obj : 
mu[6,7,1,9,7] 13 (obj 
mu[6,8,2,4,2] 1 (obj : 
mu[6,8,2,4,3] 13 (obj 
mu[6,8,2,4,8] 1 (obj : 
mu[6,8,2,5,2] 13 (obj 
mu[6,8,2,5,8] 28 (obj 
0) 
:0) 
0) 
:0) 
0) 
:0) 
0) 
0) 
:0) 
:0) 
:0) 
:0) 
:0) 
:0) 
:0) 
:0) 
0) 
:0) 
0) 
:0) 
0) 
:0) 
:0) 
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0) 
0) 
0) 
mu[6,8,2,6,2] 17 (obj 
mu[6,8,2,6,3] 46 (obj 
mu[6,8,2,6,8] 17 (obj 
mu[6,8,2,6,10] 13 (obj :0) 
mu[6,8,2,7,2] 1 (obj :0) 
mu[6,8,2,7,5] 1 (obj :0) 
mu[6,8,2,7,8] 1 (obj :0) 
mu[6,8,2,9,2] 17 (obj :0) 
mu[6,8,2,9,3] 6 (obj :0) 
mu[6,8,2,9,8] 17 (obj :0) 
mu[7,9,1,4,5] 1 (obj :0) 
mu[7,9,1,4,9] 16 (obj :0) 
mu[7,9,l,5,l] 1 (obj :0) 
mu[7,9,l,5,3] 17 (obj :0) 
mu[7,9,l,5,4] 1 (obj :0) 
mu[7,9,l,5,9] 17 (obj :0) 
mu[7,9,l,5,10] 1 (obj :0) 
mu[7,9,l,6,l] 16 (obj :0) 
mu[7,9,l,6,4] 13 (obj :0) 
mu[7,9,l,6,5] 17 (obj :0) 
mu[7,9,1,6,9] 34 (obj :0) 
mu[7,9,l,6,10] 3 (obj :0) 
mu[7,9,l,7,2] 1 (obj :0) 
mu[7,9,l,7,3] 16 (obj :0) 
mu[7,9,l,7,5] 1 (obj :0) 
mu[7,9,l,7,6] 13 (obj :0) 
mu[7,9,l,7,8] 1 (obj :0) 
mu[7,9,l,7,9] 16 (obj :0) 
mu[8,2,3,l,2] 1 (obj :0) 
mu[8,2,3,3,2] 17 (obj :0) 
mu[8,2,3,4,2] 1 (obj :0) 
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mu[8,2,3,4,3] 13 (obj :0) 
mu[8,2,3,5,2] 13 (obj :0) 
mu[8,2,3,6,2] 17 (obj :0) 
mu[8,2,3,6,3] 46 (obj :0) 
mu[8,2,3,7,2] 1 (obj :0) 
mu[8,2,3,7,5] 1 (obj :0) 
mu[8,2,3,8,2] 28 (obj :0) 
mu[8,2,3,8,3] 17 (obj :0) 
mu[8,2,3,8,5] 13 (obj :0) 
mu[8,2,3,9,2] 17 (obj :0) 
mu[8,2,3,9,3] 6 (obj :0) 
mu[8,2,3,10,2] 1 (obj :0) 
mu[8,9,2,l,9] 13 (obj :0) 
mu[8,9,2,2,l] 1 (obj :0) 
mu[8,9,2,2,4] 1 (obj :0) 
mu[8,9,2,2,9] 17 (obj :0) 
mu[8,9,2,2,10] 1 (obj :0) 
mu[8,9,2,3,l] 16 (obj :0) 
mu[8,9,2,3,4] 16 (obj :0) 
mu[8,9,2,3,7] 1 (obj :0) 
mu[8,9,2,3,9] 46 (obj :0) 
mu[8,9,2,3,10] 13 (obj :0) 
mu[8,9,2,6,10] 13 (obj :0) 
mu[8,9,2,8,l] 1 (obj :0) 
mu[8,9,2,8,4] 1 (obj :0) 
mu[8,9,2,8,6] 17 (obj :0) 
mu[8,9,2,8,7] 1 (obj :0) 
mu[8,9,2,8,9] 17 (obj :0) 
mu[8,9,2,8,10] 1 (obj :0) 
mu[8,9,2,10,9] 16 (obj :0) 
mu[9,4,l,2,4] 1 (obj :0) 
mu[9,4,l,3,4] 16 (obj :0) 
mu[9,4,l,3,7] 1 (obj :0) 
mu[9,4,l,5,4] 1 (obj :0) 
mu[9,4,1,6,4] 13 (obj :0) 
mu[9,4,l,7,2] 1 (obj :0) 
mu[9,4,l,7,5] 1 (obj :0) 
mu[9,4,1,7,6] 13 (obj :0) 
mu[9,4,1,7,8] 1 (obj :0) 
mu[9,4,l,8,4] 1 (obj :0) 
mu[9,4,1,8,6] 17 (obj :0) 
mu[9,4,l,8,7] 1 (obj :0) 
mu[9,4,1,9,2] 17 (obj :0) 
mu[9,4,l,9,3] 6 (obj :0) 
mu[9,4,1,9,4] 16 (obj :0) 
mu[9,4,l,9,6] 49 (obj :0) 
mu[9,4,l,9,7] 13 (obj :0) 
mu[9,4,1,9,8] 17 (obj :0) 
mu[9,10,2,2,l] 1 (obj :0) 
mu[9,10,2,2,10] 1 (obj :0) 
mu[9,10,2,3,l] 16 (obj :0) 
mu[9,10,2,3,10] 13 (obj :0) 
mu[9,10,2,4,5] 1 (obj :0) 
mu[9,10,2,5,l] 1 (obj :0) 
mu[9,10,2,5,3] 17 (obj :0) 
mu[9,10,2,5,10] 1 (obj :0) 
mu[9,10,2,6,l] 16 (obj :0) 
mu[9,10,2,6,5] 17 (obj :0) 
mu[9,10,2,6,10] 16 (obj :0) 
mu[9,10,2,7,3] 16 (obj :0) 
mu[9,10,2,8,l] 1 (obj :0) 
mu[9,10,2,8,10] 1 (obj :0) 
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0) 
F[8,2,3] 192 (obj 
F[8,9,2] 192 (obj 
F[9,4,l] 185 (obj 
F[9,10,2] 192 (obj :0) 
F[10,l,2] 192 (obj :0) 
nbport[l,192] 1 (obj :10) 
nbport[2,192] 1 (obj :10) 
nbport[3,192] 2 (obj :10) 
nbport[4,192] 1 (obj :10) 
nbport[5,192] 1 (obj :10) 
nbport[6,192] 2 (obj :10) 
nbport[7,192] 1 (obj :10) 
nbport[8,192] 2 (obj :10) 
nbport[9,192] 2 (obj :10) 
nbport[10,192] 1 (obj :10) 
L[l,3,2] 1 (obj :0) 
L[2,3,3] 1 (obj :0) 
L[3,5,2] 1 (obj :0) 
L[3,8,3] 1 (obj :0) 
L[4,6,l] 1 (obj :0) 
L[5,6,2] 1 (obj :0) 
L[6,7,l] 1 (obj :0) 
L[6,8,2] 1 (obj :0) 
L[7,9,l] 1 (obj :0) 
L[8,2,3] 1 (obj :0) 
L[8,9,2] 1 (obj :0) 
L[9,4,l] 1 (obj :0) 
L[9,10,2] 1 (obj :0) 
L[10,l,2] 1 (obj :0) 
mu[l,3,2,l,2] 1 (obj :0) 
mu[l,3,2,l,3] 16 (obj :0) 
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mu[l,3,2,l,5] 1 (obj :0) 
mu[l,3,2,l,6] 16 (obj :0) 
mu[l,3,2,l,8] 1 (obj :0) 
mu[l,3,2,l,9] 13 (obj :0) 
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