We investigate the two-dimensional Rashba model with attractive local interaction using the functional renormalization group (functional RG) and mean-field theory. By means of the functional RG we successively integrate out the high-energy degrees of freedom to study the competing Fermi liquid instabilities and to derive the effective interaction for the electrons at the Fermi energy eF . We parametrize the scale-dependent interaction vertex in a refined Fermi surface patching scheme and fully implement its spin dependence in an RG flow without SU (2) symmetry. For any value of eF we find as the leading instability a superconducting phase with singlet-type interaction between electrons with opposite momenta. Using this result, we subsequently employ mean-field theory to predict both the superconducting gap function and the order parameter as a function of eF . While the gap function has a singlet-type spin structure and is independent of eF , the order parameter indicates a mixture of singlet and triplet superconductivity. The ratio between singlet and triplet amplitudes of the order parameter depends on eF and on the energy band, being plus or minus one for the upper or lower branch of the Rashba dispersion, respectively.
In the rapidly evolving field of spintronics, which aims at revolutionizing present-day computer logic and memory, 1 the Rashba model of a two-dimensional electron gas plays a paradigmatic rôle. By coupling the momentum and spin degrees of freedom, it provides a key to the manipulation of electron spins by means of electric fields.
2 Originally, the model was introduced in 1960 to describe the band splitting in non-centrosymmetric wurtzite semiconductors, 3, 4 but since then a vast number of systems have been found that are described by this model, ranging from semiconductor heterostructures 5 to the surface Shockley states of heavy metals 6, 7 as well as nobel-metal based surface alloys. 8 More recently, giant Rashba spin splitting has been observed in the bulk semiconductor BiTeI, 9 at the Te-terminated surface of bismuth tellurohalides 10, 11 and in other systems based on chemical elements with high atomic numbers.
12 These materials are promising candidates for spintronics applications such as the Datta-Das spin-transistor. 12, 13 Indeed, much research is focused on the transport properties induced by the Rashba effect such as the intrinsic spin Hall effect, 14, 15 current-driven spin torques 16 or spin precession phenomena.
17,18
From a many-body perspective, the equilibrium properties and the phase diagram of the Rashba model with electron-electron interactions, in particular the superconducting properties are also of great interest. Mean-field approaches have indicated the possibility of unconventional superconductivity in the Rashba model due to the absence of the spin SU (2) symmetry. [19] [20] [21] [22] In combination with an s-wave pairing interaction and a sufficiently large Zeeman term, the Rashba spin-orbit coupling has been predicted to produce an effective chiral p-wave superconductor [23] [24] [25] [26] carrying zero energy Majorana bound states in its vortex cores. 27 In a nanowire geometry, zero energy states were then expected to appear at the two ends of the wire, [28] [29] [30] a prediction which triggered the experimental hunt for Majorana fermions.
31,32
Despite the tremendous progress in theoretical understanding, much remains to be done to identify the symmetries of the superconducting phases of the Rashba model in an unambiguous way. Mean-field solutions of the gap equation yield the superconducting order parameter from a given gap function (pairing potential). For the latter, one usually assumes the absence of interband pairing, 22 which then allows for its parametrization in terms of singlet and triplet amplitudes. Their ratio in turn determines the topological properties of the superconducting phase. 33 It is therefore desirable to determine the gap function and the order parameter explicitly in a general setup such as the Rashba model with local interaction. In the case of a repulsive interaction, the superconducting instabilities have already been investigated by an RG approach by Vafek and Wang.
34,35
In this paper, we address this problem for an attractive interaction by the functional renormalization group and mean-field theory. Our aim is to characterize the superconducting phases in an unbiased way. For this purpose, the functional RG in combination with a Fermi surface patching approximation has proven useful. 36 It allows to study the (possibly competing) instabilities of the Fermi liquid without making any potentially restrictive a priori assumptions (e.g. about the absence of interband pairing), and it yields the effective interaction for the electrons at the Fermi level. The latter may in turn serve as a starting point for mean-field theory, which allows to predict the gap function and the order parameter from a given superconducting interaction. A consistent fusion of functional RG methods and mean-field theory has been discussed in Ref. 37 . The RG procedure has already been successful in the investigation of the high-temperature superconducting cuprates [38] [39] [40] [41] and iron pnictides, [42] [43] [44] mono-, 45, 46 bi-47 and trilayer graphene, 48 and many other correlated fermion systems. 36 On the level of functional RG technique, our paper is novel in that we fully implement the RG flow in the case without spin SU (2) symmetry taking into account the full spin dependence of the interaction vertex. In fact, the study of flow-equations for non SU (2) symmetric systems has recently become a topic of major interest (see e.g. Refs. 44, 49, and 50).
The paper is organized as follows: In Sec. II we define as our starting point the Rashba model with attractive local interaction. In Sec. III we introduce the functional RG and describe the Fermi surface patching approximation used to solve the RG equations numerically. After that we present our results on the leading instabilities and corresponding effective interactions. In Sec. IV we describe the mean-field approach used to predict the gap function and the order parameter. In particular, we generalize the Bogoliubov transformation derived in Ref. 51 to the non SU (2) symmetric case, and thereby obtain explicit expressions for the singlet and triplet amplitudes of the superconducting order parameter as a function of the Fermi energy.
which in direct space corresponds to nearest-neighbor hopping with amplitudes t and α, respectively. For small momenta, we can Taylor expand these functions to quadratic order in k as
which shows that near the center of the Brillouin zone, the model is described (up to a constant energy shift) by the Rashba Hamiltonian
with
It is convenient to introduce the Rashba energy e R and the Rashba wave vector k R by
such that we can write
The Hamiltonian H 0 ss (k) given by Eq. (2) is generally diagonalized by the unitary matrix
meaning that
We have suppressed the momentum dependences on the right hand side of Eq. (14) , and defined ϕ ≡ ϕ(k) by
We thus obtain the two energy bands
In the following, we choose the model parameters t = 0.5, α = 1.0. The dispersion of the two bands is then shown in Fig. 1 . The initial interaction, which is defined as the interaction at the UV scale Λ 0 , generally has the form (assuming only translation invariance)
Here, we choose a momentum independent function
which in direct space corresponds to an onsite Hubbard interactionV 0 = U xn ↑ (x)n ↓ (x) with the spin resolved density operatorn s (x) =ĉ † s (x)ĉ s (x). In the following, we choose the parameter U = −4.0 which corresponds to an attractive interaction.
III. FUNCTIONAL RENORMALIZATION GROUP
A. RGE without spin rotation invariance
To obtain the phase diagram of this model, we use the functional RG approach which describes the evolution from the action at the UV scale to an effective action at low energies as a function of the energy scale. Importantly, this method accounts for the interplay between different ordering tendencies in an unbiased way. Explicitly, we employ fermionic RG flows for the one-particleirreducible (1PI) vertices with a momentum cutoff as introduced in Ref. 52 . These vertices are generated by the effective action Γ, which is the first Legendre transform of the generating functional G for the connected Green's functions. To induce the RG flow we modify the bare propagator of the model by introducing an infrared regulator suppressing modes with energies less than a scale Λ. This leads to a scale-dependence of the effective action Γ → Γ Λ and a hierarchy of RG flow equations which describes the variation of Γ Λ with respect to Λ. The resulting RG flow smoothly interpolates between the bare action defined at the initial scale Λ 0 and the low energy effective action for Λ → 0.
In the truncation of the hierarchy used here, typical flows then show the following behavior: As the energy scale is lowered, the effective two-particle interaction V Λ diverges already at a nonzero scale Λ c > 0 for particular combinations of momenta and further indices as e.g. spins or bands. This indicates an instability towards an ordered state. From the momentum structure of the nearcritical two-particle vertex we can construct an effective low-energy Hamiltonian and determine the leading order parameter. Our (standard) truncation of the hierarchy can be justified in a certain scale range depending on the Fermi surface curvature 52 , but it breaks down at very large couplings. As in previous works, we never run the flow until it diverges, but define Λ c as the scale when the maximal value of the interaction exceeds a certain threshold.
In the following, we will give explicit expressions for the flow equations for our model. Consider again the unitary matrix Φ sn (k) which diagonalizes the free Hamiltonian H 0 as in Eq. (15) . This matrix mediates between the spin and the band basis, i.e. in particular the initial interaction is given in the band basis by
The above mentioned truncation is to neglect the selfenergy and all m-point functions with m ≥ 6, as well as the frequency dependence of the 4-point function. This strategy has been established in many works before, cf. Refs. 36 and 53. With these preliminaries, the RG flow equations for the interaction vertex read in the absence of SU(2) spin rotation symmetry:
where the three terms on the right hand side-the particle-particle, direct particle-hole and crossed particlehole term-are given by
The particle-particle and particle-hole loop terms are given explicitly by
Here f denotes the Fermi distribution function, which for T = 0 is given by f (E) = Θ(e F − E) with the Heaviside theta function. In the numerical implementation, we use a tiny but positive temperature k B T /e R = 10 −9 . Furthermore, χ Λ denotes the regulator function, which we choose as
By using this momentum cutoff and neglecting also the frequency dependence of the vertex functions, we can perform the frequency sums on the right hand side of the RG equations analytically and thereby obtain the expression in Eq. (26) for the loop terms. The remaining momentum integrals in Eqs. (23)- (25) range over the finite Brillouin zone B as shown in Fig. 2 . Summarizing our procedure, we start from the initial interaction, Eq. (20) , at the UV scale and successively integrate out the degrees of freedom with band energies Λ to obtain an effective interaction for the low-energy degrees of freedom, i.e. those near the Fermi lines. The flow is stopped when the vertex exceeds a threshold value at the critical scale Λ c . The resulting effective interaction can then be transformed back into the spin basis as
In our implementation we used a threshold value of |V Λc | = 40, which is large compared to the initial interaction |U | = 4.
B. Fermi surface patching approximation
In order to solve the RG equations numerically, we discretize the momentum dependence of the interaction vertex. A standard approximation is Fermi surface patching, where each momentum k with corresponding band index n is projected on a representative momentum κ n i (where i ∈ {1, . . . , N n }) on the Fermi surface of the same band n. By projecting the three momentum arguments of the interaction vertex, the RG equations can be reformulated in terms of these finitely many parameters. Here we use a refined patching scheme, where the projected vertex gets contributions from the representative momenta κ bands m, not just m = n. To explain this in some more detail, let N = n N n be the total number of representative momenta and let all representative momenta κ i be labeled by one index i ∈ {1, . . . , N 1 , N 1 + 1, . . . , N }. We divide the Brillouin zone B into disjoint patches
where κ i is the representative momentum of the patch B i . We then represent the interaction vertex in the band basis as follows:
where
This leaves the finite set of parameters
labelled by four band indices and three patch indices. The point is now that each patch index may refer to a representative momentum on any Fermi surface (e.g., κ i1 in Eq. (32) does not necessarily lie on the Fermi surface of the band n 1 ). The advantage of the refined patching scheme is that the transformation between the spin and the band basis of the discretized vertex function is exact, whereas in the standard patching scheme one loses information by switching from the spin basis to the band basis, which leads to a systematic error in the effective interaction. Finally, we note that our numerical implementation uses 48 patch momenta, 24 on each of the two Fermi lines of the Rashba model as shown schematically in Fig. 2 . We have checked that our results do not change significantly by further increasing the number of patches.
C. Superconducting interaction
The result for the interaction vertex at the critical scale Λ c is shown in Fig. 3 . We have fixed the third patch index i 3 = 1 and plotted the dependence of V s1...s4 (i 1 , i 2 , 1) on i 1 and i 2 for all possible spin combinations (of which only four are shown here). The result clearly indicates a superconducting instability where pairing occurs between opposite momenta on the same Fermi surface. The effective interaction at the critical scale, V c ≡ V Λc is wellrepresented by
where all momenta k i are restricted to the Fermi lines.
Thus we can write the effective interaction as (renaming k ≡ k 2 and k ≡ k 3 )
This result holds independently of the Fermi energy e F , whether it lies above (e F > 0) or below (e F < 0) the band crossing of the Rashba dispersion. By its particular spin structure, this interaction is referred to as singlet superconducting interaction.
D. Critical scale
The RG flow is stopped at the critical scale Λ c where the vertex exceeds a threshold value and hence a divergence is approached, which indicates the breakdown of the Fermi liquid description. Fig. 4 shows Λ c as a function of the Fermi energy e F . The sharp increase at low Fermi energies reflects the diverging density of states at the bottom of the Rashba dispersion. In two dimensions the critical scale Λ c can be regarded as an estimate for a true temperature of a phase transition, in which the ordering sets in, in the following sense: In cases where the symmetry that gets broken is discrete, the breaking is allowed strictly in two dimensions. When, as in our case, a continuous symmetry is involved, no long-range order can exist in an infinite two-dimensional system due to the Mermin-Wagner theorem. However, for a finite (large) system, a sufficiently slow decay of correlations becomes indistinguishable from long-range order. Moreover, in the case of three-dimensional materials with a layered structure such as BiTeI, correlated fermion models have a much smaller hopping amplitude in the direction perpendicular to the layers than in the layers, but a slow decay of correlations in a single layer means that the order parameter field is almost constant in large domains of the layer. The typical area of these domains can then scale up even small interlayer couplings between the order parameter fields, hence at some low temperature make the dynamics three-dimensional so that ordering can set in. Finally, we note that mean-field theory yields a quantitative relation between the critical scale Λ c and the critical temperature T c , which is obtained from the gap equation by assuming that the superconducting gap vanishes as the temperature T approaches T c (see Sec. IV D). 
IV. MEAN FIELD THEORY A. Gap function
By starting from a local attractive interaction at the UV scale, we have so far obtained the effective superconducting interaction at the critical scale Λ c given by Eq. (34) . This can be written equivalently aŝ
with the coefficient function
Mean field theory now allows to approximately calculate-starting from this superconducting interactionthe gap function and the order parameter. We proceed analogous to Ref. 51 and generalize the results presented there to the non SU (2) symmetric case. The mean-field ansatz consists in replacing the quartic interactionV c by the quadratic mean-field interaction
Consequently, the HamiltonianĤ c =Ĥ 0 +V c at the critical scale is replaced by the mean-field Hamiltonian,
which is quadratic and hence can be solved exactly. The expectation values in Eq. (39) are to be evaluated with respect to the mean-field Hamiltonian itself, i.e.,
Here µ denotes the chemical potential, which at zero temperature coincides with the Fermi energy e F ,N is the particle number operator and β the inverse temperature. The self-consistent solution of these equations is referred to as mean-field theory. The expectation value Ψ ss (k) = ĉ ksĉ−ks (43) is called the order parameter, while the product
is called the gap function. The mean-field interaction can be written in terms of the gap function aŝ
From Eq. (38) we obtain immediately the spin dependence of the gap function,
(46) In matrix notation, we may write this as
with the gap parameter
To determine this parameter we first have to calculate the order parameter, which in turn depends on the gap function. Therefore, ∆ 0 must be determined self-consistently as a solution to the gap equation (see Sec. IV D). Up to this parameter, however, the form of the gap function is already fixed by Eq. (47) . It is independent of the momentum k and the Fermi energy e F and has a singlet-type spin structure.
B. Order parameter
Calculating the order parameter requires to diagonalize the quadratic mean-field Hamiltonian. First, we can rewrite the mean-field Hamiltonian (including the contribution −µN from the particle operator) aŝ
The diagonalization is performed by means of a Bogoliubov transformation,
where u k and v k are determined such that
diagonalizes the 4 × 4 matrix appearing in Eq. (49), i.e.,
and E k is the matrix of eigenvalues
A lengthy calculation analogous to Ref. 51 , Appendix A yields the eigenvalues
and the explicit expressions for the 2 × 2 matrices
Here Φ k is the unitary matrix which diagonalizes the free Hamiltonian H 0 k and e k the corresponding matrix of eigenvalues (see Eqs. (14)- (15)), i.e.,
The above formulae are analogous to Ref. 51, Eq. (2.13), but more generally valid in the absence of SU (2) symmetry.
In terms of the new annihilation and creation operators the mean-field Hamiltonian (49) is diagonal,
The order parameter (43) can now be evaluated as
Using that
with the occupation numbers
we obtain the order parameter matrix Ψ k ≡ Ψ ss (k) as
Plugging in Eqs. (58)- (59) yields after some algebra the concise expression
where we have defined the function
with n(x) = (e x + 1) −1 . In the zero temperature limit, this function reduces to
An even more concrete expression for the order parameter can be obtained by writing
and using the unitarity of Φ k as well as the property
which follows from Eq. (60). Here g k ≡ g(k) was defined by Eq. (2). Hence our result for the order parameter is
In contrast to the gap function Eq. (47), the order parameter depends nontrivially on the momentum k and on the chemical potential µ, which is implicitly contained in the eigenvalues E kn given by Eq. (57).
C. Singlet and triplet amplitudes
The singlet and triplet amplitudes Ψ s (k) and Ψ t (k) of the order parameter are defined as complex functions by
From our result (73) we read off:
In the zero temperature limit β → ∞, these formulae reduce to
For the continuum Rashba model, analogous expressions have already been derived in Ref. 33 . For small energies, the dispersion e(k) of the bands is nearly parabolic and hence depends only on the modulus |k|. Fig. 5 shows the singlet and triplet amplitudes of the order parameter as a function of |k| for three different values of the chemical potential µ (above, at and below the band crossing) assuming a small gap parameter ∆ 0 = 0.1. Qualitatively, we can understand these results as follows: The relevant region in k space is near the two Fermi lines, where the superconducting singlet interaction has been derived by the functional RG. Concretely, we may restrict to momenta k with
where Λ c is the critical energy scale (which is small compared to the bandwidth), and n = +/− if the respective Fermi line belongs to the upper/lower band. For small ∆ 0 , this condition implies also
and hence in particular,
From Eqs. (77)- (78) we therefore obtain
This means, when the Fermi line belongs to the upper/ lower band, the singlet and triplet amplitudes have equal magnitude and the same/opposite sign. In particular, if the Fermi energy is above the band crossing, there is one Fermi line for each band and hence the ratio between Ψ s and Ψ t changes sign in the Brioullin zone as shown in the uppermost panel of Fig. 5 .
D. Gap equation and critical temperature
So far we have calculated the gap function and the order parameter up to the constant ∆ 0 . This was defined by Eq. (48), which can be written equivalently as
Inserting Eq. (74) and using that tr [ĝ(k) · σ] = 0, we obtain immediately which is equivalent to the gap equation
(85) This equation depends implicitly on the gap parameter ∆ 0 through the energies E kn (see Eq. (57)). It can be used to calculate ∆ 0 depending on the inverse temperature β. Moreover, it allows to estimate the critical temperature T c , which is defined as the temperature where the gap vanishes (see e.g. Ref. 54). In the limit ∆ → 0, we obtain from Eq. (85) the linearized gap equation
where N (e) = k, n δ(e − e n (k)) denotes the density of states of the noninteracting system and Λ c the cutoff energy. The latter is much smaller than the band width, hence, provided µ is away from the band minimum, one may approximate the density of states by its value at the chemical potential, N (e) ≈ N (µ). Eq. (87) then gives
from which we obtain the estimate for the critical temperature
Therefore, we have shown that this standard analysis (and in particular, the precise form of the gap equation (85)) remains unchanged in the absence of SU (2) symmetry.
V. CONCLUSION
We have characterized the superconducting phases of the two-dimensional Rashba model with attractive local interaction by the functional RG and mean-field theory. We have implemented the RG flow equations without spin SU (2) symmetry taking into account the full spin dependence of the 4-point function. We have used the standard approximations of dropping the self-energy and all m-point irreducible vertices with m ≥ 6 as well as the frequency dependence of the 4-point function, however, we have not made any a priori assumption about the properties of the ordered phases. For any value of the Fermi energy e F we have identified a superconducting phase with a singlet interaction as the leading instability of the Fermi liquid. This effective interaction between electrons at the Fermi level is a result of the functional RG calculation, which we have obtained by starting from a local attractive interaction at the UV scale and following the RG flow down to the critical scale. This means in particular, no assumption about the pairing interaction has been made from the beginning, but the specific form of the superconducting interaction has come out as a numerical result with high precision. Technically, we have used a refined Fermi surface patching scheme to discretize the momentum dependence of the vertex function in the RG flow, which allows for an increased precision by admitting projections on the representative momenta irrespective of the band index.
By a subsequent mean-field analysis we have shown that the superconducting gap function is also singlet-type and independent of the Fermi energy e F . By contrast, the order parameter indicates a mixture of singlet and triplet superconductivity and depends nontrivially on e F and on the momentum. In particular, near each Fermi line its singlet and triplet amplitudes are of equal magnitude and opposite/same sign depending on whether the Fermi line belongs to the lower/upper band. This work confirms the functional RG as a tool for investigating Fermi liquid instabilities in multiband and less symmetric systems, in particular in the absence of SU (2) symmetry. Combined with mean-field theory, it allows for an unambiguous prediction of the superconducting gap function and the order parameter. We expect this to be useful for an unbiased theoretical description of the low-temperature properties of spin-based materials.
