The feedback control loop is the atomic unit in a control system. Typically, feedback control loops are rigid objects that involve a dynamical system, or plant, which has a set of its output states measured by dedicated sensors, which in turn feed a processing unit, known as controller, that calculates actions to be applied as inputs to the plant, via elements known as actuators, in order to drive the outputs to a desired value or trajectory. The appearance of the Internet of Things (IoT) paradigm, where a large number of sensors and processing units interact over a communication network, offers an underlying infrastructure to operate and configure control loops using a different logic: an on-demand strategy. This work introduces the concept of on-demand control loop, and proposes the use of blockchain technology as the enabling infrastructure for generating on-demand control loops over large-scale IoT environments. General design guidelines are given and a simple implementation example over the Ethereum blockchain is presented, which shows the feasibility of the proposed technique.
I. INTRODUCTION
Automatic control is a mature field in engineering whose outcomes have contributed greatly to the current technological advances [1] . In a control system, the basic unit is the feedback control loop, which uses the feedback principle to drive the outputs of a given dynamical system to a desired value or trajectory. Typical control loops involve a fixed structure where a dynamical system, or plant, has a set of its output states measured by dedicated sensors, which in turn feed a processing unit, known as controller, that calculates actions to be applied as inputs to the plant, via elements known as actuators, in order to obtain the desired behavior [2] . This structure has been used for many years due to its numerous advantages, mainly reliability, fast performance, and ease of design. However, classical feedback control loops are rigid objects with several intrinsic drawbacks, as the presence of a single point of failure at the controller, and (many times) a non-optimal use of resources, since when the plant is under control and the processing load is lower, the units remain dedicated to the loop, which represents a waste of computational The associate editor coordinating the review of this manuscript and approving it for publication was Giovanni Merlino .
resources. In this setting, having a mechanism to add flexibility to control loops would be ideal in terms of performance and robustness. Networked environments, in particular the Internet of Things (IoT), where a large number of sensors and processing units interact over a general purpose communication network [3] , offer an attractive infrastructure for implementing control loops using a different logic, focused on flexibility and efficiency, while maintaining loop performance. The design of such flexible loops in the context of the IoT is the focus of this paper.
The IoT was conceived as a large-scale network of heterogeneous objects with Internet connectivity that promotes the appearance of data-driven services [3] , [4] , with an associated service-oriented layered architecture [5] . In this setting, as of today's deployments, the majority of IoT devices are connected and controlled in a centralized way [6] . IoT devices are typically connected to large back-end infrastructures on public cloud services [7] , [8] to transmit data and receive control commands, which implies that the growing rate of the IoT is bounded by the scalability and elasticity of these back-end infrastructures, servers and data centers.
However, as communication technologies have enlarged the set of devices with networking capabilities to objects as varied as keys, appliances, and cars, the original definition of the IoT needed to be updated to include new classes of objects [9] . Consequently, the initial cloud-managednetwork conceptualization of the IoT has mutated into a sparsely coupled, distributed system of interacting smart objects, or things, which are currently being defined as autonomous physical devices with sensing/actuating, processing, storing, and networking capabilities [9] , [10] .
The change in the conceptual vision of the IoT has been complemented with an extension to its original purpose [9] . With the incorporation to the network of devices with sensing and actuating capabilities, performing control tasks using the resources of the IoT has arisen as a viable option to be explored, closer to the control point of view of networked cyber-physical systems [3] , [11] . From this point of view, the IoT constitutes a powerful backbone to control external processes using its sensing, actuating, and computational power [12] . However, a formal methodology for using the IoT as a control network is missing. Moreover, resorting to the classical fixed control loop structure in a dynamically changing large-scale network seems unnatural. In this scenario, an appealing approach is to move away from the classical fixed control loop structure and to introduce a new strategy based on flexible reconfigurable control loops, which generate and destroy on an on-demand basis, taking advantage of the numerous controllers, sensors, actuators and plants that are pervasively connected to the IoT and can reorganize autonomously when needed. These new control structures are referred to as on-demand control loops and promise to make an impact by increasing flexibility from a control loop perspective, and by enabling the IoT to operate as a controloriented network.
A. PRELIMINARIES AND BASIC DEFINITIONS
On-demand control loops is a novel concept, defined as nonfixed dynamic control structures that create and destroy based on control tasks generated at a given plant. On-demand control loops make sense in a networked environment, where a plant accesses a communication network and when needed ''hires'' actuating, controller, and possibly sensing, services from available units currently idle or underused. The envisioned workflow begins when a plant submits a task to a platform, where actuators, controllers, and sensors agree on a task assignment in order to determine the elements, or agents, that will participate in the control loop that solves the control task. When the control task is solved, or its requirements are either downgraded (making the current configuration inefficient) or upgraded (making the current configuration insufficient), the loop is cleared and units become available for participating in a new on-demand loop. This scheme increases efficiency by allowing to have always the right element for the currently active control task, based on the processing, sensing, and actuating requirements. Moreover, this scheme increases robustness at the loop level (not meaning the use of robust control techniques) since if a unit in the loop is faulty, the loop can reconfigure easily and rapidly.
However, these improvements come at the cost of a higher effort in terms of distributed coordination. In fact, from a theoretical point of view, on demand control loops pose several challenges that must be solved if they are to become a feasible strategy in an IoT setup. Among them, task assignment algorithms capable of working over realistic communication networks must be designed, and a series of analytical tools for assessing key performance indices of on-demand control loops must be generated.
Although appealing and beneficial for an IoT setup, ondemand control loops over IoT environments pose, additionally, several implementation challenges that must be solved. The following key factors have been recognized as challenges to deal with for any IoT research, on-demand control loops not being an exception, [5] : heterogeneity, scalability, interoperability, security, and privacy. Therefore, to ensure the feasibility of on-demand control loops, first, a technological infrastructure capable of supporting interactions among nontrusting entities without compromising security is needed. Second, a fully distributed mechanism for generating and terminating on-demand control loops is a must in order to ensure scalability and fault tolerance. Finally, a platform for implementing a machine-to-machine marketplace for devices to share their capabilities, in order to find the right partner for establishing an on-demand loop, is a key ingredient. In this scenario, blockchain technology, particularly its smart contract functionalities, seems to offer an elegant solution.
Blockchains are an emergent technique for decentralized processing, including ledgering and data storage, leveraged by cryptographic signatures and a distributed consensus mechanism [13] , which solves the general problem of establishing trust in a distributed system, by generating a distributed data structure which no entity can violate without being detected, and rejected by the network [14] .
A blockchain is a distributed system in the sense that its data structure is replicated in every participating node and shared in a peer-to-peer network [15] . In this setting, a node acts as an entry point for, possibly several, users into the network and broadcasts messages, referred to as transactions, to the entire network. Additionally, blockchains are decentralized systems in the sense that their management does not depend on a central entity or network manager, rather the responsibility of verifying content and access to the blockchain is shared among every node in the network.
A key aspect of blockchains is that nodes are able to achieve universal agreement on the state of the system: the contents of the blockchain, without a central trust entity [16] . Among its advantages, blockchains do not present a single point of failure, and are naturally scalable.
The information of the blockchain is stored in an evergrowing list of blocks, each of which follows a well-defined structure, including an explicit reference to its precedent block in the chain using, typically, its cryptographic hash. Once a block is part of the blockchain, it cannot be modified, since its hash is contained in the following block of the chain, which ensures immutability [17] . To generate new blocks, the information generated at a given node is signed using a local private key and broadcasted into the network for nodes to validate it by using the public key of the generating node. A node periodically collects multiple transactions from its pool of pending transactions to form a block, which is sent to the entire network. The new block is concatenated to the blockchain if all constituent transactions are valid. This process is called mining and is usually conducted by specialized nodes, although any node in the peer-to-peer network can choose to be a miner [15] . A consensus algorithm is used to discriminate among miners to decide which candidate block will be added to the chain. Mechanisms such as Proof of Work, which involves solving a resource-intensive cryptographic puzzle, are employed to decide upon the next block. After a block has been mined, nodes verify that the suggested block contains valid transactions, and references via hash the correct previous block on their chain. If that is the case, they add the block to their local chain, and apply the transactions it contains to update their world view [15] . The robustness of the blockchain is ensured by the fact that multiple miners process a single transaction. However, there is an efficiency trade off since multiple miners expend their resources mining the same transaction, which also increases the delay [16] .
Although blockchains are a natural technology for supporting interactions among non-trusting entities, in a totally decentralized and distributed way, in the context of IoT environments there are several issues that must be addressed [17] - [19] . First, it should be noted that mining, particularly in proof of work networks, is a computationally intensive task that most IoT devices cannot afford. Additionally, mining can be time consuming and some IoT applications, particularly control oriented ones, are sensitive to time delays. Finally, the underlying blockchain mechanisms generate high traffic, which is not suitable for low bandwidth IoT applications. Currently, efforts are being made by the blockchain community to overcome the aforementioned issues. Blockchains designed after the irruption of Bitcoin consider shorter block generation periods, lower overhead and new consensus mechanisms that do not require a constant waste of computational power. More importantly for this work purposes, new blockchains include powerful scripting capabilities, besides pure ledgering, via the so-called smart contracts [15] . Currently a plethora of blockchain platforms exist that can be used to implement on-demand control loops, in a proof-of-concept spirit. Particularly, IoT-oriented blockchains are under active development [19] - [21] focusing on developing a technology suitable for low-capable devices whose operation is designed towards energy efficiency and low communication and memory requirements; however, a blockchain tailored for control applications over IoT environments is yet to be proposed.
B. CONTRIBUTIONS AND ORGANIZATION
The main contributions of this paper can be summarized as follows. First, a general framework for supporting on-demand control loops over IoT environments based on blockchain technology is designed, along with its set of minimum functionalities required. Second, a real-world proof-of-concept implementation is conducted to test the feasibility for the generation and termination of control loops in a blockchaindriven networked environment.
The rest of this manuscript is organized as follows. Section II presents the main concepts behind on-demand control loops. Section III presents a blockchain approach for solving the problem of generating and terminating ondemand control loops over an IoT environment using smart contracts. Section IV illustrates the feasibility of the proposed approach with an implementation example using low-capable devices and the Ethereum blockchain. Finally, Section V presents conclusions and directions for future research.
II. ON-DEMAND CONTROL LOOPS
This work focuses on on-demand control loops, which are non-fixed structures that are created and destroyed based on control tasks that need to be attended. To understand the full potential and viability of this strategy, it is necessary to take a closer look to classical automatic control techniques.
The most widely used automatic control technique is to consider an input-output representation of the plant in the form of a transfer function, which assumes a linear timeinvariant behavior, and to generate a dedicated closed loop involving a sensor and a controller to regulate the output(s) of the plant to a given low-frequency varying set-point [2] . As a notable evolution, state-space methods [22] , also known as modern control systems, appeared in the late 50s as an alternative to the classical transfer function method, and have been since the main tool for designing advanced controllers [23] , including non-linear, adaptive, predictive, and intelligent approaches [24] , [25] . Despite advances in controller design, the classical structure of the feedback loop involving a sensor, or set of sensors, that measures the output of the plant and communicates directly the measurement to the dedicated controller, remained unchanged for several decades [23] . Figure 1 illustrates the classical structure of the feedback control loop and its main elements.
Recently, the paradigm of control over networks, or networked control systems (NCS) [23] , [26] , [27] , appeared as a modernized version of the feedback loop structure, by integrating explicitly a communication channel between sensors and controller, and sometimes also between controller and the actuators attached to the plant [28] . The introduction of a communication channel, with its intrinsic phenomena of delays, packet dropouts and quantization, results in a performance deterioration that needs to be taken into account at the controller design stage [26] . Although NCS consider a framework where, technically, several sensors and controllers can interact, most available results focus on deriving theoretical guarantees for simpler problems involving a single controller in the spirit of Figure 1 [29] .
Concurrently, the concept of multi-agent control, or multi agent systems (MAS) [30] , [31] , appeared as part of the transversal trend of modeling complex systems as networks of interacting units or agents. A network, is an abstract structure that can be seen as a collection of independent agents that interact following a given communication topology, which is usually modeled in the form of a graph. Examples of complex systems modeled as networks include biological systems [32] , mobile autonomous agents [33] , [34] , communication systems [35] , [36] , and power systems [37] . When all the agents are equally important, i.e., when a leader imposing its actions is not present, the collective dynamics are intricate and highly unpredictable depending on the natural dynamics of the agents, the underlying graph, and the coupling functions. In this context, distributed control, i.e., a control strategy that relies only on local information, has been used to achieve a desired network-wide behavior without incurring in highly complex and computationally expensive, many times unrealizable, centralized algorithms [38] - [40] . Consensus algorithms [30] are the flagship of distributed control and serve as the basis of more sophisticated algorithms to solve problems as varied as: distributed formation control [41] , distributed optimization [42] , distributed task assignment [43] , distributed estimation [44] , and synchronization [39] .
The concept of on-demand control loops presented in this work is a step forward in the NCS path and builds upon concepts from MAS. What is proposed here is to consider a large-scale IoT environment, i.e., a network of sensors, controllers, actuators and plants, in the spirit of a MAS, that not only interact, but also generate a ''marketplace'' where sensors, controllers, and actuators share their capabilities and fee they expect to receive for providing services. Under this setup, when plants are faced with a control problem, modeled as a processing task, they submit the task to the marketplace for available service providers to autonomously organize in a control loop that solves the control problem. From an implementation point of view, generating an on-demand control loop is an open problem that admits both purely deterministic and negotiation-based solutions. However, since control requirements will be modeled in the form of tasks, it is reasonable to consider that the problem of generating an on-demand control loop is closely related to a task assignment problem. After the constituent elements of the on-demand loop have been decided upon, the plant and the selected providers generate a control loop, in the spirit of an NCS, similar to the one depicted in Figure 1 , which terminates once the control task is no longer active. At this point, transactions between the loop elements are formalized in order to pay the fees, after which the loop is considered cleared and the participating units become idle, hence available to participate in a new loop. Figure 2 illustrates the on-demand control loop concept and its principles at work. It is worth mentioning that the envisioned architecture is capable of solving highly dynamic control tasks involving the same agents, especially in large scale networked systems, where actuators and sensors may be reused when a given task is fulfilled. As an example, consider the problem of smart traffic management [45] , which can be approached by a network of sensors that measures congestion in a given area, and a set of plants, as parking lots or intersections, that submit control tasks. Actuators such as traffic lights or smart traffic signaling may be coordinated by controllers solving said tasks and reassigned to a different loop, involving a different plant, upon the resolution of the control task. This principle also applies to other areas as home automation systems, logistics, intelligent transportation systems, and manufacturing.
To formalize on-demand control loops over IoT environments, it is convenient to introduce concepts from algebraic graph theory typically used in distributed control theory. An extensive treatment of the topic can be found in [46] and [47] . Consider a network with N ∈ Z ≥0 agents. Interactions between agents can be modeled by an undirected graph (the reader should be aware that other formulations exist, including weighted and directed graphs, among others, yet for the purposes of this work the following formulation is sufficient) R = {V, E R }, where V = {1, . . . , N } is the node set of the graph and E R ⊆ V × V is the edge set of the graph, whose elements are such that (i, j), (j, i) ∈ E R if and only if node j and node i can interact (note that this definition considers feasibility of interaction). For a given node i, a node j is called a neighbor if (i, j) ∈ E R , and the neighbor set of i, in the context of R, is denoted as N i
Using the graph theoretical concepts introduced, the IoT environment we are interested in can be abstracted as follows. Consider an IoT environment with N agents, organized in a node set V, that can be broken down further into four sets: the controllers set C, the actuators set A, the sensors set S, and the plants set P, with C ∪ A ∪ S ∪ P = V and not necessarily empty intersection. Interactions in the IoT environment are described by two graphs, in the spirit of [48] , one for physical interactions, F, and one for communications, . Additionally, T is the control task solved by Q, g ∈ R ≥0 , g < ∞ is the generating time instant of Q, and e ∈ R ≥0 is the expiration time of Q.
Remark 1: It is implied in Definition 1 that for a single plant p with associated control task T , only one controller c, one actuator a and one sensor s will form the loop Q. It should be noted that the definition is formulated in terms of digital interfaces, which means that a MIMO control task can be realized with a loop as defined in Definition 1, where, for example, the actuator interface receives a multi-dimensional signal from the controller and then the actuator agent acts on the plant using a corresponding number of physical devices.
Remark 2: Definition 1 does not require the expiration time e to be finite. Hence, the loop can be active for an unbounded amount of time if required.
III. A BLOCKCHAIN-BASED IMPLEMENTATION
The blockchain ecosystem is vast in term of projects, platforms and applications. Among the existing initiatives, some are focused on the IoT as a target. The IOTA project [49] is the most mature effort from the blockchain community. IOTA is built based on a technology known as the tangle [49] , which is very different from a classical blockchain. IOTA attempts to decouple the state transition mechanism to the consensus mechanism by resorting to a scheme where transaction issuers are also transaction approvers, and transaction verification is constructed using a directed acyclic graph (DAG) to make transaction fast and zero cost [49] . An increased efficiency is obtained by losing globally definite states, which makes the existence of some features, as smart contracts, very challenging. Up to date, IOTA does not offer smart contract capabilities. IoT Chain [50] is another IoToriented blockchain project, which inherits the same tangle structure from IOTA, and thus has the same pros and cons. IoTeX [51] is another effort, based on a traditional blockchain structure, that proposes the use of several sidechains interacting with a central blockchain to maximize scalability and privacy. The most remarkable feature of IoTeX is its fast consensus with instant finality based on proof-of-stake, which makes it lightweight enough for IoT nodes. However, as with other IoT-oriented projects, smart contracts are not among its features. In fact, up to date, the Ethereum platform [52] remains as the leader platform for smart contract design and deployment. A comprehensive survey on blockchains and their application to the IoT can be found in [19] .
A. SMART CONTRACT DESIGN FOR ON-DEMAND CONTROL LOOPS
Part of the blockchain ecosystem, smart contracts are scripts stored in the blockchain, hence accessible by every node in the network [19] . Since they are part of the network, smart contracts have a unique address or wallet. Moreover, since they reside in the chain, the code is available for any node participating in the blockchain. We trigger a smart contract by addressing a transaction to it, which starts an execution independently and automatically in a prescribed manner on every node in the network, according to the data that was included in the triggering transaction [15] . Smart contracts allow general purpose computations to take place over the blockchain, including data-driven interactions between entities on the network.
To enable blockchain-driven on-demand control loops, we propose to design and deploy a smart contract to provide the general framework for generating and terminating loops. To this end, the smart contract should provide at least the following functionalities to every node in the network: 1) Joining the marketplace in at least one of the following roles: controller, sensor, actuator, or plant. 2) Setting the fee the node expects to be paid for providing the service, at any time. 3) Advertising the node capability in terms of processing power, sensing frequency, actuating nature, types and number of measured variables, among others. These properties should be available for updates at any moment by the interested node. 4) Providing an endpoint for interested nodes to obtain a list of active entities in the network. 5) Providing a public address for nodes to interact directly outside the blockchain. 6) Providing fields for entities to exchange process data, e.g., current value of measurements and control actions. 7) Hiring a service from a given provider, hence generating an on-demand loop. 8) Declaring a control task cleared, hence terminating an on-demand loop. The previous list should be considered a minimal set of functionalities over which on-demand control loops are feasible to operate. However, more functionalities can be added if a particular implementation requires to do so. It should be noted that in the previous list a unique address is considered for nodes to interact outside the blockchain, the objective being to be able to establish dedicated peer-topeer connections for data streaming among entities, which is particularly useful in applications with hard real-time constrains, in contrast to conducting the data exchange directly over the blockchain. If the application does not have strong real-time requirements and can tolerate the delay induced by the block generating process in the blockchain, data exchange can be done over the smart contract itself. Finding a proper set of functionalities and determine in which cases a dedicated peer-to-peer interaction outside the blockchain is required are key questions that need to be explored further.
B. DATA STREAMING
For a control loop to operate properly, the stream of data between sensors, controllers and actuators must fulfill strict timing requirements. Hence, transmitting data over the smart contract should be avoided. Instead, we propose to use dedicated connections between participating nodes to speed up the communication. After the on-demand control loop has been established using the blockchain, particularly the smart contract, a peer to peer connection between the entities participating in the on-demand loop will take place.
Since in this work an IoT environment is considered, it is assumed that participating nodes are able to implement a full networking protocol stack. In particular, it is assumed that at the Network layer all the agents implement the Internet Protocol (IP), either version 4 or version 6. In this setting, it is proposed that at the Transport layer the User Datagram Protocol (UDP) is chosen instead of others such as the Transmission Control Protocol (TCP) since for control-oriented tasks, speed is more important than quality of service in terms of reliability. Hence, after the on-demand control loop is generated, each agent opens a socket to transmit and receive UDP datagrams. Note that since UDP is used, retransmissions for packets not correctly delivered will not be present.
IV. IMPLEMENTATION EXAMPLE A. GENERAL SETUP
To test the feasibility and performance of a real blockchaindriven on-demand control system, a simple IoT testbed with 11 IoT agents was setup. The members in this network included three instances of each of the classical members of a control loop: sensors S := {s 1 , s 2 , s 3 }, actuators A := {a 1 , a 2 , a 3 }, and controllers C := {c 1 , c 2 , c 3 }, every one of them physically separated from the others, along two miners in charge of verifying transactions and achieving consensus. As for the physical components, three first order linear plants, P := {p 1 , p 2 , p 3 }, were setup and attached to each sensor node, which are considered to be part of the plant in this set of experiments. Hence, we have a one to one correspondence map between P and S. In terms of actuators, plant p 1 is actuated only by a 1 while plants p 2 and p 3 are actuated by both a 2 and a 3 . Therefore, the physical interactions graph F of the pilot deployment is fully determined by the neighbor sets: N p 1 F := {s 1 , a 1 }, N p 2 F := {s 2 , a 2 , a 3 }, and N p 3 F := {s 3 , a 2 , a 3 }. As for the communication graph G, we consider a complete graph since the pilot system is deployed within a local area network. In our pilot system, the plant and its attached sensor decide when to submit a control task and assigns it directly to a controller of their preference. In turn, the controller selects a proper actuator to generate a closed loop and calculate the control actions required by the feedback scheme. Both the controller and the actuator trade their services by presenting their capabilities and fees to the rest of the nodes in the network, aiming to gain virtual currency in exchange for their work. As proposed in the previous section, the transfer of value and adequate work check is handled by a smart contract that decided upon the successful establishment or termination of the on-demand control loop when certain criteria are met at the sensor node.
B. HARDWARE
To implement the IoT nodes: sensors, controllers and actuators, we used 8 BeagleBone Black (BBB) development boards [53] and a Samsung Artik 530 module. The former is a popular multipurpose board considered within the class of embedded IoT development platforms [54] while the latter is a System on Module for fast industrial IoT prototyping. The BBB is powered by the Texas Instruments AM335x 1GHz ARM Cortex-A8 processor and it has 512MB of DDR3 RAM. Additionally, each BBB has attached a TP-Link TL-WN722N USB dongle [55] , which enables 802.11n connectivity in the 2.4GHz band. In terms of software, the BBB runs the Debian Jessie operating system. The Artik 530 module is powered by a quad-core 1.2GHz ARM Cortex A9 processor and has 512MB of DDR3 RAM. The module runs the Fedora 24 operating system and has a built in 802.11n wireless transceiver.
Due to the intensive computational work required to verify the transactions in the Ethereum blockchain, mining is not feasible for the IoT devices and extra hardware is required to manage the blockchain. The two miners are implemented in a desktop computer running Ubuntu 17.10, powered by an Intel Core i7 7700 3.60GHz processor, 32 GB of DDR4 RAM at 2133 MHz, and a GT 730 GPU. To enable communication in a local area network, a Linksys WRT1900AC router [56] acts as network manager. Figure 3 presents part of the deployed hardware in our laboratory for both the cyber part (BBB nodes) and the physical part (fan and temperature sensor behaving as a first order linear plant) of the experiment.
C. BLOCKCHAIN PLATFORM AND SOFTWARE
The blockchain infrastructure chosen for implementing the example is the Ethereum Blockchain [52] . Ethereum is an open-source blockchain computing platform optimized for smart contracts that aims to provide to the enddeveloper a tightly integrated end-to-end system for building FIGURE 3. Part of the testbed deployed in the laboratory. Three BBB nodes, representing p 1 , s 1 and a 1 , are participating in an on-demand loop to regulate the temperature of an integrated circuit to a given set-point, with the help of a computer fan. In this setup, one BBB actuates the fan, another BBB senses the temperature of the integrated circuit, and a third BBB acts as a controller calculating the control action using a PID controller.
software [52] . Ethereum was selected as one of our building blocks because of its stability as a development platform, its mature documentation, and moderate block time. The system was built around a local Ethereum testnet from a basic custom genesis block, common to every node. The client used for development was Geth v1.8.20, the Go implementation of Ethereum [57] .
D. MARKETPLACE AND SMART CONTRACT
To implement the marketplace a smart contract was coded in Solidity v0.5.1 and deployed to the local network using the online Remix IDE [58] . The smart contract provides functions to run the marketplace where sensors, actuators and controllers publish their fees, capabilities, and relevant information needed to establish parallel communication between every node, such as IP addresses. To participate in the marketplace, every node has to trigger the contract to identify itself as either a sensor, a controller or an actuator and submit its relevant information. In the case of a controller, this is done using the following function coded in the smart contract mapping ( u i n t 1 6 => u i n t ) t a s k C o n t r o l l e r K e y P o i n t e r s ; } The controller struct generates a virtualized instance of a controller, which specifies relevant details to participate in the marketplace. The boolean value of its status variable signals if the controller is currently available or not to establish a new control loop. Its fee field represents the value that the controller expects to be paid for solving a control task. Its capability is a measure of the control tasks the controller is able to solve. The ip field indicates the address to which the UDP packets should be sent once the on-demand loop has started. The next two fields indicate the wallet addresses of the sensor and actuator nodes that are linked to that controller when a control loop is currently active. Finally, the controller has a list of control tasks assigned to it and yet to be solved.
Similarly, in the case of an actuator, the function used to start the joining process is The sensor struct is similar to the actuator struct, the difference being that the capability variable provides information regarding the type of variables the sensor can measure. It should be noted that a given node can join the marketplace in more than one role. For example, a highly capable smart sensor could join as both sensor and controller. The control tasks to be solved are also represented by a virtualized instance on the marketplace via the following struct s t r u c t t a s k { u i n t t a s k I n d e x ; a d d r e s s p a y a b l e s e n t F r o m ; u i n t l o a d ; u i n t d e a d l i n e ; u i n t r e w a r d ; b o o l s t a t u s ; u i n t t a s k B a l a n c e ; } This struct includes relevant information about the control problem to be solved. Its index uniquely identifies a certain task in the marketplace. The address field indicates the wallet address of the node submitting the task. The load, deadline and reward values are a measure of the complexity of the task, the number of maximum blocks allowed to solve the problem and the amount offered to a service provider in case the task is successfully carried out. A boolean value indicates if the task is currently being solved or not. Finally, as payments should only arrive at their final destination when a service has been successfully carried out, the balance field is provided as a storage place of virtual currency by the smart contract, used when the task solver needs to hire a service and to show that it has the necessary means to do so. After the joining process has been completed, any participating node can trigger the smart contract using the rest of the available functions, which are detailed in the following.
A given node can ask for a complete list of addresses (wallets) of every node that is currently registered as a controller, actuator, or sensor by using the following functions: g e t A l l C o n t r o l l e r s ( ) , g e t A l l A c t u a t o r s ( ) , g e t A l l S e n s o r s ( ) These functions return a list of every type of node in the marketplace so that a node in the need of a service can browse different providers. To read the full specs of a controller, actuator, or sensor, a node makes a call to the following functions:
o n t r o l l e r D a t a ( a d d r e s s ) , g e t A c t u a t o r D a t a ( a d d r e s s ) , g e t S e n s o r D a t a ( a d d r e s s )
These functions return the associated information of the entity indexed by its wallet address. The information returned consists of all the field in the respective struct.
If a node is in the need of changing its information, such as its fee at a given moment, it can use one of the following functions to do so:
This function is useful for an entity to update its fee, so that it can compete with other similar entities and adjust its target profit. It is also useful to update its contact information and capability in the ever-changing IoT environment.
Once a node, in our example a sensor node, has decided on a controller to hire as a provider, it uses the following function to submit a task to that controller: n e w C o n t r o l l e r T a s k ( d e a d l i n e , r e w a r d , l o a d , a d d r e s s ) This function assigns a control task to a certain controller, identified by its wallet address. The task has its specifications described by the arguments provided, and a task object is created and linked to the controller selected. This is a payable function, meaning that it involves a transfer of virtual currency from the caller. It also checks if the transferred value is enough to hire the requested services, taking into account the fee of the selected controller.
Similarly, when a controller is in the need of formalizing an actuator into an on-demand control loop, it uses the following function to engage it:
i v a t e A c t u a t o r ( t a s k I D , a d d r e s s )
This function formalizes a contract with the actuator, identified by its wallet address. As the previous function, it is payable and the transferred funds are stored in the task balance field. The calling of this function finishes the loop generating process, so it updates the status variables of the involved nodes.
Finally, the following function provides the functionality of terminating an active on-demand loop t e r m i n a t e C o n t r o l ( t a s k I D )
This function is currently only callable by the sensor, which has the latest information about the status of the plant, but it is easily modifiable. The sensor triggers it when certain criteria are met, it specifies the index of an active task currently associated with that sensor. The smart contract reacts rewarding the controller and the actuator for their services by transferring the agreed amounts and resets the status variables of those two nodes. An important functionality supported by the smart contract is its event-based operation. Every change of state that occurs in the blockchain triggers the emission of an associated event, so that asynchronous operation is supported. Relevant events to consider are emitted when a node enters or leaves the marketplace, and when a control loop is generated or terminated. Figure 4 illustrates a typical flow at the smart contract, considered a participating entity of the blockchain.
E. EXECUTION AND PERFORMANCE EVALUATION
After nodes are identified and initialized in the marketplace, actuators and controllers remain in a dormant state waiting to be called by the contract. Concurrently, sensors are measuring the output of their plant and actively searching for the best controller option for the task. Once the sensor decides that an on-demand control loop must be setup, because a key performance index is too far from its set-point, it requests to be controlled to the smart contract by selecting a controller from the marketplace and generating a control task. The sensor then waits for the event that signals a successful loop generation. In turn, the requested controller browses the marketplace in search for actuators and the best option for itself. It selects an actuator and waits for the activation event emitted by the smart contract. Once consensus has been reached between the 3 nodes, the on-demand control loop is generated and peer to peer communication is established by using UDP sockets. The sensor streams the measured quantity to the controller, which calculates a control action to be applied and streams it to the actuator. Finally, once the control problem has been solved and the key performance index at the plant reaches a value deemed correct by the sensor, the sensor triggers a termination event at the smart contract and the loop is terminated. The smart contract handles payment of the rewards and the nodes are now available to establish a new on-demand loop. Figures 5, 6 , and 7 present the flowchart of the algorithm running at the controller, actuator, and sensor respectively. The scripts running at the IoT nodes were coded in Node.js, to achieve an event-driven behavior of the system, using the web3 package to interact with the smart contract. The web3 package provides the necessary tools to call the functions in the smart contract, handling the communication through RPC calls.
To evaluate the performance of our deployment, the system was evaluated over 12 hours of operation during which 25 tasks were submitted and, consequently, 25 on-demand control loops were generated. We are interested in evaluating performance from two points of view: i) time elapsed from task submission to loop generation, and ii) time elapsed from loop generation to data streaming (actual loop work). Both indices are measured both in terms of actual time elapsed and number of blocks. Table 1 summarizes the results obtained.
Results obtained indicate a consistent operation of the blockchain-driven control loops, with a delay of 3 or 4 blocks for the evaluated performance indices in the pilot-scale FIGURE 7. Flowchart of the algorithm running at sensor nodes. In our implementation example, the sensor nodes decide when to generate and terminate on-demand control loops. The script, coded in Node.js, combines local processing with UDP-based communication with peers, and interaction with the blockchain via the smart contract. deployment. Although results support a proof of concept of the proposed framework, for time-sensitive plants the delay could be too large, hence harmful. The block generation time in the Ethereum blockchain, which is roughly equal to 10 seconds, is the main bottleneck in this particular example. It should be noted, however, that for many IoT applications such as home automation, smart buildings, or environmental monitoring and control, the delay introduced by the Ethereum blockchain is in principle tolerable. The development of new blockchains, tailored for time-sensitive applications, will improve performance of the proposed technique making it suitable for a broader class of control problems.
V. CONCLUSIONS AND FUTURE RESEARCH
In this work on-demand control loops are presented as an alternative structure to the classical feedback loop. It is envisioned that on-demand control loops are appealing for IoT environments, where a large number of sensors, controllers and actuators interact over a multi-purpose network. To enable on-demand control loops over IoT environments, a blockchain-driven solution is presented where a marketplace is deployed using a smart contract in order to provide the underlying backbone for controllers, sensors and actuators to interact in a fully distributed and decentralized fashion, without compromising its security. It is shown that using blockchains is a feasible way to implement security sensitive IoT applications without a central trust entity.
As a proof of concept, a simple pilot-scale deployment is presented where linear first-order plants generate control tasks that are solved using on-demand control loops. Results show the feasibility of the proposed scheme and stimulate future research on the topic. It is observed that the time elapsed from task generation to loop generation, and from loop generation to data streaming is dominated by the block generation time of the blockchain and could be high for control tasks with strong real-time constraints, but is bearable for many IoT applications. It should be emphasized that the implementation example presented was conducted using lowcapable devices, which is consistent with the intention of using the on-demand control loop principle in IoT environments, where nodes are expected to be heterogeneous and low capable in terms of processing power.
Future research should be conducted, including a deep theoretical analysis regarding stability of on-demand control loops and optimality of distributed task assignment mechanisms for deciding when to generate and terminate ondemand control loops, and developing new blockchains tailored for IoT devices and time-sensitive control tasks.
