Anytime Proximity Moving Horizon Estimation: Stability and Regret by Gharbi, Meriem et al.
Anytime Proximity Moving Horizon Estimation:
Stability and Regret ∗
Meriem Gharbi1, Bahman Gharesifard2, and Christian Ebenbauer1
1Institute for Systems Theory and Automatic Control, University of Stuttgart, Germany
{meriem.gharbi,ce}@ist.uni-stuttgart.de
2Department of Mathematics and Statistics, Queen’s University, Canada
bahman@mast.queensu.ca
Abstract. In this paper, we address the efficient im-
plementation of moving horizon state estimation of con-
strained discrete-time linear systems. We propose a novel
iteration scheme which employs a proximity-based for-
mulation of the underlying optimization algorithm and
reduces computational effort by performing only a lim-
ited number of optimization iterations each time a new
measurement is received. We outline conditions under
which global exponential stability of the underlying esti-
mation errors is ensured. Performance guarantees of the
iteration scheme in terms of regret upper bounds are also
established. A combined result shows that both exponen-
tial stability and a sublinear regret which can be rendered
smaller by increasing the number of optimization itera-
tions can be guaranteed. The stability and regret results of
the proposed estimator are showcased through numerical
simulations.
1. Introduction
Moving horizon estimation (MHE) is an optimization-
based state estimation approach that computes an estimate
of the state of a dynamical system by using a finite num-
ber of the most recent measurements. More specifically,
a suitable optimization problem is solved to compute the
optimal estimate at each time instant and the horizon of
measurements is shifted forward in time whenever a new
measurement becomes available. Various MHE formula-
tions have been proposed and investigated for stability
and are by now well-established in state estimation ar-
eas [2–8]. Practical issues related to the online solution
of MHE has drawn special attention since the underlying
optimization problem has to be solved online at each time
instant. In order to overcome this computational burden,
* This article is a slightly modified version of [1].
fast optimization strategies based on interior-point meth-
ods [9,10] are proposed, however, with no theoretical guar-
antees. In [11], approximation schemes are considered,
in which suboptimal solutions for minimizing quadratic
cost functions with a given accuracy are allowed and up-
per bounds on the estimation errors are derived under
observability assumptions. However, no optimization al-
gorithm is specified. A similar convergence analysis is
carried in [12] for the MHE algorithm presented in [13],
where a nominal background problem is solved based on
predicted future measurements and when the true mea-
surement arrives, the actual state is computed using a fast
online correction step. To show that the generated estima-
tion errors remain bounded, the associated approximate
cost and resulting suboptimality are taken into account
in the analysis. Particularly interesting are works which
explicitly consider the dynamics of the optimization al-
gorithm in the convergence analysis. In [14], a fast MHE
implementation is achieved by performing single or multi-
ple iterations of gradient or Newton methods to minimize
least-squares cost functions. For linear systems, global
exponential stability of the estimation errors is shown
based on an explicit representation of the error dynamics.
However, the required observability assumption restricts
the choice of the horizon length and implies that it has
to be greater than the state dimension. Moreover, vari-
ants of the so-called real-time iteration scheme [15] which
performs a single Gauss-Newton iteration per time in-
stant are proposed. The local convergence results derived
in [16] are established for the unconstrained case, i.e. no
inequality constraints are considered, and hold under the
assumptions of observability and a sufficiently small ini-
tial estimation error. Real-time implementations of MHE
are also successfully carried out in real-world applications,
such as structural vibration applications [17], induction
machines [18] and industrial separation processes [19].
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However, theoretical studies that consider both stability
as well as performance of MHE schemes under rather
mild assumptions are to the best of our knowledge rarely
addressed in the literature.
Statement of contributions. In this work, we present
a novel MHE iteration scheme for constrained linear
discrete-time systems, which is based on the idea of prox-
imity MHE (pMHE), recently introduced in [20, 21]. The
pMHE framework exploits the advantages of a stabiliz-
ing a priori estimate from which stability can provably
be inherited for any horizon length while allowing for a
flexible design via rather general convex stage costs. The
contribution of the paper is threefold. First, we present
a pMHE iteration scheme where at each time instant, a
limited number of optimization iterations are carried out
and a state estimate is delivered in real-time. The under-
lying optimization algorithm consists of a proximal point
algorithm [22] and is warm-started by a stabilizing a priori
estimate constructed based on the Luenberger observer.
Second, we establish global exponential stability of the
underlying estimation errors under minimal assumptions
and by means of a Lyapunov analysis. In particular, the
iteration scheme can be considered as an anytime algo-
rithm in which stability is guaranteed after any number
of optimization algorithm iterations, including the case
of a single iteration per time instant. Third, we study the
performance of the pMHE iteration scheme by using the
notion of regret, which is widely used in the field of online
convex optimization to characterize performance [23–25],
and adapting it to our setting. More specifically, we de-
fine the regret as the difference of the accumulated costs
generated by the iteration scheme relative to a comparator
sequence and show that this regret can be upper bounded.
Furthermore, we prove that, for any given comparator se-
quence, this bound can be rendered smaller by increasing
the number of optimization iterations, and that a con-
stant regret bound can be derived for the special case of
exponentially stable comparator sequences. Overall, we
present a novel anytime pMHE iteration scheme that is
designed based on rather general convex stage cost func-
tions, ensures stability after each iteration as well as for
any horizon length, and for which performance guaran-
tees are provided and characterized in terms of rigorously
derived regret bounds.
Organization. The paper is organized as follows.
The constrained MHE problem for discrete-time linear
systems is stated in Section 2. The proposed pMHE
iteration scheme is described in details in Section 2 and
its stability properties are established in Section 4. In
Section 5, the focus is on the performance properties of the
iteration scheme which are reflected by the derived regret
upper bounds. A simulation example that illustrates both
the stability and performance properties is presented in
Section 6. Finally, conclusions are drawn in Section 7.
Notation: Let N+ denote the set of positive natural
numbers, R+ and R++ the sets of nonnegative real and
positive real numbers, respectively, and Sn+ and Sn++ the
sets of symmetric positive semi-definite and positive-
definite matrices of dimension n ∈ N+, respectively. For
a vector v ∈ Rn, let ‖v‖P :=
√
v>P v for any P ∈ Sn+.
Moreover, let 0 :=
[
0 · · · 0]>.
2. Problem setup and preliminaries
We consider the following discrete-time linear time-
invariant (LTI) system
xk+1 = A xk + B uk, (1a)
yk = C xk, (1b)
where xk ∈ Rn denotes the state vector, uk ∈ Rm the input
vector, and yk ∈ Rp the measurement vector. We assume
that the pair (A,C) is detectable and that the state satisfies
polytopic constraints
xk ∈ X := {x ∈ Rn : Cx x ≤ dx} (2)
where Cx ∈ Rqx×n and dx ∈ Rqx with qx ∈ N+. We
aim to compute an estimate of the state xk based on a
moving horizon estimation scheme. More specifically,
at each time instant k, given the last N measurements
{yk−N , · · · , yk−1} and inputs {uk−N , · · · , uk−1}, our goal
is to find a solution to the following optimization problem
min
xˆk−N ,
vˆ,wˆ
k−1
∑
i=k−N
r (vˆi) + q (wˆi) (3a)
s.t. xˆi = A xˆi−1 + B ui−1 + wˆi−1, (3b)
yi = C xˆi + vˆi, (3c)
xˆi ∈ X , i = k− N, · · · , k− 1, (3d)
where vˆ = {vˆk−N , · · · , vˆk−1} and wˆ = {wˆk−N , · · · , wˆk−1}
denote the output residual and the model residual se-
quences over the estimation horizon with length N ∈ N+.
In (3a), the stage cost r : Rp → R is a convex function
which penalizes the output residual vˆi ∈ Rp, and the stage
cost q : Rn → R is a convex function which penalizes the
model residual wˆi ∈ Rn. By using the system dynam-
ics (3b) and (3c), we can express each output residual vˆi
in terms of the remaining decision variables {xˆk−N , wˆ},
which we collect in the vector
zˆk :=

xˆk−N
wˆk−N...
wˆk−1
 ∈ R(N+1)n (4)
2
and use to reformulate problem (3) as
min
zˆk
fk (zˆk) (5a)
s.t. zˆk ∈ Sk. (5b)
Here, the convex function fk : R(N+1)n → R denotes
the sum of stage costs and the convex set Sk ⊂ R(N+1)n
represents the (stacked) state constraints given by
Sk =
{
z =
[
x
w
]
, x ∈ Rn,w ∈ RNn : G x+ Fw ≤ Ek
}
.
(6)
Note that Sk is time-dependent due to the changing input
sequence {uk−N , · · · , uk−1} that enters Ek over time. The
matrices G, F and the vector Ek as well as more details
on the reformulation of the estimation problem (3) to (5)
can be found in Appendix A. Within the proximity-based
formulation, as introduced in [20, 26] and related to [5],
we solve a regularized form of (5) in which we add to
the cost function (5a) a proximity measure to a stabilizing
a priori estimate, which we refer to as z¯k ∈ R(N+1)n. A
corresponding pseudo-code is given in Algorithm 1.
Algorithm 1 pMHE according to [20]
1: Initialize: Choose xˆ0 and set z¯0 =
[
xˆ0
0
]
2: for k = 1, 2, · · · do
3: zˆ∗k = arg min
zˆk∈Sk
{
fk (zˆk) + Dψ (zˆk, z¯k)
}
(7)
4: obtain xˆk according to (9)
5: z¯k+1 = Φk
(
zˆ∗k
)
6: end for
In (7), the overall cost function is strictly convex and
Dψ : R(N+1)n ×R(N+1)n → R
denotes the Bregman distance induced from a contin-
uously differentiable and strongly convex function ψ :
R(N+1)n → R as
Dψ(z1, z2) = ψ(z1)− ψ(z2)− (z1 − z2)>∇ψ(z2). (8)
More detail on Bregman distances as well as some of their
central properties can be found in Appendix B. Based on
the resulting pMHE solution zˆ∗k , the state estimate xˆk is
obtained via a forward prediction of the dynamics (3b):
xˆk = AN xˆ∗k−N +
k−1
∑
j=k−N
Ak−1−j
(
B uj + wˆ∗j
)
, (9)
and the stabilizing a priori estimate z¯k+1 is computed us-
ing the operator Φk : R(N+1)n → R(N+1)n. While per-
formance of pMHE can be enforced with rather general
convex stage costs r and q, stability can be ensured for any
horizon length N ≥ 1 with an appropriate choice of the a
priori estimate operatorΦk and the Bregman distance [20].
Furthermore, among many interesting properties, Breg-
man distances can adapt to the problem at hand and act as
a barrier for the constraint set, in particular with so-called
relaxed barrier functions [21].
In the following section, we present an iteration scheme
to pMHE, in which, rather than finding the pMHE solution
at each time instant k, we reduce the computation time by
executing only a finite number of optimization iterations
of a gradient type algorithm.
3. Anytime pMHE Algorithm
In this section, we propose a novel pMHE iteration scheme
in which, at each time instant k, problem (5) is approxi-
mately solved by executing a fixed number it(k) ∈ N+ of
optimization algorithm iterations. In more details, at each
time k, a suitable warm start zˆ0k is generated from a sta-
bilizing a priori estimate z¯k and an iterative optimization
update is carried out, from which the sequence
{
zˆik
}
with
i = 1, · · · , it(k) is obtained. The steps of the scheme are
given in Algorithm 2 and illustrated in Figure 1.
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Figure 1. Illustration of the steps of the pMHE iteration scheme
at the time instants k− 1 and k, with the corresponding it(k−
1) = 4 and it(k) = 3 optimization iterations, respectively.
Before we explain the proposed algorithm in more de-
tail, and for the sake of clarity, let us first introduce some
notations. The index k denotes the time instant in which
we receive a new measurement and it(k) is the number
of iterations of the optimization algorithm between time
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instants k and k+ 1. Moreover, we introduce
zˆik :=

xˆik−N
wˆik−N
...
wˆik−1
 , z¯k :=

x¯k−N
w¯k−N
...
w¯k−1
 , zk :=

xk−N
0
...
0
 . (10)
With zˆik, we denote the i-th iterate of the optimization algo-
rithm at time k. With z¯k, we refer to the a priori estimate at
time k and with zk to the true state xk−N with true model
residual sequence {0, · · · , 0}.
Upon arrival of a new measurement at time k, the op-
timization algorithm is initialized based on the a priori
estimate z¯k. In particular, we compute the warm start zˆ0k as
the Bregman projection of z¯k onto the constraint set Sk as
formulated in line 3 of Algorithm 2. Then, a fixed number
it(k) of optimization iterations is performed via (13), gen-
erating
{
zˆ1k , · · · , zˆit(k)k
}
. Here, ηik > 0 denotes the step size
employed at the i-th iteration at time k. From this sequence
of iterates, an arbitrary iterate zˆj(k)k , j(k) ∈ {0, · · · , it(k)}
can be chosen, based on which the state estimate xˆk is
obtained using
xˆk = AN xˆ
j(k)
k−N +
k−1
∑
j=k−N
Ak−1−j
(
B uj + wˆ
j(k)
j
)
(11)
for k > N (see Remark 1 for the case where 0 < k ≤ N).
Moreover, the a priori estimate z¯k+1 for the next time in-
stant is computed through the operator Φk : R(N+1)n →
R(N+1)n which will be defined in (12). As mentioned
above, the basic idea of the pMHE framework is to use
the Bregman distance Dψ as a proximity measure to a sta-
bilizing a priori estimate in order to inherit its stability
properties. Since the Luenberger observer appears as a
simple candidate for constructing the a priori estimates,
we require that the operator Φk incorporates its dynamics
as follows:
Φk
(
zˆj(k)k
)
:=
[
A xˆj(k)k−N +B uk−N +L
(
yk−N − Cxˆj(k)k−N
)
0[Nn]
]
.
(12)
Here, the observer gain L is chosen such that all the eigen-
values of A − LC are strictly within the unit circle. In
the following, we compare Algorithm 2 with our ear-
lier formulation of pMHE, given in Algorithm 1. Ob-
serve that, while a solution of the optimization problem
(7) is computed, step 4 in Algorithm 2 employs the so-
called mirror descent algorithm [22] that iterates (13) un-
til a given number of iterations it(k) is achieved. For
Dψ (z1, z2) = 12 ‖z1 − z2‖2 and Sk = R(N+1)n, the opti-
mizer update step (13) corresponds to an iteration step of
the classical gradient descent algorithm and hence step 4
Algorithm 2 Anytime pMHE
1: Initialize: Choose xˆ0 and set z¯0 =
[
xˆ0
0
]
2: for k = 1, 2, · · · do
3: zˆ0k = arg min
z∈Sk
Dψ(z, z¯k) warm start
4: for i = 0, . . . , it(k)− 1 do optimizer update
zˆi+1k = arg min
z∈Sk
{
ηik∇ fk
(
zˆik
)>
z+ Dψ(z, zˆik)
}
(13)
5: end for
6: for some j(k) ∈ {0, · · · , it(k)} obtain xˆk from (11)
7: z¯k+1 = Φk
(
zˆj(k)k
)
8: end for
can be executed very quickly. In more general situations,
(13) can be regarded as a generalization of the projected
gradient algorithm [22]. For this reason, we can view
Algorithm 2 as a real-time version of the pMHE scheme
given in Algorithm 1. An appealing feature of Algorithm
2 is that, depending on the available computation time
between two subsequent time instants k and k + 1, the
user can specify a maximum number of iterations it(k)
after which the optimization algorithm at time k has to
return a solution.
Another key difference between the two algorithms is
that Algorithm 1 is biased by the stabilizing a priori es-
timate z¯k, while this bias is fading away in Algorithm 2.
In other words, the a priori estimate constructed based
on the Luenberger observer (12) has less impact at each
optimization iteration, which improves the performance
of the pMHE iteration scheme. This is due to the fact that
z¯k might degenerate performance in Algorithm 1, since
the solution lies in proximity to the a priori estimate. In
Algorithm 2, however, the Luenberger observer enters
only in the warm start. From this point of view, it is quite
surprising that, even though the effect of this stabilizing
ingredient is fading away, stability is provably preserved,
as we will show in the subsequent section. Thus, this "im-
plicit stabilizing regularization" approach of the a priori
estimate is in contrast to the explicit stabilizing regular-
ization proposed in [5, 20] (see also [27]). Moreover, the
proposed MHE algorithm possesses the anytime property.
The anytime property refers to the fact that the algorithm
will yield stable estimation errors after any number of
optimization algorithm iterations. This is similar in spirit
to anytime model predictive control (MPC) algorithms,
which compute stabilizing control inputs after any opti-
mization iteration [28, 29].
Remark 1. For 0 < k ≤ N, we can employ the steps of
Algorithm 2 by setting all the negative indices to zero.
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More specifically, zˆik =
[
(xˆi0)
> (wˆi0)> . . . (wˆik−1)
>
]>
and z¯k =
[
xˆ>0 0 . . . 0
]> where zˆik, z¯k ∈ R(k+1)n. In or-
der to compute the state estimate, (11) has to be explicitly
modified to
xˆk = Ak xˆ
j(k)
0 +
k−1
∑
j=0
Ak−1−j
(
B uj + wˆ
j(k)
j
)
. (14)
In the following, we impose some standard assump-
tions.
Assumption 1. [Properties of Sk] The set Sk of constraints
is closed and convex with nonempty interior.
Assumption 2. [Convexity of fk] The sum of stage costs
fk is continuously differentiable, convex for all k > 0, and
achieves its minimum at zk.
Assumption 3. [Strong smoothness of fk] The sum of
stage costs fk is strongly smooth with constant L f > 0, i.e.,
fk(z2) ≤ fk(z1) +∇ fk(z1)>(z2 − z1) +
L f
2
‖z1 − z2‖2
(15)
for all z1, z2 ∈ R(N+1)n and k > 0.
Assumption 4. [Strong convexity and smoothness of Dψ]
The function ψ is continuously differentiable, strongly
convex with constant σ > 0 and strongly smooth with
constant γ > 0, which implies the following for the Breg-
man distance
σ
2
‖z1 − z2‖2 ≤ Dψ(z1, z2) ≤ γ2 ‖z1 − z2‖
2 (16)
for all z1, z2 ∈ R(N+1)n.
In Assumption 2, we can ensure that fk achieves its
minimum at zk by designing the stage costs r(·) and q(·)
such that their corresponding minimum is achieved at
zero.
4. Stability Analysis
In this section, we analyze the stability properties of the
proposed pMHE iteration scheme (Algorithm 2). More
specifically, we derive sufficient conditions on the Breg-
man distance Dψ as well as on the step sizes ηik for the
global exponential stability (GES) of the estimation error
ek−N := xk−N − xˆjk−N (17)
for any j ∈ {0, ..., it(k)}. The following key result es-
tablishes the stability properties of the pMHE iteration
scheme.
Theorem 1. Consider Algorithm 2 and suppose that As-
sumptions 1-4 hold. If we choose the Bregman distance
Dψ such that
Dψ (Φk(z),Φk(zˆ))− Dψ(z, zˆ) ≤ −c ‖z− zˆ‖2, (18)
is satisfied for all z, zˆ ∈ R(N+1)n, where Φk(·) is defined
in (12), and if the step size at the i-th iteration and time
instant k satisfies
ηik ≤
σ
L f
, (19)
then the estimation error (17) is GES.
To prove this theorem, we require the following result.
Lemma 1. Consider Algorithm 2 and suppose Assump-
tions 1-4 hold true. Then, for two consecutive iterates zˆik
and zˆi+1k at any time instant k > 0, we obtain
Dψ
(
zk, zˆ
i+1
k
) ≤ Dψ(zk, zˆik)+ 12(ηik L f − σ) ∥∥∥zˆi+1k − zˆik∥∥∥2 ,
(20)
where i ∈ {0, ..., it(k)} and zk is defined in (10). Moreover,
we have that for any j ∈ {0, ..., it(k)}
Dψ
(
zk, zˆ
j
k
) ≤ Dψ(zk, z¯k) (21)
+
1
2
j−1
∑
i=0
(
ηik L f − σ
) ∥∥∥zˆi+1k − zˆik∥∥∥2 .
The proof of Lemma 1 can be found in Appendix C. We
are now in a position to prove the stability result for the
proposed pMHE scheme.
Proof of Theorem 1. We first prove GES of the estimation
error (17) with j = j(k). Let V be a candidate Lyapunov
function chosen as the Bregman distance in (13), i.e.,
V
(
zk, zˆ
j(k)
k
)
= Dψ
(
zk, zˆ
j(k)
k
)
. (22)
Here, zk denotes the true state with zero model residual
as defined in (10) and zˆj(k)k the selected pMHE iterate at
time instant k. In the following, we show that V satisfies
the following conditions
α1
∥∥zk − zˆj(k)k ∥∥2 ≤ V(zk, zˆj(k)k ) ≤ α2∥∥zk − zˆj(k)k ∥∥2 (23a)
and
∆V := V
(
zk+1, zˆ
j(k+1)
k+1
)−V(zk, zˆj(k)k ) (23b)
≤ −α3
∥∥zk − zˆj(k)k ∥∥2
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for some positive constants α1, α2 and α3. Note that, in
view of (10), the error generated by the pMHE iteration
scheme at time k is given by
zk − zˆj(k)k =
[
xk−N
0[Nn]
]
−
[
xˆj(k)k−N
wˆj(k)k
]
=
[
ek−N
−wˆj(k)k
]
, (24)
where wˆj(k)k :=
[(
wˆj(k)k−N
)> · · · (wˆj(k)k−1)>]>. By As-
sumption 4, (23a) follows with α1 = σ2 and α2 =
γ
2 . Fur-
thermore, by (21) in Lemma 1, we have
∆V = Dψ
(
zk+1, zˆ
j(k+1)
k+1
)− Dψ(zk, zˆj(k)k ) (25)
≤ Dψ(zk+1, z¯k+1)− Dψ
(
zk, zˆ
j(k)
k
)
+
1
2
j(k+1)−1
∑
i=0
(
ηik+1 L f − σ
) ∥∥∥zˆi+1k+1 − zˆik+1∥∥∥2 .
The condition on the step sizes given in (19) implies that
ηik+1 L f − σ ≤ 0 and hence,
1
2
j(k+1)−1
∑
i=0
(
ηik+1 L f − σ
) ∥∥∥zˆi+1k+1 − zˆik+1∥∥∥2 ≤ 0. (26)
Moreover, since z¯k+1 = Φk
(
zˆj(k)k
)
and
Φk (zk)=
[
A xk−N +B uk−N +L (yk−N − Cxk−N)
0[Nn]
]
=
[
A xk−N +B uk−N
0[Nn]
]
= zk+1 (27)
in view of (12), we have
∆V ≤ Dψ(zk+1, z¯k+1)− Dψ
(
zk, zˆ
j(k)
k
)
(28)
= Dψ
(
Φk
(
zk
)
,Φk
(
zˆj(k)k
))− Dψ(zk, zˆj(k)k ).
Given that the Bregman distance satisfies (18), we obtain
∆V ≤ −c ∥∥zk − zˆj(k)k ∥∥2 (29)
= −c ∥∥ek−N∥∥2 − c ∥∥wˆj(k)k ∥∥2.
Hence, the candidate Lyapunov function satisfies (23b)
with α3 = c and the estimation error (17) with j = j(k) is
GES. In the following, we show that GES holds also for
any j ∈ {0, ..., it(k)}. Based on the previous Lyapunov
analysis, we have that
Dψ
(
zk, zˆ
j(k)
k
)− Dψ(zk−1, zˆj(k−1)k−1 ) (30)
≤ −c‖zk−1 − zˆj(k−1)k−1 ‖2 ≤ −
2c
γ
Dψ
(
zk−1, zˆ
j(k−1)
k−1
)
,
where the last inequality holds by the strong smoothness
of the Bregman distance. By defining βe := 1− 2cγ ,
0 ≤ Dψ
(
zk, zˆ
j(k)
k
) ≤ βe Dψ(zk−1, zˆj(k−1)k−1 ), (31)
for all k > 0, where βe ∈ [0, 1) since Dψ is nonnegative
and 2cγ > 0. Hence
Dψ
(
zk, zˆ
j(k)
k
) ≤ βke Dψ(z0, z¯0). (32)
We consider Dψ
(
zk+1, zˆ
j
k+1
) − Dψ(zk, zˆj(k)k ) for any
j ∈ {0, ..., it(k+ 1)}. By (21), we have
Dψ
(
zk+1, zˆ
j
k+1
)− Dψ(zk, zˆj(k)k ) (33)
≤ Dψ
(
zk+1, z¯k+1
)− Dψ(zk, zˆj(k)k )
≤ −c ∥∥zk − zˆj(k)k ∥∥2,
where the last inequality holds in view of (28) and (29).
Hence, by using βe again, we have for any j ∈ {0, ..., it(k+
1)}
Dψ
(
zk+1, zˆ
j
k+1
) ≤ βe Dψ(zk, zˆj(k)k ). (34)
By (32), we obtain ∀k > 0
Dψ
(
zk+1, zˆ
j
k+1
) ≤ βk+1e Dψ(z0, z¯0). (35)
By the strong smoothness and convexity of Dψ, we there-
fore get the following GES property of the estimation error∥∥zk − zˆjk∥∥2 ≤ γσ βke ∥∥z0 − z¯0∥∥2. (36)
The theorem implies that stability of the estimation error
is guaranteed for any iterate and is independent of which
iterate zˆj(k)k is picked from the sequence
{
zˆ0k , · · · , zˆ
it(k)
k
}
in
Step 7 in Algorithm 2, as well as of the number of iterations
it(k). Hence, the algorithm generates convergent estimates
after each optimizer update step and can be therefore
considered as an anytime MHE algorithm. Moreover,
selecting ηik =
σ
L , for all i and k, is sufficient for ensuring
GES.
It is worth pointing out that detectability of the pair
(A,C) implies that we can find suitable choices of the
Bregman distance Dψ that fulfill condition (18). In partic-
ular, let us consider
Dψ(z1, z2) =
1
2
‖x1 − x2‖2P +
1
2
‖w1 −w2‖2W (37)
with z>1 =
[
x1 w1
]
, z>2 =
[
x2 w2
]
, x1, x2 ∈ Rn,
w1,w2 ∈ RNn, and P ∈ Sn++, W ∈ SNn++ . Using (12) and a
6
simple algebraic manipulation, we have that
Dψ(Φk(z1),Φk(z2))− Dψ(z1, z2) (38)
=
1
2
‖(A− LC)(x1 − x2)‖2P −
1
2
‖x1 − x2‖2P
+
1
2
‖0‖2W −
1
2
‖w1 −w2‖2W .
Hence, satisfying condition (18) amounts to designing
the weight matrix P ∈ Sn++ such that the linear matrix
inequality (LMI)
(A− LC)>P (A− LC)− P ≺ −Q (39)
holds for some Q ∈ Sn++. This is because when (39)
holds, (38) yields
Dψ(Φk(z1),Φk(z2))− Dψ(z1, z2) (40)
≤ −λmin(Q)
2
‖x1 − x2‖2 − λmin(W)2 ‖w1 −w2‖
2
≤ −c ‖z1 − z2‖2
where c = 12 min{λmin(Q),λmin(W)}.
5. Regret Analysis
In this section, we study the performance of the proposed
anytime pMHE iteration scheme. Recall the performance
criterion of the original estimation problem (5), which is
to minimize at each time instant k the sum of stage costs
fk. In order to characterize the overall performance of
Algorithm 2, we consider
T
∑
k=1
min
0≤i≤it(k)
fk(zˆik). (41)
Note that the min operator in (41) follows from the fact
that the generated sequence of iterates {zˆ0k , · · · , zˆ
it(k)
k }
does not necessarily produce fk(zˆ0k) ≥ · · · ≥ fk(zˆ
it(k)
k ).
Hence, we select the iterate with the minimal cost as our
estimate, i.e., zˆio(k)k with io(k) = arg min0≤i≤it(k) fk(zˆ
i
k).
Further, we choose j(k) = it(k) in Algorithm 2. Any other
choice is in principle possible, but one has to adapt the
subsequent analysis accordingly.
Our goal is to ensure that (41) is not much larger than
the total loss ∑Tk=1 fk(z
c
k) incurred by any comparator se-
quence
{
zc1, z
c
2, . . . , z
c
T
}
satisfying zck ∈ Sk. In other words,
we aim to obtain a low regret, which we define as
R(T) :=
T
∑
k=1
min
0≤i≤it(k)
fk(zˆik)−
T
∑
k=1
fk(zck). (42)
By computing an upper bound for the regret, we can for
instance evaluate how well the pMHE iteration scheme
performs compared to an estimation scheme that knows
the optimal solutions
{
zc1, z
c
2, . . . , z
c
T
}
. Hence, we mea-
sure the real-time regret of our algorithm that carries out
only finitely many optimization iterations (due to limited
hardware resources and/or minimum required sampling
rate) relative to a comparator algorithm that gets instanta-
neously an optimal solution from some oracle.
5.1. Regret with respect to arbitrary
comparator sequences
In this section, we establish bounds on the regret generated
by Algorithm 2. Similar to [25], we derive regret bounds
that depend on the variation of the comparator sequence
with respect to the dynamics Φk defined in (12):
CT(zc1, · · · , zcT) :=
T
∑
k=1
∥∥zck+1 −Φk (zck)∥∥ . (43)
Moreover, we define the following notations:
G f := max
z∈Sk ,k>0
‖∇ fk(z)‖
M1 := max
z∈Sk ,k>0
‖∇ψ(z)‖ , M2 := max
z∈Sk ,k>0
‖∇ψ(Φ(z))‖
M := M1 +M2, Dmax := max
z1,z2∈Sk ,k>0
Dψ(z1, z2),
where we assume that the maximum in each definition is
well-defined. Our first main result is stated next.
Theorem 2. Consider Algorithm 2 with j(k) = it(k) and
any comparator sequence
{
zc1, z
c
2, . . . , z
c
T
}
with zck ∈ Sk.
Let Assumptions 1, 2 and 4 hold true. If we choose the
Bregman distance Dψ such that
Dψ(Φk(z),Φk(zˆ))− Dψ(z, zˆ) ≤ 0 (44)
and employ non-increasing sequences
it(k+1)−1
∑
i=0
ηik+1 ≤
it(k)−1
∑
i=0
ηik, (45)
then Algorithm 2 gives the following regret bound
R(T) ≤ Dmax
∑
it(T)−1
i=0 η
i
T
+
G2f
2σ
T
∑
k=1
∑
it(k)−1
i=0 (η
i
k)
2
∑
it(k)−1
i=0 η
i
k
(46)
+
M
∑
it(T)−1
i=0 η
i
T
T
∑
k=1
∥∥zck+1 −Φk (zck)∥∥ .
The proof of this result relies on the next lemma.
Lemma 2. Consider Algorithm 2 with j(k) = it(k) and
any comparator sequence
{
zc1, z
c
2, . . . , z
c
T
}
with zck ∈ Sk.
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Suppose Assumptions 1, 2 and 4 hold. Then for a given
iteration step i and a time instant k > 0, we have that
ηik
(
fk(zˆik)− fk(zck)
)
(47)
≤ Dψ(zck, zˆik)− Dψ(zck, zˆi+1k ) +
(ηik)
2
2σ
‖∇ fk
(
zˆik
)
‖2.
Moreover, if we choose the Bregman distance Dψ such that
Dψ(Φk(z),Φk(zˆ))− Dψ(z, zˆ) ≤ 0 (48)
and if then
min
0≤i≤it(k)
fk(zˆik)− fk(zck) (49)
≤ 1
∑
it(k)−1
i=0 η
i
k
(
Dψ
(
zck, zˆ
0
k
)
− Dψ
(
zck+1, zˆ
0
k+1
)
+
G2f
2σ
it(k)−1
∑
i=0
(ηik)
2 +M‖zck+1 −Φk (zck) ‖
)
.
The proof of Lemma 2 can be found in Appendix D. We
are now in a position to prove the theorem.
Proof of Theorem 2. The proof is similar to the proof of [25,
Theorem 4] which derives a regret upper bound for the
dynamic mirror descent in the context of online convex
optimization. For ease of notation, we employ ∑ ηik to
refer to the sum of all the step sizes used within the time
instant k, i.e. to ∑it(k)−1i=0 η
i
k.
By Lemma 2, (49) holds true. Summing (49) over
k = 1, · · · , T yields
R(T) =
T
∑
k=1
min
0≤i≤it(k)
fk(zˆik)−
T
∑
k=1
fk(zck) (50)
≤
T
∑
k=1
1
∑ ηik
(
Dψ
(
zck, zˆ
0
k
)
− Dψ
(
zck+1, zˆ
0
k+1
)
+
G2f
2σ ∑(η
i
k)
2 +M‖zck+1 −Φk (zck) ‖
)
.
Using (45), i.e. the fact that ∑ ηik+1 ≤ ∑ ηik, we have
T
∑
k=1
1
∑ ηik
(
Dψ
(
zck, zˆ
0
k
)
− Dψ
(
zck+1, zˆ
0
k+1
))
(51)
=
Dψ
(
zc1, zˆ
0
1
)
∑ ηi1
− Dψ
(
zcT+1, zˆ
0
T+1
)
∑ ηiT
+ Dψ
(
zc2, zˆ
0
2
)( 1
∑ ηi2
− 1
∑ ηi1
)
+ · · ·
+ Dψ
(
zcT , zˆ
0
T
)( 1
∑ ηiT
− 1
∑ ηiT−1
)
≤ Dmax
∑ ηi1
+ Dmax
(
T−1
∑
k=1
1
∑ ηik+1
− 1
∑ ηik
)
=
Dmax
∑ ηiT
.
Moreover, since 1
∑ ηi1
≤ · · · ≤ 1
∑ ηiT
, we compute
T
∑
k=1
M
∑ ηik
∥∥zck+1−Φk (zck)∥∥ ≤ M∑ ηiT
T
∑
k=1
∥∥zck+1−Φk (zck)∥∥ .
(52)
Hence, substituting the latter upper bounds into (50)
yields
R(T) ≤ Dmax
∑ ηiT
+
G2f
2σ
T
∑
k=1
∑(ηik)
2
∑ ηik
(53)
+
M
∑ ηiT
T
∑
k=1
∥∥zck+1 −Φk (zck)∥∥ ,
finishing the proof.
Note that condition (44) can be satisfied if we choose,
for instance, the quadratic Bregman distance (37) with a
weight matrix P ∈ Sn++ that fulfills (39). We discuss in the
following an important implication of Theorem 2. If we
execute a single iteration per time instant, i.e., set it(k) = 1
for all k > 0, we get ∑it(k)−1i=0 η
i
k = η
0
k =: ηk in (46). Hence
we obtain the following upper bound for the regret
R(T) ≤ Dmax
ηT
+
G2f
2σ
T
∑
k=1
ηk +
M
ηT
T
∑
k=1
∥∥zck+1 −Φk (zck)∥∥ .
(54)
Thus, by choosing ηk = 1√T , Algorithm 2 with one opti-
mization iteration per time instant achieves a regret bound
O(√T(1 + CT)) and thus the average regret R(T)/T
tends to zero when T goes to infinity. This is a desired
regret bound and well-known in the context of online con-
vex optimization. In particular, (54) is very similar to the
bound derived for the dynamic mirror descent [25]. In our
second main result, we specify conditions under which
Algorithm 2 attains the aforementioned regret bound as
well as GES of the estimation error.
Theorem 3. Consider Algorithm 2 with j(k) = it(k) and
any comparator sequence
{
zc1, z
c
2, . . . , z
c
T
}
with zck ∈ Sk.
Let Assumptions 1-4 hold true. Suppose that the Bregman
distance Dψ satisifes
Dψ(Φk(z),Φk(zˆ))− Dψ(z, zˆ) ≤ −c ‖z− zˆ‖2 (55)
and that it(k+ 1) ≤ it(k). Let
ηik =
σ
L f
1√
k
, (56)
for all i = 0, . . . , it(k)− 1 and k > 0. Then, the estimation
error is GES and we have that
R(T) ≤
√
T
it(T)
L f
σ
(
Dmax +M
T
∑
k=1
∥∥zck+1 −Φk (zck)∥∥ ).
(57)
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The proof of this result relies on the next lemma.
Lemma 3. Consider Algorithm 2 with j(k) = it(k) and
any comparator sequence
{
zc1, z
c
2, . . . , z
c
T
}
with zck ∈ Sk.
Let Assumptions 1-4 hold true. If we choose the step size
ηik =
σ
L f
1√
k
, (58)
then for a given iteration step i and time instant k > 0, we
have that
ηik
(
fk
(
zˆi+1k
)
− fk(zck)
)
≤ Dψ
(
zck, zˆ
i
k
)−Dψ(zck, zˆi+1k ). (59)
Moreover, if we choose the Bregman distance Dψ such that
Dψ(Φk(z),Φk(zˆ))− Dψ(z, zˆ) ≤ 0, (60)
then
min
0≤i≤it(k)
fk(zˆik)− fk(zck) (61)
≤ 1
∑
it(k)−1
i=0 η
i
k
(
Dψ
(
zck, zˆ
0
k
)
− Dψ
(
zck+1, zˆ
0
k+1
)
+M‖zck+1 −Φk (zck) ‖
)
.
The proof of Lemma 3 can be found in Appendix E. We
are now in a position to prove Theorem 3.
Proof of Theorem 3. GES of the estimation error follows,
since ηik in (56) satisfies (19), i.e. η
i
k ≤ σL f . Note that,
by Lemma 3, i.e. (61),
R(T) =
T
∑
k=1
min
0≤i≤it(k)
fk(zˆik)−
T
∑
k=1
fk(zck) (62)
≤
T
∑
k=1
1
∑
it(k)−1
i=0 η
i
k
(
Dψ
(
zck, zˆ
0
k
)
− Dψ
(
zck+1, zˆ
0
k+1
)
+M‖zck+1 −Φk (zck) ‖
)
.
Since it(k+ 1) ≤ it(k), we have that
it(k)−1
∑
i=0
ηik =
σ
L f
it(k)√
k
(63)
≥ σ
L f
it(k+ 1)√
k+ 1
=
it(k+1)−1
∑
i=0
ηik+1.
Hence, (45) holds and as a consequence, we can derive an
upper bound, similar to (51), to obtain
T
∑
k=1
1
∑
it(k)−1
i=0 η
i
k
(
Dψ
(
zck, zˆ
0
k
)
− Dψ
(
zck+1, zˆ
0
k+1
))
(64)
≤ Dmax
∑
it(T)−1
i=0 η
i
T
=
DmaxL f
√
T
it(T)σ
.
Moreover, given (63), we have that
T
∑
k=1
M
∑
it(k)−1
i=0 η
i
k
∥∥zck+1 −Φk (zck)∥∥ (65)
≤ M
∑
it(T)−1
i=0 η
i
T
T
∑
k=1
∥∥zck+1 −Φk (zck)∥∥
=
ML f
√
T
it(T)σ
T
∑
k=1
∥∥zck+1 −Φk (zck)∥∥ .
Combining (64) and (65) completes the proof.
A direct consequence of Theorem 3 is that if the com-
parator sequence
{
zc1, z
c
2, . . . , z
c
T
}
follows the dynamicsΦk
closely, and if we fix the number of optimization iterations
it(k) = it(k+ 1) =: it, and let it → ∞, then the bound in
Theorem 3 vanishes and we obtain an algorithm with zero
regret.
We also remark that the condition it(k+ 1) ≤ it(k) requires
that we employ a smaller or equal number of optimization
iterations each time we receive a new measurement. This
condition is in line with the intuitive observation that it is
preferable to execute more iterations at the beginning of
the pMHE iteration scheme, since our regret measure is
aggregated over time and thus memorizes initially poor
estimates.
5.2. Regret with respect to exponentially
stable comparator sequences
As we mentioned before, in general, there is no require-
ment that the comparator sequence converges to the true
state. This being said, it is reasonable to restrict the class
of comparator sequences to sequences that converge ex-
ponentially fast to the true state. We study this case in this
subsection by imposing the following additional assump-
tion.
Assumption 5. [Exponentially stable comparator se-
quence] The comparator sequence
{
zc1, z
c
2, . . . , z
c
T
}
with
initial guess zc0 is generated from a state estimator that
yields GES error dynamics. More specifically, there exists
positive constants αc ≥ 1 and 0 ≤ βc < 1 such that
‖zk − zck‖ ≤ αc βkc ‖z0 − zc0‖ (66)
holds for each 0 < k ≤ T. Here, zck =
[
xck−N
wˆck
]
.
Notably, when the comparator sequence satisfies the
exponential stability assumption, Algorithm 2 leads to
constant regret, as our next result shows.
Theorem 4. Consider Algorithm 2 and let Assumptions
1-4 hold true. Suppose that a comparator sequence
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Table 1. Summary of results. We employ the following notation for abbreviation: ∆ΦkDψ(z, zˆ) := Dψ(Φk(z),Φk(zˆ))− Dψ(z, zˆ) and
∑i ηik := ∑
it(k)−1
i=0 η
i
k.
Theorem Assumptions Step size Result
Thm. 1 A1 - A4
∆ΦkDψ(z, zˆ) ≤ −c ‖z− zˆ‖2
ηik ≤ σL f Stability
Thm. 2 A1, A2, A4
∆ΦkDψ(z, zˆ) ≤ 0
∑
i
ηik+1 ≤ ∑
i
ηik Regret: R(T) ≤
Dmax
∑i ηiT
+
G2f
2σ
T
∑
k=1
∑i(ηik)
2
∑i ηik
+
M
∑i ηiT
CT
Thm. 3
A1 - A4
∆ΦkDψ(z, zˆ) ≤ −c ‖z− zˆ‖2
it(k+ 1) ≤ it(k)
ηik =
σ
L f
1√
k
Stability + Regret: R(T) ≤
√
T
it(T)
L f
σ
(
Dmax +MCT
)
Thm. 4 A1 - A5
∆ΦkDψ(z, zˆ) ≤ −c ‖z− zˆ‖2
ηik ≤ σL f
Stability + Regret:
R(T) ≤ L f
2
α2 β2
1− β2 ‖z0 − z¯0‖
2 +
L f
2
α2c β
2
c
1− β2c
‖z0 − zc0‖2
{
zc1, z
c
2, . . . , z
c
T
}
is generated from a GES estimator with
initial guess zc0, as in Assumption 5. If the Bregman dis-
tance Dψ satisfies
Dψ(Φk(z),Φk(zˆ))− Dψ(z, zˆ) ≤ −c‖z− zˆ‖2, (67)
for all z, zˆ ∈ R(N+1)n and ηik ≤ σL f , then the estimation
error is GES and
R(T) ≤ L f
2
α2 β2
1− β2 ‖z0 − z¯0‖
2 +
L f
2
α2c β
2
c
1− β2c
‖z0 − zc0‖2,
(68)
with β :=
√
1− 2cγ ∈ [0, 1) and α :=
√
γ/σ.
Proof. In view of Theorem 1, GES holds since the Lya-
punov function V
(
zk, zˆ
j(k)
k
)
= Dψ
(
zk, zˆ
j(k)
k
)
satisfies
∆V = V
(
zk, zˆ
j(k)
k
)−V(zk−1, zˆj(k−1)k−1 ) (69)
≤ −c∥∥zk−1 − zˆj(k−1)k−1 ∥∥2.
In particular, this implies based on (32) that
Dψ
(
zk, zˆ
j(k)
k
) ≤ βke Dψ(z0, z¯0), (70)
where βe := 1− 2cγ ∈ [0, 1). Given that Dψ is strongly
convex and strongly smooth, we have that∥∥zk − zˆj(k)k ∥∥2 ≤ 2σ βke Dψ(z0, z¯0) ≤ γσ βke ∥∥z0 − z¯0∥∥2. (71)
With β :=
√
βe =
√
1− 2c/γ ∈ [0, 1) as well as
α :=
√
γ/σ ≥ 1, we obtain that∥∥zk − zˆj(k)k ∥∥ ≤ α βk ‖z0 − z¯0‖. (72)
The regret can be upper bounded as follows
R(T) =
T
∑
k=1
min
0≤i≤it(k)
fk(zˆik)−
T
∑
k=1
fk(zck) (73)
≤
T
∑
k=1
fk
(
zˆj(k)k
)− T∑
k=1
fk
(
zck
)
.
We have
fk
(
zˆj(k)k
)− fk(zck) = fk(zˆj(k)k )− fk(zk)+ fk(zk)− fk(zck)
≤ ∣∣ fk(zˆj(k)k )− fk(zk)∣∣
+
∣∣ fk(zck)− fk(zk)∣∣. (74)
By Assumption 3, we have that for any z ∈ R(N+1)n and
k > 0
fk(z) ≤ fk(zk) +∇ fk(zk)>(z− zk) +
L f
2
‖zk − z‖2. (75)
Since fk achieves its minimal value at zk by Assumption 2,
∇ fk
(
zk
)
= 0 and we obtain in (75) for z = zˆj(k)k
0 ≤ fk
(
zˆj(k)k
)− fk(zk) ≤ L f2 ∥∥zk − zˆj(k)k ∥∥2. (76)
Similarly, we have for z = zck in (75)
0 ≤ fk
(
zck
)− fk(zk) ≤ L f2 ∥∥zk − zck∥∥2. (77)
Substituting the latter two inequalities into (74) yields
fk
(
zˆj(k)k
)− fk(zck) ≤ L f2 ∥∥zk − zˆj(k)k ∥∥2 + L f2 ∥∥zk − zck∥∥2.
(78)
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By Assumption 5 and (72), we obtain
fk
(
zˆj(k)k
)− fk(zck) ≤ L f2 α2 β2k ‖z0 − z¯0‖2 (79)
+
L f
2
α2c β
2k
c ‖z0 − zc0‖2.
Hence,
R(T)≤
T
∑
k=1
L f
2
α2 β2k ‖z0 − z¯0‖2+
L f
2
α2c β
2k
c ‖z0 − zc0‖2.
(80)
Since β ∈ [0, 1), β2 ∈ [0, 1) and we have
T
∑
k=1
(β2)k =
β2 − β2(T+1)
1− β2 ≤
β2
1− β2 . (81)
Therefore, it holds that
T
∑
k=1
L f
2
α2 β2k ‖z0 − z¯0‖2 ≤
L f
2
‖z0 − z¯0‖2 α
2 β2
1− β2 . (82)
By carrying out a similar analysis for the second sum in
(80), the desired regret upper bound can be obtained.
We summarize the obtained results of the paper in Ta-
ble 1.
6. Simulation results
In order to demonstrate the stability and performance
properties of the anytime pMHE algorithm, we consider
the example of a well-mixed, constant volume, isothermal
batch reactor. The nonlinear model can be found in [7,
Section 3]. The system is linearized and discretized with a
sampling time of Ts = 0.25 s in [5]. We obtain a discrete-
time linear system of the form (1), where
A =
0.8831 0.0078 0.00220.1150 0.9563 0.0028
0.1178 0.0102 0.9954
 , B =
00
0
 ,
C =
[
32.84 32.84 32.84
]
.
(83)
Note that (A,C) is detectable. Given that the states repre-
sent concentrations, they are constrained to be nonnega-
tive, i.e., xk ≥ 0. We employ the proposed anytime pMHE
scheme introduced in Algorithm 2 with the horizon length
of N = 2 and designed such that the assumptions and
conditions of Theorem 3 are fulfilled. For the a priori es-
timate, we choose j(k) = it(k) and design the observer
gain L in (12) such that the eigenvalues of A − LC are
given by λ =
[
0.4754 0.8497 0.9727
]
. Moreover, we
only consider the first state in the horizon window xˆk−N
as decision variable, i.e., we set the stage cost q in (3a) and
the model residual wˆi to be zero. The stage cost r in (3a) is
chosen as r(x) = 12‖x‖2R with R = 0.01. The resulting sum
of stage costs at time k is then
fk(x) =
1
2
k−1
∑
i=k−N
∥∥∥yi − CAi−k+N x∥∥∥2
R
. (84)
Furthermore, we choose the quadratic Bregman distance
Dψ(x1, x2) = 12‖x1 − x2‖2P. To satisfy the stability condi-
tion (55), we design the weight matrix P  0 such that
the LMI (39) is satisfied. In addition, we fix the number
of iterations it(k), i.e., it(k) = it(k + 1) =: it. The step
sizes are chosen as (56), i.e., ηik =
σ
L f
1√
k
. Here, σ denotes
the strong convexity parameter of the Bregman distance
which is given by σ = min(λi(P)). The constant L f is the
strong smoothness parameter of fk defined in (84). It can
be computed as
L f = R
k−1
∑
i=k−N
∥∥∥CAi−k+N∥∥∥2 . (85)
As our estimate, we select at each time k the
iterate zˆio(k)k with the minimal cost, where
io(k) = arg min0≤i≤it(k) fk(zˆik). We compare the ob-
tained stability results with the Luenberger observer
designed with the same matrix L, as well as with those
obtained from Algorithm 1, where the pMHE scheme is
based on solving (7). For this estimator, we choose the
same design parameters of the anytime pMHE iteration
scheme given by N, fk, Dψ and L. The resulting estimation
errors for each estimation strategy are shown in Figure 2.
All estimators exhibit GES of the estimation errors. This
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Figure 2. The evolution of the estimation errors corresponding
to the employed estimation strategies over time.
includes the case where we execute only one iteration
of the optimization algorithm per time instant k, i.e.,
it = 1. Note that for a small number of iterations, the
11
choice of the observer gain L affects the performance of
the estimator. In this case, it is useful to tune L such that a
satisfactory performance is attained. Nevertheless, if we
perform it = 200 iterations for example, the choice of L
does not have much impact on performance and we can
observe that the iteration scheme performs even better
than Algorithm 1. We illustrate the effect of increasing the
number of iterations on the convergence of the estimation
error in Figure 3. We can see that the more we iterate, the
faster is the convergence of the estimation error to zero.
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it = 200
Figure 3. The evolution of the estimation errors corresponding
to anytime pMHE with different number of iterations over time.
In the following, we investigate for anytime pMHE the
regret (42) with respect to the comparator sequence given
by the true states xk−N . Note that
fk(xk−N) =
1
2
k−1
∑
i=k−N
∥∥∥yi − CAi−k+N xk−N∥∥∥2
R
= 0. (86)
We employ different number of iterations for each pMHE
iteration scheme. After each simulation time T, we com-
pute and plot the resulting regrets R(T) as well as the
average regrets R(T)/T in Figure 4 and 5, respectively.
Moreover, we plot the regret associated to Algorithm 1
when compared with this optimal sequence of true states.
Observe that we can achieve lower regrets by increasing
the number of iterations. This observation is in line with
the regret upper bound (57) obtained in Theorem 3. More-
over, we can see that the regret of the iteration scheme
with it = 20 is lower than the regret of Algorithm 1. This
can be explained by the fact that the effect of the Luenbrger
observer, which might degenerate performance, becomes
less significant each time we perform the optimization
iteration step (13). In fact, in order to illustrate the impact
of Luenbrger observer, we also compute the regret R(T)
of the pMHE scheme in which, instead of centering the
Bregman distance around the previous iterate (see (13)),
0 50 100 150 200
10−1
100
101
102
Simulation time T
R
(T
)
it = 1
it = 2
it = 5
it = 20
pMHE [20]
Figure 4. The resulting regrets of anytime pMHE schemes with
different number of optimization iterations.
0 50 100 150 200
10−3
10−2
10−1
100
101
Simulation time T
R
(T
)/
T
it = 1
it = 2
it = 5
it = 20
pMHE [20]
Figure 5. The resulting average regret of anytime pMHE schemes
with different number of optimization iterations.
we use
zˆi+1k = arg min
z∈Sk
{
ηik∇ fk
(
zˆik
)>
z+ Dψ(z, z¯k)
}
. (87)
In this case, the Bregman distance is always centered
around the current a priori estimate z¯k given by the Luen-
beger observer. The results are depicted in Figure 6.
As demonstrated, increasing the number of iterations per
time instant in this case does not necessarily yield to lower
regrets.
7. Conclusion
In this paper, we presented a computationally tractable
approach for constrained MHE of discrete-time linear sys-
tems. An anytime pMHE iteration scheme is proposed in
which a state estimate at each time instant is computed
based on an arbitrary number of optimization algorithm
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Figure 6. The resulting regret for the pMHE scheme with update
step (87) and it iterations at each time instant k.
iterations. The underlying optimization algorithm con-
sists of a mirror descent-like method which generalizes the
gradient descent and can therefore be executed quickly.
Under suitable assumptions on the Bregman distance and
the step sizes, GES of the estimation errors was estab-
lished and is ensured after any number of optimization
algorithm iterations. In addition, the performance of the
iteration scheme was characterized by the resulting real-
time regret for which upper bounds were derived. The
proposed iteration scheme provides stable estimates after
each optimization iteration and possesses a sublinear re-
gret which can be rendered arbitrarily small by increasing
the number of iterations.
The proposed anytime pMHE iteration scheme is con-
ceptually related to the anytime model predictive con-
trol (MPC) iteration scheme with relaxed barrier func-
tions [28, 29], where stabilizing control inputs are gener-
ated after any number of optimization iterations. Our goal
in future research is to combine both the MPC and MHE
iteration schemes in an overall anytime estimation-based
MPC algorithm. Furthermore, comparisons to real-time
MHE techniques established in the literature and a fur-
ther exploration of the computational complexity of the
proposed algorithm deserve further research. Moreover,
it would be interesting to study the robustness proper-
ties of the iteration scheme with respect to process and
measurement disturbances.
References
[1] Meriem Gharbi, Bahman Gharesifard, and Christian
Ebenbauer. Anytime proximity moving horizon esti-
mation: Stability and regret. Submitted, 2020.
[2] Christopher V. Rao, James B. Rawlings, and Jay H.
Lee. Constrained linear state estimation – a mov-
ing horizon approach. Automatica, 37(10):1619–1628,
2001.
[3] James B. Rawlings, David Q. Mayne, and Moritz
Diehl. Model Predictive Control: Theory, Computation,
and Design. Nob Hill Publishing, 2017.
[4] Angelo Alessandri, Marco Baglietto, and Giorgio Bat-
tistelli. Receding-horizon estimation for discrete-time
linear systems. IEEE Transactions on Automatic Con-
trol, 48(3):473–478, 2003.
[5] Dan Sui and Tor Arne Johansen. Linear constrained
moving horizon estimator with pre-estimating ob-
server. Systems & Control Letters, 67:40–45, 2014.
[6] Christopher V. Rao, James B. Rawlings, and David Q.
Mayne. Constrained state estimation for nonlinear
discrete-time systems: Stability and moving horizon
approximations. IEEE Transactions on Automatic Con-
trol, 48(2):246–258, 2003.
[7] Eric L. Haseltine and James B. Rawlings. Critical
evaluation of extended Kalman filtering and moving-
horizon estimation. Industrial & Engineering Chemistry
Research, 44(8):2451–2460, 2005.
[8] James B. Rawlings and Luo Ji. Optimization-based
state estimation: Current status and some new re-
sults. Journal of Process Control, 22(8):1439–1444, 2012.
[9] John Bagterp Jørgensen, James B. Rawlings, and
Sten Bay Jørgensen. Numerical methods for large-
scale moving horizon estimation and control. In Pro-
ceedings of Int. Symposium on Dynamics and Control
Process Systems (DYCOPS), volume 7, 2004.
[10] Niels Haverbeke, Moritz Diehl, and Bart De Moor. A
structure exploiting interior-point method for mov-
ing horizon estimation. In Proceedings of the 48h IEEE
Conference on Decision and Control (CDC) held jointly
with 2009 28th Chinese Control Conference, pages 1273–
1278. IEEE, 2009.
[11] Angelo Alessandri, Marco Baglietto, and Giorgio Bat-
tistelli. Moving-horizon state estimation for nonlin-
ear discrete-time systems: New stability results and
approximation schemes. Automatica, 44(7):1753–1765,
2008.
[12] Victor M. Zavala. Stability analysis of an approximate
scheme for moving horizon estimation. Computers &
Chemical Engineering, 34(10):1662–1670, 2010.
[13] Victor M. Zavala, Carl D. Laird, and Lorenz T. Biegler.
A fast moving horizon estimation algorithm based on
nonlinear programming sensitivity. Journal of Process
Control, 18(9):876–884, 2008.
13
[14] Angelo Alessandri and Mauro Gaggero. Fast moving
horizon state estimation for discrete-time systems
using single and multi iteration descent methods.
IEEE Transactions on Automatic Control, 62(9):4499–
4511, 2017.
[15] Peter Kühl, Moritz Diehl, Tom Kraus, Johannes P.
Schlöder, and Hans Georg Bock. A real-time algo-
rithm for moving horizon state and parameter esti-
mation. Computers & Chemical Engineering, 35(1):71–
83, 2011.
[16] Andrew Wynn, Milan Vukov, and Moritz Diehl. Con-
vergence guarantees for moving horizon estimation
based on the real-time iteration scheme. IEEE Trans-
actions on Automatic Control, 59(8):2215–2221, 2014.
[17] Mohammad Abdollahpouri, Gergely Takács, and
Boris Rohal’-Ilkiv. Real-time moving horizon esti-
mation for a vibrating active cantilever. Mechanical
Systems and Signal Processing, 86:1–15, 2017.
[18] Andrea Favato, Francesco Toso, Paolo Gherardo Car-
let, Matteo Carbonieri, and Silverio Bolognani. Fast
moving horizon estimator for induction motor sen-
sorless control. In 2019 IEEE 10th International Sympo-
sium on Sensorless Control for Electrical Drives (SLED),
pages 1–6. IEEE, 2019.
[19] Achim Küpper, Moritz Diehl, Johannes P. Schlöder,
Hans Georg Bock, and Sebastian Engell. Efficient
moving horizon state and parameter estimation for
SMB processes. Journal of Process Control, 19(5):785–
802, 2009.
[20] Meriem Gharbi and Christian Ebenbauer. A prox-
imity approach to linear moving horizon estimation.
IFAC-PapersOnLine, 51(20):549–555, 2018.
[21] Meriem Gharbi and Christian Ebenbauer. An itera-
tion scheme with stability guarantees for proximity
moving horizon estimation. In 2020 19th European
Control Conference (ECC), pages 973–978. IEEE, 2020.
[22] Amir Beck and Marc Teboulle. Mirror descent and
nonlinear projected subgradient methods for convex
optimization. Operations Research Letters, 31(3):167–
175, 2003.
[23] Elad Hazan, Alexander Rakhlin, and Peter L. Bartlett.
Adaptive online gradient descent. In Advances in
Neural Information Processing Systems, pages 65–72,
2008.
[24] Elad Hazan et al. Introduction to online convex op-
timization. Foundations and Trends® in Optimization,
2(3-4):157–325, 2016.
[25] Eric Hall and Rebecca Willett. Dynamical models and
tracking regret in online convex programming. 30th
International Conference on Machine Learning, ICML
2013, 01 2013.
[26] Meriem Gharbi and Christian Ebenbauer. Proximity
moving horizon estimation for linear time-varying
systems and a Bayesian filtering view. In 2019 IEEE
58th Conference on Decision and Control (CDC), pages
3208–3213. IEEE, 2019.
[27] Mohamed Ali Belabbas. On implicit regularization:
Morse functions and applications to matrix factoriza-
tion. arXiv preprint arXiv:2001.04264, 2020.
[28] Christian Feller and Christian Ebenbauer. A sta-
bilizing iteration scheme for model predictive con-
trol based on relaxed barrier functions. Automatica,
80:328–339, 2017.
[29] Christian Feller and Christian Ebenbauer. Sparsity-
exploiting anytime algorithms for model predictive
control: A relaxed barrier approach. IEEE Transactions
on Control Systems Technology, 2018.
[30] Yair Censor and Stavros Andrea Zenios. Proximal
minimization algorithm with D-functions. Journal of
Optimization Theory and Applications, 73(3):451–464,
1992.
[31] Aryan Mokhtari, Shahin Shahrampour, Ali Jad-
babaie, and Alejandro Ribeiro. Online optimization
in dynamic environments: Improved regret rates for
strongly convex problems. In 2016 IEEE 55th Confer-
ence on Decision and Control (CDC), pages 7195–7201.
IEEE, 2016.
Appendix
A. Reformulation of the estimation problem
Using the system dynamics (3b) and (3c), we can write
each output residual vˆi in the estimation window in terms
of the decision variable zˆk defined in (4) as follows
vˆi = yi − Cxˆi (88)
= yi −Oi xˆk−N − Cu˜i −
i−1
∑
j=k−N
CAi−j−1wˆj
14
with Oi := CAi−k+N and u˜i :=
i−1
∑
j=k−N
Ai−j−1Buj. We ob-
tain the sum of stage costs
fk (zˆk) :=
k−1
∑
i=k−N
q (wˆi) (89)
+ r
(
yi −Oi xˆk−N − Cu˜i −
i−1
∑
j=k−N
CAi−j−1wˆj
)
.
The matrices G and F in the constraint set Sk defined in
(6) are given by
G :=

Cx
CxA
...
CxAN
 ∈ R(N+1)qx×n,
F :=

0 0 . . . 0
Cx 0 . . . 0
CxA Cx . . . 0
...
... . . .
...
CxAN−1 CxAN−2 . . . Cx
 ∈ R(N+1)qx×Nn
(90)
and the vector Ek is
Ek :=

dx
dx − Cxu˜k−N+1
...
dx − Cxu˜k
 ∈ R(N+1)qx . (91)
B. Bregman distances
We shortly present central properties of Bregman distances
defined in (8). Given the strong convexity of ψ, it follows
that Dψ(z1, z2) is nonngeative, and that Dψ(z1, z2) = 0
if and only if z1 = z2. Moreover, if ψ(z) = 12‖z‖2, we
obtain Dψ(z1, z2) = 12‖z1 − z2‖2, which is the quadratic
Euclidean distance. In analogy with the classical projec-
tion, the Bregman projection ΠψS (z¯) onto a convex set S is
defined as the closest point in S to z¯ with respect to the
Bregman distance Dψ:
ΠψS (z¯) = arg min
z∈S
Dψ(z, z¯). (92)
The next key identity can be proven by directly using the
definition of Dψ.
Lemma 4. Let the function Dψ denote a Bregman distance
induced from ψ. Then for any a, b, c ∈ R(N+1)n, the fol-
lowing three-points identity holds
Dψ(c, a)+Dψ(a, b)− Dψ(c, b) (93)
= (∇ψ(b)−∇ψ(a))> (c− a).
We require the next result from [30, Proposition 3.5].
Lemma 5. Let the set S ⊂ R(N+1)n be nonempty, closed
and convex. Suppose z¯ /∈ S and z ∈ S . Then,
Dψ
(
ΠψS (z¯), z¯
) ≤ Dψ(z, z¯)− Dψ(z,ΠψS (z¯)). (94)
For more details on Bregman distances, we refer the
reader to [30].
C. Proof of Lemma 1
Proof. The proof generalizes and follows similar steps as in
the proof of [31, Proposition 2], in which the performance
of the online gradient descent method is investigated.
Convexity of fk implies that
fk(z) ≥ fk
(
zˆik
)
+∇ fk
(
zˆik
)> (
z− zˆik
)
(95)
for any z ∈ Sk and hence
fk(z) ≥ fk
(
zˆik
)
+∇ fk
(
zˆik
)> (
zˆi+1k − zˆik
)
(96)
+∇ fk
(
zˆik
)> (
z− zˆi+1k
)
.
By optimality of zˆi+1k in (13) and by (8), we have for any
z ∈ Sk(
ηik∇ fk
(
zˆik
)
+∇ψ(zˆi+1k )−∇ψ(zˆik))>(z− zˆi+1k ) ≥ 0. (97)
Thus (96) becomes
fk(z) ≥ fk
(
zˆik
)
+∇ fk
(
zˆik
)> (
zˆi+1k − zˆik
)
(98)
+
1
ηik
(∇ψ(zˆik)−∇ψ(zˆi+1k ))> (z− zˆi+1k ) .
Since the gradients of fk are Lipschitz continuous by As-
sumption 3, we have that
fk
(
zˆi+1k
)
≤ fk
(
zˆik
)
+∇ fk
(
zˆik
)> (
zˆi+1k − zˆik
)
(99)
+
L f
2
∥∥∥zˆi+1k − zˆik∥∥∥2 ,
and hence
fk(z) ≥ fk
(
zˆi+1k
)
− L f
2
∥∥∥zˆi+1k − zˆik∥∥∥2 (100)
+
1
ηik
(∇ψ(zˆik)−∇ψ(zˆi+1k ))> (z− zˆi+1k ) .
In view of the three points identity (93) and the strong
convexity of Dψ, we have(∇ψ(zˆik)−∇ψ(zˆi+1k ))> (z− zˆi+1k ) (101)
= Dψ
(
z, zˆi+1k
)
+ Dψ
(
zˆi+1k , zˆ
i
k
)− Dψ(z, zˆik)
≥ Dψ
(
z, zˆi+1k
)
+
σ
2
‖zˆi+1k − zˆik‖2 − Dψ
(
z, zˆik
)
.
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Therefore, using (100)
fk(z) ≥ fk
(
zˆi+1k
)
− L f
2
∥∥∥zˆi+1k − zˆik∥∥∥2
+
1
ηik
(
Dψ
(
z, zˆi+1k
)− Dψ(z, zˆik)+ σ2 ‖zˆi+1k − zˆik‖2)
= fk
(
zˆi+1k
)
+
1
2
( σ
ηik
− L f
) ∥∥∥zˆi+1k − zˆik∥∥∥2 (102)
+
1
ηik
(
Dψ
(
z, zˆi+1k
)− Dψ(z, zˆik)).
We set z = zk ∈ Sk, i.e. the true state with zero model
residual, and obtain
0 ≥ fk(zk)− fk
(
zˆi+1k
)
≥ 1
2
( σ
ηik
− L f
) ∥∥∥zˆi+1k − zˆik∥∥∥2 (103)
+
1
ηik
(
Dψ
(
zk, zˆ
i+1
k
)− Dψ(zk, zˆik)).
The inequality fk
(
zˆi+1k
)
≥ fk(zk) holds by Assumption 2,
which states that fk achieves its minimal value at zk.
Hence, we get
Dψ
(
zk, zˆ
i+1
k
) ≤ Dψ(zk, zˆik)+ ηik2 (L f − σηik
) ∥∥∥zˆi+1k − zˆik∥∥∥2 ,
(104)
which proves the first statement in Lemma 1. Applying
(104) for each two subsequent iterations i and i+ 1 (where
i = 0, · · · , j) yields
Dψ(zk, zˆ
j
k) (105)
≤ Dψ(zk, zˆj−1k )+
1
2
(
η
j−1
k L f − σ
)∥∥∥zˆjk − zˆj−1k ∥∥∥2
≤ Dψ(zk, zˆj−2k )+
1
2
(
η
j−1
k L f − σ
)∥∥∥zˆjk − zˆj−1k ∥∥∥2
+
1
2
(
η
j−2
k L f − σ
) ∥∥∥zˆj−1k − zˆj−2k ∥∥∥2
≤ · · ·
≤ Dψ(zk, zˆ0k) +
1
2
j−1
∑
i=0
(
ηik L f − σ
) ∥∥∥zˆi+1k − zˆik∥∥∥2 .
Since zˆ0k = Π
ψ
Sk (z¯k) by (92) and zk ∈ Sk, in view of (94) in
Lemma 5, we have
0 ≤ Dψ
(
zˆ0k , z¯k
)
≤ Dψ (zk, z¯k)− Dψ
(
zk, zˆ
0
k
)
. (106)
Thus, Dψ
(
zk, zˆ0k
) ≤ Dψ (zk, z¯k) and we obtain in (105)
Dψ(zk, zˆ
j
k) (107)
≤ Dψ (zk, z¯k) + 12
j−1
∑
i=0
(
ηik L f − σ
) ∥∥∥zˆi+1k − zˆik∥∥∥2 .
D. Proof of Lemma 2
Proof. The following analysis is based on the convergence
proof of the mirror descent algorithm presented in [22].
Since zck ∈ Sk, we can evaluate the optimality condition
(97) of zˆi+1k for z = z
c
k to obtain(
ηik∇ fk
(
zˆik
)
+∇ψ(zˆi+1k )−∇ψ(zˆik))> (zck − zˆi+1k ) ≥ 0.
(108)
Given that fk is convex, we have
ηik
(
fk(zˆik)− fk(zck)
)
≤ ηik∇ fk
(
zˆik
)>
(zˆik − zck) (109a)
= s1 + s2 + s3,
where
s1 :=
(∇ψ(zˆik)−∇ψ(zˆi+1k )− ηik∇ fk (zˆik) )> (zck − zˆi+1k )
(109b)
s2 :=
(∇ψ(zˆi+1k )−∇ψ(zˆik))> (zck − zˆi+1k ) (109c)
s3 := ηik∇ fk
(
zˆik
)>
(zˆik − zˆi+1k ). (109d)
By (108), s1 ≤ 0. Using the three-points identity (93) as
well as the strong convexity of Dψ assumed in Assumption
4, we have that
s2 = −
(∇ψ(zˆik)−∇ψ(zˆi+1k ))> (zck − zˆi+1k ) (110)
= Dψ(zck, zˆ
i
k)− Dψ(zck, zˆi+1k )− Dψ(zˆi+1k , zˆik)
≤ Dψ(zck, zˆik)− Dψ(zck, zˆi+1k )−
σ
2
‖zˆi+1k − zˆik‖2.
Moreover, by Young’s inequality,
s3 ≤ ηik
(
ηik
2σ
∥∥∇ fk (zˆik) ∥∥2 + σ2ηik
∥∥zˆi+1k − zˆik∥∥2
)
. (111)
Hence, we obtain the first statement of Lemma 2 by substi-
tuting (110) and (111) into (109). Evaluating (47) for i = 0
yields
η0k
(
fk(zˆ0k)− fk(zck)
)
≤ Dψ(zck, zˆ0k)− Dψ(zck, zˆ1k) +
(η0k )
2
2σ
‖∇ fk
(
zˆ0k
)
‖2
(112a)
= Dψ
(
zck, zˆ
0
k
)
− Dψ
(
zck+1, zˆ
0
k+1
)
+
(η0k )
2
2σ
‖∇ fk
(
zˆ0k
)
‖2
+ T1 + T2,
where
T1 := Dψ (Φk (zck) , z¯k+1)− Dψ
(
zck, zˆ
1
k
)
(112b)
T2 := Dψ
(
zck+1, zˆ
0
k+1
)
− Dψ (Φk (zck) , z¯k+1) . (112c)
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We can compute an upper bound for each of these terms
as follows. Since z¯k+1 = Φk
(
zˆit(k)k
)
, using (48), we have
T1 = Dψ
(
Φk
(
zck
)
,Φk
(
zˆit(k)k
))− Dψ(zck, zˆ1k) (113)
≤ Dψ
(
zck, zˆ
it(k)
k
)− Dψ(zck, zˆ1k).
Moreover, employing (47) in Lemma 2 (as just proved
above) for each iteration step starting from i = it(k)− 1 to
i = 2 yields
T1 ≤ Dψ
(
zck, zˆ
it(k)−1
k
)
+
(η
it(k)−1
k )
2
2σ
∥∥∇ fk(zˆit(k)−1k )∥∥2
+ η
it(k)−1
k
(
fk(zck)− fk
(
zˆit(k)−1k
))− Dψ (zck, zˆ1k)
≤ Dψ
(
zck, zˆ
it(k)−2
k
)
+
(η
it(k)−2
k )
2
2σ
∥∥∇ fk(zˆit(k)−2k )∥∥2
+
(η
it(k)−1
k )
2
2σ
∥∥∇ fk(zˆit(k)−1k )∥∥2
+ η
it(k)−2
k
(
fk(zck)− fk
(
zˆit(k)−2k
))
+ η
it(k)−1
k
(
fk(zck)− fk
(
zˆit(k)−1k
))− Dψ (zck, zˆ1k)
≤ . . . (114)
≤
it(k)−1
∑
i=1
(ηik)
2
2σ
‖∇ fk
(
zˆik
)
‖2+
it(k)−1
∑
i=1
ηik
(
fk(zck)− fk(zˆik)
)
.
Given that zˆ0k = Π
ψ
Sk (z¯k) and z
c
k ∈ Sk, by (94) in Lemma 5,
we have
0 ≤ Dψ
(
zˆ0k , z¯k
)
≤ Dψ (zck, z¯k)− Dψ
(
zck, zˆ
0
k
)
, (115)
for all k > 0. Hence, Dψ
(
zck, zˆ
0
k
) ≤ Dψ (zck, z¯k), for all
k > 0, and we obtain
T2 = Dψ
(
zck+1, zˆ
0
k+1
)
− Dψ (Φk (zck) , z¯k+1) (116)
≤ Dψ
(
zck+1, z¯k+1
)− Dψ (Φk (zck) , z¯k+1) .
In addition, using the definition of the Bregman distance
and the convexity of ψ, we get
T2 ≤ ψ(zck+1)−∇ψ(z¯k+1)>(zck+1 − z¯k+1)− ψ(Φk (zck))
+∇ψ(z¯k+1)>(Φk (zck)− z¯k+1)
= ψ(zck+1)− ψ(Φk (zck))−∇ψ(z¯k+1)>(zck+1 −Φk (zck))
≤ ∇ψ(zck+1)>(zck+1 −Φk (zck))
−∇ψ(z¯k+1)>(zck+1 −Φk (zck))
≤ M‖zck+1 −Φk (zck) ‖. (117)
Substituting (114) and (117) into (112) yields
η0k
(
fk(zˆ0k)− fk(zck)
)
(118)
≤ Dψ
(
zck, zˆ
0
k
)
− Dψ
(
zck+1, zˆ
0
k+1
)
+
(η0k )
2
2σ
‖∇ fk(zˆ0k)‖2
+
it(k)−1
∑
i=1
(ηik)
2
2σ
‖∇ fk
(
zˆik
)
‖2 +
it(k)−1
∑
i=1
ηik
(
fk(zck)− fk(zˆik)
)
+M‖zck+1 −Φk (zck) ‖.
Rearranging the above inequality yields
it(k)−1
∑
i=0
ηik( fk(zˆ
i
k)− fk(zck)) (119)
≤ Dψ
(
zck, zˆ
0
k
)
− Dψ
(
zck+1, zˆ
0
k+1
)
+
it(k)−1
∑
i=0
(ηik)
2
2σ
‖∇ fk
(
zˆik
)
‖2 +M‖zck+1 −Φk (zck) ‖.
Since min
0≤i≤it(k)
fk(zˆik) ∑
it(k)−1
i=0 η
i
k ≤ ∑it(k)−1i=0 ηik fk(zˆik), we
obtain (
min
0≤i≤it(k)
fk(zˆik)− fk(zck)
) it(k)−1
∑
i=0
ηik (120)
≤ Dψ
(
zck, zˆ
0
k
)
− Dψ
(
zck+1, zˆ
0
k+1
)
+
it(k)−1
∑
i=0
(ηik)
2
2σ
G2f +M‖zck+1 −Φk (zck) ‖.
Dividing the latter inequality by ∑
it(k)−1
i=0 η
i
k yields the de-
sired result.
E. Proof of Lemma 3
Proof. Since the gradients of fk are Lipschitz continuous
by Assumption 3, by (102),
fk(z) ≥ fk
(
zˆi+1k
)
+
1
2
( σ
ηik
− L f
) ∥∥∥zˆi+1k − zˆik∥∥∥2 (121)
+
1
ηik
(
Dψ
(
z, zˆi+1k
)− Dψ(z, zˆik)),
for all z ∈ Sk. Since the step size satisfies σηik − L f ≥ 0, we
obtain
fk(z) ≥ fk
(
zˆi+1k
)
+
1
ηik
(
Dψ
(
z, zˆi+1k
)− Dψ(z, zˆik)). (122)
Thus, for z = zck ∈ Sk, we have that
ηik
(
fk
(
zˆi+1k
)
− fk(zck)
)
≤ Dψ
(
zck, zˆ
i
k
)− Dψ(zck, zˆi+1k ).
(123)
17
To prove the second statement in Lemma 3, suppose we
execute it(k) iterations at the time instant k. Evaluating
the latter inequality for i = 0 yields
η0k
(
fk(zˆ1k)− fk(zck)
)
(124a)
≤ Dψ(zck, zˆ0k)− Dψ(zck, zˆ1k)
= Dψ
(
zck, zˆ
0
k
)
− Dψ
(
zck+1, zˆ
0
k+1
)
+ R1 + R2
where
R1 := Dψ (Φk (zck) , z¯k+1)− Dψ
(
zck, zˆ
1
k
)
(124b)
R2 := Dψ
(
zck+1, zˆ
0
k+1
)
− Dψ (Φk (zck) , z¯k+1) . (124c)
Again, we can compute an upper bound for each of these
terms as follows. Since z¯k+1 = Φk
(
zˆit(k)k
)
, by (48),
R1 = Dψ
(
Φk (z
c
k) ,Φk
(
zˆit(k)k
))− Dψ (zck, zˆ1k) (125)
≤ Dψ
(
zck, zˆ
it(k)
k
)− Dψ (zck, zˆ1k) .
Moreover, employing (59) in Lemma 3 for each iteration
step starting from i = it(k)− 1 to i = 2 yields
R1 ≤ Dψ
(
zck, zˆ
it(k)−1
k
)
(126)
+ η
it(k)−1
k
(
fk(zck)− fk
(
zˆit(k)k
))− Dψ (zck, zˆ1k)
≤ Dψ
(
zck, zˆ
it(k)−2
k
)
+ η
it(k)−2
k
(
fk(zck)− fk
(
zˆit(k)−1k
))
+ η
it(k)−1
k
(
fk(zck)− fk
(
zˆit(k)k
))− Dψ (zck, zˆ1k)
≤ . . .
≤
it(k)
∑
i=2
ηi−1k
(
fk(zck)− fk(zˆik)
)
.
Note that R2 = T2 in (112c). Hence, by (117), we obtain
η0k
(
fk(zˆ1k)− fk(zck)
)
≤ Dψ
(
zck, zˆ
0
k
)
− Dψ
(
zck+1, zˆ
0
k+1
)
+
it(k)
∑
i=2
ηi−1k
(
fk(zck)− fk(zˆik)
)
+M‖zck+1 −Φk (zck) ‖. (127)
Rearranging the above inequality yields
it(k)
∑
i=1
ηi−1k ( fk(zˆ
i
k)− fk(zck)) (128)
= η0k fk(zˆ
1
k)− η0k fk(zck) +
it(k)
∑
i=2
ηi−1k ( fk(zˆ
i
k)− fk(zck))
≤ Dψ
(
zck, zˆ
0
k
)
− Dψ
(
zck+1, zˆ
0
k+1
)
+M‖zck+1 −Φk (zck) ‖.
Since
min
0≤i≤it(k)
fk(zˆik)
it(k)−1
∑
i=0
ηik ≤ min1≤i≤it(k) fk(zˆ
i
k)
it(k)
∑
i=1
ηi−1k
≤
it(k)
∑
i=1
ηi−1k fk(zˆ
i
k), (129)
we obtain(
min
0≤i≤it(k)
fk(zˆik)− fk(zck)
) it(k)−1
∑
i=0
ηik (130)
≤ Dψ
(
zck, zˆ
0
k
)
− Dψ
(
zck+1, zˆ
0
k+1
)
+M‖zck+1 −Φk (zck) ‖.
Dividing the latter inequality by ∑
it(k)−1
i=0 η
i
k yields the de-
sired result.
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