Abstract. In this era of information explosion, the development of science and technology changes with each passing day. Therefore, the automatic analysis of scientific and technological trends aims to help scientists extract useful information from a large number of academic conferences and scientific and technological documents, which is of great practical significance. Artificial Intelligence give us an useful techniques, this paper we use using artificial intelligence and machine learning techniques to fit and forecast house price, From the point of view of model, the prediction effect of support vector machine is the best, with strong stability, while neural network is the worst. As a contrast, linear regression and random forest have little difference between them.
Figure 1 One-dimensional Linear regression function with insensitive region
The regression problem of support vector machine is similar to its classification problem, but the difference lies in the value of its output variable. The regression problem can be described in mathematical language as follows:
Set of given data samples = {( , ), … , ( , )},where 
Where c is the penalty coefficient, it is a compromise coefficient used to control model complexity, training error rate and generalization ability.  is a default limit, * i  and i  is a relaxation factor.
Artificial Neural Network. Multi-layer neural network is a feedforward neural network with one or more layers between the input and output layers. BP algorithm for multi-layer neural network includes forward propagation and back propagation. In the forward propagation process, the sample input value is transferred from the input layer through the hidden unit layer to the output layer, and then the error back propagation process is carried out, that is, the error is transferred to the input layer one by one.
Neural network is a nonlinear learning algorithm. The most basic component of neural network is neuron . So the basic model of neuron is given below: The calculation speed of random forest is very fast, and it is excellent when dealing with big data. The stochastic forest does not need to worry about the general regression analysis but the problem of multivariate linearity, does not have to make the variable choice. The existing random forest software package gives the importance of all variables. In addition, the random forest is convenient to calculate the non-line of variables. Sexual interaction, and can reflect the interaction between variables.
Empirical Research and Results
This paper takes second-hand housing in Shanghai as the research object, crawls 11805 samples from the platform, removes missing and abnormal value data and leaves individual property right housing and commercial housing data, a total of 7023 samples. It includes 31 variables, According to the research needs, the research variables covered in this paper are as follows: price is the unit price, subway is distance from nearest subway station, payment is down payment amount, area is house area, year is house age, landscape is green rate, fee is the property management fee, and some dummy variable, there are tax_2, tax_5, school_good, type_11, type_21, type_22, type_3, orientation, high floor, middle floor, comprehension, open or plain house, decoration, slab or tower house, private or commerce house, house has facility and regional clustering factor
In this paper, four models such as OLS, support vector machine, neural network and random forest are used to fit and predict the data. In the model estimation, a linear regression equation is constructed. At the same time, there is no over-fitting phenomenon in the random forest, and the importance measure of independent variables can also be output. The results are shown in the following table (Table 1) . The regression results show that the overall fitting effect is very good, and most of the variable coefficients have passed the significance test. Through the importance table of each variable under the stochastic forest model,In the rank of "Inc MSE" ,the variables are the second cluster factor, down payment amount and property fee in the area and the importance in the rank of "Inc Node Purity".In the few variables are the down payment amount, second-hand housing in the area of the second cluster factor to and distance from the nearest subway station.
Support vector machine, neural network model,random forest will be presented with OLS fitting and forecasting effect for RMSE(Root Mean Square Error),MAE(Mean Absolute Error) and MAPE(Mean absolute percentage error). From the point of view of the fitting effect of the model, the result of neural network model is worse than that of the other three models on the value of RMSE, MAE and MAPE. Linear regression, support vector machine and random forest are the three models with better effect, among them, support vector machine has the best effect, and these three models have better fitting effect.
Figure 4 Fitting effect of several models
The fitting curve of SVM model is closer to the true value from the close degree of curve. Finally, each model is used to predict the data out of the sample period, and compared with the real value. This paper draws samples of the total sample to compare, calculates the average error, the results are shown in Table 3 . 
Conclusions
Based on the characteristic price theory widely used in foreign countries, this paper constructs the characteristic price model of Shanghai second-hand house market by using the data of crawling search network, analyzes the influencing factors and leaves a part to forecast, and obtains the following conclusions: As far as the model is concerned, support vector machine has the best prediction effect and has strong stability. RMSE is 0.865, and MAE is 0.380, the MAPE is 0.093, and the neural network is the worst. These two models are black box models, but the difference is very big. As a contrast, linear regression and random forest have little difference between them. The characteristic is that linear regression is very sensitive to outliers, but random forest is not. But the whole can depict the main characteristic. In this era of information explosion, the development of science and technology changes with each passing day. Therefore, the automatic analysis of scientific and technological trends aims to help scientists extract useful information from a large number of academic conferences and scientific and technological documents, which is of great practical significance. The good forecast performance of support vector machine is expected to be used as a reference for house price forecasting and to provide policy support for relevant departments.
