HIERARCHICAL SENTENCE SENTIMENT ANALYSIS

UNTUK ULASAN HOTEL PADA WEBSITE TRAVELOKA

MENGGUNAKAN METODE NAÏVE BAYES CLASSIFIER by Kurniawan, Sandy & KUSUMANINGRUM, RETNO
HIERARCHICAL SENTENCE SENTIMENT ANALYSIS
UNTUK ULASAN HOTEL PADA WEBSITE TRAVELOKA 
MENGGUNAKAN METODE NAÏVE BAYES CLASSIFIER
SKRIPSI
Disusun Sebagai Salah Satu Syarat
untuk Memperoleh Gelar Sarjana Komputer




DEPARTEMEN ILMU KOMPUTER/ INFORMATIKA




HALAMAN PERNYATAAN KEASLIAN SKRIPSI
Saya yang bertanda tangan di bawah ini :
Nama : Sandy Kurniawan
NIM : 24010314120009
Judul : Hierarchical Sentence Sentiment Analysis untuk Ulasan Hotel pada Website
Traveloka Menggunakan Metode Naïve Bayes Classifier
Dengan ini saya menyatakan bahwa dalam skripsi ini tidak terdapat karya yang pernah 
diajukan untuk memperoleh gelar kesarjanaan di suatu Perguruan Tinggi, dan sepanjang 
sepengetahuan saya juga tidak terdapat karya atau pendapat yang pernah ditulis atau 
diterbitkan oleh orang lain, kecuali yang secara tertulis diacu dalam naskah ini dan 
disebutkan di dalam daftar pustaka.





Judul : Hierarchical Sentence Sentiment Analysis untuk Ulasan Hotel pada 
Website Traveloka Menggunakan Metode Naïve Bayes Classifier
Nama : Sandy Kurniawan
NIM : 24010314120009
Telah diujikan pada sidang skripsi tanggal 30 Juli 2018 dan dinyatakan lulus pada tanggal
30 Juli 2018.
Mengetahui,
Ketua Departemen Ilmu Komputer/ Informatika
Dr. Retno Kusumaningrum, S.Si, M.Kom.
NIP. 198104202005012001
Semarang, 7 Agustus 2018
Panitia Penguji Skripsi
Ketua,




Judul : Hierarchical Sentence Sentiment Analysis untuk Ulasan Hotel pada
Website Traveloka Menggunakan Metode Naïve Bayes Classifier
Nama : Sandy Kurniawan
NIM : 24010314120009
Telah diujikan pada sidang skripsi tanggal 30 Juli 2018.
Semarang, 7 Agustus 2018
Dosen Pembimbing 




Traveloka menyediakan ruang bagi penggunanya untuk menuliskan ulasan tentang layanan
hotel yang disewakan. Ulasan-ulasan ini sangat berguna bagi pengelola hotel dalam 
mengetahui tingkat kepuasan pelanggan. Sentiment analysis merupakan sarana yang dapat 
digunakan untuk menganalisis ulasan tersebut, sehingga dapat diketahui apakah ulasan 
tersebut mengandung opini atau tidak, yang kemudian tingkat kepuasan pelanggan akan 
diukur berdasarkan jumlah sentimen (positif, negatif) yang terkandung dari opini yang 
didapatkan. Penelitian ini menggunakan metode Naïve Bayes classifier dalam melakukan 
hierarchical sentence sentiment analysis pada ulasan hotel dari website Traveloka. Selain 
itu, penelitian ini menggunakan dua jenis pembobotan kata dalam ekstraksi fitur, yaitu raw 
term frequency dan TF-IDF. Sentence sentiment analysis menggunakan flat classification 
untuk ulasan hotel pada website Traveloka dilakukan untuk membandingkan hasilnya 
dengan hierarchical sentence sentiment analysis pada ulasan hotel dari website Traveloka. 
Hasil penelitian sentiment analysis terhadap ulasan hotel ini menunjukkan bahwa 
penggunaan hierarchical classification dalam sentiment analysis lebih baik dibandingkan 
dengan menggunakan flat classification. Hasil perhitungan rata-rata nilai f-measure untuk 
model flat classification menghasilkan nilai sebesar 0,7518, sedangkan untuk model 
hierarchical classification menghasilkan nilai sebesar 0,7748. Berdasarkan hasil tersebut, 
menunjukkan bahwa penggunaan hierarchical classification pada sentiment analysis
meningkatkan kinerja rata-rata model klasifikasi sebesar 0,023. Penggunaan fitur raw term 
frequency pada flat classification memberikan nilai f-measure yang lebih tinggi daripada 
penggunaan fitur TF-IDF dengan selisih 0,039. Rata-rata nilai f-measure flat classification
dengan fitur raw term frequency menghasilkan nilai sebesar 0,7518 sedangkan untuk fitur 
TF-IDF sebesar 0,7123.




Traveloka provides space for its users to write reviews about their hotel reservation services. 
These reviews are very useful for the hotel manager in knowing the level of customer 
satisfaction. Sentiment analysis is a tool that can be used to analyze the reviews, so it can 
known wether the reviews contain opinion or not, then the level of customer satisfaction will 
be measured based on the number of sentiments (positive or negative) contained in the 
opinion. In this research, the Naïve Bayes classifier method was used to perform hierarchical 
sentence sentiment analysis on the hotel reviews obtained from Traveloka. In addition, this 
research used two types of term weighting schemes for feature extraction, raw term 
frequency and TF-IDF. Sentence sentiment analysis using flat classification on hotel reviews 
from Traveloka were conducted to compare the results with the hierarchical sentence 
sentiment analysis on hotel reviews from Traveloka. The results of this research about 
sentiment analysis on hotel reviews indicated that the use of hierarchical classification in 
sentiment analysis was better than flat classification. The average f-measure value for flat 
classification model was 0.7518, while the average f-measure value for hierarchical 
classification model was 0.7748. Based on these results, showed that the use of hierarchical 
classification in sentiment analysis improved the average performance of the classification 
model by 0.023. The use of the raw term frequency feature extraction in flat classification 
provided a higher f-measure value than the use of the TF-IDF feature extraction, with a 
margin of 0.039. The average value of f-measure for flat classification using raw term 
frequency feature extraction was 0.7518 while for TF-IDF feature extraction was 0.7123.
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Bab pendahuluan membahas mengenai latar belakang, rumusan masalah, tujuan dan 
manfaat, ruang lingkup, serta sistematika penulisan dalam pembuatan skripsi mengenai 
hierarchical sentence sentiment analysis untuk ulasan hotel pada Website Traveloka 
Menggunakan Metode Naïve Bayes classifier.
1.1 Latar Belakang
Perkembangan teknologi informasi saat ini sangatlah pesat, hal ini dikarenakan 
teknologi informasi merupakan jawaban dari permasalahan dalam berbagai bidang di 
kehidupan manusia. Salah satu bidang yang sangat berkembang berkat bantuan 
teknologi informasi adalah bidang bisnis, sebagai contoh electronic-commerce (e-
commerce). Konsumen dimudahkan dalam mendapatkan barang atau jasa yang 
dibutuhkan dengan adanya e-commerce ini (Syafik & Tanamal, 2017). E-commerce
hadir dengan berbagai bentuk salah satunya adalah Traveloka, sebuah e-commerce 
Online Travel Agents (OTA) yang bergerak dalam bidang pemesanan hotel, tiket 
pesawat, tiket kereta api dan lain sebagainya. Selain menyediakan layanan pemesanan 
hotel, pesawat serta kereta api, Traveloka juga menyedikan fitur ulasan mengenai 
pelayanan yang diberikan oleh jasa yang telah dipesan melalui Traveloka, sehingga 
dapat membantu pengguna dalam memilih hotel, pesawat maupun kereta api yang 
direkomendasikan. Ulasan tersebut juga dapat dianalisa untuk membantu pengelola 
jasa (hotel, pesawat dan kereta api) menilai bagaimana tanggapan konsumen terhadap 
jasa yang diberikan. Ulasan positif tentu akan meningkatkan rating serta popularitas 
dari jasa tersebut, namun dengan adanya ulasan negatif dapat menjadi bahan evaluasi 
pengelola jasa untuk memperbaiki jasa yang diberikan. Akan tetapi, dengan banyaknya 
jumlah ulasan yang diberikan mempersulit pengelola jasa dalam melakukan analisa 
ulasan tersebut. Oleh karena itu diperlukan sentiment analysis untuk mengolah data 
serta menganalisa ulasan yang ada.
Sentiment analysis atau opinion mining merupakan proses memahami, 
mengekstrak dan mengolah data tekstual secara otomatis untuk mendapatkan 
informasi sentimen yang terkandung dalam suatu kalimat opini (Rozi, et al., 2012). 
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Sentiment analysis dapat digunakan untuk mengklasifikasikan ulasan ke dalam 
sentimen tertentu dengan memperhatikan faktor pada objek sentimennya. Penelitian 
sentiment analysis ini menggunakan ulasan hotel sebagai objek penelitian, sehingga 
memperhatikan berbagai faktor seperti pelayanan, keadaan dan harga sewa hotel 
dalam penentuan kelas setiap ulasannya. Ulasan akan diklasifikasikan menjadi 3 kelas, 
yaitu ulasan netral, ulasan positif dan ulasan negatif.
Penelitian mengenai sentiment analysis dalam Bahasa Indonesia pernah 
dilakukan oleh Zulfa dan Winarko (2017) dengan menggunakan metode Deep Belief 
Network (DBN) dengan objek penelitian tweet dari media sosial Twitter. Berdasarkan 
penelitian tersebut, dijelaskan bahwa metode DBN dengan menggunakan Bag of Word
(BoW) sebagai fitur ekstraksinya tidak memberikan akurasi yang lebih baik 
dibandingkan dengan metode Naïve Bayes classifier dan Support Vector Machine
(SVM) dengan ekstraksi fitur yang sama. Selain itu juga ada penelitian mengenai 
sentiment analysis dengan objek penelitian ringkasan review film dengan 
menggunakan metode Information Gain dan K-Nearest Neighbor yang dilakukan oleh 
Pristiyanti, et al (2018). Penelitian tersebut menyimpulkan bahwa metode Information 
Gain tidak dapat membedakan antara term sentiment analysis dengan kata bukan 
sentiment analysis, oleh karena itu diperlukan metode yang dapat membedakan antara 
term sentiment analysis atau bukan. Penelitian mengenai sentiment analysis yang lain 
dengan menggunakan metode Naïve Bayes classifier juga dilakukan oleh Lestari, et al 
(2017). Penelitian tersebut menyimpulkan bahwa metode Naïve Bayes classififer
dengan pembobotan emoji dapat diterapkan pada penelitian sentiment analysis dan 
pembobotan emoji dapat meningkatkan akurasi dari sistem yang dibuat (Lestari, et al., 
2017). 
Oleh karena itu, pada penelitian ini akan diterapkan metode Naïve Bayes
classifier untuk melakukan sentiment analysis. Penggunaan metode Naïve Bayes
classifier didasarkan pada kecepatan komputasi dan tingginya akurasi yang dihasilkan 
dalam semua domain yang berkaitan dengan sentiment analysis (Sharada & Krishna, 
2017). Aggarwal & Zhai (2012) menyebutkan bahwa metode Naïve Bayes classifier
cocok untuk digunakan pada hierarchical classification dengan dataset latih yang 
digunakan disusun berdasarkan taksonomi dari topik yang digunakan. Penelitian 
mengenai hierarchical classification telah dilakukan oleh Silla & Freitas (2011), 
dimana Silla & Freitas telah melakukan survei mengenai hierarchical classification
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dalam aplikasi berbagai domain seperti text categorization, music genre classification
dan image classification dalam document level. Dalam penelitian tersebut Silla & 
Freitas merangkum berbagai penelitian mengenai hierarchical classification serta 
perbandingan hasil kinerja hierarchical classification dengan flat classification. 
Sebagian besar hasil perbandingan tersebut, menunjukkan bahwa hierarchical 
classification mendapatkan kinerja prediksi yang lebih baik dibandingkan flat 
classification. 
Di sisi lain, Liu (2012) menyebutkan bahwa dalam sentiment analysis, terdapat 
3 level yang dapat digunakan dalam penelitian yaitu document level, sentence level dan
aspect level. Document level sentiment analysis mengklasifikasikan sebuah opini 
secara keseluruhan, apakah mengandung sentimen positif atau negatif. Sentence level 
sentiment analysis mengklasifikasikan setiap kalimat penyusun dalam suatu opini 
apakah mengandung sentimen positif, negatif atau tidak mengandung sentimen sama 
sekali (netral). Aspect level sentiment analysis melakukan analisis sentimen terhadap 
aspek tertentu yang ditentukan terlebih dahulu, apakah mengandung sentimen positif 
atau negatif. Penelitian ini menggunakan sentence level sentiment analysis untuk 
mengetahui kinerja hierarchical classification terhadap sentence level classification,
apakah akan berpengaruh seperti pada document level classification atau tidak. Liu 
(2012) mendefinisikan permasalahan pada sentence level sentiment analysis adalah 
untuk menentukan apakah suatu kalimat menyatakan opini positif, negatif atau netral 
(atau tidak mengandung opini). Permasalahan ini dapat diselesaikan dengan 
menggunakan dua tahap/langkah klasifikasi yang terpisah. Langkah pertama adalah 
untuk mengklasifikasikan apakah suatu kalimat menunjukkan sebuah opini atau tidak. 
Langkah ini juga disebut dengan subjectivity classification, yang mana menentukan 
apakah kalimat mengandung informasi subjektif atau informasi objektif (faktual). 
Kemudian pada langkah kedua akan mengklasifikasikan kalimat terklasifikasi opini 
menjadi kelas positif atau negatif. 
Oleh karena itu, pada penelitian ini akan dikaji mengenai penerapan hierarchical 
sentence sentiment analysis pada ulasan hotel dari website Traveloka menggunakan 
metode Naïve Bayes classifier.
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1.2 Rumusan Masalah
Berdasarkan pada latar belakang dapat dirumuskan permasalahan yang dapat 
diambil yaitu bagaimana menerapkan hierarchical sentence sentiment analysis
menggunakan metode Naïve Bayes classifier terhadap ulasan pada website Traveloka
dan membandingkan hasilnya dengan flat sentence sentiment analysis dengan 
menggunakan metode Naïve Bayes classifier terhadap ulasan pada website Traveloka.
1.3 Tujuan dan Manfaat
Tujuan umum dari penelitian skripsi ini adalah melakukan hierarchical sentence 
sentiment analysis terhadap ulasan pada Traveloka menggunakan metode Naïve Bayes
classifier. Adapun tujuan khusus dari penelitian skripsi ini, antara lain:
1. Mengetahui kinerja flat sentiment analysis dengan metode Naïve Bayes classifier.
2. Mengetahui kinerja hierarchical sentiment analysis dengan metode Naïve Bayes
classifier.
3. Membandingkan kinerja flat sentiment analysis dengan hierarchical sentiment 
analysis dengan metode Naïve Bayes classifier.
Sedangkan manfaat yang diharapkan dari penelitian skripsi ini adalah 
menghasilkan sentiment analysis yang dapat dimanfaatkan untuk mengetahui 
sentimen masyarakat terhadap suatu hotel bagi pengunjung maupun pengelola hotel
melalui ulasan di Traveloka.
1.4 Ruang Lingkup
Ruang lingkup dalam menerapkan sentiment analysis menggunakan metode 
Naïve Bayes classifier adalah sebagai berikut:
1. Objek penelitian yang digunakan pada skripsi ini adalah ulasan hotel yang 
disediakan oleh Traveloka.
2. Data ulasan yang digunakan diperoleh berdasarkan urutan waktu terbaru dari 
setiap ulasan hotel yang disediakan oleh Traveloka hingga bulan Maret tahun 
2018.
3. Data diperoleh dengan cara crawling ulasan pada Traveloka sebanyak 1720 data 
ulasan berupa data dengan jumlah seimbang untuk beberapa hotel yang tediri dari 
860 data non-sentimen, 430 data sentimen positif dan 430 data sentimen negatif.
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1.5 Sistematika Penulisan
Sistematika penulisan yang digunakan dalam skripsi ini terbagi dalam beberapa 
pokok bahasan, yaitu:
BAB I PENDAHULUAN
Bab pendahuluan membahas mengenai latar belakang masalah, rumusan 
masalah, tujuan dan manfaat, ruang lingkup, dan sistematika penulisan 
dalam penyusunan skripsi ini.
BAB II LANDASAN TEORI
Bab ini membahas mengenai kajian pustaka yang berhubungan dengan 
skripsi sebagai landasan untuk merumuskan dan menganalisa 
permasalahan pada skripsi. Kajian pustaka yang digunakan meliputi
sentiment analysis, preprocessing, term weighting, K-fold cross-
validation, Naïve Bayes classifier, evaluasi dan pengembangan perangkat 
lunak.
BAB III METODOLOGI PENELITIAN
Bab ini menjelaskan mengenai tahapan yang dilakukan dalam penelitian 
skripsi. Tahapan tersebut meliputi pengumpulan data, proporsi dataset, 
preprocessing, ektraksi fitur, k-fold cross validation, pelatihan-pengujian, 
evaluasi dan pengembangan aplikasi sentiment analysis.
BAB IV HASIL DAN ANALISA
Bab ini menguraikan hasil skenario dan analisa eksperimen yang dimulai 
dari teknis pengumpulan data sampai hasil dan analisa dari setiap 
eksperimen yang dilakukan.
BAB V PENUTUP
Bab ini menjelaskan mengenai kesimpulan dari uraian yang telah 
dijabarkan pada bab-bab sebelumnya dan saran untuk pengembangan 
penelitian lebih lanjut.
