A characterization of graphs with rank 4  by Chang, Gerard J. et al.
Linear Algebra and its Applications 434 (2011) 1793 –1798
Contents lists available at ScienceDirect
Linear Algebra and its Applications
j ourna l homepage: www.e lsev ie r .com/ loca te / laa
A characterization of graphs with rank 4
Gerard J. Chang a,b,c ,1, Liang-Hao Huang d ,2, Hong-Gwa Yeh d,∗,3
a Department of Mathematics, National Taiwan University, Taipei 10617, Taiwan
b Institute for Mathematical Sciences, National Taiwan University, Taipei 10617, Taiwan
c National Center for Theoretical Sciences, Taipei Ofﬁce, Taiwan
d Department of Mathematics, National Central University, Jhongli City, Taoyuan 32001, Taiwan
A R T I C L E I N F O A B S T R A C T
Article history:
Received 9 November 2009
Accepted 21 September 2010
Available online 12 October 2010
Submitted by R.A. Brualdi
AMS classiﬁcation:
05C50
15A18
05C75
05C76
Keywords:
Nullity
Rank
Adjacency matrix
Graph
Spectrum
The rank of a graph G is deﬁned to be the rank of its adjacency
matrix. In this paper, we consider the following problem: What
is the structure of a connected graph with rank 4? This question
has not yet been fully answered in the literature, and only some
partial results are known. In this paper we resolve this question
by completely characterizing graphs Gwhose adjacencymatrix has
rank 4.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
A graph G consists of a ﬁnite set V(G) of vertices and a ﬁnite set E(G) of unordered pairs of vertices
called edges. A unicyclic (resp. bicyclic) graph is a connected graph inwhich the number of edges equals
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the number of vertices (resp. plus one). Throughout this paper, we consider ﬁnite graphswith no loops
or multiple edges, and use the notation and terminology of [2], unless otherwise stated.
The adjacency matrix A(G) of a graph Gwith V(G) = {v1, v2, . . . , vn} is the n × n symmetric matrix[aij] such that aij = 1 if vi is adjacent to vj , and aij = 0 otherwise. The rank of a graph G, written as
r(G), is deﬁned to be the rank of its adjacency matrix A(G) (or, equivalently, the number of nonzero
eigenvalues of A(G)). We will say that G has rank k if r(G) = k. The nullity of a graph G is the nullity
of its adjacency matrix A(G) (or, equivalently, the multiplicity of the zero eigenvalues of A(G)) and is
denoted by η(G). We will say that G has nullity t if η(G) = t. Clearly, we have η(G) = |V(G)| − r(G).
If η(G) 1, then G is said to be singular.
In chemistry, a conjugated hydrocarbon molecule can be modeled by its molecular graph G, where
the vertices of G represent the carbon atoms, and the edges of G represent the carbon–carbon bonds
of the conjugated molecule. The nullity (rank) of a molecular graph G has a number of important
applications in chemistry [5–7,23,26,29]. For example, it was known that η(G) = 0 is a necessary
condition for the molecule represented by G to be chemically stable [8,9,12].
In 1957, Collatz and Sinogowitz [5] posed the problem of characterizing all singular graphs. The
problem is very hard; only some particular results are known [3,9,10,14,15,19,21,22,24,25,28,30]. Mo-
tivated by the problem of determining the structural features that force a graph G to be singular, many
papers investigated the inﬂuence of η(G) (or, equivalently, r(G)) on the structure of the graph G and
vice versa (see [1,15,16,17,20] for examples).
It was shown in [23] (see also [4,16]) that graphs G with r(G) equal to 2 or 3 can be completely
characterized. A natural question to ask next is:What is the structure of a graphGwith rank r(G) = 4?
This question has not yet been fully answered in the literature, and only some partial results are
known: A characterization of bicyclic graph G with rank r(G) = 4 was given by Hu et al. [16]; A
characterization of connected graph G having pendant vertices with rank r(G) = 4was shown in [18];
In [11], Fan and Qian characterized bipartite graphs G with rank r(G) = 4; Tan and Liu [27] (see also
[14]) characterized unicyclic graphs G with r(G) = 4.
In Theorem2 of this paperwe completely characterize the structure of a connected graphwith rank
4. This completely answers the question posed above.
2. Main result
In this section we prove our main result, that is we determine those connected graphs G with
r(G) = 4. Before proving Theorem 2, we need some notation and a proposition.
For a vertex x in G, the set of all vertices in G that are adjacent to x is denoted by NG(x). An edge{u, v} between vertices u and v of G is also denoted by uv. The distance between u and v, denoted
by distG(u, v), is the length of a shortest u, v-path in graph G. The distance between a vertex u and a
subgraph H of G, denoted by distG(u, H), is deﬁned to be the value min{distG(u, v) : v ∈ V(H)}. Given
a subset S ⊆ V(G), the subgraph (of G) induced by S, written as G[S], is deﬁned to be the graph with
vertex set S and edge set {xy ∈ E(G) : x ∈ S and y ∈ S}. If S = {u1, u2, . . . , ut}, for brevity, we denote
by G[u1, u2, . . . , ut] the graph G[S].
A subset I ⊆ V(G) is called an independent set of G if there are no edges between any two vertices in
I. The n-path is the graph Pn with V(Pn) = {v1, v2, . . . , vn} and E(Pn) = {v1v2, v2v3, . . . , vn−1vn}. The
n-cycle is the graph Cn with V(Cn) = {v1, v2, . . . , vn} and E(Cn) = {v1v2, v2v3, . . . , vn−1vn, vnv1}. The
complete graph on n vertices has n vertices and n(n − 1)/2 edges, and is denoted by Kn.
Nextwe deﬁne awell-known graph operation calledmultiplication of vertices (see page 53 of [13]).
Given a graph G with V(G) = {v1, v2, . . . , vn}. Let
m = (m1, m2, . . . , mn)
be a vector of positive integers. Denote by G ◦ m the graph obtained from G by replacing each vertex vi
of Gwith an independent set ofmi vertices v
1
i , v
2
i , . . . , v
mi
i and joining v
s
i with v
t
j if and only if vi and vj
are adjacent in G. The resulting graph G ◦ m is said to be obtained from G bymultiplication of vertices.
For graphs G1, G2, . . . , Gk , we denote byM(G1, G2, . . . , Gk) the class of all graphs that can be obtained
from one of the graphs in {G1, G2, . . . , Gk} by multiplication of vertices. As examples, in Fig. 1, it can
be seen that {Q1, Q6} ⊆ M(P4), {Q2, Q3} ⊆ M(P5), Q4 ∈ M(C5) and Q5 ∈ M(K3).
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Q2: rank=4
Q4: rank=5
Q1: rank=4 Q3: rank=4
Q5: rank=3 Q6: rank=4
Fig. 1. The graphs Q1 , Q2 , Q3 , Q4 , Q5 , Q6 and their ranks.
G1: rank=4
paw
G2: rank=4
bull
G3: rank=4
antenna
G4: rank=4
house
G5: rank=4
co - C6
P4: rank=4 P5: rank=4
K4 : rank=4
Fig. 2. The graphs G1 , G2 , G3 , G4 , G5 , P4 , P5 , K4 and their ranks.
The following proposition is implicitly used throughout the proof of Theorem 2. The proof of
Proposition 1 is straightforward and hence omitted.
Proposition 1. Suppose that G and H are two graphs. If G ∈ M(H), then r(G) = r(H).
Theorem 2. Let G be a connected graph. Then r(G) = 4 if and only if G can be obtained from one of the
graphs shown in Fig. 2 by multiplication of vertices.
Proof. The sufﬁcient part is clear.We nowprove the necessary part. Assume that r(G) = 4. For brevity
of notation, we denote by F the set
M(G1, G2, G3, G4, G5, P4, P5, K4).
By Theorem 3.2 of [11], we see that if G is bipartite, then G ∈ M(P4, P5) and hence G ∈ F .
Thus, wemay assume that G is not bipartite. Let C2k+1 be the smallest odd cycle in G. We claim that
k = 1. Indeed, if k 2, then G contains either C5 or P6 as an induced subgraph. But this contradicts to
our assumption that r(G) = 4, since r(C5) = 5 and r(P6) = 6.
Now suppose that C is a 3-cycle in G with vertex set V(C) = {a, b, c}. We claim that distG(x, C) 1
for every vertex x ofG. If not, therewould exist a vertex v inG such that distG(v, C) = 2. It follows thatG
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a
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a
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a
b c
vvv
F1 F2 F3
Fig. 3. The graphs F1 , F2 , F3.
contains an induced subgraph isomorphic to one of the graphs depicted in Fig. 3. This is a contradiction,
however, since each graph in Fig. 3 has rank 5.
Let C be the subgraph of G induced by the vertices of G not in C. For a vertex subset U of C, denote
by SU the set {x ∈ V(C) : NG(x) ∩ V(C) = U}. The key ingredients of the remaining proof are the
following six claims, which together imply that G ∈ F .
Claim 1. S{a}, S{a,b} and S{a,b,c} are independent sets in G.
Claim 2. Either S{a}
⋃
S{b}
⋃
S{c} or S{a,b,c} is an empty set.
Claim 3. Suppose that y ∈ S{a,b}. (a) If x ∈ S{a}, then x is not adjacent to y. (b) If x ∈ S{c}, then x is adjacent
to y.
Claim 4. Suppose that y ∈ S{a,b}. (a) If x ∈ S{a,c}, then x is adjacent to y. (b) If x ∈ S{a,b,c}, then x is adjacent
to y.
Claim 5. Suppose that {x, y} ⊆ S{a} and z ∈ S{b}. If x is adjacent to z, then y is adjacent to z.
Claim 6. Suppose that x ∈ S{a}, y ∈ S{b} and z ∈ S{c}. If x is adjacent to both y and z, then y is adjacent
to z.
We now prove the above claims in order:
Proof of Claim 1. Assume, to the contrary, that S{a}, S{a,b} and S{a,b,c} are not independent sets of G. If
there are two vertices x, y in S{a} such that x is adjacent to y, then G[a, b, c, x, y] is isomorphic to the
graph H1 shown in Fig. 4, and hence r(G) r(H1) = 5, a contradiction. If there are two vertices x, y
in S{a,b} such that x is adjacent to y, then G[a, b, c, x, y] is isomorphic to the graph H2 shown in Fig. 4,
and hence r(G) r(H2) = 5, a contradiction. Finally, if there are two vertices x, y in S{a,b,c} such that
x is adjacent to y, then G[a, b, c, x, y] is a complete graph on 5 vertices, and hence r(G) r(K5) = 5, a
contradiction. 
ProofofClaim2.Assume, to the contrary, that there exist vertices x, y such that x ∈ S{a} andy ∈ S{a,b,c}.
It follows that G[a, b, c, x, y] is isomorphic to either the graph H2 shown in Fig. 4 or the graph F1 shown
in Fig. 3, and hence r(G) 5, a contradiction. 
Proof of Claim 3. (a) Assume, to the contrary, that x is adjacent to y. It follows that G[a, b, c, x, y] is
isomorphic to the graph H3 shown in Fig. 4, and hence r(G) r(H3) = 5, a contradiction.
(b) Assume, to the contrary, that x is not adjacent to y. It can be seen thatG[a, b, c, x, y] is isomorphic
to the graph F2 shown in Fig. 3, and hence r(G) r(F2) = 5, a contradiction. 
Proof of Claim 4. (a) Assume, to the contrary, that x is not adjacent to y. It follows that G[a, b, c, x, y] is
isomorphic to the graph H3 shown in Fig. 4, and hence r(G) r(H3) = 5, a contradiction. Therefore x
must be adjacent to y.
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H1: rank=5
butterfly
H2: rank=5
house X
H3: rank=5
gem
H4: rank=6
garage
H5: rank=6
co - fish 
H6: rank=6
net
Fig. 4. The graphs H1 , H2 , H3 , H4 , H5 , H6 and their ranks.
(b) Assume, to the contrary, that x is not adjacent to y. It can be seen thatG[a, b, c, x, y] is isomorphic
to the graph H2 shown in Fig. 4, and hence r(G) r(H2) = 5, a contradiction. Therefore x must be
adjacent to y. 
Proof of Claim 5. To verify this claim ﬁrst note that, by Claim 1, y is not adjacent to x. Now assume
that y is also not adjacent to z. It can be seen that G[a, b, c, x, y, z] is isomorphic to the graph H4 shown
in Fig. 4, and hence r(G) r(H4) = 6, a contradiction. Therefore ymust be adjacent to z. 
Proof of Claim 6. Assume, to the contrary, that y is not adjacent to z. It turns out that G[a, b, c, x, y, z]
is isomorphic to the graph H5 shown in Fig. 4, and hence r(G) r(H5) = 6, a contradiction. Therefore
ymust be adjacent to z. 
We are now in a position to complete the proof of Theorem 2. We divide the remaining proof into
two cases based on the set S{a,b,c}. First, we introduce a notation that will be used later. Denote by S2
the set S{a,b}
⋃
S{b,c}
⋃
S{c,a}.
Case 1. S{a,b,c} is not an empty set. In this case, by Claim 2, S{a}, S{b}, S{c} are empty sets, and hence
G = G[V(C)⋃ S2⋃ S{a,b,c}]. Note that Claim 1 implies that G[V(C)⋃ S{a,b,c}] ∈ M(K4), and Claim 4(a)
together with Claim 1 imply that G[V(C)⋃ S2] ∈ M(K3). With the aid of Claim 4(b) we conclude that
G[V(C)⋃ S2⋃ S{a,b,c}] ∈ M(K4), and hence G ∈ M(K4) ⊆ F .
Case 2. S{a,b,c} is an empty set. In this case, clearly S{a}
⋃
S{b}
⋃
S{c} is not an empty set, since
otherwise, by Claims 1 and 4(a), G = G[V(C)⋃ S2] ∈ M(K3), contradicting to our assumption that
r(G) = 4. In the following, we want to show that
G ∈ M(G1, G2, G3, G4, G5),
and hence G ∈ F . Towards this end, due to symmetry, only the following three scenarios need to be
considered:
1. S{a} is not empty, while S{b} and S{c} are empty.
2. S{a} and S{b} are not empty, while S{c} is empty.
3. S{a}, S{b} and S{c} are not empty.
In Scenario 1, by Claims 4(a), 3 and 1, it is easy to check that G = G[V(C) ∪ S2 ∪ S{a}] ∈ M(G1),
where G1 is shown in Fig. 2.
In Scenario 2, by Claim 5 and what we have proved in Scenario 1 above, it can be seen that G =
G[V(C)⋃ S2⋃ S{a}⋃ S{b}] ∈ M(G2, G4), where G2, G4 are shown in Fig. 2.
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In Scenario 3, by Claim 6 and what we have proved in Scenario 2 above, it can be seen that G =
G[V(C)⋃ S2⋃ S{a}⋃ S{b}⋃ S{c}] ∈ M(G3, G5, H6), where G3, G5 are shown in Fig. 2 and H6 is shown
in Fig. 4. Since r(H6) = 6, it must be that G /∈ M(H6). Therefore, we have G ∈ M(G3, G5).
What we have proved so far can be summed up by saying that
G ∈ M(G1, G2, G3, G4, G5, P4, P5, K4).
This completes the proof of Theorem 2. 
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