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Abstract
The real-space density-functional perturbation theory (DFPT) for the computations of the response properties with respect to
the atomic displacement and homogeneous electric field perturbation has been recently developed and implemented into the all-
electron, numeric atom-centered orbitals electronic structure package FHI-aims. It is found that the bottleneck for large scale
applications is the computation of the response density matrix, which scales as O(N3). Here for the response properties with respect
to the homogeneous electric field, we present an efficient parallel linear scaling algorithm for the response density matrix calcu-
lation. Our scheme is based on the second-order trace-correcting purification and the parallel sparse matrix-matrix multiplication
algorithms. The new scheme reduces the formal scaling from O(N3) to O(N), and shows good parallel scalability over tens of
thousands of cores. As demonstrated by extensive validation, we achieve a rapid computation of accurate polarizabilities using
DFPT. Finally, the computational efficiency of this scheme has been illustrated by making the scaling tests and scalability tests on
massively parallel computer systems.
1. Introduction
Density-functional theory (DFT) [1, 2] applied in chemistry,
physics, and material science is the ground-state theory through
which one can calculate the total energy and its first order
derivatives (e.g. dipole moment and force). The response prop-
erties (e.g., polarizability, vibrational frequencies or phonon
dispersions) related to the second and higher order derivatives
of the total energy can be obtained within the same framework
by means of density-functional perturbation theory (DFPT) [3–
5] or the so-called coupled perturbed self-consistent field (CP-
SCF) method[6–11] in the quantum chemistry community.
Recently, we have developed and implemented a real-space
formalism for DFPT [12] in the all-electron, full-potential, nu-
merical atomic orbitals based Fritz Haber Institute ab initio
molecular simulations (FHI-aims) package, which allows us to
take advantage of the inherent locality of the basis set to achieve
a numerically favorable scaling. Such real-space DFPT has
been applied in lattice dynamics calculations[12] and in com-
putations of the polarizabilities, dielectric constants, harmonic
as well as anharmonic Raman spectra [13], in which good com-
putational accuracy, computational efficiency, and parallel scal-
ability have been demonstrated.
In our previous scaling test [12, 13], it was found that, for
large systems with more than 1,000 atoms, the computational
cost for updating the response density matrix becomes domi-
nant. It is because the dense matrix multiplication operations
in this step scale as O(N3), and thereby, presents a serious bot-
tleneck to deal with large systems. It is desirable to make the
computational time scale linearly, i.e. O(N), with the size of
the system [14]. In order to achieve this goal, the Kohns near-
sightedness principle [15] need to be adopted. It says that, for a
quantum mechanical system within an external potential, its lo-
cal properties do not “see” a change of the external potential if
this change is limited to a distant region. This fundamental prin-
ciple is behind almost all linear scaling algorithms[16, 17, 17–
21], which leads to the sparsity of the density matrix − a key to
achieve the linear scaling. Using sparse zero-order density and
Hamiltonian matrices, in 2002, Niklasson suggested a trace-
correcting (TC2) approach to replace the traditional diagonal-
ization step through a density matrix purification method [22].
Later in 2004, Niklasson and Challacombe proposed the density
matrix perturbation theory (DMPT) [23] to extend the TC2 ap-
proach in calculating response density matrices. In contrast to
the traditional density functional perturbation theory, where the
first-order density matrix is calculated from dense eigenstate
coefficients matrices, the DMPT approach only adopts sparse
first-order Hamiltonian and density matrices, leading to the lin-
ear scaling of the calculations. Such DMPT approach can be
further combined with the CPSCF cycles, and in this way, the
response properties can be calculated self-consistently. This
combination is called the TC2-CPSCF method throughout this
paper.
The advantage of linear scaling in calculations can be signif-
icantly enhanced if the computations are performed in a mas-
sively parallel way. Currently, the parallelization of the TC2
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method has been achieved in a few different ways, like us-
ing in-node parallelism via multithreading scheme within one
node [24, 25], using MPI parallelization based on the dis-
tributed block compressed sparse row (DBCSR) library [26] in
CP2K [27], or using the hybrid MPI+OpenMP parallelization
scheme [28] for the coordinate (COO) data format[29]. For the
TC2-CPSCF method, however, there is only serial implemen-
tations [30, 31] and no parallel implementation and scalability
performance testing has been done yet.
In this work, we have implemented the sparse matrices-based
TC2-CPSCF method in the FHI-aims package. We have also
parallelized the code by using the MPI level distributed memory
parallelization algorithm. The linear scaling and good parallel
scalability have been achieved for the response density matrix
calculation within DFPT. The linear scaling with system sizes
up to several thousands of atoms and the scalability on tens of
thousands of cores are demonstrated using various realistic sys-
tems.
The remainder of this paper is organized as follows. The
fundamental theoretical framework is presented in Sec. 2. In
Sec. 3, the implementation is validated by comparing the calcu-
lated analytical polarizabilities with results obtained from the
traditional O(N3) approach. We also discuss the convergence
behavior of the implementation, the scaling of the computa-
tional cost with the system sizes, and the parallel performance
on a large number of cores. In Sec. 4, we summarize our main
achievement and highlight the relevance of this work to the par-
allel implementation of other methods.
2. Method
In this section, the basic equations are introduced. Here we
use a spin-unpolarized notation for the sake of simplicity, a for-
mal generalization to spin-polarized notation is straightforward.
Moreover, in this work, we focus on the equations for finite sys-
tems, the generalization to extended periodic solid case can be
found in our previous work[12, 13].
In Kohn-Sham density-functional theory, the total energy is
uniquely determined by the electron density n(r)
Etot = −12
∑
i
< ψi|∇2|ψi >︸                    ︷︷                    ︸
Ts[n]
−
∫
n(r)
∑
I
ZI
|r − RI |dr︸                      ︷︷                      ︸
Eext[n]
+
1
2
∫ ∫
n(r)n(r′)
|r − r′| drdr
′︸                        ︷︷                        ︸
EH [n]
+
1
2
∑
I
∑
J
ZIZJ
|RI − RJ |︸                   ︷︷                   ︸
Eion−ion
+ Exc[n] , (1)
in which ψi is the Kohn-Sham eigenstate, Ts is the kinetic en-
ergy of non-interacting electrons, Eext the electron-nuclear, EH
the Hartree, Exc the exchange-correlation, and Eion−ion the ion-
ion repulsion energy. All energies are functionals of the elec-
tron density. The electron density is written with the eigenfunc-
tion,
n(r) =
∑
i
fi|ψi(r)|2|, (2)
in which fi denotes the occupation number of eigenstate ψi. The
ground state electron density n(r) is obtained by variationally
minimizing Eq. (1)
δ
δn
[
Etot − µ
(∫
n(r) dr − Ne
)]
= 0 , (3)
in which µ = δEKS /δn is the chemical potential. From above
equation we get the Kohn-Sham (KS) single particle equations
hˆKSψi =
[
tˆs + vˆext(r) + vˆH + vˆxc
]
ψi = iψi , (4)
for the Kohn-Sham Hamiltonian hˆKS , in which, tˆs is the sin-
gle particle kinetic operator, vˆext the (external) electron-nuclear
potential, vˆH the Hartree potential, and vˆxc the exchange-
correlation potential. The Kohn-Sham single particle states ψi
and their eigenenergies i can be calculated by solving
Eq. (4). In practical numerical implementations, the Kohn-
Sham states ψi are expanded with the finite basis set χµ(r)
ψi(r) =
∑
µ
Cµi χµ(r) , (5)
using the expansion coefficients Cµi. Here the numeric atom-
centered orbitals (NAOs)[32–34] are adopted as the basis set
χµ(r). Denoting Hµν =
∫
χµ(r)hˆKSχν(r)dr for the Hamiltonian
matrix and S µν =
∫
χµ(r)χν(r)dr for the overlap matrix, we can
rewrite Eq. (4) as ∑
ν
HµνCνi = i
∑
ν
S µνCνi . (6)
And we can write it in the more convenient matrix form for the
zero order Kohn-Sham equation:
H(0)C(0) = S (0)C(0)E(0) , (7)
whereby E(0) denotes the diagonal matrices containing the
eigenvalues i.
If an external electric field E =
(
ex, ey, ez
)
with strengths eγ
is applied to an isolated system, the KS Hamiltonian gains an
additional term hˆE = −r · E, which contributes
EE[n] = −
∑
γ
∫
eγrγ n(r) dr (8)
to the total energy functional in Eq. (1). A perturbative Taylor-
expansion of the total energy in the zero-field limit gives
Etot(E) ≈ E0tot −
∑
γ
µγeγ − 12
∑
γ,δ
αγδeγeδ + · · · , (9)
where δ, γ are Cartesian directions. For isolated systems, the
coefficient in the linear term is
µγ =
∫
n0(r)rγdr, (10)
which corresponds to the γ-component of the dipole moment.
The coefficient in the second-order term is the polarizability
αγδ =
∂µγ
∂eδ
=
∫
rγ.
∂n0(r)
∂eδ
dr, (11)
2
which need to be calculated with the response of the ground-
state density with respect to the field strength according to the
2n + 1 rule [35]. We use the notation M(1) for the first order
response quantities with respect to the homogeneous external
electrical field.
M(1) =
dM(0)
deγ
. (12)
Then the first order response of Eq. (6) is written as∑
ν
(H(0)µν − (0)i S (0)µν )C(1)νi = −
∑
ν
(
H(1)µν − (1)i S (0)µν
)
C(0)νi . (13)
It should be noted that, for the homogeneous external electrical
field perturbation discussed in this work, the first order overlap
matrix S (1) is zero since the overlap matrix does not change
with respect to the electrical field perturbation. And we can
also have its matrix form :
H(0)C(1) − S (0)C(1)E(0) = −H(1)C(0) + S (0)C(0)E(1) , (14)
whereby E(0) and E(1) denote the diagonal matrices containing
the eigenvalues i and their responses respectively. The Eq. (13)
and Eq. (14) are called Sternheimer equation [36], which is the
key to get the response density matrix per CPSCF cycle in the
density-functional perturbation theory[3–5, 12, 13].
2.1. The O(N3) method to get the first order density matrix
The traditional O(N3) way [6–8] to get the first order den-
sity matrix in each CPSCF cycle includes two steps. Firstly the
Sternheimer equation (Eq. 14) is solved to get the first order
coefficients C(1); Secondly, the response (first order) density
matrix is constructed with the first order coefficients C(1) and
the occupation number ( fi) of eigenstate
P(1)µ,ν =
∑
i
fi
(
C(1)µ,i C
(0)
ν,i + C
(0)
µ,i C
(1)
ν,i
)
. (15)
In the first step to solve the Sternheimer equation, the first order
coefficients C(1) are expanded in terms of the zero order expan-
sion coefficients C(0) using
C(1) = C(0)U(1) i.e. C(1)µi =
∑
p
C(0)µp U
(1)
pi , (16)
Then by multiplying Eq. (14) with the Hermitian conju-
gate C(0)†, and using the orthonormality relation,
C(0)†S (0)C(0) = 1 , (17)
we get
E(0)U(1) − U(1)E(0) (18)
= −C(0)†H(1)C(0) + E(1) .
Due to the diagonal character of E(0) and E(1), this matrix equa-
tion contains the response of the eigenvalues on its diagonal
elements
(1)p =
[
C(0)†H(1)C(0)
]
pp
. (19)
The off-diagonal elements determine the response of the expan-
sion coefficients for p , q
U(1)pq =
(−C(0)†H(1)C(0))pq
(εp − q) . (20)
The diagonal elements of U(1) are zero for the electrical field
perturbation by using the orthogonality relation
U(1)pp = 0 . (21)
It is clearly shown that this step needs the matrix multiplica-
tions with dense eigenfunction coefficients C(0), which results
in a scaling of O(N3). In real numerical evaluation, the scaling
exponents can be fitted using the polynomial scaling expres-
sion t = cNα for the CPU time as function of the total number
of atoms N, such scaling exponents of first order density matrix
calculation in our previous tests were α = 2.8 for the atomic
displacement perturbation[12], and α = 2.5 for the electric field
perturbation [13], which were close to the O(N3) scaling.
2.2. The O(N) method to get the first order density matrix
In order to reduce the O(N3) scaling of the last section, the
multiplications with the dense eigenfunction coefficients C(0)
need to be avoided, and the purification related method [22, 23,
30, 37] is a promising choice. Here we focus on the orthogo-
nal formulation of the second order trace-correcting purification
(TC2) method proposed by Niklasson et al. [22, 38], which is a
very efficient[39] density-matrix-based method for linear scal-
ing electronic structure calculations. The TC2 method is also
called the second-order spectral projection (SP2) method [40]
with the same algorithm.
The TC2 method is initially proposed[22] to solve the KS
eigenvalue problem (Eq. 7), which allows us to obtain the den-
sity matrix P(0) from ground state Hamiltonian matrix H(0) di-
rectly without the need of performing a matrix diagonalization.
It is based on a recursive expansion of the Fermi operator. The
density matrix in atomic basis set is defined as
P =
Nocc∑
i
CiC
†
i . (22)
where Nocc is the number of occupied states. And we can get
the idempotency relation in the non-orthogonal form
PS P = P , (23)
by using Eq. 17.
In order to have the idempotency relation in the orthogonal
form, we firstly transform the Hamiltonian matrix H(0) to its
orthogonal representation (H(0)orth) using Lo¨wdin orthogonaliza-
tion [41, 42]
H(0)orth = S
(0)− 12 H(0)S (0)−
1
2 , (24)
C(0)orth = S
(0) 12 C(0) . (25)
It should be noted that the square root of the overlap ma-
trix needed in the above Lo¨wdin orthogonalization is also cal-
culated with the linear scaling algorithm [43] based on the
3
Newton-Schulz iterations. Then we have the orthogonal form
of the KS equation,
HorthCorth = Corth . (26)
And finally we have the orthogonal form of the density matrix
P(0)orth = S
(0) 12 P(0)S (0)
1
2 , (27)
with the idempotency relation in the orthogonal form,
P(0)orthP
(0)
orth = P
(0)
orth , (28)
And this is the base for the orthogonal TC2 method. The initial
matrices X(0)0 can be written as
X(0)0 =
max − H(0)orth
max − min , (29)
whereby the min and max denote the minimal and the maxi-
mum boundary for the eigenvalues of Hamiltonian matrix H(0),
which is estimated with Gershgorins Circle Theorem to avoid
solving the eigenvalue problem. We use X(0)n to represent the in-
termediates form of the P(0)orth, and we have the TC2 main cycles:
X(0)n+1 =
{
(X(0)n )2 Tr(X
(0)
n ) ≥ Nocc
2X(0)n − (X(0)n )2 Tr(X(0)n ) < Nocc (30)
Finally the zero order orthogonal density matrix is gotten after
the TC2 cycles are converged:
P(0)orth = limn→∞ X
(0)
n . (31)
We can transform it back to the non-orthogonal density matrix
as
P(0) = S (0)−
1
2 P(0)orthS
(0)− 12 . (32)
Such TC2 method can be extended to the response theory
directly [23, 30], which provides explicit construction of the
derivative density matrix, i.e. another way to get the first order
density matrix directly from the first order Hamiltonian. Here
we first define the initial first order matrices X(1)0 as
X(1)0 =
−H(1)
max − min (33)
where max and min are the maximal and minimal eigenvalues
of the unperturbed Hamiltonian H(0), then using the following
recursive cycles in Eq.(34), we get the first order density matrix
per CPSCF cycle:
X(1)n+1 =
{
X(1)n X
(0)
n + X
(0)
n X
(1)
n Tr(X
(0)
n ) ≥ Nocc
2X(1)n − X(1)n X(0)n − X(0)n X(1)n Tr(X(0)n ) < Nocc
(34)
Finally the first order orthogonal density matrix is gotten after
the recursive cycles are converged:
P(1)orth = limn→∞ X
(1)
n . (35)
We then transform it back to the non-orthogonal first order den-
sity matrix as
P(1) = S (0)−
1
2 P(1)orthS
(0)− 12 . (36)
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Figure 1: The change of zero band energy (E(0)b = Tr[P
(0)H(0)]) and the first
order band energy (E(1)b = Tr[P
(1)H(0)]) with respect to number of recursive
cycles in Eq. (30) and Eq. (34) respectively. Here the NTPoly-filter is set to
10−8 and NTPoly-tolerance is set to 10−4.
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Figure 2: The 3D-SpGEMM algorithm for spare matrix-matrix multiplication
C = A × B on a √P/c × √P/c × c processor grid. Here c in the Z direction is
set to 2 in this illustration. The matrix elements of A and B are broadcasted and
multiplied locally to compute a contribution to a local result matrix C, and then
C matrix are merged across the Z direction to get the final results.
These equations provide the base for computing the density-
matrix response explicitly and rapidly. In this work, such TC2
recursive algorithm for the first order density matrix has been
combined with the CPSCF cycles, and implemented in the all-
electron Fritz Haber Institute ab initio molecular simulations
(FHI-aims) package [44, 45]. As shown in Fig.1, the change of
the zero order band energy (E(0)b = Tr(P
(0)H(0))) and the first or-
der band energy(E(1)b = Tr(P
(1)H(0))) converged fast with respect
to the number of the recursive cycles, after around 25 cycles, the
change of the band energy is reduced to 10−10 a.u..
2.3. The parallel algorithm for sparse matrix multiplication
The parallel performance bottleneck in the above TC2 and
TC2-CPSCF methods is the sparse matrix-matrix multiplica-
tion. Here in this subsection we will show how this sparse
matrix-matrix multiplication is performed. The serial algorithm
for sparse matrix-matrix multiplication in compressed sparse
rows (CSR) format is given by Gustavson[46], as shown in Al-
gorithm 1. In its parallelization, the so-called 3D-SpGEMM al-
4
Algorithm 1 The serial sparse matrix-matrix multiplication al-
gorithm with the compressed sparse rows (CSR) data format.
The CSR representation of a sparse matrix A is given by three
one-dimensional array IA, JA, and A. IA is the (address) pointer
of the first nonzero element for the rows of A; JA is the column
indices of the nonzero matrix elements; A is the numerical val-
ues of the nonzero matrix elements.
Require:
nrow : the row dimension of A and C
ncol : the column dimension of B and C
IA, JA, A: input sparse matrix A with CSR format
IB, JB, B: input sparse matrix B with CSR format
IC, JC, C: output sparse matrix C with CSR format
IC(1)← 1
C← 0
for k← 1, ncol do
label(k)← 0
end for
for i← 1, nrow do
for pA← IA(i), IA(i+1)-1 do
j← JA(pA)
for pB← IB(j), IB(j+1)-1 do
k← JB(pB)
if label(k) .eq. 0 then
pC← pC+1
JC(pC)← k
label(k)← pC
C(pC)← A(pA) × B(pB)
else
C(label(k))← C(label(k)) + A(pA) × B(pB)
end if
end for
end for
for pCN← IC(i), pC do
label(JC(pCN))← 0
end for
IC(i+1) = pC + 1
end for
gorithm developed by Ballard et al. [47] and Adaz et al. [28] is
employed to minimize data communication between processors
in the parallel progress, which effectively optimizes the parallel
computations of the sparse matrix-matrix multiplication. In this
algorithm, as shown in Fig. 2, each matrix is distributed along
the cubic
√
P/c × √P/c × c processor grid, where 1 < c < 3√P
and P is the total number of the processors. Then each matrix
is broadcasted and multiplied locally to compute a contribution
to a local result matrix, and finally the result matrix is summed
up.
This 3D-SpGEMM algorithm has been implemented in the
Combinatorial BLAS library[48] as well as in the NTPoly li-
brary [29], a library for massively parallel sparse matrix func-
tion calculations. The algorithm shows very good strong scal-
ing performance for sparse matrix multiplications[29]. Such
NTPoly package has been integrated into ELSI[49], which is
a general open-source infrastructure for large-scale electronic
structure theory and can be linked with FHI-aims and SIESTA.
Here our implementation of the TC2-CPSCF method is based
on the sparse matrix-matrix multiplication routine from NTPoly
in ELSI. The sparse matrix is stored with compressed sparse
row (CSR) storage format in FHI-aims. In NTPoly, the coor-
dinate format (COO) data format is adopted as the input inter-
face. In the COO data format, the global row, column and value
are stored in a triplet list, which is convenient to make parallel
decomposition of the global parallel matrices into local sparse
matrices. Then the local sparse matrix stored in the COO format
is transformed to the CSR format to perform the local matrix-
matrix multiplication with Algorithm 1. In order to use NTPoly
in FHI-aims, we first need to translate the CSR storage format
to the triplet format, and then performs the TC2/TC2-CPSCF
scheme to get the density matrix/first order density matrix, fi-
nally the data is transformed back to the CSR format in FHI-
aims. It should be noted that since the input sparse matrices
in our calculations are usually not well distributed in parallel
processes, the rows and columns of the matrix need to be ran-
domly permuted by multiplying the sparse matrices with per-
mutation matrices, in order to achieve the load balance in the
sparse matrix-matrix multiplication.
In the NTPoly implementation, two parameters are used to
control the error. One is called NTPoly-filter, which refers
to the threshold to determine which matrix elements can be
treated as zero. This parameter scales linearly with the ac-
cumulated density matrix error. It should be noted that the
accumulated error of the purification method is bounded and
related to the drop tolerance of matrix elements and the band
gap of the system [37], but it is difficult to be controlled with
rigorous numerics[50, 51]. The strategy to rigorously control
the forward error of density matrix purification can be found
in Ref. [51]. The other parameter is called NTPoly-tolerance,
which is the convergence-threshold which compared the band
energy between the current iteration and the last iteration. In
the following, we will give the examination for the two param-
eters in real applications.
5
3. Results
To validate our implementation we have specifically inves-
tigated the convergence of polarizabilities with respect to the
numerical parameters used in the TC2-CPSCF calculation in
Sec. 3.1. Furthermore, a systematic validation of the TC2-
CPSCF implementation by comparing to polarizabilities ob-
tained from the benchmark O(N3) method is presented in
Sec. 3.2. The computational performance of the TC2-CPSCF
implementation is discussed in Sec. 3.3.
In FHI-aims, the atom-centered integration grids are used
for the numerical integration. Each atom has the radial shells
around it, and the angular points are distributed on each radial
shell. The grid settings in FHI-aims are described by light, tight
and really-tight with different radial shells and angular integra-
tion points, the tighter the better quality of the integration grid.
The basis set setting in FHI-aims are defined as following: A
minimal basis includes the radial functions of the occupied or-
bitals of free atoms with noble gas configuration, then the quan-
tum numbers of the additional valence functions, and additional
radial functions are added to make “tier 1” ,“tier 2”, and so on.
Such basis sets are similar to the split-valence polarization ba-
sis used in the Gaussian basis set. For example, the “tier 1”
basis set is equivalent to the double-zeta plus polarization basis
set. The parameter c discussed in Sec. 2.3 is set to 1 in the fol-
lowing calculations, because the c>1 setting only shows better
performance when the number of the CPU cores is larger than
10,000, as shown in Ref.[29].
3.1. Convergence with respect to numerical parameters
In this part, the convergence behaviour of the TC2-CPSCF
method with respect to the numerical parameters (NTPoly-
filter, NTPoly-tolerance) is analysed. We use the water (H2O)
molecule as an example, for which we compute the three diag-
onal components of the polarizability tensor using a local ap-
proximation for exchange and correlation (LDA parametriza-
tion of Perdew and Zunger [52] for the correlation energy den-
sity of the homogeneous electron gas based on the data of
Ceperley and Alder [53]). The tight setting is adopted for the
integration and the “tier 2” basis set is adopted in this calcula-
tion.
The upper panel of Fig.3 shows the absolute error change
in the three diagonal components of the polarizability if the
NTPoly-filter is changed. The NTPoly-filter is the parameter
to determine the threshold smaller than which the matrix ele-
ments will be discarded in the process of zero/first order density
matrix purification. Here, the NTPoly-filter is changed from
10−2 to 10−8 and the NTPoly-tolerance is fixed to 10−4. We can
see the polarizabilities converged quickly with respect to the
NTPoly-filter. At around NTPoly-filter=10−4, we get the max-
imal absolute/relative error of 0.002 Bohr3/0.06% with respect
to the NTPoly-filter=10−8 setting.
The lower panel of Fig.3 shows the convergence test with
respect to NTPoly-tolerance, which is the parameter to deter-
mine the convergence criterion of the zero/first order density
matrix purification. We change the NTPoly-tolerance from
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Figure 3: The convergence of the absolute error of three diagonal components
of the polarizability tensor of H2O with respect to NTPoly-filter and NTPoly-
tolerance. Here in the upper panel, the NTPoly-tolerance is fixed to 10−4 while
the NTPoly-filter is changed from 10−2 to 10−7; In the lower panel, the NTPoly-
filter is fixed to 10−8 while the NTPoly-tolerance is changed from 10−2 to 10−7.
10−2 to 10−8 and fixed the NTPoly-filter to 10−8, and the po-
larizabilities converged also fast with respect to the NTPoly-
tolerance. At NTPoly-tolerance=10−3, we get the maximal ab-
solute/relative error of 0.009 Bohr3/0.2% with respect to the
NTPoly-tolerance=10−8 setting.
As a result, in the following calculation, we can safely use
NTPoly-filter (10−8) and NTPoly-tolerance (10−4) in the vali-
dation part in Sec. 3.2. Moreover, it is also enough for us to use
NTPoly-filter (10−6) and NTPoly-tolerance (10−5) in the perfor-
mance evaluation part in Sec. 3.3.
3.2. Validation against benchmark results
The polarizabilities of 32 selected molecules are calcu-
lated with the linear scaling TC2-CPSCF method described in
Sec. 2.2. The results are compared with the normal O(N3)
method described in Sec. 2.1 to serve as the benchmark to make
the validation. The detailed comparison for each individual
molecule is listed in the Appendix A. Here we summarized
the data in Tab. 1, where we list the mean absolute percentage
error (MAPE) and the mean absolute error (MAE) for all tested
molecules. Overall, we find an excellent agreement between
our O(N) TC2-CPSCF method and the O(N3) benchmark re-
sults.
3.3. Performance of the implementation
To demonstrate the scaling performance of our implemen-
tation, we use the H(C2H4)nH molecules oriented along the
6
MAE (Bohr3) MAPE
Dimers 0.023 0.078%
Molecules 0.0036 0.015%
Table 1: Mean absolute error (MAE) and mean absolute percentage error
(MAPE) for the difference between the polarizabilities obtained via linear scal-
ing TC2-DFPT method for a set of 16 dimers, 16 molecules. All calculations
are performed at the LDA level of theory with fully converged numerical set-
tings and relaxed geometries. Detailed informations including the values for
each individual molecule can be found in the Appendix.
Figure 4: The H(C2H4)nH molecules used in this work to do the performance
test. Here the repeated unit is the C2H4 block marked with a green shade,
the number n is chosen to change from 64 to 640, which corresponding to the
number of atoms change from 386 to 3842 in our performance test. The white
ball is hydrogen atom and green one is carbon atom.
X-axis as shown in Fig. 4 as the examples. All calculations
use light settings and the LDA functional. Calculations were
performed on three node of Intel(R) Xeon(R) CPU E5-2678v3
CPUs (12 cores each at 2.50GHz).
We first investigate the matrix sparsity and the time scaling
with respect to the number of atoms. In our DFPT implemen-
tation, the CPSCF is performed for each coordinate indepen-
dently. As the H(C2H4)nH molecule is placed along X-axis,
we just examine the DFPT perturbation for X and Z coordi-
nate respectively, since the Y coordinate gives the same result
as the Z coordinate. In Fig.5(a), we can see that both the den-
sity matrix sparsity and the first order density matrix decay as
O( 1N ) with respect to the number of atoms. The sparsity of the
first order density matrix in X-axis is larger than in Z-axis, this
is because the electric field in X-axis just polarizes the elec-
tric density in this direction and causes the density overlapping
since the H(C2H4)nH line was also placed along the X-axis. On
the other hand, the sparsity of the first order density matrix in
Z-axis is similar with the zero order density matrix because the
polarization along Z-axis does not bring the additional overlap
of the density. In Fig. 5(b), the number of the non-zero ele-
ments is examined, since the number of the matrix elements
increases as O(N2) and the sparsity increases as O( 1N ), so the
number of the non-zero elements increase as O(N). Since the
sparsity of the first order density matrix in X-axis is larger than
Z-axis, so the prefactor of the non-zero elements is also larger
in X-axis. Finally, in Fig. 5(c), we show the purification time
per SCF/CPSCF cycle, in which we can see the DFPT time in
Z-axis is around 3 times of the DFT time, and this is because
the number of the matrix operations in DFPT (TC2-CPSCF) is
around 3 times of the DFT (TC2). We can also see the DFPT
time in X-axis is around 5 times of the DFT because of the spar-
sity of the response density in X-axis is larger than the one in
Z-axis. Finally we observe the overall linear scaling in both
the DFT and DFPT calculations for the purification time with
increasing system sizes.
In addition to the sparsity, the parameter NTPoly-filter also
influences the linear scaling prefactor. As shown in Fig.6, two
values of NTPoly-filter are adopted, and the computation time
with NTPoly-filter (10−6) is nearly double of the one computed
with NTPoly-filter (10−5).
In Fig. 7, we present the purification time of the zero/first
order density matrix for the isolated H(C2H4)nH molecule sys-
tems with the number of atoms changing from 386 to 3,842 (the
corresponding number of the basis functions are changing from
3,082 to 30,730). The DFT-O(N) and DFPT-O(N) mean the
TC2 and TC2-CPSCF method respectively as described in
Sec. 2.2, while the DFT-O(N3) scaling method refers to the
traditional matrix diagonalization algorithm, and the DFPT
O(N3) scaling method refers to the dense matrix algorithm as
shown in Sec.2.1. Here the DFPT results are for the perturba-
tion alone the Z direction. It should be noted that, the tradi-
tional O(N3) method is fully optimized both in DFT [49] and
DFPT [12, 13] method. The numerical thresholds NTPoly-
filter (10−6) and NTPoly-tolerance (10−5) are applied in the
O(N) method. It is clearly shown that the performance of
the TC2 method is better than the traditional O(N3) method
at around 1300 atoms (10000 basis functions), and the perfor-
mance of the TC2-CPSCF method is better than the traditional
O(N3) method at around 3000 atoms (23000 basis function).
The comparison of the total time for the calculation of the po-
larizabilities between the O(N) TC2-CPSCF method and the
traditional O(N3) method is shown in the Appendix B, which
gives similar crossover point.
In order to systematically investigate the scaling performance
of each part in the DFPT calculation, we show in Fig. 8 for
the CPU time contributed from the individual response proper-
ties (density n(1), electrostatic potential V (1), Hamiltonian ma-
trix H(1), density matrix P(1)) as well as the total summation of
all the contributions (n(1)+V (1)+H(1)+P(1)) per DFPT cycle.
The scaling exponents of the computation time (as a func-
tion of the total number of atoms N) in calculating each re-
sponse quantity were fitted using the polynomial scaling for-
mula t = cNα(α is the exponent), with the obtained exponent
values listed in the upper panel of Fig. 8. We find that calcu-
lating the first order density matrix P(1) dominates the compu-
tational time, which, in principle, exhibits a strict O(N) scal-
ing. For a system whose size is ranged from 386 atoms to
3884 atoms, the obtained exponent α of 1.2 is close to the ex-
pected O(N) scaling. Calculating the first order electrostatic re-
sponse potential V (1) is the second expensive part, and the cor-
responding exponent α of 1.7 is similar to that in updating the
ground-state electrostatic potential [32]. For very large systems
(N > 4000), updating V (1) dominates, since it scales higher
than updating P(1). Calculating the Hamiltonian response ma-
trix H(1) and the first order response density n(1) corresponds to
an exponent α of 1.6, since it involves similar numerical opera-
tions.
The scalability tests are performed on the Tianhe-2 super-
computer located at the National Supercomputing Center in
Guangzhou, China. The largest number of nodes that we can
use for performance test is 1,050 nodes (25,200 cores). Each
node is composed of two Intel Ivy Bridge E5-2692 processors
(12 cores each at 2.2 GHz). In Fig. 9, we show the parallel
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Figure 5: The matrix sparsity, number of the non-zero elements and the purification time with respect to the number of the atoms for the DFT and DFPT calculation.
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Figure 7: The purification time of the zero/first order density matrix build with
DFT/DFPT for isolated H(C2H4)nH molecules containing from 386 to 3842
atoms, with the number of the basis functions changing from 3082 to 30730.
Here we use NTPoly-filter (10−6) and NTPoly-tolerance (10−5) as the numeri-
cal thresholds. All calculations are performed on 36 CPU cores.
Scaling Factor α
n(1) 1.7
V(1) 1.7
H(1) 1.6
P(1) 1.2
Total 1.4
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Figure 8: Dependence of the CPU time per DFPT cycle on the number of atoms
in the H(C2H4)nH molecules. The perturbation of the electric field is along the
Z direction. Here, the total CPU time (black line) as well as its four compo-
nents, i.e., CPU time for the density n(1) (blue line), the electrostatic potential
V (1) (sky blue line), the Hamiltonian matrix H(1) (green line), and the density
matrix P(1) (orange line), are shown. Double logarithmic axes are used. The fit-
ted CPU time exponents α for the H(C2H4)nH molecules (n=64-640) are given
in the table. The fits were performed using the expression t = cNα for the CPU
time as function of the number of atoms N.
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Figure 9: Parallel scalability for the H(C2H4)nH molecule containing 770
atoms. The perturbation of the electric field is along the Z direction. Here,
the total CPU time (black line) as well as its four components, i.e., CPU time
for the density n(1) (blue line), the electrostatic potential V (1) (sky blue line),
the Hamiltonian matrix H(1) (green line), and the density matrix P(1) (orange
line), are shown. Double logarithmic axes are used. The red line corresponds to
the ideal scaling. Here we use light settings for the integration, a “tier 1” basis
set, and the LDA functional, NTPoly-filter (10−6) and NTPoly-tolerance (10−5)
as the numerical thresholds.
scalability for the finite system containing 770 atoms. Here we
can see the first order density matrix calculation is the most
time-consuming step, and the scalability is good. A relative
speedup of 15.2× is obtained reducing the wall-time per DFPT
iteration from 81.5 sec on 24 MPI cores to around 5.3 sec on
768 MPI cores. And the parallel efficiency is nearly 47% when
using 768 cores. Beside the cluster systems under free bound-
ary condition, we also investigate the parallel scalability for an
extended system (polyethylene) under periodic boundary con-
ditions with a unit cell containing 768 atoms as shown in Fig.
10. Γ-point is sufficient to sample the reciprocal space due to
the large unit cell, in this system, the first order potential is the
most time-consuming step, which shows almost ideal scaling,
and the parallel efficiency is around 87% when using 768 cores.
It should be noted that, the moderate parallel effi-
ciency (47%) in Fig. 9 with 768 cores is because of low
computational intensity with 770 atoms. If we increase the
H(C2H4)nH system size to 3074 atoms, then the parallel ef-
ficiency increases to around 55% at 768 cores. In Fig. 11,
we further investigate the parallel scalability of the TC2-
CPSCF method with different system sizes for the H(C2H4)nH
molecules. Here we can see for system sizes ranged from 3,074
atoms to 12,290 atoms, with the number of the basis functions
changing from 24,586 to 98,314, the scalability is good up to
the maximum 25,200 CPU cores. For the system contained
3,074 atoms, a speedup of 22.3 × is obtained reducing the wall-
time per DFPT iteration from 342.2 sec on 48 MPI cores to 15.3
sec on 3,072 MPI cores. Then for a larger system contained
6,146 atoms, a speedup of 9.5 × is obtained reducing the wall-
time per DFPT iteration from 253.9 sec on 240 MPI cores to
26.9 sec on 6,144 MPI cores. Finally, the total time per DFPT
cycle speedups of up to 4.5× when we go from 2,400 cores
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Figure 10: Parallel scalability for the extended system (polyethylene) with a
unit cell containing 768 atoms. The perturbation of the electric field is along
the Z direction. Here, the total CPU time (black line) as well as its four compo-
nents, i.e., CPU time for the density n(1) (blue line), the electrostatic potential
V (1) (sky blue line), the Hamiltonian matrix H(1) (green line), and the density
matrix P(1) (orange line), are shown. Double logarithmic axes are used. The
red line corresponds to the ideal scaling. Here we use light settings for the in-
tegration, a “tier 1” basis set, and the LDA functional, NTPoly-filter (10−6) and
NTPoly-tolerance (10−5) as the numerical thresholds.
to 25,200 cores for the H(C2H4)nH system contained 12,290
atoms.
4. Conclusions
We have implemented an efficient parallel linear scaling
method for perturbations of homogeneous electric fields within
an all-electron, numeric atom-centered orbitals framework. We
have validated the implementation by comparing polarizabili-
ties of molecules calculated from this O(N) approach with those
obtained from the traditional O(N3) method. The results can
be systematically converged with respect to the used numerical
parameters. The scaling exponent of the computation time in
calculating the first order density matrix is α = 1.2 for system
sizes up to thousands of atoms, which is close to the expected
O(N) scaling. The implemented TC2-CPSCF method exhibits a
good parallel scalability that can be extended up to 25,200 cores
in real systems. The formalism described in this paper could
also be applied in dealing with other type of perturbations, e.g.
atomic displacements in the lattice dynamics. Moreover, the
3D-SpGEMM algorithm employed in this work can also be
used in the density-matrix-based Laplace-transformed CPSCF
method [54] and the density-matrix-based time-dependent self-
consistent field method [55] for calculating dynamic polariz-
abilities.
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Appendix A. Appendix: Validation of the polarizability
tensor for molecules
We use the linear scaling TC2-CPSCF method described
in Sec. 2.2 to calculate the polarizabilities of 32 selected
molecules, the results are compared with the normal O(N3)
method described in Sec. 2.1 to serve as the benchmark to make
the validation. All calculations were performed at the LDA
level of theory and using “tier 2” basis sets with the “really
tight” defaults for the integration grids. The NTPoly-filter is
set to 10−8 and NTPoly-tolerance is set to 10−4. The employed
equilibrium geometries were determined by relaxation that all
absolute forces are smaller than 10−4 eV/Å. As summarized in
Table A.2, the mean absolute error (MAE) and the mean ab-
solute percentage error (MAPE) is 0.023 Bohr3 and 0.078%.
The largest absolute error (0.68 Bohr3) observed in the LiH
molecule, and this is because the density matrix purification
convergence is not tight enough, if we change the NTPoly-
tolerance to 10−6, then the largest absolute error in LiH is re-
duced to 0.0001 Bohr3. For the other larger molecules as shown
in Table A.3, the mean absolute error (MAE) and the mean ab-
solute percentage error (MAPE) is 0.0036 Bohr3 and 0.015%,
which show an excellent agreement between our linear scaling
TC2-DFPT implementation and the benchmark O(N3) DFPT
results.
Appendix B. Appendix: The comparison for the total time
The comparison of the total time for the calculation of the
polarizabilities between the O(N) TC2-CPSCF method and the
traditional O(N3) method is shown in Fig. B.12.
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TC2-CPSCF benchmark ab-err (Bohr3) rel-err(%)
Cl2 αxx 24.12266 24.12271 0.00005 0.00021
αyy 24.12266 24.12271 0.00005 0.00021
αzz 41.31822 41.30860 0.00962 0.02328
ClF αxx 15.92653 15.92653 0.00000 0.00000
αyy 15.92653 15.92653 0.00000 0.00000
αzz 22.29437 22.29239 0.00198 0.00888
CO αxx 11.65557 11.65559 0.00002 0.00017
αyy 11.65557 11.65559 0.00002 0.00017
αzz 15.49260 15.49262 0.00002 0.00013
CS αxx 22.23854 22.23855 0.00001 0.00004
αyy 22.23854 22.23855 0.00001 0.00004
αzz 37.65264 37.65202 0.00062 0.00165
F2 αxx 6.16984 6.16981 0.00003 0.00049
αyy 6.16984 6.16981 0.00003 0.00049
αzz 11.68810 11.68369 0.00441 0.03773
H2 αxx 3.89990 3.90139 0.00149 0.03821
αyy 3.89990 3.90139 0.00149 0.03821
αzz 7.54590 7.53197 0.01393 0.18460
HCl αxx 16.81678 16.81511 0.00167 0.00993
αyy 16.81678 16.81511 0.00167 0.00993
αzz 18.88517 18.86799 0.01718 0.09097
HF αxx 4.96469 4.96371 0.00098 0.01974
αyy 4.96469 4.96371 0.00098 0.01974
αzz 6.41086 6.40950 0.00136 0.02121
Li2 αxx 120.63028 120.63041 0.00013 0.00011
αyy 120.63028 120.63041 0.00013 0.00011
αzz 231.99591 231.98644 0.00947 0.00408
LiF αxx 11.16256 11.16231 0.00025 0.00224
αyy 11.16256 11.16231 0.00025 0.00224
αzz 11.07222 11.06375 0.00847 0.07650
LiH αxx 29.88636 29.86767 0.01869 0.06254
αyy 29.88636 29.86767 0.01869 0.06254
αzz 31.31993 30.63369 0.68624 2.19106
N2 αxx 9.92305 9.92305 0.00000 0.00000
αyy 9.92305 9.92305 0.00000 0.00000
αzz 15.03340 15.03338 0.00002 0.00013
Na2 αxx 121.13132 121.13152 0.00020 0.00017
αyy 121.13132 121.13152 0.00020 0.00017
αzz 283.94622 283.91531 0.03091 0.01089
NaCl αxx 28.19794 28.15581 0.04213 0.14941
αyy 28.19794 28.15581 0.04213 0.14941
αzz 40.78853 40.55770 0.23083 0.56592
P2 αxx 34.72382 34.72382 0.00000 0.00000
αyy 34.72382 34.72382 0.00000 0.00000
αzz 67.28002 67.27964 0.00038 0.00056
SiO αxx 24.57026 24.57026 0.00000 0.00000
αyy 24.57026 24.57026 0.00000 0.00000
αzz 34.02059 34.02057 0.00002 0.00006
MAE 0.023
MAPE 0.078%
Table A.2: Polarizability tensor elements α for 16 dimers, as computed with the
presented TC2-CPSCF implementation at the LDA level of theory. Addition-
ally, mean absolute errors (MAE) and mean absolute percentage errors (MAPE)
with respect to benchmark DFPT calculations are given.
TC2 benchmark ab-err (Bohr3) rel-err(%)
CO2 αxx 12.04009 12.04059 0.00050 0.00415
αyy 12.04009 12.04059 0.00050 0.00415
αzz 26.55813 26.55857 0.00044 0.00166
H2O αxx 8.57558 8.57592 0.00034 0.00396
αyy 9.79467 9.79485 0.00018 0.00184
αzz 9.19050 9.19066 0.00016 0.00174
HCN αxx 13.10165 13.10070 0.00095 0.00725
αyy 13.10165 13.10070 0.00095 0.00725
αzz 23.10572 23.10246 0.00326 0.01411
SH2 αxx 23.16771 23.16910 0.00139 0.00600
αyy 24.10855 24.10932 0.00077 0.00319
αzz 24.05320 24.05222 0.00098 0.00407
SO2 αxx 18.86849 18.86846 0.00003 0.00016
αyy 33.63386 33.63384 0.00002 0.00006
αzz 22.71019 22.70982 0.00037 0.00163
C2H2 αxx 16.32317 16.32319 0.00002 0.00012
αyy 16.32317 16.32319 0.00002 0.00012
αzz 31.80234 31.80238 0.00004 0.00013
C2H4 αxx 20.20784 20.20808 0.00024 0.00119
αyy 24.66562 24.66577 0.00015 0.00061
αzz 35.70510 35.70541 0.00031 0.00087
CH3Cl αxx 26.34065 26.32743 0.01322 0.05019
αyy 26.34066 26.32743 0.01323 0.05023
αzz 36.02488 35.99897 0.02591 0.07192
CH4 αxx 16.97370 16.97375 0.00005 0.00029
αyy 16.97370 16.97375 0.00005 0.00029
αzz 16.97370 16.97375 0.00005 0.00029
H2CO αxx 11.99309 11.99307 0.00002 0.00017
αyy 18.33276 18.33274 0.00002 0.00011
αzz 23.03242 23.03234 0.00008 0.00035
H2O2 αxx 13.60503 13.59588 0.00915 0.06725
αyy 17.61033 17.59463 0.01570 0.08915
αzz 12.36691 12.36236 0.00455 0.03679
N2H4 αxx 20.99202 20.99657 0.00455 0.02167
αyy 25.92763 25.88185 0.04578 0.17657
αzz 21.20460 21.20944 0.00484 0.02283
NH3 αxx 13.34055 13.33894 0.00161 0.01207
αyy 13.34052 13.33895 0.00157 0.01177
αzz 14.60966 14.60798 0.00168 0.01150
PH3 αxx 30.00257 30.00255 0.00002 0.00007
αyy 30.00259 30.00257 0.00002 0.00007
αzz 31.11588 31.11584 0.00004 0.00013
Si2H6 αxx 57.44315 57.44406 0.00091 0.00158
αyy 57.44294 57.44401 0.00107 0.00186
αzz 77.03289 77.03454 0.00165 0.00214
SiH4 αxx 31.97412 31.96648 0.00764 0.02389
αyy 31.97413 31.96648 0.00765 0.02393
αzz 31.97412 31.96648 0.00764 0.02389
MAE 0.0036
MAPE 0.015%
Table A.3: Polarizability tensor elements α for 16 molecules, as computed with
the presented TC2-CPSCF implementation at the LDA level of theory. Ad-
ditionally, mean absolute errors (MAE) and mean absolute percentage errors
(MAPE) with respect to benchmark DFPT calculations are given.
12
 0
 5000
 10000
 15000
 20000
 25000
 30000
 0  500  1000  1500  2000  2500  3000  3500  4000T o
t a
l  T
i m
e  
f o
r  P
o l
a r
i z
a b
i l i
t i e
s  (
s )  
 
 number of atoms
 H(C2H4)nH molecules (n=64-640)  
TC2-CPSCF
Traditional O(N3)
Figure B.12: The total time of the calculation of the polarizabilities for iso-
lated H(C2H4)nH molecules containing from 386 to 3842 atoms. Here we use
NTPoly-filter (10−6) and NTPoly-tolerance (10−5) as the numerical thresholds.
All calculations are performed on 36 CPU cores.
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