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Several factors have contributed to impeding the progress of migratory waterfowl 
spatial modeling, such as (1) waterfowl‘s reliance on wetlands, (2) lack of understanding 
about shifts in distributions through time, and (3) large-scale seasonal migration.  This 
doctoral dissertation provides an array of tools to address each of these concerns in order 
to better understand and conserve this group of species. 
 The second chapter of this dissertation addresses issues of modeling species 
dependent on wetlands, a dynamic and often ephemeral habitat type.  Correlation models 
of the relationships between climatic variables and species occurrence will not capture 
the full habitat constraints of waterfowl. This study introduces a novel data source that 
explicitly models the depth to water table, which is a simulated long-term measure of the 
point where climate and geological/topographic water fluxes balance.  The inclusion of 
the depth to water table data contributes significantly to the ability to predict species 
probability of occurrence.  Furthermore, this data source provides advantages over 
traditional proxies for wetland habitat, because it is not a static measure of wetland 
location, and is not biased by sampling method.   
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 Utilizing the long-term banding bird data again, the third chapter examines the 
behavior of waterfowl niche selection through time.  By using the methods developed in 
chapter two, probability of occurrence models for the 1950s and the 1990s were 
developed.  It was then possible to detect movements in geographic and environmental 
space, and how movements in these two spaces are related.  This type of analysis 
provides insight into how different bird species might respond to environment changes 
and potentially improve climate change forecasts. 
The final chapter presents a new method for predicting the migratory movement 
of waterfowl.  The method incorporates not only the environmental constraints of 
stopover habitat, but also includes likely distance and bearing traveled from a source 
point.  This approach uses the USGS‘ banding bird database; more specifically, it relies 
on banding locations, which have multiple recoveries within short time periods.  Models 
made from these banding locations create a framework of migration movement, and 
allow for predictions to be made from locations where no banding/recovery data are 
available.   
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Chapter One: An Introduction to Migratory Waterfowl 
 
Birds are one of the most thoroughly studied groups of species in ecology; this is 
no doubt due the intense curiosity and wonder surrounding these species (Gill 1995; 
Walters 2003).  In particular, people have historically had a deep desire to understand the 
seasonal long distance migration of birds.  Ancient Egyptians were some of the earliest 
natural historians of birds (Bleeker 1964; Velde 1980).  Birds were often the subjects of 
their paintings and other art, and important elements of their religion were based on the 
natural history of birds.  For example, Egyptians frequently depicted an individual‘s soul 
as a bird.  Later, Linnaeus himself proposed that some bird species wintered in the tree 
roots while others wintered at the bottom of lakes (Alerstam and Hedenström 1998).  In 
1822, a white stork (Ciconia ciconia) was discovered in Germany with an African spear 
lodged in it (Bairlein 2003).  This is perhaps the earliest evidence illustrating the truly 
remarkable distances some birds travel seasonally across the globe.  The interest in the 
ecology of birds and, specifically, migration has by no means waned.  Moreover this 
interest is not exclusive to professional ecologists.  Today there are numerous 
organizations devoted to recreational bird watching, such as the National Audubon 
Society.  Thousands of citizen scientists volunteer their time to assist with bird banding 
activities.  Even large companies have developed to provide eco-tourism opportunities to 
the bird enthusiasts.   
 Modern ecological studies of birds have moved beyond simple interest and desire 
to understand this group of species to necessity.  Today bird studies mainly revolve 
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around addressing the conservation and management issues facing these species.  A large 
number of studies have been conducted on attempting to understand how waterfowl will 
be impacted by land use change; more specifically, how they will be influenced by 
wetland loss (Miller and Nudds 1996, Ackerman et al. 2006, Bartzen et al. 2010).  
Researchers have also begun to explore the potential influence of diseases (Pantin-
Jackwood and Swayne 2009) and invasive species on waterfowl populations (Park 2004).  
Climate change, which is expected to present novel issues and exacerbate other existing 
ecological hazards, has begun to dominate much of waterfowl research (Sorenson, Root, 
and Anderson 1998, Ronka et al. 2005. Canepuccia et al. 2007).  To understand the 
anthropogenic effects and successfully manage these species well into the future, 
researcher have become dependant on tracking technologies.   
 The development of bird banding technologies provided us with the largest 
increase in our knowledge about bird migration (Bairlein 2003; Bairlein 2008).  Through 
simply tracking banding locations and dates and then the subsequent locations and dates 
of band recoveries, we began to understand how far birds were traveling, how quickly 
they moved, and what periods of the year they were traveling the greatest distances.  In 
1899, a Dutch school teacher, Hans Christian Cornelius Mortensen, was first to begin 
banding birds in a concrete effort to understand migration (Preuss 2001; Greenwood 
2009).  Even though not initially used to study migration, bird banding has been 
conducted in North America for a long time.  As early as 1803, John Audubon, the 
famous bird naturalist and painter, banded birds to track the nesting locations of specific 
3 
 
individuals (Audubon, Audubon, and Coues 1994).  More formalized banding in the 
United States did not begin until 1902 when Paul Bartsch began banding birds (Lincoln 
1928; Buckley et al. 1998).  In 1909, his work grew into the American Banding 
Association, which eventually evolved into the modern-day North American Bird 
Banding Program.  The North American Bird Banding Program is a joint effort with the 
US Department of the Interior and the Canadian Wildlife Service.  This group has already 
banded over 63,000,000 birds (encompassing nearly every North American bird species) 
and recovers about 85,000 every year. 
 Obviously, there have been other technological developments to track bird 
migration since the innovation of bird bands (Berthold and Terrill 1991).  Radio tracking 
is one of the most straightforward and commonly-used methods to study bird movement 
(Marion and Shamis 1977; Mech 1983).  Birds are outfitted with an identification tag and 
radio transmitter.  Then, typically, researchers travel around with a receiver to locate the 
signal from a bird. The birds‘ identification and location are then recorded.  To overcome 
the difficulty of locating the bird in the field, radio receivers have been placed in earth-
orbiting satellites (Alerstam 1996).  Most commonly the ARGOS satellites have been 
used for this task.  Recently, birds have been fitted with Global Positioning System (GPS) 
devices (Hunerbein et al. 2000).  These devices are capable of recording fine-scale 
movement and offer large numbers of existing software to analyze the data. 
 Even though these advanced technologies provide us with large amounts of much-
needed fine-scale data, there are some critical limitations associated with them.  These 
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limitations are especially restrictive when attempting to conduct large scale research over 
a long time period, such as the work presented here in this dissertation.  Radio tracking of 
birds is time intensive and limited in the area that can be reasonably covered.  Satellite 
tracking allows for a large area, yet is still costly with a limited time period of data 
available.  GPS tracking of birds is perhaps the best available data on bird movement.  
Yet it is extremely expensive, and therefore the study size is greatly limited.  It is also the 
newest method, and therefore the data only covers a short period of time and for a few 
individuals from a population.  It is also important to note that even though there is no 
conclusive answer, there are concerns about the effect of carrying transmitters on the 
health of the study species (Gilmer et al. 1974; Paquette et al. 1997; Esler, Mulcahy, and 
Jarvis 2000; Wells et al. 2003).   
Bird banding data is by far one of the simplest approaches to tracking bird 
movement.  Even though it has its own limitations, it is still the best data available to 
model large scale seasonal bird migration.  By relying on the USGS Banding Bird 
Laboratory (BBL), there is over a hundred years of data on a wide variety of species.  
Banding and recovery activity have a wide spatial distribution (Figure 1).  This data is 
also collected as part of an international governmental initiative, and not by an 
independent researcher. This makes it more stable in the long term, and therefore 
increases the possible repeatability in the future.  Most bird tracking data is collected for 
a few years, at most a couple of decades, and only provides information about one point 




Figure 1: Maps of the banding and recovery intensity for all BBL game species in the United States 
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Along the migration path, it is necessary for individuals to refuel and rest before 
continuing on to its breeding or wintering grounds.  Since birds spend a small fraction of 
their life in these stopover habitats and due to the difficulty of studying this portion of the 
bird life cycle, there is very little research conducted on stopover habitats and migration 
in general ( Hutto 1998; Leu and Thompson 2002).  This has led to a great gap in 
knowledge about these species, and it compromises our ability to anticipate the 
anthropogenic impacts on these species.  The quality of wetland stopover habitat is 
critical in that it must provide adequate food supplies and protection from predators 
(Farmer and Parent 1997).  Also, the amount of time spent in stopovers is much greater 
than initially believed (Hedenström and Alerstam 1997).  As the distance between 
stopovers increase, birds are likely to select less suitable habitat.  Therefore, as wetland 
habitat is lost and distance between stopovers increases, the net impact on populations is 
negative.  The young of a species are disproportionately affected by increased distance 
between stopover habitat locations (Yong et al. 1998). 
 General wetland habitat quality greatly impacts waterfowl populations, regardless 
if it is migratory habitat or breeding/non-breeding habitat.  It has been demonstrated that 
wetland water levels and quality is linked to waterfowl fecundity and long-term stability ( 
Krapu, Klett, and Jorde 1983; Grier and Johnson 1988).  Measures of drought intensity 
are also tightly correlated to waterfowl population annual counts (Sorenson et al. 1998).  
As droughts become more intense and wetland levels decrease, so do the population 
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numbers of waterfowl.  Understanding how wetlands will respond to land-use change and 
climate change, will be imperative to predicting how waterfowl will respond. 
 In order to advance the ability to accurately predict the spatial distributions of 
migratory waterfowl, I have identified three key obstacles that need to be addressed.  The 
first main hurdle that needs to be addressed is how to model species that are reliant on 
wetland habitat.  Wetland habitat can be difficult to include in distribution modeling, 
since it is a dynamic habitat type and it is difficult to accurately measure.  The second 
issue is the long-term stability of habitat selection behavior: both for breeding/non-
breeding and stopover habitat.  Often distribution models assume that the manner in 
which a species selects its habitat is static in both environment and geographic space.  
This assumption, often necessary due to short-term data sets, is frequently not true for 
migratory species.  The final obstacle is how to specifically predict migratory movement 
of these species.  As waterfowl move between their breeding and non-breeding habitat, it 
is difficult to predict the locations of stopover habitat, because of the complex 
interactions between navigational and environmental constraints.  Each of these obstacles 
has been address in this dissertation, and is presented in turn in the following three 
chapters. 
 Chapter two of this dissertation provides a means to effectively incorporate 
wetland habitat, and significantly improve our ability to model the distribution of these 
species.  This portion of my research relies on a novel data set, depth to water table 
(DWT), which measures the stable long-term location of the water table either at or 
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below this surface (Fan and Miguez-Macho 2010).  The DWT takes into account the 
climate variables, as well as the geological and topographic variables.  Since the DWT is 
model derived, there is the possibility to mechanistically determine the changes in the 
availability of wetland habitat (Franklin 2010).  Additionally in this chapter, the annual 
cycle for each of the six study species is delineated based on species specific biology.  
This approach to distribution modeling will deal with species-specific seasonal 
requirements. 
 The third chapter explores the long-term changes in habitat selection of the six 
study species.  The manner in which the study species selected habitat in the 1950s was 
compared to the 1990s.  By doing this analysis, it was possible to gain insight about 
several aspects of these species‘ biology.  For example, it is possible to examine if these 
species are shifting in geographic space.  If there is movement in the spatial location of 
the species, it is possible to determine if it coincides with a shift in environmental space.  
If the species is not shifting in geographic location but is in environment, this may mean 
it is acclimating to new environmental conditions.  Additionally, in this chapter I began to 
explore some of the potential causes for changes in environmental and geographical 
space.  It is hypothesized that some of the underlying causes may be due to changes in 
phenology, population dynamics, or land-use change. 
 The final main chapter presents a method for predicting migratory movement.  
The presented technique allows for movement predictions to be made from any given 
point on the landscape where waterfowl habitat is likely to be located.  These predictions 
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can be made regardless of sample intensity for the given starting location.  This method 
makes it possible to predict where likely stopover habitat will be located from a starting 
location.  The method incorporates not only the environmental constraints on stopover 
habitat, but it also incorporates the bearing and distance a species is likely to travel.  This 
is conceivably the first work to include the interactions between environment and 
distance in selection of stopover habitat. 
  Upon beginning this project, one of the main goals was to create a 
collection of tools to improve our ability to conserve and manage these species.  I feel 
that this goal was successfully achieved.  By introducing a mechanistic means to include 
wetland habitat, it will be possible to predict how species will respond to changes in 
wetland.  It will be possible to determine if more individuals are forced through a 
particular wetland due to changes in wetlands of other areas.  By examining the long-
term spatial stability of species distributions, it is possible to make more informed 
predictions about how the study species may respond.  Now that there is some 
understanding about which species are more likely to acclimate to new environmental 
conditions and which are likely to track their species environmental needs, it will be 
possible to more accurately predict how specific species will respond to future 
environmental scenarios.  Even though this research talks mainly about species in 
isolation, this work will also improve predictions made about communities of species.  
We can begin to examine which areas will likely be important to multiple species, and 
which areas when placed in conservational protection will preserve more species.  The 
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work presented herein this dissertation will not only increase our ecological knowledge of 






Chapter Two: Enhanced Migratory Waterfowl Distribution Modeling 
by Inclusion of Depth to Water Table Data1 
 
ABSTRACT 
In addition to being used as a tool for ecological understanding, management and 
conservation of migratory waterfowl rely heavily on distribution models; yet these 
models have poor accuracy when compared to models of other bird groups.  The goal of 
this study is to offer methods to enhance our ability to accurately model the spatial 
distributions of six migratory waterfowl species.   This goal is accomplished by creating 
models based on species-specific annual cycles and introducing a depth to water table 
(DWT) data set.  The DWT data set, a wetland proxy, is a simulated long-term measure 
of the point either at or below the surface where climate and geological/topographic 
water fluxes balance.  For species occurrences, the USGS‘ banding bird data for six 
relatively common species was used.  Distribution models are constructed using diverse 
methods: Random Forest, GLM, and MaxEnt.  Random Forest classification of habitat 
and non-habitat provided a measure of DWT variable importance, which indicated that 
DWT is as important, and often more important, to model accuracy as temperature, 
precipitation, elevation, and an alternative wetland measure.  GLM and MaxEnt models 
that included DWT in addition to traditional predictor variables had significant increase 
in classification accuracy.  Also, MaxEnt models created with DWT often had higher 
accuracy when compared with models created with an alternative measure of wetland 
                                                 
1 A version of the material presented in this chapter is currently in review at Plos One 
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habitat.  By comparing maps of predicted probability of occurrence and response curves, 
it is possible to explore how different species respond to water table depth and how a 
species responds in different seasons.  The results of this analysis also illustrate that, as 
expected, all waterfowl species are tightly affiliated with shallow water table habitat.  
However, this study illustrates that the intensity of affiliation is not constant between 






Species distribution models, especially for migratory waterfowl, are employed as 
a tool in diverse areas of investigation and application (Guisan and Thuiller 2005).  For 
example, distribution models have been used to help explore how the interactions 
between migratory waterfowl and landscape factors will impact the spread of diseases 
(Gilbert et al. 2006; Ward et al. 2009; Takekawa et al. 2010).  These approaches are used 
to understand how migratory birds might influence the health of the ecosystem through 
which they move (Post et al. 1998; Green, Figuerola, and Sanchez 2002).  The economics 
of waterfowl hunting draw on distribution modeling to optimize long-term success of 
these game species and thus the sport (Tamisier et al. 2003; Casas et al. 2009).  Perhaps 
the field that most heavily relies on distribution modeling is those that attempt to forecast 
how waterfowl will respond to anthropogenic disturbances, such as climate change (Crick 
2004; Lemoine, Schaefer, and Böhning-Gaese 2007). 
 Given the dependency of waterfowl research and management on distribution 
modeling, it is critical that these tools be of the highest quality.  Yet it has been shown 
that distribution models for birds that are migratory and have high wetland affinity are 
less accurate than those models for species that do not have these specific ecological 
traits (McPherson and Jetz 2007). Seasonal changes, in not only spatial location, but also 
habitat selection, contribute to this decrease in model capacity (Neave et al. 1996; 
Desgranges et al. 2006).  Compounding temporal factors affecting model accuracy, 
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waterfowl are reliant on wetland habitats, which are a poorly recorded habitat type 
(Skagen, Granfors, and Melcher 2008).  Even though there may be well-mapped modern 
wetland data available, due to the dynamic and often ephemeral nature of wetlands, this 
data will most likely be insufficient for time series analysis (Koneff and Royle 2004; 
Gómez-Rodríguez et al. 2008).   
 The goal of this study is to offer new strategies that will enhance distribution 
modeling of migratory waterfowl throughout their entire annual cycle.  For each species 
included in our study, distribution models were constructed for each portion of the annual 
cycle (i.e. fall, winter/non-breeding, spring, and summer/breeding).  The delineation of 
these events is species specific, which allows for reciprocal species specific variation in 
predictor variables.  Even though species specific distributions were created, I utilized the 
availability of the community data to more accurately generate pseudo-absences when 
necessary (Van Der Wal et al. 2009).  Additionally, this study introduces a novel data set 
to use as a predictor variable in distribution modeling of wetland species.  This wetland 
data set, depth to water table (DWT), is a simulated long-term measure of the point either 
at or below the surface where climate and geological/topographic water fluxes balance 
(Fan and Miguez-Macho 2010). 
 The inclusion of wetland proxy data is a common technique used to attempt to 
overcome the difficulties of modeling species with high wetland affinity (Guisan and 
Zimmermann 2000; Guisan and Thuiller 2005).  These measures range from fine scale 
research with direct measure of wetland quality (Milsom et al. 2000), through large scale 
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research that incorporates watershed-level hydrological modeling (Johnson et al. 2005; 
Johnson et al. 2010), to potentially global-scale relatively fine grain classified satellite 
imagery (Coops, Wulder, and Iwanicka 2009).  When habitat variables have been 
included in distribution modeling, they are based on current classifications and not 
model-based prediction.  In addition to the advances already made to account for wetland 
influence of species distribution, the inclusion of DWT data in distribution modeling 
provides numerous advantages to this field.  The DWT data are process-driven, and allow 
us to investigate the underlying hydrologic drivers that may influence habitat selection.  
Furthermore, the DWT has a large spatial extent (nearly global) and fine resolution 
(approximately 270 m).  The inclusion of this process-driven wetland proxy data will 
potentially allow us to overcome the shortcomings of forecasting future spatial 
distributions of countless wetland species with other approaches (like climate envelopes) 
(Thuiller, Lavorel, and Araújo 2005; Pearson et al. 2007).   
 The presented research is intended to augment the approaches used to construct 
distribution models for migratory waterfowl.  Distribution models for species-specific 
annual cycles were assembled.  This allows us to assess spatial distributions throughout 
the entire annual cycle, not just focusing on one portion, while adjusting for differences 
in timing between species.  Furthermore, a novel data set, DWT, is introduced and shown 
to be a significant predictor variable of migratory waterfowl habitat.  These data are 
calculations of hydrological balances between climate and geology, which will allow for 
more mechanistic approaches to constructing distribution models for wetland species.  
16 
 
Overall, the strategies presented in this research will enhance and improve distribution 
modeling of migratory waterfowl, and in turn allow for better management and 







 Species Data 
The United State Geological Survey‘s (USGS‘) Banding Bird Laboratory (BBL) 
game bird dataset was used as the source of species presence data.  Established in 1902, 
the BBL is a long-term monitoring project with over three million waterfowl encounter 
records (Buckley et al. 1998).  The data record the incidence of banding and band-
recovery events within 10-minute bins of latitude and longitude (approximately 16km). 
Most bands are reported by hunters and are thus terminal encounters.  Each banding 
location and all subsequent encounter locations were treated as a known presence for that 
species. Owing to uncertainty in exact encounter locations, the BBL data only provide 
locations at 10-minute resolution; however this resolution is sufficiently fine given the 
broad spatial extent of the analysis. The analysis was restricted to banding and encounter 
events from January 1, 1990 through December 31, 1999, which was considered to be 
enough time to capture the main trend of defining the spatial distribution. 
Six species were included in the study: American black duck (Anas rubripes), 
blue-winged teal (Anas discors), Canada goose (Branta canadensis), mallard (Anas 
platyrhynchos), northern pintail (Anas acuta), and wood duck (Aix sponsa) (Table 1).  
These species were chosen because they have the highest numbers of encounters and, 
also, had adequate sampling in all portions of the annual cycle.  All six species are in the 
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family Anatidae, which are deemed typical waterfowl (Livezey 1996; Livezey 1997).  
Canada goose is in the subfamily Anserinae (geese and swan), while all other species are 




Table 1: Season specific MaxEnt AUC scores for each study species.   
The ―base‖ variables are temperature, precipitation, and elevation.  Models were 
constructed using the two different measures of wetland: average water table depth 
(DWT) from dynamically-driven hydrology model and percent wetland (PW) based on 
land cover classification.  Asterisks indicate significantly higher AUC score when 
compared to the base model with other measure of wetland, and it codes the significance 
level: ‗***‘ 0.001 and ‗**‘ 0.01.  Included is the total number of occurrence records (n) 
for each season of the study species.  
  
   
Fall n Base+DWT Base+PW DWT only 
American Black Duck  762 0.9202*** 0.914 0.7274 
Blue-Winged Teal  1403 0.8203 0.821 0.7444 
Canada Goose 3223 0.8193*** 0.8172 0.6658 
Mallard 5959 0.7332*** 0.7304 0.6253 
Northern Pintail  314 0.8585 0.8668*** 0.5881 
Wood Duck 1307 0.8529*** 0.8494 0.7844 
      
Winter         
American Black Duck 765 0.9304*** 0.9254 0.7649 
Blue-Winged Teal 180 0.9544 0.9527 0.9153 
Canada Goose  4149 0.7373 0.7354 0.6217 
Mallard 4198 0.7886*** 0.7814** 0.6712 
Northern Pintail 1458 0.8064 0.8036 0.7368 
Wood Duck 1633 0.9251*** 0.9229 0.8249 
      
Spring         
American Black Duck  18 0.9544 0.9542 0.7464 
Blue-Winged Teal 18 0.844 0.8659*** 0.6666 
Canada Goose 225 0.7684*** 0.7525 0.634 
Mallard 151 0.7902 0.7856 0.5968 
Northern Pintail 27 0.8331 0.8659*** 0.646 
Wood Duck 126 0.8784 0.8825*** 0.7584 
      
Summer         
American Black Duck 27 0.9208 0.9244 0.6942 
Blue-Winged Teal 44 0.8294 0.826 0.5696 
Canada Goose 2255 0.7493*** 0.7433 0.6671 
Mallard 651 0.8045*** 0.8034 0.5888 
Northern Pintail 33 0.866 0.8799 0.6048 






 Investigation of seasonal differences in distribution and habitat use required 
delineating the four major components of the annual cycle. BBL data was used to 
determine which times of the year individuals were traveling the greatest average daily 
distance, and these peaks in velocity were labeled as fall and spring migration.  Because 
of the potential for confounding inter-season movement, the analysis was restricted to the 
mean daily traveled distance of those records where bands were recovered within 30 days 
of being banded.  For each within-30-days recovery, the total great circle distance 
traveled, calculated using the ―geosphere‖ package (Hijmans, Williams, and Vennes 
2011) in R (R Development Core Team 2011), was divided by the total number of days 
between banding and recovery.  Fall and spring migration were delineated by locating 
peaks in the average weekly distance traveled, and summer and winter were dated 
according to the appropriate intermediate seasons.  These results were compared to the 
initial dates established by natural histories (Bellrose 1976; Bent 1987; Kaufman 1996) 




        




 Environmental Data 
All predictor variables were resampled, throughout the contiguous United States 
study extent, to agree with the BBL data grid.  Average seasonal temperature, average 
seasonal precipitation, and elevation were used in all distribution models.  Average 
monthly precipitation and monthly average temperature data were obtained from the 
Prism Climate Group (PRISM Climate Group 2004), originally a 2.5-minute (4 km) 
resolution.  The 3-second (90 m) Shuttle Radar Topography Mission (SRTM) Elevation 
Data Set was used.  In addition to the three previously mentioned variables, one of two 
different wetland measures were included.  A derived variable of percent classified 
wetland was created from the 2001 National Land Cover Database (NLCD) 30-meter 
data (Homer et al. 2004).  The 2001 NLCD data is a land use-land cover classification of 
satellite, Landstat, imagery.  Models were built with the inclusion of the percent NLCD 
wetland as a point of comparison for the models build with the DWT data.   
The DWT data layer is a simulated data set that reliably predicts the location of 
natural wetlands (Figure 3) (Fan et al. 2007; Fan and Miguez-Macho 2010).  The depth to 
water table is determined by finding the long-term stable solution of the balance between 
the climate-driven fluxes (precipitation and evapotranspiration) and geologic/topographic 
water fluxes (riverine and groundwater movement) balance.  Initially, the water table was 
set at the surface and at each time step the modeled DWT was recalculated based on 
water inputs or outputs.  The model was allowed to run until the water table for each cell 
(9-second resolution) was stable (less than 1mm change).  The DWT model was validated 
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using 500,000+ USGS field observations of water table depth from 1927-2005, with a 
resulting residual mean (simulated DWT – observed DWT) of +0.443m.  Fan and 
Miguez-Macho (2010) further tested the ability of the data to locate wetlands on the 
landscape.  They found a strong correlation (0.8469) between field-mapped wetlands and 







Figure 3: Map of the simulated equilibrium depth to water table for the contiguous United States.   
The values illustrate the depth in meters below the surface where the simulated water table is 





Distribution Modeling and Statistical Analysis 
 Three methods were used to construct the distribution models for this study.   
Multiple methods were selected to provide results from an array of approaches each with 
diverse strengths and weaknesses.  Random Forest was used to robustly gauge variable 
importance (Cutler et al. 2007).  Random Forest is a technique that fits multiple 
classification trees (here, specifically 1000 trees), and outputs the mode of these 
individual trees (Breiman 1984; Breiman 2001).  Individual trees are built with 
approximately 63% bootstrap of the data, and the remaining data (out-of-bag (OOB) 
data) used to measure its classification accuracy.  Furthermore, this OOB data is used to 
measure variable importance.  I used the mean decrease in accuracy, which is the 
normalized difference between classification accuracy and the accuracy when the 
variable values have been randomly permuted.  Higher mean decrease in accuracy 
indicates that a variable is more important to the accuracy of the classification.  All 
Random Forest analyses used the ‗randomForest‘ package in R (Liaw and Wiener 2002).  
 Generalized linear models (GLMs) were fit using a binomial distribution and 
logistic link (Guisan and Zimmermann 2000; Guisan, Edwards, and Hastie 2002).  Post 
processing stepwise regression was done to determine which variables contributed 
significantly to the overall model.  Since the BBL data is a presence-only data set, 
pseudo-absences were created for both the Random Forest and GLM models.  Pseudo-
absences for each species and season were identified as known locations of other study 




 MaxEnt was the third and final method of distribution modeling, which is a 
maximum entropy approach specifically for presences-only data (Dudík, Phillips, and 
Schapire 2007; Phillips and Dudík 2008).  It was implemented in MaxEnt 3.3.2 software 
package, and model set according to Phillips and Dudik (2008).  Models for each season 
for all species were run a total of 100 times, randomizing the 70-30 training-test split of 
the data and the location of the background points.   
 Model performance of MaxEnt and GLM was measured using Area-Under-the-
Curve (AUC) scores.  AUC is the measure of the area under a receiver operating 
characteristic (ROC) curve; specifically plotting the rate of true positive classification to 
false positive (Manel, Williams, and Ormerod 2001; Brotons et al. 2004).  AUC typically 
ranges from 0.5 (essentially random) to 1.0 (perfect fit), with 0.7 considered to be a 
sufficient predictor of real-world situations (Swets 1988).   
 The predicted probability of occurrence maps and model response curves from the 
MaxEnt models are presented.  MaxEnt models are presented due to the fact that this 
method was created specifically for presence-only data, and its ability to better address 
the sampling bias of the BBL data (Elith et al. 2011).  Also, only models for the winter 
portion of the annual cycle are presented.  Winter was selected due to the relatively high 
sample intensity and resulting model accuracy.  All other seasons are available in 






Random Forest was used to measure variable importance on the accuracy of 
classification of presences and absences.  More specifically, it was used to determine how 
important DWT was to the overall model and how it compared to the other predictor 
variables (Figure 4).   Depth to water table was consistently as important as the other 
customary predictor variables: temperature, precipitation, and elevation.  Also, DWT‘s 
importance was comparable to the importance of NLCD percent wetland for Random 
Forest models.  The importance of DWT varied by species; with it being least important 
for the classification of blue-winged teal in the winter (mean decrease in accuracy = 
0.097).  During winter, DWT was most important for northern pintail (mean decrease in 
accuracy = 0.75).  Comparing the importance throughout the annual cycle, DWT had the 
highest importance values for the spring (ranging from 1.4 for wood duck to 2.28 for 






Figure 4: Plot of variable importance of winter‘s predicted probability of occurrence 
measured from Random Forest.  
Variable importance is measured in mean decrease in accuracy, which is the decrease in 
accuracy of a classification after the variable has been randomly permuted.  A higher 
mean decrease in accuracy means the variable contributes more to the accuracy of the 
classification.  The abbreviations are as follows: abd (American black duck), bwt (blue-
winged teal), cg (Canada goose), mal (mallard), np (northern pintail), wd (wood duck), 
temp (temperature), ppt (precipitation), elev (elevation), dwt (depth to water table), and 
pw (NLCD‘s percent wetland). 
 
  
All MaxEnt and GLM models created with a wetland variable (DWT or NLCD 
percent wetland) had significantly higher AUC score than those models (from here 
forward referred to as ―base models‖) created with only temperature, precipitation, and 
elevation.  When the AUC of MaxEnt models for each species were directly compared 
between base with DWT and base with percent wetland, 11 MaxEnt models build with 




MaxEnt models had no statistical difference between AUC scores, and 4 MaxEnt base 
and percent wetland models had higher AUC scores than the reciprocal base and DWT 
model.  Nine of the 24 MaxEnt models built with only DWT as predictor variable had an 
AUC over 0.7.   
 For GLM models with stepwise variable selection regression, DWT was selected 
as a significantly contributing variable (p < 0.01) for 16 of 24 models (Table 2).  Mean 
percent wetland was selected, at the same level of significance, for 12 of 24 models.  
When the GLM models for each species were compared between base with DWT and 
percent wetland, 7 out of 24 models had a higher AUC with DWT than those built with 





Table 2: Season specific GLM AUC scores for each study species.   
The ―base‖ variables are temperature, precipitation, and elevation.  Models were 
constructed using the two different measures of wetland: average water table depth 
(DWT) from dynamically-driven hydrology model and percent wetland (PW) based on 
land cover classification.  Asterisks indicate the significance of the variable in the 




Fall Base+DWT Base+PW DWT only 
American Black Duck 0.8129** 0.8281*** 0.6051 
Blue-Winged Teal  0.6978*** 0.6895*** 0.6679 
Canada Goose 0.7068*** 0.7382*** 0.4952 
Mallard 0.6838*** 0.904 0.6134 
Northern Pintail 0.7641*** 0.9336 0.548 
Wood Duck 0.8312 0.9042** 0.7124 
    
Winter       
American Black Duck 0.7935* 0.7945* 0.6315 
Blue-Winged Teal  0.9085*** 0.9050*** 0.8645 
Canada Goose 0.729 0.7330*** 0.6236 
Mallard 0.6386** 0.6439*** 0.5272 
Northern Pintail 0.6275*** 0.6200*** 0.6324 
American Black Duck 0.8721*** 0.8795*** 0.7447 
Blue-Winged Teal     
Canada Goose       
Mallard 0.8685** 0.8803 0.4246 
Northern Pintail 0.7760** 0.7425 0.6516 
Wood Duck 0.9408** 0.9404* 0.9342 
Mallard 0.8451 0.8518* 0.8227 
Northern Pintail 0.7816 0.7986* 0.6875 
Wood Duck 0.8877** 0.8863 0.6605 
    
Summer       
American Black Duck 0.7117* 0.7623*** 0.6141 
Blue-Winged Teal  0.7314** 0.7279 0.6916 
Canada Goose 0.6084*** 0.6085 0.5354 
Mallard 0.7612 0.7629*** 0.5872 
Northern Pintail 0.9137 0.9130* 0.6275 
Wood Duck 0.7010*** 0.7145*** 0.5857 
 




  The MaxEnt winter predictions, created with base predictor variables and DWT, 
for all species are presented in Figure 5 (all other MaxEnt predictive maps are provided 
in Appendix A).   Predictions are in line with the fact that all species should be centered 
in the southern portions of their ranges.  The highest predicted values for blue-winged 
teal, northern pintail, and wood duck are along the southern portion of the east coast and 
the Gulf of Mexico coast up the Mississippi River.  Canada goose and mallard, to a lesser 
degree, have large areas of mid-range predicted probability of occurrence in the central 
portion of the United States.  American black duck‘s predictions are focused in the 
northeastern portion of the country, while avoiding the peaks of the Appalachian 
Mountains.  All species have some moderate predictions along the west coast, especially 






Figure 5: Maps of predicted probability of occurrence for all study species‘ winter habitat.  
Predictions were created using MaxEnt with 100% of known presence locations to 
increase accuracy of the visual representation.  Temperature, precipitation, elevation, and 





For each of the study species in the winter, the relationship between DWT and 
MaxEnt predicted probability of occurrence is presented in Figure 6 (all other response 
curves are provided in Appendix A).  The distribution of each species is skewed towards 
the shallow water tables.  Canada goose and mallard‘s distribution are less skewed to the 
left than the other species; they have a more gradual decrease in predicted occurrence as 
the water table becomes deeper.  Northern pintail has the highest peak at 0.6 at the 






Figure 6: Plot of the relationship between the log transformed water table depth (m) and 
predicted probability of occurrence for each study species in winter. 
The plots were constructed by selecting 1,000 random points from the predicted 
probability of occurrence surface.  The red curve is a smoothing spline fit to the mean of 






 The foremost goal of this study was to present strategies that would enhance our 
ability to create accurate distribution models of migratory and wetland species.   By 
modeling distributions based on species-specific annual cycles and introducing a novel 
data set, I was able to successfully accomplish this goal.  All species, in all four portions 
of the annual cycle, had MaxEnt models (base variables plus DWT) with AUC scores 
greater than the 0.7 threshold.  Additionally, it was possible to show that the DWT data 
set significantly contributed to the distribution models of these species.  This was 
illustrated, first, by showing that DWT was consistently ranked higher in variable 
importance for Random Forest classifications.  Secondly, DWT significantly added to the 
classification accuracy of MaxEnt models when compared to models created with only 
temperature, precipitation, and elevation.  Also, step-wise variable selection in the GLM 
models reliably selected DWT as a significantly contributing variable.  And finally, the 
DWT data set performed as well, and often better than, as a standard proxy for wetland 
habitat, classified satellite imagery.   
 The DWT data offers more advantages to distribution modeling beyond the 
increased model performance presented here in this research, most of which are due to 
the fact that it is a model-derived data set.  Most importantly the DWT has the potential 
to be more than a static measure of wetland habitat.  The DWT is a measure of the point 
where hydrologic, topographic, geologic, and climatic fluxes balance.  By predicting how 




change, it will allow for more mechanistic predictions of how wetland species will 
respond.  This data set avoids many of the biases that are present in the more traditional 
measures of wetland habitat quality or quantity.  For example, if using mapped delineated 
wetlands, especially for studies at the continental scale, there is a concern that all those 
who did the delineation were using the same definition of a wetland (Stevens and Jensen 
2007).  Additionally for studies of large spatial extent, there are often large gaps in 
digitally available mapped wetland data.  These concerns are also true for classified 
satellite imagery.  Often it is unclear, if what is being classified as wetland is truly 
wetland on the ground (Gonzalez and Hollister 2008). 
 One concern with the DWT data set for distribution modeling is its accuracy at 
finer scale. The model from which the DWT data are derived does not for example 
incorporate detailed data on local water extraction and management. Water levels in 
many wetlands (and wildlife refuges in particular) are actively managed and therefore are 
expected to deviate from the DWT data. At the relatively coarse 10-minute scale of this 
study, these deviations are likely not of great concern as the hydrological model will 
generally identify low-lying areas where water accumulates. These are the same areas 
where both managed and unmanaged wetlands will predominantly occur. At finer sub-
kilometer scales, the limitations of the modeling approach might however become much 
more apparent as even small changes in water table could be the difference between 




DWT data for wetland-species distribution models using fine-scale species occurrence 
data (Kreakie and Keitt, unpublished data). 
 In addition to the methodological advantages presented here, this research 
provides insight into the ecology and behavior of these six species.  Each species 
responds differently to the hydrologic regime, even within the group of waterfowl 
(Bolduc and Afton 2008).  By using the response curves (Figure 6), it is possible to 
quantitatively gauge how each species will respond to the changes in the depth to water 
table.  All six study species have increased predicted probability of occurrence toward 
shallow depth to water table, but these distributions are not uniform between species.  For 
example, both American black duck and blue-winged teal are more skewed toward the 
shallow end of depth to water table than Canada goose and mallard.  The more uniform 
predicted probability of occurrence across the range of DWT for mallard and Canada 
goose could be due to multiple factors.  First, this could be due to true behavior of these 
species.  These two are more generalist species, and can often been seen in areas devoid 
of wetlands (like golf courses and agricultural fields).  Second, this uniform predicted 
response to DWT could be due to the 10-minute scale of the analysis.  Canada goose and 
mallard prefer to be in wet habitat, but are also fine with wet areas nested within an area 
of relatively deep DWT (for example, a housing subdivision‘s retention pond) (Conover 
and Chasko 1985). 
 It is not only possible to compare between species response to DWT, but it is also 




(Figure 6 and Figure A5-A7).  For example, blue-winged teal is tightly constrained to 
shallow DWT in the winter.  However, this predicted behavior changes in the 
summer/breeding season. I hypothesize that conceivably blue-winged teal is foregoing 
wetland habitat for drier, and perhaps safer, upland nesting sites.  It is also important that 
this is may be another relic of the 10-minute scale.  The breeding area of blue-winged teal 
is concentrated in the Prairie Pothole region, where there are numerous small wetlands 
within a relatively dry upland landscape matrix. 
      This study illustrated that the new process-driven depth to water table data set can be 
used as a significant predictor variable in distribution modeling of migratory 
waterfowl.  The depth to water table data set is new and has some important hurdles to 
overcome, such as how to effectively handle human manipulation of the water table. Yet, 
despite being in its early period, the future research possibilities are abundant and 
exciting. To date, forecasting the response of wetland species to climate change has been 
severally limited due to the dynamic nature of wetlands.  This issue becomes 
compounded when considering migratory species that rely on wetlands for stopover 
habitat.  It becomes nearly impossible to make predictions about the future of migratory 
waterfowl and how manage accordingly, when there has been no mechanistic means to 
forecast key wetland habitat across the entire migration route.  The DWT data will allow 
for us to begin to move beyond these obstacles, and make more vigorous prediction about 





Chapter Three: North American Waterfowl Distributions: Analyzing 




Knowledge about species distribution variations through time increases basic ecological 
understanding, improves species management and conservation, and allows for enhanced 
predictions about the future of the species.  Research regarding changes in distribution 
through time is difficult, especially for migratory waterfowl, due to data limitations.  The 
main goal of this research is to determine how the distributions of six migratory 
waterfowl species have changed from the 1950s to the 1990s.  This goal is obtained by 
overcoming the data limitations of long-term distribution analysis.  I used the USGS‘ 
banding bird laboratory data, which provides over a hundred years of banding and 
recovery data.  For the wetland habitat variable, a novel mechanistic measure of depth to 
water table was used.  Distributions of all six study species, in all portions of the annual 
cycle, varied uniquely.  These changes were unique in both geographic and climate space.  
Case studies were used in an attempt to tease apart some of the reasons why the 
distributions behaved in certain manners.  In particular, the fall distributions of blue-
winged teal and wood duck were examined in more detail.  It was hypothesized that the 
distribution changes could be a result of fall migration phenology, population dynamics, 
or land use change.  The main conclusions are that distributions of migratory waterfowl 
are not static over this study period, and that the manner in which the distribution change 
and, therefore, the underlying drivers of change are species and season specific. 
                                                 






Understanding the relationship between species occurrences and the environment 
is foundational to ecology (Grinnell 1917; Andrewarthe and Birch 1954; MacArthur 
1972).  This relationship modeled explicitly and spatially is summarized in species 
distribution models (Guisan and Zimmermann 2000; Guisan and Thuiller 2005).  Once 
we know why a species occurs where it does, it is also as important to understand how 
the species distribution changes over time.  Known relative rates of change in climate and 
geographical space provide insight into the adaptability of a species to shifting 
environmental conditions (Hulme 2005) or the migratory ability of the species to track 
suitable climatic conditions (Iverson and Prasad 1998).  Adaptability and migration 
potential will increase a species long-term resilience (Parmesan 2006; Visser 2008). 
Knowledge about the long-term stability or variation of a species distribution has 
numerous applied uses.  It allows us to understand how species have responded to past 
climatic changes (Acevedo et al. 2010; Dudei and Stigall 2010; Rubidge et al. 2011), and 
predict how they may respond to future variation in the climate (Pearson and Dawson 
2003).  This information makes it possible to more accurately predict how invasive 
species (Loo, Nally, and Lake 2007) and diseases (Parham and Michael 2010) move 
across the landscape.  The overall general health of a species may be ascertained by 
examining the spatial distribution over time (Bartel and Sexton 2009; Graham et al. 




or growing, where a decrease in range might be a warning sign for a struggling 
population (Holt 1992; Thomas et al. 2001). 
 Even though it is critical to understand how species distributions change over 
time, this type of research is difficult to conduct (Guisan and Zimmermann 2000; Araújo 
and Pearson 2005).  Typically, data limitations prevent researchers from even attempting 
this work for waterfowl (Hitch and Leberg 2007).  There are very few species occurrence 
data sets that span more than a few years; whereas, depending on the species, it may 
require decades of data to provide enough information.  Data limitations are not exclusive 
to occurrence data.  Often key environmental variables of species distribution are 
unavailable over long time periods.  Specifically related to this research, delineated or 
classified wetland data for a long time period and across a large spatial extent is not 
available.  Without wetland habitat information, it is nearly impossible to say anything 
concrete about how wetland species‘ have responded to historical changes in their habitat 
(Randin et al. 2006).  Furthermore, predictions about how they respond to future changes 
to the environment will be based on incomplete understanding of the species (Heikkinen 
et al. 2006). 
 The main goal of this research is to determine how the distributions of six 
migratory waterfowl species have changed from the 1950s to the 1990s.  This 
investigation includes where the species have adjusted in spatial location, and how they 
have changed in climate space.  In other words, even if the species have not changed the 




in its environmental characteristics.  The goal was accomplished by overcoming the data 
limitations previously mentioned.  The most difficult hurdle, obtaining dynamic wetland 
habitat data, was surmounted by utilizing depth to water table (DWT) data.  The DWT 
data is a model-derived data set that mechanistically determines the point where 
geological and hydrological fluxes balance (Fan et al. 2007; Fan and Miguez-Macho 
2010).  For species occurrence data, the USGS‘ banding bird laboratory (BBL) data was 
used, which is a long-term record of banding and subsequence band recovery locations 
(Buckley et al. 1998).   
 The presented research also includes three case studies, which explore the 
potential underlying drivers of change to the distributions.  The intent of these case 
studies is to provide more detail about these specific examples.  Moreover they are 
intended to show that how species respond to changed is not uniform, even between 
similar species.  The abiotic factors impacting species distributions are numerous, and the 
manners in which species respond are as abundant.  The case studies also illuminate that 
investigating the changes in species distributions over time is a hypothesis generator for 
future ecological research.  This avenue of research provides immediate insight into 
species responses to climate change, and also provides direction for future avenues of 
research. 
 The aim of this study is to determine changes in geographic and/or climate space 
of six migratory waterfowl species.  Three case studies are presented to illustrate 




move beyond the false assumption that species distributions are static in time, and that 





 Species Data 
 The USGS‘ Bird Banding Laboratory (BBL) data was the source of species 
occurrence data, which are data regarding the banding and subsequent recoveries of birds 
(Buckley et al. 1998).  The BBL data dates back to 1902, when founder, Paul Bartsch, 
developed a scientific method for banding birds, and initiated the project by banding over 
a hundred birds himself.  The American Bird Band Association began in 1909, and the 
banding effort has since increased exponentially.  There have been approximately 3.5 
million recoveries to date, and about 1.2 million birds are currently banded.  With over a 
hundred years of banding and recovery data and a considerable sample size, the BBL 
database was a logical choice for a study attempting to understand the changes in species 
distribution over time.   
 Six migratory waterfowl species were selected for this study: American black 
duck (Anas rubripes), blue-winged teal (Anas discors), Canada goose (Branta 
canadensis), mallard (Anas platyrhynchos), northern pintail (Anas acuta), and wood duck 
(Aix sponsa).  These six species were chosen due to their consistent sample sizes 
throughout the study periods.  Presence locations (specifically, BBL recovery locations) 
of the study species are reported according to a 10-minute (approximately 16km) grid of 
latitude and longitude.  The BBL 10-minute grid is sufficiently coarse enough to account 





 For the 1950s and 1990s study periods, distribution models were created for each 
portion of the study species‘ annual cycle: winter/breeding, spring migration, 
summer/non-breeding, and fall migration.  The timing of annual cycle was species 
specific, and created according to the methods described in Kreakie et al. (in review).     
 
 Environmental Data 
Four predictor variables were used to construct the species distribution models: 
temperature, precipitation, elevation, and depth to water (DWT).  All predictor variables 
were resampled to correspond with the BBL 10-minute grid for the entire spatial extent 
for this study, the contiguous United States.    Monthly temperature and precipitation, 
originally at 2.5-minute (4 km) resolution, were obtained from the Prism Climate Group 
(2004), and averaged over species specific season.  The 3-second (90 m) Shuttle Radar 
Topography Mission (SRTM) Elevation Data Set was used.  
The DWT data set, originally 270m resolution, is a model-derived proxy for 
wetland habitat.  The DWT data have been shown to have high correlation with field-
mapped wetlands (0.8469) (Fan and Miguez-Macho 2010), and a significant predictor 
variable of migratory waterfowl distributions (Kreakie, Fan, and Keitt in review).  The 
presently available DWT data set is a measure of the long-term stable location of the 
water table.  I used data 42 USGS‘ groundwater wells, which reported adequate sampling 
in both study periods, to determine the deviation of the water table from the average 





 Species Distribution Modeling and Statistical Analysis 
 The relationship between species occurrences and the environmental variables 
was modeled using MaxEnt (Phillips, Anderson, and Schapire 2006; Phillips and Dudík 
2008), which is a machine learning algorithm that utilizes maximum entropy theory.  
MaxEnt was selected over other methods due to the fact that it is a species distribution 
approach designed to handle presence-only data, which the BBL data are (Elith et al. 
2011).  The MaxEnt 3.3.2 software package was used, and set model parameters based on 
Phillips and Dudik (2008).  One hundred iterations for each model were run; in order to 
randomize the 70-30 training-test split and the background points‘ locations.   
 The model‘s performance was evaluated using the area under the receiver 
operating characteristic, known as AUC.  The AUC specifically measures the area under 
the curve plotting the true positive rate versus the false positive rate (Manel, Williams, 
and Ormerod 2001; Brotons et al. 2004).  AUC scores range from 0.5 (essentially 
random) to 1.0 (perfect fit), with 0.7 considered to be a sufficient predictor of real-world 
situations (Swets 1988).     
 A kappa statistic was calculated to determine the percent agreement between the 
1950s and 1990s outputs (for each species and season) (Bell and Fielding 1997).  While 
taking chance agreement into account, the kappa statistic essentially encapsulates all the 
information supplied in a confusion matrix of a presence/absence classification.  The 




calculated using the ―PresenceAbsence‖ package (Freeman 2007) in R (R Development 
Core Team 2011).  A kappa statistic greater than 0.75 is considered to be a good 
agreement between the two data sets, and below 0.4 is poor (Landis and Koch 1977). 
 In interest of brevity, only the fall spatial and climatic results are presented and 





 Number of presences used to build the species distribution models ranged from 25 
individual recoveries (1990s summer northern pintail) to 6,185 recoveries (1990s winter 
mallard) (Table 3).  Wood duck had, by far, the largest increases in sample size from the 
1950s to the 1990s, which range from 216% increase to 603%.  Five of the 48 models 
constructed for this study had AUC scores below the 0.7 threshold; four of the five were 
mallard and the other Canada goose, which are more habitat generalists than the other 
study species (Bellrose 1976; Bent 1987; Kaufman 1996). The best performing model 





Table 3: MaxEnt performance results for 1950s and 1990s species distribution models.   
Number of occurrences (n) for each species in all portions of the annual cycle is 
provided.  The AUC score, with its corresponding standard deviation in parentheses, are 
also present. 
 Fall 
 n 1950s n 1990s 
American Black Duck 1730 0.874 (0.0058) 921 0.904 (0.0068) 
Blue-Winged Teal 1462 0.841 (0.0096) 1421 0.807 (0.0102) 
Canada Goose 1236 0.791 (0.0114) 4816 0.794 (0.0054) 
Mallard 6544 0.662 (0.0065) 6172 0.678 (0.0065) 
Northern Pintail 751 0.878 (0.0127) 313 0.851 (0.0257) 
Wood Duck 875 0.884 (0.0078) 2769 0.817 (0.0062) 
     
 Winter 
 n 1950s n 1990s 
American Black Duck 1054 0.906 (0.0059) 871 0.916 (0.0062) 
Blue-Winged Teal 156 0.929 (0.0234) 296 0.950 (0.0103) 
Canada Goose 2304 0.710 (0.0111) 6057 0.695 (0.0065) 
Mallard 4706 0.681 (0.0077) 6185 0.678 (0.0066) 
Northern Pintail 2862 0.719 (0.0094) 1568 0.774 (0.0118) 
Wood Duck 528 0.920 (0.0081) 2755 0.842 (0.0056) 
     
 Spring 
 n 1950s n 1990s 
American Black Duck 152 0.965 (0.0108) 45 0.946 (0.0287) 
Blue-Winged Teal 70 0.827 (0.0396) 27 0.821 (0.0661) 
Canada Goose 142 0.768 (0.040) 1191 0.813 (0.011) 
Mallard 455 0.777 (0.022) 671 0.802 (0.0175) 
Northern Pintail 156 0.836 (0.0373) 45 0.896 (0.0461) 
Wood Duck 31 0.919 (0.0504) 218 0.882 (0.0197) 
     
 Summer 
 n 1950s n 1990s 
American Black Duck 71 0.958 (0.0131) 36 0.949 (0.031) 
Blue-Winged Teal 56 0.872 (0.0553) 32 0.816 (0.0868) 
Canada Goose 156 0.836 (0.0386) 1545 0.794 (0.0105) 
Mallard 373 0.814 (0.0235) 961 0.796 (0.0133) 
Northern Pintail 64 0.837 (0.0576) 25 0.837 (0.0761) 






 Kappa statistics ranged from 0.0867 for Canada goose in the summer to 0.841 for 
American black ducks in the spring (Table 4).  American black duck had the highest 
average kappa statistic across all season (i.e. least change between 1950s and 1990s 
across seasons) of 0.744.  Canada goose had the lowest kappa average (0.293) across all 
seasons. 
 
Table 4: Kappa statistics comparing all 1950s and 1990s distribution models.  
The corresponding standard deviation is in parentheses. 
 Fall Winter Spring Summer 
American Black Duck 0.790 (0.010) 0.736 (0.014) 0.841 (0.013) 0.607 (0.019) 
Blue-Winged Teal 0.399 (0.010) 0.798 (0.013) 0.614 (0.011) 0.373 (0.010) 
Canada Goose 0.375 (0.010) 0.150 (0.008) 0.562 (0.009) 0.0867 (0.008) 
Mallard 0.469 (0.010) 0.736 (0.008) 0.569 (0.019) 0.596 (0.010) 
Northern Pintail 0.731 (0.009) 0.554 (0.010) 0.435 (0.013) 0.450 (0.012) 
Wood Duck 0.598 (0.010) 0.489 (0.011) 0.100 (0.011) 0.462 (0.012) 
 
 
 Whereas Table 4 reports the absolute difference between predicted surfaces for 
the 1950s and the 1990s, Figure 7 illustrates where there were the largest increases or 
decreases in fall predicted probability of occurrence in the 1990s compared to the 1950s. 
Most strikingly, wood duck had the largest area of significantly increased predicted 
probability of occurrence for fall of the 1990s compared to fall of the 1950s.  Even with a 
vast area of increase, the wood duck had patchy decreases in predicted probability (e.g. in 
Texas along the Gulf of Mexico coast).  American black duck has the lowest total area 
with significant changes in predicted probability of occurrence.  Mallard and Canada 




and decreases in predicted probability; patchy decreases in the central portion of the 
United States and increases along the New England coastline through the Hudson River 
Valley.  Blue-winged Teal had large decrease in the north central United States, and large 





             
Figure 7: Maps of changes in fall 1990s predicted probability of occurrence relative to the fall 1950s 
predicted probability of occurrence.   
The dark gray polygons encircle 1990s optimal habitat; areas with 60% or greater predicted probability of 
occurrence.  The red illustrate areas that had a 25% or greater increase in predicted probability of 
occurrence in the 1990s compared to 1950s.  The orange area ranges from 10-25% increase in 1990s.  The 
dark green areas are where there was a 25% or greater decrease in predicted probability, and light green 




CASE STUDY ONE: POTENTIAL FALL PHENOLOGICAL SHIFT OF BLUE-WINGED TEAL 
 Based on the spatial changes in predicted probability of occurrence (Figure 7), it 
was hypothesized that in the 1990s blue-winged teal may be leaving the northern 
breeding grounds earlier in comparison to the 1950s.  The following case study is an 
attempt to explore this hypothesis further. 
 Case Study One: Methods 
 To determine if fall migration phenology had changed from the 1950s to the 
1990s, it was necessary to determine when birds in each study period were traveling the 
greatest directed velocity.  For this case study, I only used blue-winged teal that had been 
recovered within 30 days of being banded.  This ensured that confounding effects of 
inter-seasonal movement were avoided.  The great-circle distance (calculated using the 
―geosphere‖ package in R (Hijmans, Williams, and Vennes 2011) traveled for each 
within-30-days blue-wing teal was calculated.  This distance was divided by the total 
number of days between banding and recovery, which provided an approximation of the 
bird‘s velocity.  Finally, the average velocity by week for each study period was 
calculated.   
 I used nonmetric multidimensional scaling (NMS) to determine how the species 
presences changed in environmental space from the 1950s to the 1990s.  NMS is an 
ordination technique that iteratively fits the data into a best fit ordination space, which is 
constructed from the multivariate environmental data (Minchin 1987).  NMS uses a step-




are systematically moved around the ordination space until a minimum stress value, a 
measure of distance between the points in environmental and ordination space, is 
achieved.  NMS ordination was conducted in the ―vegan‖ in R (Dixon 2003, Oksanen et 
al. 2011). 
   
 Case Study One: Results 
 A total of 886 within-30-day blue-winged teal were used for the 1950s and 1241 
for the 1990s.  For the 1950s, the peak in fall velocity (i.e. the peak of the fall migration 
period) occurred in late October through the middle of November (Figure 8a).  This peak 
shifted to early-to-late September in the 1990s.  The beginning of the fall migration 
advanced approximately nine weeks in 1990s from the 1950s.  Recoveries of banded 
blue-winged teal were being collected throughout the fall migration period in both the 






Figure 8A:  Histogram of average weekly velocity.   
The blue bars indicated the average weekly velocity of blue-winged teal recapture within 
30-days of being banded for the 1990s, and red for the 1950s.  
Figure 8B: Histogram of blue-winged teal proportion of the recovered BBL bands. 





 In addition to exploring how blue-winged teal changed in spatial distributions, I 
examined how the MaxEnt models varied its predictions of probable occurrence relative 
to the environmental variables (Figure 9).  I focused on temperature and depth to water 
table, each of these two variables has the highest AUC scores of MaxEnt models built 
iteratively with singular predictor variables.  For 1950s fall, the temperature-only model 
has an AUC of 0.645 and the DWT-only model had an AUC of 0.689.  The 1990s fall 
was 0.624 for the temperature-only model, and 0.745 for the DWT-only model.  Even 
though the kappa statistic for the blue-winged teal fall is low (0.399) and the spatial 
location changes considerably (Figure 7), the overall response of the predicted probability 
of occurrence to temperature and DWT varies slightly between the two time periods 
(Figure 9).  The 1950s have a peak in predicted occurrence around 6°C, and slightly 
higher in the 1990s (approximately 7°C).  Blue-winged teal, in both study periods, have 







Figure 9: MaxEnt predicted probability response surfaces for fall blue-winged teal. 
The surface color ranges from yellow to red as it increases from low to high probability 
of occurrences.  The surfaces are interpolated from 1,000 random points across the study 
area, and fitted contours. 
 
  
Figure 10 depicts the results from the NMS ordination of the 1950s and the 1990s 
environmental data.  The lowest stress value fit, 8.327, with two dimensions was well 
within acceptable range of model performance (Clarke 1993).  The main result from this 
analysis is that the 1950s and 1990s points are completely intermixed along both of the 
NMS axes.  In other words, there is no clustering of 1950s and 1990s into separate 
regions of this multidimensional ordination space.  Based on these figures, it possible to 





Figure 10: Nonmetric Multidimensional Scaling (NMS) ordination plot of blue-winged 
teal fall environmental data.   





CASE STUDY TWO: LARGE SCALE RANGE EXPANSION OF WOOD DUCK 
 The large spatial changes in predicted probability of occurrence for wood duck in 
the fall from the 1950s to the 1990s are perhaps visually the most striking (Figure 7).  In 
fact, wood duck has large areas of increased predicted probability in all seasons (Figure 




statistic, which ranges from 0.598 in the fall to 0.100 in the spring.  During the gap 
between the study periods, wood ducks received increased protection from hunting 
pressure.  I suspect that the increased conservation of wood duck is responsible for 
increase in the sample sizes for each period (Table 3). It was hypothesized that perhaps 
these rebounding populations were increasing their geographical and climatic ranges. 
First, I wanted to rule out that the increase in spatial distribution is due to sampling effort 
between the 1950s and 1990s.  Then, I looked at the changes in predicted probability of 
occurrence relative to temperature and DWT. 
 
 Case Study Two: Methods 
 All 1950s BBL recovery locations were used to establish potential recapture 
locations during this decade.  It was determined how many 1990s wood duck recoveries 
occurred in areas that were active recovery sites in the 1950s.  If 1990s recoveries are 
predominantly located in areas where there was no recapture activity in the 1950s, then 
the argument could be made that the wood duck were present in these areas, but the areas 
were not being sampled.  If 1990s recoveries are situated in areas where there was 
recapture activity in the 1950s, then these locations would be pseudo-absences for wood 
duck.  Then it could be concluded that wood duck had increased its spatial distribution 





 Case Study Two: Results 
 Approximately 83% of the 1990s wood duck recoveries occurred in areas where 
1950s recapture activity was being done (Figure 11).  Therefore, it is reasonable to 
conclude that the 1990s wood duck were being found in areas that it had not been in the 
1950s.  The expansion in area of high predicted probability of occurrence in the 1990s 








              
 
Figure 11: Map of 1950s fall wood duck pseudo-absences. The surface is coded according to intensity of 1950s recovery 




 As with case study 1, the responses of predicted probability of occurrence to 
temperature and DWT were explored (Figure 12).  For both time periods, the areas of 
high probability of occurrence are centered on higher temperatures and low DWT.  The 
difference between the two decades is the lower predicted probability of occurrences.  
Wood duck has higher probability, even though slight, of occurring in areas with colder 




Figure 12: MaxEnt predicted probability response surfaces for fall wood duck. 





CASE STUDY THREE: SMALL SCALE RANGE CONTRACTION OF WOOD DUCK IN TEXAS 
 Even though wood duck had vast areas of increased predicted probability of 
occurrence in the 1990s compared to the 1950s, there were isolated pockets that had 
decreased predicted probability of occurrence (Figure 7).  For this case study, the area 
along the Texas Gulf coast is the focus.  This case study will attempt to address, when 
nearly all other portions of the United States had increase probability, why did this small 
portion of Texas have relatively large decreases in predicted probability.   
  
Case Study Three: Methods 
 To determine why this area behaved differently than the vast majority of the 
United States, the values of the environmental variables were compared.  Across the 
entire United States, approximately 1,500 randomly distributed points to determine the 
median and distributions of temperature, precipitation, and depth to water table were 
used.  Within the Texan focal area (approximately 13 counties), approximately 200 
random points were used.   
 
 Case Study Three: Results 
 For both the 1950s and the 1990s, Figure 13 illustrates the trends in temperature, 
precipitation, and DWT for entire United States and the area within Texas.  Texas‘ 




entire United States.  However, the temperature between the 1950s and 1990s remain 
fairly consistent.  The same is true of depth to water table.  The values for Texas are 
within the lowest quartile of the values for the entire United States, but not different 
between the study periods.  Precipitation for Texas is fairly comparable with the entire 
United States.  However, Texas precipitation in the 1990s is higher than it was in the 





                    
Figure 13: Box and whisker plots of temperature, precipitation, and DWT for fall wood duck.   
The red boxes are 1950s data and blue are 1990s.  The left two boxes for each variable are from 
entire United States study area, and the right two plots are from the area of decreased predicted 







 Research, which relies on species distribution modeling as an analysis tool, often 
makes the assumption that distributions are static in time.  Most commonly, research that 
attempts to make predictions about the future of species ranges has to assume that species 
range at the time of study is in equilibrium.  This assumption is often false, however 
generally necessary due to the data limitations required to make inferences about changes 
in distribution through time.  The goal of this research is to determine the relative 
stability through time of the spatial distributions for six migratory waterfowl species.  By 
knowing how species respond spatially to changes in climate, we gain key ecological 
insight and increase our ability to manage these species long-term into the future.  By 
using different species, we can compare how different species respond to varying 
environments.   
 Even though this research examines how species distributions change over time, it 
is not to be interpreted as an analysis of climate change impacts on species distributions.  
The study area is the contiguous United States, which does not encompass the entire 
range of the study species.  Therefore, it is not possible to know if the range boundaries 
are changing in a manner that would be predicted by climate change (i.e. advancing 
poleward) (Parmesan and Yohe 2003).  During the winter, the northern range boundary 
for some species is along the southern portion of the United States.  There is some 




B).  To say that this is signal of climate change is impossible based on the work presented 
here.  For one, this research only spans forty years, which is unlikely to be enough time to 
capture the response to anthropogenic climate change. 
 What this research clearly illustrates is that all species, even though very similar, 
respond uniquely to the changes in the environment.  In fact, they all respond differently 
from one another and differently between seasons.   All six of the study species are 
migratory waterfowl and share a lot of similarities.  The differences between them, 
however, are still vast.  Each species has an optimal temperature tolerance and ideal 
habitat within a specific depth to water table zone.  These physiological constraints are 
compounded by factors such as behavior, community dynamics, and human influences.  
It was attempted to explore some of the factors influencing the distribution changes 
through the use of the case studies.  The case studies are meant to give more awareness 
about the potential drivers influencing species distribution stability through time.   
 In the first case study, I further investigated the fall blue-winged teal pattern of 
change.  Fall of the 1990s, relative to fall of the 1950s, had large increase in predicted 
probability in the southern portion of the United States, and large decreases in the 
northern portions (Figure 7).  It was hypothesized that this change might be due to a shift 
to early fall migration.  In other words, in the 1990s more blue-winged teal were already 
in the winter ranges during this period classified as fall.  This is indeed what was found 
when comparing peaks in average fall velocity (Figure 8A).  At first, these results seem 




species are responding to warming trends, we would expect an advance spring migration 
and delayed fall migration (Schneider 1993; Peters and Lovejoy 1994).  However, blue-
winged teal is typically an early fall migrator; leaving for winter grounds as soon as their 
young have fledged (Bellrose 1976; Bent 1987).  The results lead to us to question if the 
young of blue-winged teal are maturing more rapidly in the 1990s relative to the 1950s.  
And if their young are maturing more rapidly, does this mean they are leaving their 
breeding grounds earlier for their preferred habitat in the south? 
 Case study 2 looks are the large scale pattern of increased predicted probability of 
occurrence from the 1950s to the 1990s for fall wood duck.  Actually, wood duck has 
large areas of increased probability for all portions of its annual cycle.  It was shown that 
this increase in area is real, and not due to increased spatial extent of sampling.  Also, it 
was illustrated how the predicted probability of occurrence is increasing into fringe 
environments.  In other words, wood duck is more likely to accept colder habitat in the 
1990s than it did in the 1950s.  Wood duck is an interesting conservation success story.  
Previously, this species was intensively hunted due to the beautiful plumage of the male.  
In response to declining population number, hunting limits for wood ducks were 
drastically reduced.  This rebounding population is one possible explanation for the large 
increase in BBL sample numbers from the 1950s to the 1990s.  It could also be the 
explanation for increases in spatial extent.  As populations increase in the core habitat 




possible that wood duck are more capable of surviving in this area due to human 
influences, such as bird feeders and altered landscapes. 
 Wood duck predicted probability of occurrence increased throughout the United 
States in the 1990s, but there were small areas of decreased probability.  Case study 3 
explored one of these small areas along the Gulf of Mexico coast in Texas. The 
environmental conditions in this area have not changed that drastically between the two 
time periods.  Precipitation did increase in the 1990s compared to the 1950s, but that is 
true for all of Texas.  What has changed dramatically in this region is the land use.  Two 
major dam projects were completed in this area between the two study periods.  The dam 
on Lake Corpus Christi was completed in 1958, and then in 1982 the Choke Canyon dam 
was completed.  Since wood duck prefer wooded wetland areas, these dam projects 
would have dramatically reduced its habitat.  There is, additionally, extensive rice 
farming in this region, which would mean riparian habitat conversion.  Despite the fact 
that the distribution modeling conducted for this research did not explicitly include land 
use change, it is possible to conclude that the impacts of the land use change in this 
region is still captured in my model.   
 Species distribution modeling has becoming a very important tool to look at how 
species will respond to future scenarios.  Before predictions about the future are made, it 
might first be necessary to look at how species have responded in the past.  All six study 
species varied drastically between each other and between seasons.  The case studies 




are countless not addressed here.  The next focus for this research area needs to be how 
do we take this information about past responses and apply it to making predictions about 
future responses.  For example, if a species has remained fixed in spatial distribution 
regardless of the climatic conditions, does this mean that it is unlikely to relocate in the 
future?  Clearly, perfect future predictions are impossible and not testable, but it may be 
possible to significantly improve those predictions.  After all, the best predictor of the 





Chapter Four: Predictive Migratory Movement Model illustrated 
through a Blue-Winged Teal (Anas discors) Case Study3 
 
ABSTRACT 
Historically, the migration of birds has been poorly understood in comparison to other 
portions of the annual cycle.  The main goal of this research is to present a novel 
approach, illustrated via a blue-winged teal (Anas discors) case study, to predict the 
movement of migratory birds.  The presented process incorporates not only constraints on 
habitat, but also approximates the likely bearing and distance traveled from a specific 
starting location.  The presented method allows for movement predictions to be made 
from under- or unsampled areas across large spatial scales.  The USGS‘ Bird Banding 
Laboratory database was used as the source of banding and recovery locations.  
Specifically, the recovery locations from banding sites with multiple within-30-day 
recoveries were used to build core maximum entropy models.  The ancillary variables are 
measures of not only the environment (temperature, precipitation, elevation, and depth to 
water table), but also bearing and distance.  The core models were used to project 
probability of movement from starting locations that did not have sufficient species data 
for independent predictions.  The final model for an unsampled area was based on an 
inverse-distance weighted averaged prediction from the three nearest core models.  To 
illustrate this approach, three unsampled locations to probabilistically predict where 
                                                 





migratory blue-wing teals would stopover were selected.  These three selected locations, 
despite having little or none blue-winged teal data, are assumed to have populations.  For 
the blue-winged teal case study, 104 suitable locations were identified to generate core 
models. These locations ranged from 20 to 228 within-30-day recoveries, and all core 
models had AUC scores greater than 0.80.  From the appropriate core models, three 
projected models (Ontario, Montana, and New York) were built.  It is concluded, based 
on model performance assessment, that this approach to predicting migratory movement 





Despite the vast amount of research conducted on birds, migration is poorly 
understood relative to the other portions of migratory birds‘ annual cycle (Bairlein 2008).  
In 1979, Gauthreaux called for a modern synthesis of bird migration, which without, he 
argued, we would be incapable of properly identifying and monitoring critical stopover 
habitat or assessing population dynamics of threatened and endangered species.  As our 
needs for understanding migration remain the same, or are perhaps even more critical, we 
still have yet to reach a full synthesis on bird migration (Hutto 1998; Hutto 2000).  The 
primary goal of this research is to present a method that will advance our ability to model 
the migratory movement of birds based on habitat requirements, directionality, and 
distance.  I hope that this method, in the future, will provide a means by which to explore 
connectivity between breeding and non-breeding habitat, to identify key stopover areas, 
and to forecast potential impacts of climate and land-use change on migration systems. 
The lag in knowledge gained regarding the migration of birds relative to breeding 
and wintering ecology is largely due to the intrinsic difficulties associated with studying 
migration.  Clearly there has been significant work in migration ecology in the last thirty 
years (for a review: Faaborg et al. 2010), and key advances are due to innovations in 
technology, i.e. radio/satellite telemetry, GPS, and isotope analysis.  However, modern 
technologies remain expensive, and thus greatly reduce the feasible sample size.  Some 
example studies using these methods include 12 geese (Fox, Glahder, and Walsh 2003) 




and 10 swans (Newman et al. 2009) fitted with GPS data loggers.  These technologies 
have provided valuable information about fine-scale movement of individual birds, but 
yet we lack the ability to precisely extrapolate this knowledge to an entire population or 
to individuals in different areas.   
In contrast to migration studies with small sample sizes, research has been 
conducted where comprehensive surveys count migratory birds at a key stopover 
location. Perhaps the best example of an area with nearly comprehensive migratory bird 
surveys is the Prairie Pothole Region (PPR) (Earnst 1994; Leon and Smith 1999; Naugle 
et al. 2001).  The PPR is critical habitat for waterfowl; millions of migratory birds use the 
PPR as stopover habitat, while other birds rely on it for nesting sites (Williams, Koneff, 
and Smith 1999).    To date, the PPR has lost an estimated 50-90% of its wetlands (Tiner 
1984; Dahl 1990; Dahl 2006).  Conservation of migratory waterfowl, which rely on this 
area, requires extensive knowledge about the ecology of the PPR.  However, it also 
requires an understanding of the entire migration process.  We need to know from where 
these birds are coming, where they are going, and what ranges in distance and direction 
they are capable of traveling (Erwin 2002). 
 Adding to the difficulty of studying migratory birds is that the traditional methods 
used to study animal movement have been developed, and perform best, for terrestrial 
animals.  For example, if researchers were interested in determining the most likely route 
for an animal to move from one location to another, they might consider using a least-




landscape between the source and destination, and finds the route where the animal will 
incur the least cost (e.g. calories burned, predator exposure, etc.).  Least cost path is a 
difficult method to apply to migratory birds, because they are not forced through 
unfavorable habitats; they may simply fly over or around undesirable areas.  The problem 
becomes how to predict bird movement when the methods developed for studying animal 
movement have a terrestrial bias.  
 Recently, there have been a few well-constructed attempts to spatially model 
migratory bird movement, specifically to determine their migratory pathway.  The 
Tankersley and Orvis (2003) study explored potential migration pathways of neotropical 
birds across the United States.  They determined location of optimal stopover habitat, 
defining habitat requirements from previous research, and then established connections of 
stopovers based on a fixed distance and bearing.  In 2008, Downs and Horner developed 
a network approach to investigate potential migration pathways, which attempts to find 
the optimal path (i.e. path with fewest stops) across the landscape.  The nodes in the 
network are all delineated freshwater wetlands in the study extent, and, as with the 2003 
study, the distance is predefined.    
My research advances upon the foundation of the above studies by predefining 
neither distance nor any other predictor variable.  This has significant advantages, since 
distance travelled by a bird will impact its habitat selection.  Research has shown that 
migratory birds are likely to continue flying in search of better habitat, or vice versa, 




2001).  By not fixing distance travelled, my model is more likely to capture some of this 
interplay between distance and habitat. 
To overcome many of the difficulties of studying the migration of birds and to 
advance the state of spatially modeling bird migration, I relied on the Bird Banding 
Laboratory (BBL) dataset.  Over the last 100-plus years, the BBL has gathered extensive 
data on banding birds (Gustafson and Hildenbrand 1999).  Migration research was a key 
focus of banders early in the history of banding birds.  Through time, this data has 
become a key data source in monitoring bird populations and determining appropriate 
hunting limits.  Since the BBL has a large sample size (over 3 million game bird bands 
recovered) and large spatial extent (United States, and, although less comprehensive, 
Mexico and Canada) (Buckley et al. 1998), I feel that this is an ideal data set to 
accomplish the goals of this work. 
The main goal of this research is to present a novel method, which will provide a 
means to predict migration movement of birds.   Predicted movement from one area to 
another is contingent on habitat selection criteria, and likely distance and bearing of 
travel.  This approach offers considerable benefits to the area of migration study.  The 
described approach allows for predictions to be made from any starting or stopover 
location.  This includes areas that might have little or no sample data.  Additionally, as 
habitat availability and climate changes, the proposed method will allow for predictions 






The main goal of this research is to develop a method by which to predict 
movement of a migratory bird from a source location to its next migration stopover (or to, 
perhaps, its final destination).  This endeavor, essentially, has two main lines of analysis.  
The first is creating models to determine the predicted probabilities of movement from 
source areas that have been thoroughly sampled. These models will be referred to as the 
core models for the entire process.  The second, and the real obstacle for this area of 
research, is predicting movement to a destination from source areas where there has been 
inadequate levels of sampling to reasonably predict migration movement.  To accomplish 
my goal, the models developed for well sampled areas (core models) were used to predict 
for less-than-ideally-sampled areas (undersampled point prediction).    
 
Development of Core Models from Well-Sampled Areas 
As previously stated, the BBL database was used as the source of biological data.  
The BBL is a long-term data set, started in 1902, which records the banding location of a 
bird and all its subsequent recoveries (Gustafson and Hildenbrand 1999).  Nearly all bird 
species in North America have been banded during the course of the BBL history.  To 
illustrate the approach of this study, blue-wing teal (Anas discors) fall migration was used 
as the test case, although my method is applicable to any migratory bird with adequate 
recapture data.  Blue-wing teal was selected based on its relative high levels and 




Initially, the BBL data was filtered to include only birds that were recovered within 
30 days of being banded.  For the remaining portion of this text, ―recovery‖ will 
reference only to individuals recaptured within 30 days of being banding.  Selecting these 
recoveries was necessary to increase the likelihood that the individuals‘ travel was not 
confounded by multi-season or foraging movement (Kölzsch and Blasius 2008).  
Additionally, only birds that moved from their original location were included.  This 
avoided including birds that may not have begun their migration.  Since all incidents are 
recorded to a 10-minute (approximately 16km) grid, how many recoveries each grid cell 
had was calculated.  All grid cells that have above 20 recoveries were considered 
appropriate locations to build core models.   
The ancillary variables used to model the destination probability from the selected 
source location are temperature, precipitation, elevation, depth to water table (DWT), 
distance, and direction.  All variables were resampled to the BBL‘s 10-minute grid 
spanning the extent of the contiguous United States, Mexico and Canada.  At 30-second 
resolution (1km), the average temperature and precipitation from WorldClim was utilized 
(Cameron et al. 2005).   The 3-second (90m) Shuttle Radar Topography Mission (SRTM) 
Elevation Data Set was used for elevation (Homer et al. 2004).  The DWT data layer is a 
simulated data set that reliably predicts the location of natural wetlands by finding the 
long-term stable solution of the balance between the climate driven fluxes (precipitation 




movement) (Fan et al. 2007).  The DWT has been shown to be an accurate predictor 
variable for migratory waterfowl habitat (Kreakie, Fan, and Keitt in review).  
The above ancillary variables remained constant in all the models, whereas distance 
and bearing varied according to source location.  Distance and bearing were both 
calculated in R (R Development Core Team 2011) using the ―geosphere‖ package 
(Hijmans et al. 2010).  To determine the distribution of distance traveled from a specific 
source location, great-circle distance was calculated between the source location and all 
potential destination cells (i.e. to all other 10-minute grid cells in the study area).  This 
process was repeated for direction, but to calculate the bearing between source point and 
all potential destination cells.  These two variables were created for each prediction made 
from a single source location. 
The probability of migration to a destination location was modeled using a maximum 
entropy algorithm executed in MaxEnt version 3.3.2 (Dudik et al. 2004; Phillips et al. 
2006).  MaxEnt is typically used in ecology for creating species distribution models, and 
the desired results are not exceedingly different from that of a species distribution model.  
Instead of creating predictions based only on the distribution of habitat measures, my 
approach includes consideration of the distance and direction of appropriate habitat.  In 
essence, MaxEnt ―estimate(s) the target distribution by finding the distribution of 
maximum entropy (i.e., that is closest to uniform) subject to the constraint that the 
expected value of each feature under this estimated distribution matches its empirical 




approaches due to several of its attributes.  It requires presence-only data, therefore it is 
not necessary to have known absences or create artificial absences (Elith et al. 2006).  
MaxEnt has been shown to model accurately despite varying sample sizes (Wisz et al. 
2008).  Even though the BBL is a large data set, it was subsetted substantially to obtain 
desired data sets.   
 
Development of Undersampled Point Prediction and the Final Prediction 
To predict movement from an area that does not have adequate recovery numbers for 
independent modeling, I relied on projections from core models created in the previously 
described approach (Figure 14).  For undersampled locations, the nearest, in geographical 
space, core model was located.  This nearest core model was used to project predictions 
for the undersampled point.   The undersampled point predictions were created by 
retaining all the environmental independent variables, except the distance and direction 
were changed to correspond to the new source location.  This process was repeated a total 
of three times with predictions made from the three closest core model locations.  The 
three predictions were then averaged together weighted by the inverse distance to the 









Figure 14: Graphical representation of the approach to predict movement from an 
undersampled point.   
Part A: The point denoted with a red star is a hypothetical location where there is either 
no banding data or the available data is insufficient to create a core model.  Part B: This 
portion is repeated three times; once for each of the closest three banding location with 
sufficient recoveries.  Inset 2 depicts the location of the banding site (purple star) with 
multiple within-30-day recoveries (small red circles).  The recoveries are used as the 
dependent variables with the independent variables (inset 3) to create a MaxEnt model of 
predicted movement (inset 4).  With the ancillary variables (inset 5) recalculated for the 
undersampled point, the core model (used to create predictions in inset 4) is used to 
project the probabilities for the undersampled point (inset 6).  Part C: The predictions 
from the first closest core model (inset 6) and the two next closest core models (inset 7 
and 8) are averaged together weighted by the inverse distance to undersampled point.  








Assessment of Model Performance 
The MaxEnt model for each of the core source locations was created by using 
only the within-30-day recovery locations as the dependent variable.  Only the recoveries 
were used because we want to know where a bird is likely to migrate if it were to start at 
the source location.  The recoveries were split into 70 percent training data and 30 
percent test data, and the split was randomized ten times. A total of 10,000 background 
points, which were also randomized ten times, were used to produce the receiver 
operating characteristic (ROC) plot and calculate the area under the curve (AUC) score.  
The AUC score was used to determine acceptability of a model and to compare different 
models.  Models with AUC scores over 0.7 are considered useful in predicting real world 
situations (Swets 1988). 
As previously stated, the final prediction for an unsampled area is based on the 
average predictions of the three nearest core model locations.  The decision to use three 
models was determined by comparing the performance of increasing numbers of core 
model projections averaged together to the predictions for a point with adequate within-
30-day sample data.  For clarification, first I selected a core model location and model 
movement predictions for this point (from now on referred to as the test location). Then I 
selected the next core model that was spatially the closest to the test location and 
projected movement predicted for the test location.  The test location predictions and the 
projected predictions from the next closest core model were compared using a Kappa 




of 1.0 is prefect agreement and 0 is no agreement (Landis and Koch 1977; Bell and 
Fielding 1997).  Kappa statistic indicates how closely the forecasted predictions are to the 
prediction from actual data. This process was repeated by creating projected predictions 
from the next closest core model for the test location.   
 The above process for assessing the modeling methods for unsampled locations is 
not ideal, yet it is presently the only method available.  Ideally, one would prefer to 
completely independent data to test the method, but this data is lacking.  Therefore, I was 
required to use model prediction from the test location as comparison data set.  Since I 
was required to compare model output to model output, this should be taken into account 
was reviewing the conclusions.  However, the AUC scores of the core models were all 
well above the threshold of acceptable, and should be considered good points of 
reference. At least until independent movement data is available to validate the full 






There were 104 locations that had over 20 within-30-day recoveries specifically 
for the case study on fall migration of the blue-winged teal.  The number of recoveries for 
each core model location ranged from 20 to 228.  Models preformed nearly equally 
regardless of number of recovery locations.  The model with 228 recovery points had an 
AUC of 0.983, and the model with 21 recovery points, the least, had an AUC of 0.965 
(Figure D1-A).  Additionally, both the bearing and distance predictor variables 
significantly contributed to the AUC scores of the core model (Figure D1-B:C). 
As a means of assessment for undersampled area predictions, I compared the 
outputs from a test location that had adequate sampling and then used my method to 
create projections for this area as if it did not have any sample data.  The test location is 
in Thunder Bay, Ontario, Canada (48.42,-89.25), and had a total of 44 blue-winged teal 
birds recovered within 30 days of banding. The MaxEnt model was constructed with 44 
recovery locations and had an AUC score of 0.962.  All 103 other core model locations 
were used to project predictions for this test location.  Kappa statistics, which describe 
the accuracy of the core model projected predictions to the predictions from actual data, 
ranged from 0 to 0.7978 (Figure 15A).  Generally, the core models closest to the test 
location performed best.  I tested the agreement between increasing numbers of core 
model projected predictions averaged together weighted by inversed distance to the test 





Figure 15: Line graphs of method assessment.   
Figure 15A: Kappa statistic comparing the test location prediction to predictions made for 
the test location from the other 103 core model locations.  The 103 core models are 
arranged with increasing geographical distance from the test location.  Figure 15B: 
Kappa statistic comparing the test location to increasing numbers of averaged predictions 




Figure 16A maps the predictions for the test location based on actual within-30-
day recovery data from this point.  Figure 16B used the three closest core model 
locations: (1) eastern Montana, USA (48.48, -95.92) with 30 recovery locations, (2) 
Upper Peninsula, Michigan, USA (46.25, -85.92) with 30 locations, and (3) eastern 






Figure 16: Maps of predictive blue-winged teal movement from Ontario, Canada 
(48.42,-89.25), which is marked with the red dot in each map.  
Figure 16A is the predictive movement surface created with 44 within-30-day recovery 
locations.  Figure 16B is the probability surface created using the method introduced in 
this text; essentially treating this point as if it had no survey data.  Core models from the 
three location marked with blue dots were used to project for the point of interest in 




 Additionally, I examined the predicted probability of occurrence for 
recovery points used to create the MaxEnt surface in Figure 16A (Figure 17).  For the 
same recovery point locations, the values of predicted probability of occurrence were 
then compared to the values of projected predicted probability in Figure 16B.  This 
provides us with a way to compare the predicted probability of occurrence for actual data 
points between the two methods presented in this research.  We can see that the method 
that relies on averaging the three closest core models closely mirrors the model 
predictions created with actual recovery data.  The projected predicted probability is 
however less than the predicted values from actual data, which is what we would 
anticipate.  The method used to create predictions for location that lack sample data 
closely mirrors the predictions made by the model created with actual data, but is 




       
Figure 17: Line graphs of predicted probability of occurrence for recovery points.   
The blue line represents the sorted values of predicted probability from the model created with actual date 
(Figure 16A).  The red line represents the sorted value of predicted probability averaged from the three 
projected models for the test point (Figure 16B). 
 
 
My method was then applied to three locations with no recovery data, and where 
it was considered highly likely to be blue-wing teal habitat (Kreakie, Fan, and Keitt in 
review).  The first location was immediately south of Winnipeg in Manitoba (49.31, -
97.34) (Figure 18A).  This location‘s predictions are focused in the Mississippi flyway 
and have an upper probability of predicted occurrence around 0.72.  The second model 
was built for a location in eastern Montana (48.37, -105.86) in the Prairie Pothole Region 




predicted a main corridor of migration through the Great Plains and eventually merging 
into the Mississippi flyway.  The final location is in the Ha-De-Ron-Dah Wilderness Area 
in the New York Adirondacks (43.76, -75.21) (Figure 18C).  This projection depicts less 
distance traveled and is concentrated in the Adirondacks and along the Atlantic Flyway.  






              
Figure 18: Maps of predictive blue-wing teal movement from three different source 
locations.   
Figure 18A has a start location (purple dot) in Manitoba, Canada. Figure 18B is in 





 The intent of this project is to present a novel method of predicting migratory bird 
movement and to explore its validity and outputs with a blue-winged teal case study.  The 
inclusion of habitat measures, distance, and bearing make it possible to create 
probabilistic predictions based on the ecology, physiology, and behavior of a species.  
Each species is ecologically constrained by its suitable stopover habitat.  Determining 
species distributions is, perhaps, the traditional manner in which MaxEnt is used in 
ecology; it defines the probability distribution of environmental variables.  Beyond 
habitat needs of a species, there are physiological considerations that influence the 
optimal distance flown by birds between stopover locations (Weber et al. 1999).  Clearly, 
migration has a predefined final destination, and this behavioral factor is accounted for by 
the inclusion of bearing. 
 Conceivably the largest contribution of this approach is the inclusion of both 
distance and habitat in determining the predicted movement.  Given that migration is 
extremely costly to the animal in terms of resources and mortality, optimal migration 
theory illustrates that birds should attempt to accomplish migration with the minimal 
number of stopovers (Desholm 2003; Fujita et al. 2004).  Since migration has a high 
caloric demand, physiology prevents individuals from making the journey in one step.  
This means that birds should attempt to maximize the distance they fly between stopovers 
while attempting to select optimal habitat for refueling and predator-avoidance.  Stopover 




While flying past optimal habitat to maximize the distance between stopovers, the bird 
risks not finding suitable habitat before resources are depleted.  The interaction between 
maximizing distance and optimal habitat selection during migration is directly 
incorporated in this method.   
 This method is fundamentally comprised of two main parts: (1) 
construction of the core models for banding sites that have adequate within-30-day 
recoveries and (2) using the core models to project probabilities for sites that lack 
sampling. Model assessment of each of these parts entails different approaches.  Core 
model assessment relied on the use of AUC scores (Figure D1).  Each core model 
performed very well, and can be interpreted as a reliable prediction of real-world events 
(Swets 1988).  It was demonstrated that the addition of bearing and distance added to the 
accuracy of the predictions.  Based on these results, it can be concluded that this 
approach for modeling migration movement from locations with numerous within-30-day 
recoveries is well founded.   However, there are a great number of locations without the 
data necessary to directly predict movement, and must rely on the second part of my 
method. 
The assessment of the predictions for undersampled location is not as forthright as 
the core model validation procedure.  To illustrate the validation of undersampled 
location predictions, the predictions made from a core model as test data set were used.  
Then various projected predictions were created for the test location, and compared to the 




procedure.  In Figure 15A, kappa statistics compare all core models projected predictions 
to the actual data predictions for the test location.  Clearly, as the distance from the test 
location increase the kappa statistic decreases.  For this point, projected predictions‘ 
accuracy decrease as distance between the core model location and projection point 
location increases.  Instead of relying on a single projected prediction, I tested the validity 
of using multiple projected predictions for the final prediction.  This agreement between 
the actual data predictions and averaged projected predictions spikes at three.  These 
results show that the closest core models have the highest accuracy, and that three 
predictions averaged together is the strongest. 
Although the predictions are not identical, and we have no way to know which is 
superior, they do share some key similarities.  The areas in each map that have high 
predicted probability of being stopover habitat for this source location have the same 
spatial extent.  This includes the complexity of the shape to the high probability area.  For 
example, both results include areas around the Hudson Bay and up into the St. Lawrence 
River. 
 Even though the predictions are all made for the same species, this method makes 
it possible to examine regional differences in migrations routes due to the inclusion of 
distance and bearing in modeling (Figure 18).  The maps for Manitoba (Figure 18A) and 
Montana (Figure 18B) depict similar predictions along the Central and Mississippi 
Flyways.  However, those individuals leaving from Montana have a more diffuse 




due to the relative proximity to this area compared to the source location in Manitoba.  
The source location in New York (Figure 18C) is even further east, and nearly 
completely abandons the Mississippi Flyway in favor of the Atlantic.  The ability to 
predict regional movement of migratory birds will be critical for their long-term 
conservation (Haig, Mehlman, and Oring 1998). 
 I relied heavily on the BBL data to implement this method.  The BBL data has 
many attributes that contribute to usefulness in migration study: for example, the large 
spatial extent of banding sites, the near global recording of recoveries, and the long time 
span of the study.  Nonetheless, there are data considerations that should be kept in mind 
while interpreting the output.  Since the occurrence of banding sites that have sufficient 
within-30-day points to build a core is rare, they are not evenly distributed across the 
landscape.  If the three core models used to create the averaged prediction for a site are 
all exceedingly distant from the prediction site, the results should be carefully reviewed.  
It is likely that the habitat selection would not change for migrating birds within a 
species.  Although clearly the average distance and bearing traveled would vary 
regionally for migrating birds.   
 The need for increased understanding about migration is no less important than in 
1979 when Gauthreaux called for a modern synthesis of bird migration.  The field has 
advanced in the last 30 years, but not sufficiently to address his original concerns and 
definitely not enough to help mediate modern concerns.  The method outlined in this text 




identify key stopover locations.  Stopover habitat is of critical importance to migratory 
birds (Alerstam et al. 1990; Alerstam and Hedenström 1998; McWilliams et al. 2004).  It 
has been estimated that some individuals spend as much of 90% of their migration 
actually resting and refueling in stopovers (Schaub et al. 2001).  Typically, these habitats 
are wetlands, which are extremely sensitive landscape features (Fretwell et al. 1996).  
Wetlands are exposed to multiple anthropogenic pressures; such as water divergence, 
land use change, sedimentation/erosion, and rapid climate change.  It is critical to 
understand how birds use these habitats as they move between their breeding and 











                          
Figure A1: Plot of variable importance measure from Random Forest.  
Variable importance is measured in mean decrease in accuracy, which is the decrease in accuracy of a 
classification after the variable has been randomly permuted.  A higher mean decrease in accuracy means 
the variable contributes more to the accuracy of the classification.  The abbreviations are as follows: abd 
(American black duck), bwt (blue-winged teal), cg (Canada goose), mal (mallard), np (northern pintail), wd 
(wood duck), temp (temperature), ppt (precipitation), elev (elevation), dwt (depth to water table), and pw 





Figure A2: Maps of predicted probability of occurrence for all study species‘ fall habitat.  
Predictions were created using MaxEnt with 100% of known presence locations to increase accuracy of the 
visual representation.  Temperature, precipitation, elevation, and water table depth were the predicted 







Figure A3: Maps of predicted probability of occurrence for all study species‘ spring habitat.  






Figure A4: Maps of predicted probability of occurrence for all study species‘ summer habitat.  







Figure A5: Plot of the relationship between the log transformed water table depth (m) and predicted 
probability of occurrence for each study species in fall.  
The plots were constructed by selecting 1,000 random points from the predicted probability of occurrence 
surface.  The red curve is a smoothing spline fit to the mean of the data points, and meant to illustrate the 





Figure A6: Plot of the relationship between the log transformed water table depth (m) and predicted 
probability of occurrence for each study species in spring.  






Figure A7: Plot of the relationship between the log transformed water table depth (m) and predicted 
probability of occurrence for each study species in summer. 










Figure B1: Maps of changes in winter 1990s predicted probability of occurrence relative 





Figure B2: Maps of changes in spring 1990s predicted probability of occurrence relative 





Figure B3: Maps of changes in summer1990s predicted probability of occurrence 









 Species distribution models are frequently used to predict how species will 
respond to future climate changes (Midgley et al. 2002; Travis 2003; Lawler et al. 2006).  
Distribution models are constructed based on the relationship between known present 
locations of a species and the environmental conditions.   The forecasted impact of 
climate change on species distributions are typically derived based on the assumption that 
the species are in equilibrium (Guisan and Zimmermann 2000).  In other words, the 
assumption is that the species exists presently in its optimal habitat and is not adapting or 
really capable of adapting.  To eliminate some of the uncertainty created by this 
assumption, a validation step is needed (Hijmans and Graham 2006; Botkin et al. 2007).  
The following work is an attempt to incorporate a validation step into the process of 
predicting species responses to climate change.  However instead of predicting the 
impacts of future climate change, the 1990s distribution model of the six study species to 
the 1950s environment were backcasted.   
 For the 1950s and the 1990s, models for each study species in each season were 
created.  This was according to the exact methods and data described in Chapter Three.  
The MaxEnt models used to create the 1990s probability surfaces were used to project 
probability surfaces according to the 1950s environmental data; again doing this for each 
study species and season.  The 1950s projected surfaces essentially illustrate where the 
species would likely be present if it selected habitat according to the manner in which it 
did in the 1990s.  The projected 1950s surfaces were compared spatially and statistically 





Table C1: Kappa statistics comparing predicted probability of occurrence from actual 
1950s species data to projected probability of occurrence from the 1990s model.  
The corresponding standard deviation is in parentheses. 
 
 
Fall Winter Spring Summer 
American Black Duck 0.770 (0.010) 0.687 (0.015) 0.835 (0.013) 0.646 (0.018) 
Blue-Winged Teal 0.406 (0.009) 0.691 (0.017) 0.624 (0.011) 0.402 (0.010) 
Canada Goose 0.228 (0.010) 0.154 (0.008) 0.536 (0.009) 0.085 (0.008) 
Mallard 0.478 (0.009) 0.753 (0.008) 0.600 (0.009) 0.586 (0.010) 
Northern Pintail 0.745 (0.009) 0.537 (0.010) 0.469 (0.012) 0.504 (0.011) 







Figure C1: Map of the difference between projected results for the fall 1950s and results from actual fall 
1950s data predictions.   
The projected results were based on MaxEnt models created with 1990s occurrence data, and then 
forecasted according to 1950s environmental data.  The predicted probability for the 1950s were based on 
MaxEnt models creates with 1950s occurrence data.  The red areas illustrate areas that were over-predicted 





Figure C2: Map of the difference between projected results for the winter 1950s and 
results from actual winter 1950s data predictions.   





Figure C3: Map of the difference between projected results for the spring 1950s and 
results from actual spring 1950s data predictions.   





Figure C4: Map of the difference between projected results for the summer 1950s and 
results from actual summer 1950s data predictions.   











Figure D1: Scatterplots of core model AUC scores.   
Figure D1-A: AUC scores for each of the 104 core models for the fall blue-winged teal 
case study.  Figure D1-B: The difference in AUC scores for core models built without the 
bearing variable compared to AUC scores of the full model.  Figure D1-C: The difference 
in AUC scores for core models built without the distance variable compared to AUC 







    
Figure D2: Map of within-10-day recovered blue-winged teal. 
The purple points illustrate the recovery locations of blue-winged teal individuals that were recovered within 10 days of being banded.  The blue lines 
illustrate the shortest Euclidean distance path between the banding and recovery location.  The intent of this figure is (1) to demonstrate that there are 





Figure D3: Map illustrating the measurement of distance and bearing from a point. 
Figure D3-A: Map illustrating how great circle distance is measured across the study area from a given 
point (here depicted with a purple star).  The measurements for distance would be the great circle distance a 
within-30-recoveried point is from a location of a core model.  Figure D3-B: Map illustrating how bearing 





10-Minute Grid: Spatial grid that the USGS Patuxent Wildlife Research Center Bird 
Banding Laboratory uses to report banding and recovery locations. This grid is 
approximately a 16km resolution. 
American Black Duck (Anas rubripes): Large dabbling duck of Northeast America 
(The Cornell Lab of Ornithology 2011).  Found almost exclusively along the east 
coast of the United States, but individuals have been found as far as France.  
American black duck is one of the six study species selected for this research. 
Area under the Curve (AUC): Measure of the area under a receiver operating 
characteristic (ROC) curve.  This measure provides insight into the performance 
of a model.  An AUC score of 0.5 would be equivalent to random, while an AUC 
of 1.0 would be a model that is a perfect predictor.  For this research, an AUC of 
0.7 was the threshold for a model to be considered acceptable. 
Banding (or Band): Refers to the point in time where the individual bird was captured 
and given its identifying band.  Banding would also be synonymous with marking 
in reference to mark-recapture studies.  For this research specifically, only 
banding events recorded by the North American Bird Banding Program were 
used.   
Bird Banding Laboratory (BBL): Part of the North American Bird Banding Program 
along with Canada Wildlife Service.  The BBL is within the USGS Patuxent 
Wildlife Research Center, and is responsible for maintaining banding-recovery 
records as well as organizing the work of approximately 6,100 banders in the 
United States and Canada. 
Blue-Winged Teal (Anas discors): One of the smaller species of dabbling ducks.  Blue-
winged teal is found year-round throughout North America and in South America 
during the winter season.  Blue-winged teal is one of the six study species 
selected for this research. 
Canada Goose (Branta canadensis): The largest of the study species, and the only goose 
species selected for this research.  Canada goose can be found throughout the 
United States and Canada and are frequently considered a nuisance species. 
 
Core Models: Used to refer to the movement models in chapter four that were created 
with multiple within-30-day recoveries. These core models are then used to 





Depth to Water Table (DWT): Wetland proxy data set, which is a simulated long-term 
measure of the point either at or below the surface where climate and 
geological/topographic water fluxes balance. 
 
Generalized Linear Model (GLM): Used to relate species occurrence data to 
independent environmental data.  GLMs are based on linear regressions created 
by using a link function.  Specifically for this research, GLMs were fit using a 
binomial distribution and logistic link. 
 
Great Circle Distance:  Measure of the distance between any two points along the 
surface of a sphere.    
 
Kappa Statistic: Measures the agreement between two data sets.  For example, this 
research used kappa statistics to measure the agreement between model 
projections for bird distributions of the 1950s and 1990s.  While taking chance 
agreement into account, the kappa statistic encapsulates all the information 
supplied in a confusion matrix of a classification. A kappa statistic of 1.0 would 
be perfect agreement between the two data sets. 
Mallard (Anas platyrhynchos): Large dabbling duck that can be found throughout North 
America and Eurasia.  Mallard is beginning to out compete several other species, 
including blue-winged teal.  Mallard is one of the six study species selected for 
this research. 
Maximum Entropy (MaxEnt): Method of species distribution modeling which attempts 
to find the target distribution that is closest to uniform and constrained only by the 
empirical averages of the independent data.  MaxEnt approach to distribution 
modeling does not require absences or pseudo-absences; therefore it is well-suited 
for presence-only data like the BBL database. 
Nonmetric Multidimensional Scaling (NMS):  An ordination technique that iteratively 
fits the data into a best fit ordination space, which is constructed from the 
multivariate environmental data.  NMS uses a step-down procedure to find the 
most appropriate ordination dimensionality.  The data points are systematically 
moved around the ordination space until a minimum stress value, a measure of 
distance between the points in environmental and ordination space, is achieved. 
Northern Pintail (Anas acuta): Medium sized duck that feeds on insects, grain, and 
other plants.  Northern pintail is a common species in North and Central America.  
Northern pintail is one of the six study species selected for this research. 




Predicted Probability of Occurrence: The chance the species is likely to occur in any 
given cell in the study area based on the distribution model.  In this case, all 
predictions are based on models that were created from actual independent data. 
 
Projected Probability of Occurrence: The chance the species is likely to occur in any 
given cell in the study area based on a distribution model.  In this case, the 
projected predictions are based on a model created with different independent 
data.  The assumption is that the probability distribution of species occurrence is 
unchanged to the new environmental conditions. 
 
Pseudo-Absence: The selection of background points to serve as assumed absences for a 
species.  The creation of pseudo-absences is necessary when a distribution 
modeling method requires information about the non-habitat area and known 
absences of the species are not available. 
 
Random Forest: Method of species distribution modeling.  This method creates multiple 
classification trees of habitat and non-habitat.  Each tree is grown with a certain 
percentage of the data, and OOB data are used to measure the accuracy.   
Receiver Operating Characteristic Curve (ROC): Plot of the true positive rate 
(sensitivity) against the false positive rate (1-specificity).  This plot is used to 
calculate the AUC score of a model‘s performance. 
Recovery: Refers to every time a banded bird is recorded after the initial banding.  For 
the BBL data, often, but not always, this is usually a recovery event by a hunter.  
Recovery events are synonymous with recaptures. 
Species Distribution Modeling: Methods used to predict the entire spatial distribution of 
species.  These techniques are often employed since it is often impossible to have 
complete knowledge of a species location.  These techniques are also used to 
make predictions about how a species may respond to changes in the 
environment. 
Species Specific Annual Cycle: Timing of annual events (i.e. fall migration, winter/non-
breeding, spring migration, summer/breeding) specifically for each of the study 
species. 
Wood Duck (Aix sponsa): Cavity-nesting dabbling duck.  Wood duck can be found 
year-round in the southeastern portion of the United States.  This is the only study 
species with bottomland forests/swamps as habitat. 
Within-30-Day Recovery: Recovery of banded birds that fall within 30 days of the 




when the study species had the greatest directed velocity; essentially to determine 
migration periods.  
 
Table E1: List of commonly used abbreviations 
Study Species       
abd American black duck Anas rubripes 
bwt blue-winged teal Anas discors 
cg  Canada goose Branta canadensis 
mal Mallard Anas platyrhynchos 
np northern pintail Anas acuta 
wd wood duck Aix sponsa 
            
AUC Area under the Curve 
  BBL Bird Banding Laboratory 
  DWT Depth to Water Table 
  Elev Elevation   
GLM Generalized Linear Model 
  GPS Global Positioning System 
  MaxEnt Maximum Entropy 
  NLCD National Land Cover Database 
  NMS Nonmetric Multidimensional Scaling 
 OOB Out-Of-Bag 
  PPR Prairie Pothole Region 
  PPT Precipitation   
PW Percent Wetland   
ROC Receiver Operating Characteristic 
 SRTM Shuttle Radar Topography Mission 
 Temp Temperature  
USA United States of America  
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