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ABSTRACT
In order to synthesize new images from a specific class, most generative models like Gen-
erative Adversarial Nets (GANs) require a large amount of data from this class. In other
words, modern generative models often lack the ability to create new samples belonging to
an unseen class from which they have observed only one instance. In this thesis, we pro-
pose a model that can generalize a single instance from an unseen class and create a whole
data distribution of the class by learning how data from other classes vary within their own
distributions, and transferring this information to the new class. We show that the new
samples generated by our model not only preserve the essential visual features for them to
be recognized as in the same class that the source instance is from, but also exhibit variety.
Experiments on the MNIST dataset show that after hiding away one class of digits and
training only on the data of the remaining nine classes, our model can successfully generate
new images of the hidden class with controllable features, given just a single image from
that class.
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The ability to generalize is one of the key strengths of human intelligence. When children
are taught to recognize a new letter with a picture, they can generalize the shape of this
letter to a reasonable range of styles, so that the next time it appears they will still be
able to recognize it, even though the letter may become more tilted to the right, thicker
or taller. This is because they have seen similar transformations applied to other letters
while their identities remain unchanged. Meanwhile they do not generalize so much so that
when they see a flipped version of the letter they know it is no longer the same, because
such transformation was unseen before for other letters. In other words, when learning a
new concept with a single example, humans can generalize the information contained in this
example by carefully transferring the changing pattern of relevant concepts that are already
learned with sufficient examples. Such an ability has enabled us to be much more efficient
learners.
However, even though in recent years deep learning has proved to be successful and even
outperformed human beings in certain tasks such as face recognition [1], most models rely
heavily on the amount of data available for training. For example, Deep Convolutional
Neural Networks (CNN) [2] can easily handle the image classification tasks on datasets such
as MNIST [3] and CIFAR-100 [4], however thousands of images have to be learned for each
class, and such models do not generalize well when given only one instance for a new class.
The same problem is shared by generative networks. Generative Adversarial Nets (GANs)
[5] have been hot research topics since 2014 for their powerful ability to generate new and
realistic images that have not been seen before. However for every class they want to generate
new images from, they also require training on abundant images from the same class. The
ability to create images of cats with different poses, having seen only one image of a cat is
beyond their scope. Such an ability is apparently very useful as an improvement for machine
learning models but at the same time very challenging to obtain.
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1.2 THE OBJECTIVE OF OUR MODEL
The model we propose in this thesis aims to solve the above-mentioned problem by imi-
tating humans’ ability to generalize a concept learned with only one example, using existing
knowledge of relevant concepts. Given N classes of data, our model hides away one class
and trains on the remaining N − 1 classes to learn their intrinsic pattern of variation within
each class. Then it will apply such pattern of variation to an instance from the hidden class
(the source instance), and by applying different levels of variation it will generate different
samples, while preserving the essential visual features of the source instance such that the
newly generated samples will still be perceived as belonging to the hidden class.
1.3 DESIGN PHILOSOPHY
A model that can achieve the above-mentioned objective can be simplified as shown in
Figure 1.1.
Figure 1.1: A simplified representation of the proposed model
As an example, consider a model designed for the MNIST dataset. During training, it
has only seen classes of digits from 0 to 8, and the class of digit 9 has been hidden. During
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testing, this model will be given Image A, an image of digit 9 , along with a Style Vector, a
vector which encodes some style information, and the Model is expected to generate Image
A’, a new image of digit 9 which exhibits style features encoded in the Style Vector. As
the Style Vector changes, the output Image A’ should also be changed to exhibit different
styles. However, it should always retain some essential visual features of digit 9 so that it
can be recognized by people as an image of digit 9.
To achieve the above functionality, there are at least two challenges need to be conquered
which are listed as follows.
1. During training, after passing an image and a Style Vector to the model, we do not
have another image from our dataset to regularize what our output should be, since
the MNIST dataset itself is unlabeled and images in each class are randomly ordered.
For example, suppose that we define the Style Vector to encode the level of thickness
of the digit stroke. After passing an image of digit 7 to the model and a Style Vector
representing ”increase thickness by 0.3”, there may not be an image in our dataset
which is an exact match of what we want to see as the result so that it can be used as
the target to minimize a reconstruction error for calculating gradients of the network’s
parameters. Even if there happens to exist such an image in the dataset or a most
similar one, we have no straightforward way to find it.
2. Assume that our model has been well trained on the training data, and is able to
transform images of each digit in the training set freely with different styles. There is
still no guarantee that our model can work well given an image from the hidden class.
The model may become very biased to the training set and may be only able to output
samples drawn from the training data distributions. In other words, if images of digit
9 were hidden during training and one instance of digit 9 is passed to the model for
testing, the model may still generate images which are from digits 0 to 8 because it
has never learned to generate images of digit 9.
This is actually part of the nature of many modern generative models. They hide the
knowledge of how to generate images for certain classes in the network parameters, so
that given very little information, like random noise, they can generate very realistic
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outputs, because almost all the information needed are already learned by network
and the input is just for tuning the results. However in our case this behavior will
make the network only able to generate images for classes it has seen during training.
Even though we pass in the source image as one of the inputs and want it to perform
transformation based on that image, it does not have to do so. It can simply use the
image as the information of which class it is currently looking at and memorize what
the results should look like for this class given different Style Vectors.
To conquer the first challenge, one plausible method is, during each iteration, to use a
pair of images to obtained a vector which encodes the ”style change needed to transform
one image of the pair to the other”. However during our experiments we found that with
this method the model does not learn the vector as an encoding of ”style change”. In fact,
it will simply become an encoding of the target image. So the model can even ignore the
input image and just generate the output using the Style Vector. In this way it can never
generate correct results for a new instance from an unseen class. Instead, we devised an
unsupervised learning method to first give the training data proper style labels using a Style
Encoder. This method and the Style Encoder will be explained in more detail in Chapter 4.
To conquer the second challenge, instead of giving our model the ability to generate new
images, we determined that it is more important for us to give it the ability to perform
transformations. For example for the MNIST dataset, we hope that our model can generate
general transformations that can be applied to any class of handwritten digits instead of
generating specific transformations for each class in the training set. To achieve that, we must
isolate the generation of the transformations from other information of any training images
so that the transformations generated by our model will not be biased to just the training set.
To this end, we propose the Style Transformer which takes only the Style Vectors mentioned
above as the input to generate transformations. Since it is hard to apply transformations
directly to images, we trained an independent Autoencoder [6] so that the Style Transformer
can work directly on the compressed encodings of images. The Autoencoder and Style
Transformer will also be introduced in more detail in Chapter 4.
In short, our model has three major components listed as follows.
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1. An Autoencoder which transforms images into compressed encoding vectors for the
convenience and independence of the Style Transformer.
2. A Style Encoder used to label the training data’s style features.
3. A Style Transformer to create general transformations for style changes.
1.4 ORGANIZATION
The rest of this thesis is organized as follows. Chapter 2 gives a survey of related works.
Chapter 3 defines the notions used in our model and shows the workflow of the testing
procedure. Chapter 4 describes the detailed implementations and training methods for each
component of our model. Chapter 5 presents the results we obtain on the MNIST dataset
and evaluates our network design. Chapter 6 concludes this thesis.
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CHAPTER 2: RELATED WORKS
In this chapter, we introduce research works that are relevant to our problem or provide
insights to our design.
2.1 GANS
Generative Adversarial Nets (GANs) [5] are generative models that can learn the intrinsic
distribution pdata of the training data and generate synthesized output images which follow
the learned distribution. In GANs, the generator G takes a randomly sampled noise z from
a distribution pz as the input and outputs an image x. The discriminator D will judge
whether the outputs from G looks like real images from pdata or synthesized images. When
D is trained well enough to distinguish the images synthesized by G from the true data
distribution pdata, D will be fixed and G is trained to beat D by generating more realistic
images that D cannot discriminate. By alternatively training D and G, the generator gains
the ability to create high quality synthesized images. In other words, a min-max game is





V (G,D) = Ex∼pdata(x)[logD(x)] + Ez∼pz(z)[log(1−D(G(z)))] (2.1)
However in our scenario where we want to eventually generate images from a hidden class
that is not accessible during training, we do not have the real data for the discriminator so it
can not provide guidance for the generator about what kind of adjustments to make in order
to generate realistic images for the hidden class. If we simply train a GAN on the training
data, it will only be able to generate images from classes it had seen during training.
2.2 CONDITIONAL GANS
Conditional Generative Adversarial Nets (CGANs) [7] are extensions to the original GANs.
In conditional GANs, instead of generating images that follow a single distribution, images
that belong to multiple classes can be synthesized as the networks also take class labels as
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the input, in addition to the randomly sampled noises. The min-max game on the value





V (G,D) = Ex∼pdata(x)[logD(x|y)] + Ez∼pz(z)[log(1−D(G(z|y)))] (2.2)
Here y represents the class label which is usually a one-hot vector. With proper labeling,
CGANs can be very powerful and versatile. For example, assume that the training data
are faces of men and women. Apart from the ability to generate men’s faces and women’s
faces separately, if the images are labeled with different emotions, it can be used to generate
smiling faces, sad faces and so on. This provides us with a useful insight as labeling can
greatly facilitate the training of generative models.
But in our case, CGANs share the same problem as GANs, in that they both need data for
the class of images that they want to learn and generate from. On the other hand, CGANs’
advantage of taking labels into consideration to produce better results, cannot directly be
applied to the MNIST dataset which is unlabeled.
2.3 CYCLEGANS
Cycle-Consistent Adversarial Networks (CycleGANs) [8] are designed for style transfer
between different classes. Given unlabeled and unpaired images from two classes A and B
with Style A and Style B respectively, a CycleGAN is able to transform one image from
class A into another image which exhibits Style B while visual features that are irrelevant to
styles remain unchanged, and vice versa. For example given a photo of a building taken in
the summer, if the CycleGAN is trained on photos taken in the summer and in the winter, it
should be able to transform the photo of the building into another photo, in which everything
should be the same except that now it looks like the a photo taken in the winter. On the
other hand it should be able to perform a reversed operation to transform photos taken in
the winter to photos taken in the summer and thus form a ”Cycle”. To make sure that the
transformed image’s content is consistent with its source image, it transforms the output back
to the original style again and minimize the reconstruction loss with the source image. In
this case, if the transformation is not consistent, for example if certain details of the source
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image are lost in the transformed image, the transformed image will not contain enough
information to reconstruct that detail when transforming back to the original style. In this
way, unnecessary transformation can be avoided and the model becomes ”Cycle-Consistent”.
However in our scenario we have way more than two styles to convert and it is impossible
to create a CycleGAN that converts every pair of possible styles. Nor do we have labeled data
to do that. However it provides us with an important insight which is that reconstruction
loss can be very useful as a guidance in training generative models for style transfer.
2.4 PAIREDCYCLEGANS
PairedCycleGANs [9] are specifically designed for applying and removing makeup using
an asymmetric style transfer approach. They are more powerful and more flexible than
CycleGANs. For example in CycleGANs, one image in domain A has a fixed mapping in the
other domain B. In the scenario of applying and removing makeup, CycleGANs can only
either apply a general ”make-you-look-good” makeup to a no-makeup face or remove makeup
from a face, after training on two classes of photos, one containing faces with makeup and
the other containing faces with no makeup. However, PairedCycleGANs allow using photos
of faces with makeup as references to guide the process of applying makeup to a no-makeup
face. A PairedCycleGAN is able to extract the makeup style information from the reference
image, and apply that to the no-makeup face.
With PairedCycleGANs, a no-makeup face can have multiple mappings in the domain of
faces with makeup, depending on the makeup style extracted from the reference image. Such
an ability is very similar to our goal of imposing different styles to an instance and the use
of images as references to guide the generation of different results is very enlightening for
designing our model. However to apply makeup to no-makeup faces, PairedCycleGANs must
be trained on both faces with and without makeup, which is different from our objective to
apply styles to classes unseen during training.
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2.5 INFOGANS
In regular GANs, the input z is simply drawn from some random distribution as noise,
which has no clear relation to the generated output and cannot be used as a description of
the output’s style, which makes it hard to control the output’s characteristics. For example
a GAN trained on the MNIST dataset can easily generate new images of every digit, however
you cannot directly ask it to generate a digit tilted to the right with thin stroke. Information
Maximizing Generative Adversarial Nets (InfoGANs) [10] provide a solution to the above-
mentioned problem by introducing c, a variable which is specifically meant to carry style
information, in addition to the noise z as the input. To make sure that c controls the style





VI(G,D) = V (G,D)− λI(c;G(z, c)) (2.3)
Here λI(c;G(z, c)) represents the mutual information between c and the generator output
G(z, c). In order to the measure the mutual information term, the InfoGAN adds another
network Q which takes x = G(z, c) as the input and outputs Q(c|x). With the introduction





VInfoGAN(G,D,Q) = V (G,D)− λLI(G,Q) (2.4)
In this way, the output of G becomes controllable via tuning c. Their experiments on
the MNIST dataset show that c can successfully control the rotation and stroke width of
generated digits. It gives us an implication of how to capture the style information from
unlabeled dataset in an unsupervised method, and shows the possibility to generate outputs
with exact style features that we want. It turns out to be highly related to the Style Encoder
in our model which we will introduce in Chapter 4.
2.6 STYLEGANS
StyleGANs [11] are capable of doing fine-grained style transfer for images of human faces.
They are adapted from ProGANs [12], which can generate high resolution synthesized images
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by having the results gradually evolve from low resolution to high resolution. The authors of
StyleGANs observe from ProGANs that images at different resolution levels can be used to
provide facial features of different detail levels. StyleGANs are able to capture and control
coarse styles like pose and face shape in low resolution and finer styles like eye shape and
hairstyle in higher resolution. In this way, StyleGANs can perform high quality style transfer
such that the results look very realistic and can be hardly distinguishable from real images.
The idea of progressive style transfer can be very useful in terms of improving the quality
of generated results. However StyleGANs treat the training data as belonging to one same
class (a general class of human faces) with multiple style features. They may not be directly
applicable in our scenario where we want to transfer styles in the training classes to an
unseen class that has major difference from the training data.
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CHAPTER 3: THE ZERO-SHOT STYLE TRANSFER NETWORK
In this chapter we introduce the Zero-Shot Style Transfer Network, which is able to gen-
erate new images for an unseen class using a single instance, by transferring styles learned
from training data. We first introduce the notions used to describe our model. Then we
show the testing workflow to give the readers a high-level overview of how our model works,
followed by detailed descriptions of the implementations and training methods for the net-
work’s components.
3.1 DEFINITIONS
We define the variable names and notions used in our model as follows.
• Style Vector : A vector that encodes the style of an image, generated by the Style
Encoder network.
• Image Encoding Vector : A vector which is a compressed representation of an image,
generated by the Image Encoder part of the Autoencoder.
• Transformation Vector : A vector which can be added to an Image Encoding Vector
to get another Image Encoding Vector with different styles, generated by the Style
Transformer.
• Class Vector : A one-hot vector representing the class that an image belongs to.
• Autoencoder : A two-part network which can transform an image into an Image Encod-
ing Vector with its Image Encoder part, and can transform an Image Encoding Vector
to a reconstructed image with its Image Decoder part.
• Style Encoder : A two-part network which can transform an image into a Style Vector
with its Style Encoder part, and can transform a Style Vector plus a Class Vector into
an image with its Style Decoder part.
• Style Transformer : A network which takes two Style Vectors, one as the source style,
the other as the target style, and generate a Transformation Vector.
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3.2 GENERAL STRUCTURE AND TESTING WORKFLOW
Figure 3.1: Workflow of generating an image for an unseen class with a different style
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As shown in Figure 3.1, Image A is the only source image from the unseen class, and Style
B represents the style we want to impose on the final output A’. It is important to know
how we obtain Style B and what kind of styles it can express, but we will discuss about that
later and for now we just assume it encodes certain style features.
Image A will be passed to the Image Encoder to generate Encoding A, and to the Style
Encoder to generate Style A. Then Style A and Style B will be passed to the Style Trans-
former to generate a Encoding Transformation which can transform Encoding A to Encoding
A’ through a simple addition. Finally, Encoding A’ will be pass to the Image Decoder to
reconstruct Image A’ as the output. We expect that Image A’ should be perceived by people
as belonging to the class which Image A is from, but with a different style represented by
Style B.
Notice that, unlike many other existing generative networks, our model is not jointly
trained as shown in the workflow. It is apparent that we are unable to do so since we only
have one source instance of ImageA, and we do not have access to any other images from
the unseen class in order to calculate a reconstruction error which provide guidance for how
to perform gradient descent to update the parameters in each components. It is certainly
possible to train the model jointly with just the images in the training set. However such
training will result in a model that is very biased and will only be able to work on the classes
used in training. Given a new image from an unseen class, it either produces a image of the
most similar class in the training data, or produces a mess unexplainable and dissimilar to
the input instance.
Another critical problem here is that, even for the training classes which we have full access
to, how can we know what the expected output should look like and even if we do, it may not
even exist in the training dataset. We solve this problem by training a Style Encoder that
is not only able to label training data with style features, but can also reconstruct images
from such style features plus class labels so that we can have an accurate target against
which we can use the output to compute the reconstruction error. The Style Encoder is
trained independently and before the training of the Style Transformer, because the Style
Transformer requires labeled data to train.
The Autoencoder is also trained independently so that it takes care of the tasks of com-
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pressing the images into succinct encodings and reconstructing such encodings back to im-
ages. There are two benefits of doing so. First, the Style Transformer only needs generate the
Encoding Transformation from Style Vectors and require less parameters which accelerates
the training for itself. Second, the Style Encoder can be isolated from directly processing the
input images which can make the generation of transformations less biased to the training
data. On the other hand it is also important to isolate the Image Decoder from the Style
Transformer so that the model cannot simply output an encoding which contains direct
information of what the output image should look like (we hope that the transformations
are only about how to transform according to the style changes needed). So the workflow
shown in Figure 3.1 is only for the final testing stage, while all three major components
of the network, the Autoencoder, the Style Encoder and the Style Transformer, are trained
independently and the first two are trained before the last.
By passing different Style Bs coupled with the same Image A to the model, different
Image A’ s can be produced and the testitng results on the MNIST dataset are presented in
Chapter 5.
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CHAPTER 4: IMPLEMENTATION AND TRAINING METHOD
In this section we introduce the implementation details of each component of our network
and their training methods. The input images are assumed to be of size 28 ∗ 28 when
visualizing the network layers.
4.1 THE AUTOENCODER
Figure 4.1: Workflow of the Autoencoder
The general workflow of the Autoencoder is shown in Figure 4.1 and the detailed imple-
mentation is shown in Figure 4.2. The Autoencoder takes an input Image A, compresses it
into Encoding A with 4 convolutional layers. Then it decodes Encoding A with 4 transposed
convolutional layers and outputs Image A’. The L1 Loss between Image A and Image A’ is
minimized to train the Autoencoder.
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Figure 4.2: Implementation of the Autoencoder
4.2 THE STYLE ENCODER
Figure 4.3: Workflow of the Style Encoder
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As shown in Figure 4.3, the Style Encoder takes an input Image A. Then it encodes it
into a vector Style A and reconstructs the Image A’ using both Style A and Class A. Figure
4.4 shows the detailed implementation of the Style Encoder. The input Image A first goes
through 4 convolutional layers to obtain a 2 ∗ 2 ∗ 32 volume. After that, it does a 2 by 2
max pooling to obtain an encoding of length 32, which is then transformed into Style A by
a fully connected linear layer. Style A is concatenated with Class A to generate another
1 ∗ 1 ∗ 32 encoding. After a scale = 2 up-sampling operation, it goes through 4 transposed
convolutional layers to generate the output Image A’.
Figure 4.4: Implementation of the Style Encoder
4.3 THE STYLE TRANSFORMER
Before training the Style Transformer, the Autoencoder and the Style Encoder need to be
trained already and their parameters will be frozen during the training of Style Transformer
to prevent the Style Transformer from being adapted to only the training data, and also to
prevent the generated Encoding Transformation to be just another image encoding which
can lower the training loss but make the testing fail. Figure 4.5 shows the workflow for
training the Style Transformer. Different colors of red and blue are used in the figure just
in order to avoid confusion about the crossed lines. Two images will be used as the inputs
in the training process. Image A serves as the base image on which we will impose a Style
Transformation. Image B comes from the same class that Image A is from and provides
the target style we want the transformed Image A to possess. Image A is passed to the
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Figure 4.5: Workflow of the Style Transformer
Image Encoder to produce Encoding A and to the Style Encoder to produce Style A. Image
B is similarly passed to the Image Encoder to get Encoding B and to the Style Encoder to
generate Style B. Then Style A is passed to the Style Transformation as the source style and
Style B is passed in too as the target style. As shown in Figure 4.6, the Style Transformer
will concatenate the two Style Vectors and then generate an intermediate encoding vector of
length 16 through a fully connected linear layer. After another fully connected linear layer,
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an Encoding Transformation of lenght 32 will be generated as the output, which encodes
the transformation that should be imposed to Encoding A to produce the output Encoding
A’, which can be decoded by the Autoencoder to produce the final reconstructed image.
Since the Autoencoder has been trained and its parameters have been frozen before training
the Style Transformer, our discussion here only needs to include up to the generation of
Encoding A’.
Figure 4.6: Implementation of the Style Transformer
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CHAPTER 5: EXPERIMENT RESULTS AND MODEL EVALUATION
In this chapter, we present the experiment results on the MNIST dataset and provide an
evaluation on the results as well as a discussion on the design choices we made in building
the network. The length of the Style Vector is set to be 2.
5.1 EXPERIMENTS ON THE MNIST DATASET
We implemented our model in PyTorch [13] and each set of experiment was conducted
following the procedure of:
• Hide one class and let the remaining nine classes be the training set.
• Train an Autoencoder on the training set.
• Train a Style Encoder on the training set.
• Train a Style Transformer on the training set, using the Autoencoder and the Style
Encoder to provide its input.
• Pick one instance from the hidden class as the only source image. Sample Style Vectors
from the range [−1, 1]2 to generate results according to the workflow shown in Figure
3.1.
Ten sets of experiments were conducted and each hid away one of the ten digits in the
MNIST dataset. In addition, we added 2 tests on an image of the letter A to see if our
model generalizes well in a different but similar data space.
Figure 5.1: Source images used for generating the results
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Each image in Figure 5.1 was used to generate one group of results shown in Figure 5.2
and Figure 5.3 using a corresponding set of Autoencoder, Style Encoder and Style Trans-
former. The last two images in Figure 5.1 are two identical image of the letter A, but their
corresponding generative models are different. For the first A, digit 2 was hidden during
training and for the second A, digit 1 was hidden during training.
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Figure 5.2: Results generated for digits 0-5
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Figure 5.3: Results generated for digits 6-9 and letter A
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5.2 EVALUATION OF THE RESULTS
From results in Figure 5.2 and Figure 5.3 we can see that the newly generated images
from classes unseen during training exhibit the following characteristics:
• Most of them preserve the essential visual features of the source image used to produce
them. This allow them to be perceived by people as belonging to the class that the
source image is from.
• They present a good level of variety. In general the distribution of the newly generated
samples match the distributions we have observed in Figure 5.4, for example following
the pattern of changing from slanted to upright or from narrow to wide.
• The model is generalizable to general characters other than digits. For example when
tested on an image of the letter A, the results are still satisfactory, even though the
model has never seen any images of alphabets during training.
• The quality of the results varies among different classes. For example the new samples
for digit 9 seem to be constructed better than the new samples of 8, by effectively
occupying a larger portion of the Style Vector space. There are two possible reasons
behind this phenomenon. First, it may be related to different levels of difficulty to
reconstruct new sample for each digits. For example digit 8 may have a more complex
structure than digit 9 and as a result it is harder to be transformed well. Second, since
each group of images are generated after training on different training data (by hiding
away a different class), it may affect the model’s ability to perform transformation.
For example, by changing the hidden class, the model generates two different groups
of results for letter A. It appears that keeping digit 1 in the training data gives the
model a better ability to transform the shape of letter A.
It is worth noticing that our model is not specifically handcrafted to work on 2D written
characters while achieving the above results. Both feature capturing and transformation are
done in a fully unsupervised manner and thus we believe that by proper adjustments to our
network, for example increasing the number of neural layers or the Style Vector ’s length, it
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has the potential to work under a more complex context. For example by reading an image
of a cat, our network may be able to generate the images of cats in different poses, skin
colors and other features given that it has been trained on images of dogs, pigs and tigers.
However in this example having seen images of ships or planes may not be very helpful and
in fact may even make the results generated for cats worse, because these classes may poss
style changing patterns that are too different from cats.
5.3 MODEL DESIGN EVALUATION
In this section we provide a discussion on the design choices we made on each component
of the network to explain why the proposed model can successfully achieve the zero-shot
style transfer task.
5.3.1 The Autoencoder
We choose to train a pure Autoencoder in the most straightforward way because through
experiments, we found that an Autoencoder trained in this simple method produces Image
Encoding Vectors just as the compressed information of images. The images from the hidden
class can also be reconstructed as well as the training images. On the other hand, if we
use an Encoder trained for more specific tasks, for example assume that we first train a
classification network on digits 0-8 and then take its feature encoding part as our Image
Encoder, the Image Decoder trained afterwards cannot reconstruct the images of digit 9
very well.
5.3.2 The Style Encoder
We found that the Style Encoder not only reconstructs the training images reasonably well,
but more importantly, the Style Vector it produces can encode common style information
that applies to all classes. Figure 5.4 is created as a visualization of the distributions of
digits 0-8 in the Style Vector space, by sampling from the range [−1, 1]2 for Style Vectors
and use different Class Vectors to reconstruct images from different classes. In each section
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of a digit, the images are aligned according to their Style Vector ’s value. Since the Style
Vector is in the range of [−1, 1]2, the images are aligned so that the first value of the Style
Vector increases from left to right, and the second value of the Style Vector increases from
top to bottom. The 9 visualizations for the training digits 0-8 are put together so that we
can better compare the patterns of each class.
Figure 5.4: Visualization of training data distribution in the style vector space
We can observe from Figure 5.4 that, the bottom-left images in each section seem to
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have the most narrow and slanted styles. As images go from left to right, they appear to
be more and more upright, and as images go from bottom to top, most of them seem to
become wider. This is exactly what we are looking for, the common patterns that apply to
most digits. Given a single instance from a new class and without prior knowledge about
its possible variation of different styles, the best we can do is to assume that it inherits the
common pattern of variation which can be observed in other digits. Each class of digits
may have its own distinctive styles which may not appear in other digits. For example
some people may write an additional line in the middle of the digit 7, however since this is
some kind of unusual style change and does not exist in other digits, imposing such style
on the unseen class may result in outputs outside of the true distribution of that class. By
restricting the length of the Style Vector, we can control its ability to express style changes
such that we do not capture unusual styles into the Style Vector space. And by training the
Style Encoder jointly with all training classes, it enables us to capture the most common
patterns of style changes that possibly apply to all hand-written digits, which will eventually
allow us to generate more reasonable outputs for the unseen class.
Another crucial benefit we get from the Style Encoder is that, we now have the ability to
label our dataset. MNIST is an unlabeled dataset and the difficulty to train on an unlabeled
dataset is way more than that for the training on a labeled dataset. With the guidance of
Style Vectors as labels, we can now have a very clear idea of what the output should look
like when we are given an input and a vector which represent the change of style we want
to impose on the input, and all we need to do is simply minimize the L1 reconstruction
loss between the output and the image that we draw from the Style Vector space which has
exactly the same Style Vector and class label that we want. It is also more flexible for us
since now we have a powerful generative model, we can not only use the original training
data for our Style Transformer, but also are we now able to draw from the Style Vector space
and use the generated images as our augmented training data.
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5.3.3 The Style Transformer
The structure of the Style Transformer is a result of careful consideration and evaluation.
Some key design decisions are listed as follows.
• We preserved both Style A and Style B before passing them to the Style Transformer,
instead of creating a new vector of V = Style B - Style A and use it to represent
the change of style. This is because the tendency of style change is not all the same
everywhere in the Style Vector space. Even though the Style Vector has a length of
2, it does not mean that it only encodes 2 kinds of style changes. In fact, there are
no limits on the possible style changes that can be expressed in the Style Vector space
and also how they are located. A same changing direction may result in different style
changes depending on the origin of the changing direction. Also, as can be observed
from Figure 5.4, not all the digits can fully utilize the Style Vector space. For example,
the upper left region for digits other than 0 appear to be pretty messy. It is possible
that there are few or no instances of these digits that possess the style encoded in that
region. So combining Style A and Style B into a single directional vector may result in
inability to converge or inaccurate results, because the target sample we assume and
use for the minimization of reconstruction error may be incorrect in the first place.
• We isolated Encoding A from the generation of Encoding Transformation. This is
because we want to force the network to really learn a way of transformation that is
independent of the input image. In our earlier implementations, we do incorporate
Encoding A to generate Encoding Transformation. As a result, the training error
is indeed lower and the images from the training data can be well transformed into
different styles. However, as long as we test such a model with an instance from an
unseen class, it either generates messy results or something that is more similar to the
classes from the training data. This is because once the Style Transformer has access
to the encodings of training data during generation of the Encoding Transformations,
what it actually does is to generate Encoding Transformations that are specific to the
training data classes. Our speculation is that it tries to internally create a classification
network first to distinguish the input Encoding Vector into different classes. And then
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it generates a Encoding Transformation that is specific to this class, based on Style A
and Style B. This allows it to create class-specific transformations and thus is more
biased towards the training data. But our goal is to create new data for classes hidden
from the training process. When an instance from an unseen class is fed to the Style
Transformer, the internal classification network generates either weak signals and thus
produces messy results in the end because the input coming from an unseen class is
poorly recognized, or it may assign it to a most similar class in the training dataset
and then produces results that are actually meant for that class. In either case the
generated new instances will not inherit the essential features of their true class where
the input instance is from. By isolating Encoding A from the generation of Encoding
Transformation, the Style Transformer cannot ”cheat” by just memorizing the styles
of each training classes. It is forced to learn the ability to create a transformation that
applies to all classes in the training data and thus there is a higher possibility that
such transformation will also work for the hidden class.
• We choose to obtain Encoding A’ by using a simple addition to combine Encoding A
and Encoding Transformation. This may seem to be random at a first glance. A more
plausible choice of implementation is to concatenate the Encoding Transformation and
Encoding A together and obtain the result after a few neural network layers. In this case
the Encoding Transformation does not to be limited to having the same length as the
Image Encoding Vector. However this falls into the same trap mentioned the previous
point. The network can again be very biased to the training data and the actual testing
results can suffer. Using a simple addition maximally reduces the dependence of the
Encoding Transformer on the training data and makes it more generalized, and the
results are indeed much better.
This is interesting because in such a scenario a very simple setup outperforms the
complex and usually more powerful model. It again shows that our task is very different
from what the traditional generative models try to solve. To generate transformations
that can be used on instances from unseen classes, we have to be very careful and
prevent our model from being only applicable to the training data.
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These decisions have enabled us to successfully train a Style Transformer that only re-
quires source and target Style Vectors as inputs to generate transformations that are entirely
independent of the input image. Such a behavior is actually similar to what humans do.
When we are told to perform a rotation to the right by 45 degrees to an image, we have a
approximate idea of how to do it regardless of what the image is, whether it is an image of
a digit or an image of a dog. The Style Transformer only needs to figure out how different
transformations are generally performed in the Image Encoding space according to the in-
put Style Vectors, regardless of the details of the input image. As a result it learns how to
generate a Encoding Transformation which when added to the original Image Encoding can




In this thesis, we presented a generative model that can automatically capture the style
changing pattern in the training data and transfer that to an instance from an unseen class
to generate a distribution of new data which preserves the essential visual characteristics of
the unseen class and exhibits enough variety so that datasets with very few instances can
be largely enriched. We conducted experiments on the MNIST dataset by hiding one class
during training and trained only on the remaining nine classes, and successfully generated
new images using a single instance from the hidden class. The results have a high variety
while being able to be perceived as coming from the hidden class. In the future we plan to
generalize our work to more complex datasets like CIFAR-100 and we are optimistic about
the potential of this model.
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