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We discuss data ﬁltering prior to image reconstruction. For this kind of ﬁltering, the radial direction of the sinogram is routinely
employed. Recently, we have introduced an alternative approach to sinogram data processing, exploiting the angular information
in a novel way. This new stackgram representation can be regarded as an intermediate form of the sinogram and image domains.
In this experimental study, we compare the radial sinogram and angular stackgram ﬁltering methods using physical SPECT phan-
toms. Our study is carried out by employing simple linear and nonlinear ﬁlters with ten diﬀerent Gaussian kernels, in order to
provide a comparable investigation. According to our results, angular stackgram ﬁltering with the nonlinear ﬁlters provides the
best resolution-noise tradeoﬀ of the compared methods. Besides, stackgram ﬁltering with these ﬁlters seems to preserve the res-
olution in an exceptional way. Visually, noise in the reconstructed images after stackgram ﬁltering appears more “powdery” in
comparison with radial sinogram ﬁltering.
Copyright © 2007 A. P. Happonen and M. O. Koskinen. This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.
1. INTRODUCTION
In single photon emission computed tomography (SPECT),
acquired planar projection images or scintigram data can be
arranged as sinograms. A SPECT sinogram consists of ra-
dial intensity proﬁles of the tracer distribution in the body
or object as a function of the projection angle. Images re-
constructed from the acquired sinogram data represent two-
dimensional (2D) transaxial slices of the three-dimensional
(3D) radioactive distribution in the object. Since the im-
age reconstruction process is an ill-posed problem, inherent
noise in the projection data resulting from the random na-
ture of radioactivity tends to degrade the quality of the re-
constructed images. Numerous diﬀerent methods for SPECT
data ﬁltering have been reported to alleviate the problem.
Statistical image reconstruction, such as the maximum-
likelihood expectation-maximization (MLEM) algorithm
[1],utilizingtheprobabilitydistributionofthedetectedpho-
ton counts, provides a sophisticated way to deal with the
noiseproblem.InMLEMreconstruction,however,noiseand
edge artifacts become visible after a large number of itera-
tions. To avoid these unwanted artifacts, regularization
methods such as early-stopping [2] or late stopping followed
by postﬁltering [3] are often used in practice. In the early-
stopping method, the iterations are stopped before the full
convergence in order to avoid “over ﬁtting.” This introduces
nonuniform resolution and contrast into the image. A large
number of iterations followed by postﬁltering is another reg-
ularization approach. After the late-stopping reconstruction,
a proper modeling of the noise for ﬁlter design can be chal-
lenging due to the reconstruction artifacts.
Ad i ﬀerent approach to the quantum noise reduction is
smoothing or ﬁltering of the raw projection or sinogram
data before image reconstruction. Then, in principle, sim-
ple and linear ﬁltered back-projection (FBP) reconstruction
can result in suﬃcient images, in terms of uniform resolu-
tion and contrast. Traditionally, the sinogram (see Figure 1)
data are ﬁltered only in the radial direction (i.e., along the
projections). Well-known examples of radial data ﬁltering
are, for example, the Hanning and Butterworth lowpass ﬁl-
ters[4],whichareroutinelyemployedinFBPreconstruction.
In contrast, ﬁltering along the angular direction of the data2 International Journal of Biomedical Imaging
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Figure 1: In (a), the sinogram is composed of sinusoidal signals. In SPECT, the sinusoids complete one cycle, that is, a full 360-degree view
with diﬀerent amplitudes and phases (the shown view corresponds to 180◦). The signals along the sinusoids contribute to the points or
pixels in the reconstructed image, as shown in (b). The amplitude and phase of the sinusoidal signals (a) vary depending on the distance and
spatial location of the points in the image (b).
(i.e., across the projections of diﬀerent angular views) is usu-
ally avoided since it introduces tangentially varying blurring
into the reconstructed image [5].
Recently, we have introduced an approach for sinogram
data ﬁltering that allows the use of the angular information
of the projection data in a novel way. The proposed new ap-
proach is based on the stackgram domain [6, 7]. The stack-
gram representation of the sinogram data decomposes the
signals along the sinusoidal trajectories of the sinogram into
separate signals. These signals, denoted as locus-signals, can
then be processed or ﬁltered without aﬀecting the other tra-
jectory signals in the 3D stackgram (see Figure 2). In the 2D
sinogram domain, in contrast, these signals intersect each
other. The stackgram ﬁltering technique oﬀers a diﬀerent
and potential alternative to radial sinogram ﬁltering [8, 9].
One-dimensional(1D)angularﬁlteringinthestackgramdo-
main does not introduce observable tangential distortion
into the reconstructed images. Moreover, an interesting as-
pect of the behavior of the stackgram approach is that, in
comparison with the radial sinogram ﬁltering technique, it
provides a more “powdery” or natural noise structure in the
reconstructed images at a matched resolution. Our ﬁndings
[8, 9] were obtained with numerical phantom data simulat-
ing acquisitions in positron emission tomography (PET), in
which the imaging geometry diﬀers from SPECT. Our previ-
o u ss t u d i e s[ 8, 9] gave experimental quantitative evaluations
of the stackgram ﬁltering technique by employing 20 diﬀer-
ent ﬁlters. In those studies [8, 9], we used ten diﬀerent noise
levels with a hundred noise realizations (for each level) to
evaluate the noise reduction methods.
In this study, we compare the radial sinogram ﬁltering
technique with the angular stackgram approach with linear
and nonlinear ﬁlters, similarly as in [8, 9]. In this experimen-
tal comparison, two physical SPECT phantoms were applied
for quantitative and visual assessment of the two methods.
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Figure 2: An illustration of a stackgram with three back-projected
projections. The signals along the sinusoidal curves of the sinogram
(as in Figure 1(a)) correspond to the signals through the layers of
the stackgram. A signal such as this is illustrated with the dashed
line in the shown stackgram; denoted as the locus signal. Notice
the relation of the stackgram coordinates in comparison with the
sinogram and image coordinates.
We employed linear lowpass Gaussian ﬁlters and nonlinear
L-ﬁlters. With these ﬁlters, the performances of the radial
sinogram and the angular stackgram ﬁltering techniques dif-
fer substantially [7–9]. The employed ﬁlters do not exploit
any a priori knowledge nor provide optimal noise reduction
of SPECT data. This investigation aims to give an insight
into the performance of the novel stackgram approach and
i t sp o s s i b l et r a d e o ﬀs in comparison with the commonly ac-
cepted radial sinogram ﬁltering technique.A. P. Happonen and M. O. Koskinen 3
2. METHODS
2.1. Deﬁnitionofstackgram
The Radon transform [10]m a p saf u n c t i o nf(x, y)t oa
sinogram g(l,θ). The 3D stackgram (i.e., a stack of back-
projections) is a decomposition of diﬀerent curves consist-
ingofthevaluesalongsinusoidaltrajectoriesofthesinogram
[6, 7]. The stack-operator S maps the sinogram g(l,θ)t oa
stackgram h(x, y,θ)a s
h(x, y,θ)  =Sg(l,θ) = g(xcosθ + ysinθ,θ), (1)
where xcosθ + ysinθ forms the sinusoidal curves on the
sinogram for each (x, y) coordinate. The stack-operator sim-
ply reorganizes the sinogram values into the 3D domain. In
some contexts, the 2D layers of the stackgram are referred to
as ridge functions [11] (which are not associated with the 3D
stackgram in [11]). The key function of the stackgram ap-
proach is to oﬀer an environment to independently process
each signal consisting of the values along the diﬀerent sinu-
soidaltrajectories.Inthestackgramdomain,thesesignalsare
referred to as locus-signals hx,y(θ) that can be written as
hx,y(θ) = h(x, y,θ), ∀(x, y) ∈
 
x2 + y2 ≤ C2 
⊂ R2,
(2)
where C is a radius deﬁning a support region and R denotes
the real set. The stack-operator S, as deﬁned, is unbounded
and the (x, y) layers of the stackgram are constant along each
θ angle. Therefore, it is normally reasonable to bound the
range of the stack-operator as {h(x, y,θ) = 0 | x2 + y2 >
C2 and θ/ ∈ [0π)}. Alternatively, a so-called molliﬁer func-
tion [12] could be used for the bounding.
It is straightforward to show that the stack-operator is a
linear operator. Let g1 and g2 be sinogram functions, and let
h1 and h2 be the corresponding stackgrams. Thus, for each
a,b ∈ R,
S
 
ag1 +bg2
 
(l,θ)
=
 
ag1 +bg2
 
(xcosθ + ysinθ,θ)
= ag1(xcosθ + ysinθ,θ)+bg2(xcosθ + ysinθ,θ)
= ah1(x, y,θ)+bh2(x, y,θ).
(3)
An inverse operator from the stackgram to the sinogram is
not unique. This is due to the fact that the stackgram lay-
ers contain redundant information (see Figure 2). Thus, an
inverse stack-operator S−1 can be formulated by the simple
relations x = lcosθ and y = lsinθ as [7]
g(l,θ)  =S−1h = h(lcosθ,lsinθ,θ). (4)
It can be veriﬁed that g = S−1(Sg).
The inversion described above, however, is not a feasible
formulationforpracticalstackgramapplications.Inpractice,
an operator (such as ﬁlter) is employed to modify the locus-
signalsinsidethesupportregion(2).Amoreappropriatefor-
mulation, denoted as the generalized inverse stack-operator
S−1
w [7], can be deﬁned with both the Radon transform and a
weight function w(x, y;l,θ)a s
g(l,θ)   =S−1
w h(x, y,θ)
=
  
w(x, y;l,θ)h(x, y,θ)δ(xcosθ+ysinθ−l)dxdy,
(5)
where δ(·) is the Dirac delta function. Notice that the oper-
ator S−1
w is not a true mathematical inverse, since it projects
a function from the 3D into the 2D domain, which cannot
be a one-to-one mapping. The formulation (5) also gives an
insight into our discrete implementation of the stackgram.
2.2. Implementationofstackgram
In the discrete case, we implemented the operators (1)a n d
(5)asback-andreprojectionsbyusing2Ddatarotations.For
this, we employed the three-pass rotation algorithm, which
decomposes 2D rotation (by angle θ) into three 1D transla-
tions as in [13]
rot(θ) =
 
cosθ −sinθ
sinθ cosθ
 
=
⎡
⎣1 −tan
θ
2
01
⎤
⎦ ·
 
10
sinθ 1
 
·
⎡
⎣1 −tan
θ
2
01
⎤
⎦.
(6)
The 1D translations of (6) can be implemented by convo-
lution of a sinc-function. A discrete sinc-interpolator [14]
along with the three-pass rotation algorithm provides a re-
versible and high quality rotation procedure for 2D band-
limited data.
Since the convolution corresponds to multiplication in
thefrequencyorFourierdomain, afastFouriertransformal-
gorithm can be used in the implementation. Thus, in the dis-
crete frequency domain, the sinc-interpolator with a transla-
tion parameter (s ∈ R) for signals of odd number of samples
(N) can be expressed as in [14]
αs(w)=
⎧
⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎩
exp
 
i2πsw
N
 
if w = 0,...,
N −1
2
,
exp
 
i2πs(w−N)
N
 
if w=
N−1
2
+1,...,N−1.
(7)
In the case of an even number of samples, the sinc-kernel of
w with the parameter s can be formulated, respectively, as in
[7]
βs(w) =
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
exp
 
i2πsw
N
 
if w = 0,...,
N −1
2
−1,
1i f w =
N −1
2
,
exp
 
i2πs(w −N)
N
 
if w =
N−1
2
+1,...,N − 1.
(8)
In this formulation (8), the highest frequency component at
w = (N −1)/2i st r e a t e dd i ﬀerently compared to that in [14],4 International Journal of Biomedical Imaging
in order to obtain a reversible kernel. The cost of this small
diﬀerence is aliasing of the highest frequency component in
data interpolation. By assuming that the data are properly
sampled, however, we can accept this insigniﬁcant aliasing.
It can be veriﬁed that αs(w)α−s(w) = 1a n dβs(w)β−s(w) =
1.This means that a rotation of 2D data is reversible, when
the three-pass algorithm (6) with the sinc-kernel (7)o r( 8)
for the translations is employed. That is, ﬁxed forward and
back rotations of 2D data introduce negligible errors to the
data in practice. These errors are mainly caused by the nu-
merical accuracy of computer arithmetic.
Based on (6), (7), and (8), discrete stackgrams can be
generated with simple linear operations as follows: (1) each
sinogram projection is replicated over (x, y)-plane; (2) the
resulting 2D data are rotated by appropriate angles; and (3)
the rotated data are stacked as a stackgram. Steps 1–3 are
analogousto(1).Respectively,thediscretestackgramscanbe
transformedbacktosinogramdatausingthesameprocedure
vice versa: the stackgram layers are back-rotated and then re-
projected to 1D projections (this transformation would be
analogous to (5) if the weight function w were chosen to be
“averaging”). Our implementation ((6), (7), and (8)) enables
a reversible sinogram-to-stackgram transformation, which is
crucial in investigating the performance of stackgram ﬁlter-
ing. This discrete transformation is linear. A precise descrip-
tion of our implementation can be found in [7].
2.3. Phantomsanddataacquisition
We used two physical phantoms in our investigation: a
hotspot phantom and the Hoﬀman brain phantom. The
hotspot phantom is composed of two cylinders with diam-
eters of 25cm and 15mm. The volume of the larger cylinder
is 10 liters, while the smaller hotspot volume is 20ml. The
corresponding doses of Technetium-99m for the water vol-
umes were 36MBq/l and 250MBq/l, respectively. The phan-
tom was acquired on a dual-head SPECT system (Siemens
Nuclear Medicine) in tomographic mode. The time per pro-
jection was 20s/step.
For the Hoﬀman phantom, a Tc-99m dose of 120MBq
was employed. A dual-head SPECT system (Marconi Medi-
cal Systems) was operated in tomographic mode with an ac-
quisition time of 45s/step.
In both acquisitions, the full-rotation extent was 360◦ in
120steps.Theimageformatwas128×128.Thespeciﬁcations
resulted in sinograms with size of 128×120. The stackgrams
were generated over 360◦ view with 120 layers.
We employed the hotspot phantom data mainly for
quantitative evaluation of the two ﬁltering methods. Visual
assessmentofthetechniqueswascarriedoutontheHoﬀman
phantom data.
2.4. Filters
Data ﬁltering along the radial l-direction of the sinogram has
ad i ﬀerent eﬀect on the data than stackgram ﬁltering along
the angular θ-direction. The angular θ-axis of the stackgram
is orthogonal to the radial l-axis. A ﬁxed ﬁlter provides nei-
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Figure 3: A selected locus-signal in the stackgram domain. The
locus-signals contribute to the intensity values of the pixels in the
reconstructed image. In the upper plot, the signal in the solid line
was smoothed with a linear ﬁlter, whereas the same signal was pro-
cessed with a nonlinear ﬁlter in the lower plot. The shown signal in
the dashed line is the same initial noisy signal in both plots. The ﬁl-
tered signals illustrate the diﬀerent performance of linear and non-
linearﬁltersaswell;nonlinearﬁltersoftenpreservesharptransitions
in signals better than linear ﬁlters.
ther a comparable evaluation of the resolution nor the noise
reduction of the two methods. Thus, eﬀects of the diﬀerent
ﬁltering approaches need to be matched for a fair compari-
son by employing a range of ﬁlters.
In our investigation, we employed two diﬀerent types of
1D ﬁlters: conventional linear Gaussian ﬁlters and nonlinear
L-ﬁlters with Gaussian weights. The shift-invariant Gaussian
ﬁlters were implemented as lowpass ﬁnite-impulse-response
ﬁlters [15]. Each output point of the L-ﬁlter is obtained as a
weighted sum of ordered data values in the moving window
of length N as in [16]
L(x;a) =
N  
i=1
aix(i),( 9 )
where a is a weight vector and x(i) denotes ordered input
data. We employed ten diﬀerent Gaussian weights or ker-
nels for both ﬁlter types, in order to match ﬁltering eﬀects
(hereafter called “the Gaussian ﬁlters” and “the L-ﬁlters”).
For the ﬁlter weights, we used samples from Gaussian distri-
butions (μ = 0) with the standard deviations (σ) of 0.25, 0.5,
0.75, ..., 2.5. The same weights were employed for both ﬁlter
types (20 ﬁlters in total). The corresponding lengths of the
ﬁlters were 3, 5, 7, ..., 21 samples. The narrowest kernel cor-
responds to an identity ﬁlter in the case of Gaussian ﬁlters,
whereas the same weights results in a median ﬁlter of length
3 in the case of L-ﬁlters (i.e., a ≈ [0,1,0]in(9)).
In Figure 3, a selected locus-signal (2)b e f o r ea n da f t e r
ﬁltering is shown.A. P. Happonen and M. O. Koskinen 5
2.5. Evaluationmethods
For evaluation of the ﬁltering approaches, the acquired
hotspot data were ﬁltered employing the 20 ﬁlters in the
two ways as follows: (1) along the radial sinogram direc-
tion, and (2) along the angular direction in the stackgram
domain. This resulted in 40 projection data sets. The ﬁltered
data were reconstructed with the FBP algorithm using the
rampﬁlterandaﬁxedattenuationcorrection(HERMESNu-
clear Diagnostic). With the reconstructed data sets, we deter-
minedresolution-noisetradeoﬀcurvesforthetwocompared
methods and for both ﬁlter types. This was accomplished
by quantifying contrast recoveries (CRs) and coeﬃcients of
variation (CoVs) of the reconstructed FBP images. CoV ver-
sus CR plots provide a straightforward evaluation method
for the resolution-noise tradeoﬀ. The CR is deﬁned as (H -
B)/B. The symbols H and B represent average intensities of
a high-count region (H) covering the “hotspot” in the data,
and a background region (B) round the hotspot. The hot re-
gion H was a circle with a radius of two pixels, whereas the
backgroundBwasaring-shapedregionwiththicknessoftwo
pixels. In this way, the CR corresponds to a resolution mea-
sure.TheCoVisdeﬁnedasthestandarddeviationofthedata
over the mean of the data. After data ﬁltering, the CoVs for
thecomparedmethodswerequantiﬁedusingalargeuniform
region in the reconstructed hotspot data.
Stackgram ﬁltering tends to leave “powdery” or high fre-
quency noise in the reconstructed images [7]. An evaluation
method like the CoV favors images with non-high-frequency
noise, such as that resulting from radial (lowpass) ﬁltering
of the sinogram data. Therefore, we also measured full-area-
at-half-maximum (FAHM) values for the hotspot data with-
outanynoisemeasurements.TheFAHMcorrespondstofull-
width-at-half-maximum, but is a more convenient measure-
ment in 2D data. The FAHMs were quantiﬁed for both ﬁlter-
ing approach and for both ﬁlter types as follows: (1) a maxi-
mum count value of the hotspot was measured from the FBP
reconstruction; (2) a cross-sectional area (in pixels) of the
hotspot was determined at the half-maximum.
All the quantitative results (CR, CoV, and FAHM) were
averaged over eight data values measured from eight simi-
lar transaxial slices of the FBP reconstructions of the hotspot
data.
For the compared ﬁltering techniques, the determined
tradeoﬀ curves (i.e., CoV versus CR) were also used to ﬁnd
comparable Gaussian ﬁlters as well as L-ﬁlters, in terms of
noise reduction and resolution. These four matched ﬁlters
were employed for the Hoﬀman phantom data. The ﬁltered
data aim to provide a comparable visual assessment of the
two diﬀerent ﬁltering approaches with both ﬁlter types at
the matched resolutions. The data were reconstructed with
both the FBP (ramp ﬁlter) and MLEM algorithms with-
out attenuation correction. In MLEM reconstruction (HER-
MES Nuclear Diagnostics), 100 iterations were used without
additional ﬁltering. Our assumption is that the MLEM al-
gorithm (in addition to FBP) could utilize the stackgram-
ﬁltered sinograms due to the natural noise structure of the
data [8, 9], resulting in pleasant and reliable images. In the-
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Figure 4: Resolution-noise tradeoﬀ curves for the compared meth-
ods with the Gaussian ﬁlters. The points of the curves represent the
10 diﬀerent ﬁlter kernels. The lines simply connect the points. The
kernel width of the ﬁlters gets wider (i.e., the cut-oﬀ frequency of
thelowpassﬁltersdecreases)fromtop-righttobottom-left.Accord-
ing to the shown curves, radial sinogram ﬁltering provides a better
tradeoﬀ than angular stackgram ﬁltering at the higher CR levels,
whereas stackgram ﬁltering performs better at the lower levels. The
chosen or matched resolution level is also shown.
ory, data ﬁltering prior to MLEM reconstruction would re-
quire additional data processing, such as NEC scaling [17],
since the noise is presumably no longer Poisson-distributed.
In this study, however, we did not apply such a preprocessing
method.
3. RESULTS
3.1. Resolution-noisetradeoff
Resolution-noise tradeoﬀ curves of the compared methods
are shown in Figures 4 and 5 for the Gaussian ﬁlters and
the L-ﬁlters, respectively. With the linear Gaussian ﬁlters, ra-
dialsinogramﬁlteringprovidesabettertradeoﬀthanangular
stackgramﬁlteringatsuitableresolutionlevels(seeFigure 4).
Overall, taking into consideration both ﬁlter types (Gaussian
and L-ﬁlters), stackgram ﬁltering with the L-ﬁlters provides
the best tradeoﬀ in terms of noise reduction at the appropri-
ate resolution, although the diﬀerences in the tradeoﬀsa r e
not so signiﬁcant (compare Figure 4 to Figure 5). Note that
in Figure 5 the measured data values for stackgram ﬁltering
below a CR of 0.5 are somewhat biased, since the curve sug-
gests that noise or CoV increases. In this case, however, the
ﬁlters below this CR value are insigniﬁcant in our investiga-
tion; because such ﬁlters are impractical for noise reduction
(i.e., they provide a too narrow contrast).6 International Journal of Biomedical Imaging
3.2. Matchedﬁlters
In Figures 4 and 5, the chosen resolution levels are shown
with dashed lines. In the case of the linear ﬁlters, the widths
(σ) of the Gaussian ﬁlter kernels at the approximately-
matched resolution are 1.0 (the standard Gaussian ﬁlter) and
0.75forradialandstackgramﬁltering,respectively.Similarly,
in the case of the L-ﬁlters, the chosen resolution level pro-
videsGaussianﬁlterweightswithwidthsof0.5and0.25(me-
dian ﬁlter) for radial and stackgram ﬁltering, respectively.
Note that we do not try to match the linear and nonlinear
ﬁlters, but the diﬀerent ﬁltering approaches (i.e., radial sino-
gram and angular stackgram) for the two ﬁlter types. These
fourdiﬀerent1DﬁlterswereemployedfortheHoﬀmandata,
to be discussed Section 3.4.
3.3. FAHM
FAHM versus maximum-intensity-value plots for the Gaus-
sian ﬁlters are shown in Figure 6. As can be seen, stackgram
ﬁltering preserves the thickness (or FAHM) of the hotspot
better than radial sinogram ﬁltering, as the kernel width
becomes wider. The L-ﬁlters, on the other hand, seem to pre-
serve the FAHM in a quite exceptional way in stackgram ﬁl-
tering(seeFigure 7).Thatis,regardlessoftheemployedﬁlter
kernel, the thickness of the hotspot remains almost the same.
In Figure 7, one point of the stackgram-ﬁltered data seems to
beapartfromtherestofthequantiﬁeddatavalues.Apossible
reason for this might be that the single data point represents
a median ﬁlter, whereas the other points in the plot represent
L-ﬁlters with a more Gaussian type of weights (9).
In both radial and stackgram ﬁltering, the two matched
L-ﬁlters (see Figure 5) perform rather equally also in terms
of FAHM (see Figure 7). Thus, these L-ﬁlters should give
practically as comparable a visual assessment of the two ﬁl-
tering methods as possible. On the other hand, in the case
of Gaussian ﬁlters, the matched ﬁlters do not share (ap-
proximately) the same coordinates on the FAHM plot (see
Figure 6). Again, the maximum-intensity-values predictably
correspond to the measured CR values in the plot.
A transaxial slice of the ﬁltered hotspot data is shown
in Figure 8 (Gaussian ﬁltering) and Figure 9 (L-ﬁltering).
Figure 9(a) illustrates what sort of geometrical distortion
the nonlinear L-ﬁlters, in the case of radial sinogram ﬁlter-
ing, can introduce into the reconstructed images (the ring-
shaped hotspots). A similar eﬀect cannot be observed after
stackgram ﬁltering (see Figure 9(b)). Figures 8 and 9 aim to
support the shown curves (Figures 4–7)v i s u a l l y .
3.4. Hoffmandata
Figure 10(a) shows FBP images of the Hoﬀman phantom
(FBP with ramp ﬁlter). In Figures 10(b) and 10(c) (top
row), FBP images of the Hoﬀman data are shown for radial
sinogram and angular stackgram ﬁltering with the matched
Gaussian ﬁlters. These FBP images are congruent with the
shown curves (Figures 4 and 6); stackgram ﬁltering tends to
leave more noise variation in the images (or this can be re-
garded as a powdery noise structure).
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creases) from top-right to bottom. Angular stackgram ﬁltering pro-
vides a better tradeoﬀ than radial sinogram ﬁltering for all the ﬁlter
kernels. The chosen or matched resolution level is also shown.
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Figure 6: Maximum-intensity-value versus FAHM for the com-
pared methods with the Gaussian lowpass ﬁlters. Polynomials of
the ﬁrst degree were ﬁtted for the shown data points, which rep-
resent the 10 ﬁlter kernels. The cut-oﬀ frequency of the ﬁlters de-
creases from top-left to bottom-right. As can be seen angular stack-
gramﬁlteringpreservestheresolution(orFAHM)betterthanradial
sinogram ﬁltering, although the maximum-intensity-values or the
maximum-counts decrease almost consistently.A. P. Happonen and M. O. Koskinen 7
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Figure 7: Maximum-intensity-value versus FAHM for the com-
pared methods with the nonlinear L-ﬁlters. The data points repre-
sent the diﬀerent ﬁlter kernels. The ﬁlter width or length increases
from top to bottom. A polynomial of the ﬁrst degree was ﬁtted for
the three radial ﬁltering data points, whereas a line was ﬁtted for the
quantiﬁedstackgramdata.Mostoftheobtainedvaluesforradialﬁl-
teringwereomittedfromtheplotandfromthepolynomialﬁt,since
the values did not ﬁt the appropriate scale. The highest stackgram
data value was excluded from the line ﬁt. Angular stackgram ﬁlter-
ing seems to preserve the resolution (or FAHM) almost perfectly, at
the cost of decreasing maximum count value.
Figures 10(b) and 10(c) (bottom row) show FBP images
for radial and stackgram ﬁltering with the matched L-ﬁlters.
As expected (Figures 5 and 7), the images of the diﬀerent ﬁl-
teringmethodsappearrathersimilar.Thereare,however,ob-
servable diﬀerences in the images, especially in the structure
of noise. This eﬀect (as in the case of Gaussian ﬁlters) can
be explained by the fact that stackgram ﬁltering preserves the
sinusoidal structure of the ﬁltered sinograms, unlike radial
sinogram ﬁltering.
As stated, the MLEM algorithm could perhaps utilize the
stackgram-ﬁltered data due to the “powdery” noise struc-
ture resulting in visually pleasing images without annoy-
ing reconstruction artifacts, although the noise after ﬁlter-
ing would not be exactly Poisson-distributed. Figure 11(a)
shows late-stopping MLEM reconstructions of the Hoﬀman
data (100 iterations). In Figures 11(b) and 11(c) (top row),
MLEM images of 100 iterations for radial sinogram and
angular stackgram ﬁltering with the matched Gaussian ﬁl-
ters are shown. Figures 11(b) and 11(c) (bottom row) show
the same transaxial slices after ﬁltering with the matched L-
ﬁlters. As can be observed the MLEM images (Figures 11(b)
and 11(c))d on o td i ﬀer substantially. However, the noise
structure in the images after linear stackgram ﬁltering (see
Figure 11(c), top row) appears to be most similar to that in
the late-stopping MLEM reconstruction (see Figure 11(a)),
as compared to the rest of the images (see Figure 11).
4. DISCUSSION
The results of this investigation are congruent with our pre-
vious experience of stackgram ﬁltering in numerical PET
phantom data (192 × 192 resolution with 256 views) [8, 9].
There are, however, some minor diﬀerences resulting (per-
haps) from the diﬀerent imaging geometry (360◦) and reso-
lution (128×128) of SPECT. First, as regards the resolution-
noise tradeoﬀs (Figures 4 and 5), stackgram ﬁltering seems
to provide quantitatively better results with narrower ﬁlter
kernels than does radial sinogram ﬁltering at the appropri-
ate resolution levels. Previously, we have found the opposite.
Secondly, the diﬀerences in the noise after radial and stack-
gram ﬁltering of the SPECT data (see Figure 10)s e e mn o tt o
b ea se v i d e n ta sw eh a v ef o u n dw i t hP E Td a t a[ 8, 9].
StackgramﬁlteringperformsbetterwiththenonlinearL-
ﬁlters than with the linear Gaussian ﬁlters (Figures 4 and 5).
We believe that this kind of eﬀect holds more generally for
linear and nonlinear type of ﬁlters in 1D stackgram ﬁltering.
This can be explained by the fact that the stackgram (1)c o n -
tains redundant information, that is, each layer of the stack-
gram is constant at angle θ. This means that several locus-
signals to be ﬁltered share the same data points, forming, for
example,noisepeaks.Generally,nonlinearﬁltersremovethis
kind of redundancy or correlation more accurately than lin-
ear ﬁlters.
Stackgram ﬁltering seems to preserve the resolution or
FAHM in a quite exceptional way as the kernel width in-
creases, whereas radial sinogram ﬁltering performs conven-
tionally (Figures 6 and 7). The following heuristic reasoning
aims to give an insight into this eﬀect. Theoretical consid-
erations would naturally provide a more solid explanation,
but these are outside the scope of our investigation. As no-
ticed, stackgram ﬁltering “shrinks” the intensity scale of the
data when the ﬁlter widths get wider, but do not cause spa-
tial blurring in the same way as radial ﬁltering of the sino-
gram. This can be understood by the structure of the stack-
gram, which is like a stack of back-projections. Summing up
the stackgram along the θ-axis results in a back-projected
(BP) image, which can be regarded as a blurred counter-
part of the reconstructed image. The BP image has a similar
shrunken intensity scale as the stackgram ﬁltered data with
the wide ﬁlters (Figures 6 and 7). Heuristically, if the stack-
gram data are ﬁltered with more and more “powerful” or av-
eraging 1D ﬁlters (which would be inappropriate for noise
reduction), then each layer of the stackgram converges to a
back-projected image, that is, the average of all the layers.
This would result in data similar to those indicated with the
wide ﬁlter widths (Figures 6 and 7).
The stackgram allows us to exploit the angular direc-
tion of the projection data without introducing tangential
blurring to the reconstructed image, as can be observed,
for example, in Figures 8 and 9 (i.e., the shape of the
hotspot remains circular). In contrast, ﬁltering of the sino-
gram data along the angular direction introduces observable8 International Journal of Biomedical Imaging
(a)
(b)
Figure 8: The hotspot data smoothed with the diﬀerent Gaussian lowpass ﬁlters for the compared methods. In (a), cropped FBP images for
radial sinogram ﬁltering. In (b), the corresponding images for angular stackgram ﬁltering. The ﬁlter kernel width of σ increases from left to
right at each row in both ﬁgures.
nonuniform and tangential spatial blurring to the recon-
structions [5]. The tangential distortion is extremely obvi-
ous in the case of 1D ﬁlters. To avoid this undesirable eﬀect,
some techniques for sinogram domain ﬁltering utilizing the
angular direction have been published [18, 19]. These tech-
niques, however, often restrict the available ﬁlters or require
adjustments to them. In angular stackgram ﬁltering, any 1D
ﬁlter or denoising technique can be employed for the noise
reduction in locus-signal (2) ﬁltering without the need for
regulation of tangential blurring. This claim or observation
is based on our experience in stackgram ﬁltering on conven-
tional emission tomography data [7]. Stackgram ﬁltering, on
the other hand, requires more computational time and es-
pecially computer memory space, as compared to sinogram-
domain-based ﬁltering methods.
Inourresolution-noiseevaluations,wehaveexplicitlyas-
sumed that the two ﬁltering approaches led to images with
spatially uniform resolution if shift invariant ﬁlters were em-
ployed. In radial sinogram ﬁltering, the assumption of uni-
form resolution is validated by the central slice theorem [10].
Based on our experimental studies [8], stackgram ﬁltering
with linear shift-invariant ﬁlters also introduces a spatially
uniform resolution and contrast to the reconstructed images
(note that the applied discrete stackgram transformation is
linear). Thus, the resolution-noise tradeoﬀs, as well as the
FAHM curves for the linear Gaussian ﬁlters (Figures 4 and
6), should describe the performance of the compared ﬁlter-
ing approaches reliably and predictably. On the other hand,
theemployednonlinearL-ﬁlters(9)arebasedonorderstatis-
tics, in which case a ﬁltering eﬀect on an isolated impulse
(or on a larger “hotspot”) is not predictive for more general
structures. In Figure 9(a), this explains the distorted shape of
the hotspot after radial ﬁltering with the wide ﬁlters. How-
ever, the plots (Figures 5 and 7) seem to provide appropriate
evaluations of the ﬁltering approaches, and highlight the dif-
ferent performances.
In this study, our objective was to compare the novel
stackgram approach with the conventional radial sinogram
ﬁltering technique, not to develop optimal stackgram-based
ﬁlters. To develop suitable ﬁlters for SPECT, it would be nec-
essary to study further the noise properties of the SPECT
stackgrams. It is quite obvious, however, that the noise dis-
tribution of the locus-signals (2) in the stackgram domain
(1) follows a Poisson distribution, since the SPECT sinogramA. P. Happonen and M. O. Koskinen 9
(a)
(b)
Figure 9: The hotspot data ﬁltered with the diﬀerent nonlinear L-ﬁlters for the compared methods. In (a), cropped FBP images for radial
sinogram ﬁltering, and the corresponding images for angular stackgram ﬁltering in (b). The ﬁlter weights increase from left to right at each
row in both ﬁgures. In (a), notice that after the second image (top row), the peak has a totally diﬀerent shape compared to the initial shape.
In (b), the width of the peak in the images remains almost invariable regardless of the ﬁlter width.
data are simply reorganized in the stackgram. Furthermore,
in general, a suﬃciently large subset of data presumably fol-
lows the same distribution as the initial data set (cf. a si-
nusoidal trajectory signal as the subset and the sinogram as
the complete set). Besides, in our previous studies, we have
found that the noise distribution of the locus-signals in dis-
crete PET stackgrams follows approximately a generalized
Poisson distribution [20]. It is important to note that the im-
plementation of the discrete stackgrams ((6)a n d( 7)o r( 8))
implicitlyintroducesminorchangestothenoiseinthelocus-
signals, for example, due to the ringing eﬀect associated with
sinc-interpolation. It is also worth noticing that many of the
locus-signals to be ﬁltered contain rather a constant intensity
range (such as in Figure 3). This implies that the (Poisson)
noise has a constant variation in these 1D signals, that is, the
noise distribution is actually close to Gaussian. In summary,
considering the discussion above, the applied nonlinear L-
ﬁlters with Gaussian weights (9) may turn out to be close to
an optimal ﬁlter design for noise reduction of SPECT stack-
grams.
Statistical iterative reconstruction algorithms can take
into account the Poisson nature of noise in the emission pro-
jection data. The iterative methods such as MLEM are there-
fore routinely used nowadays in image reconstruction. It is
a well-known fact that radial ﬁltering of the SPECT pro-
jections modiﬁes the Poisson distribution of the noise, es-
pecially with lowpass ﬁlters, thus preventing the use of the
MLEM algorithm in theory. A similar modiﬁcation eﬀect on
the noise distribution introduced by stackgram ﬁltering is
not so obvious, because the angular direction of the stack-
gram is orthogonal to the radial direction or the acquisi-
tion plane. This supposition, and our previous studies [8, 9],
gave us the motivation to test the stackgram-ﬁltered data us-
ing the MLEM reconstruction algorithm, although the noise
distribution of the ﬁltered data is unknown and would re-
quire further studies. However, since the discrete stackgram
transformation is linear, we assumed that (particularly) a
linear ﬁlter could approximately preserve the Poisson noise
distribution in stackgram-ﬁltered sinograms. Thus, the use
of the MLEM algorithm would lead to visually pleasing or10 International Journal of Biomedical Imaging
(a)
(b) (c)
Figure 10: Three transaxial slices of the physical Hoﬀman phantom. In (a), FBP-reconstructed images without any noise reduction. In
(b), radial sinogram ﬁltering: FBP images for Gaussian ﬁltering (top row) and for L-ﬁltering (bottom row) at the matched resolutions (see
Figures 4 and 5). In (c), angular stackgram ﬁltering: FBP images for Gaussian ﬁltering (top row) and for L-ﬁltering (bottom row) at the
matched resolutions (Figures 4 and 5). The noise variation seems to be higher after angular stackgram ﬁltering (c) in comparison with radial
sinogram ﬁltering (b). All images share a common grayscale.
(a)
(b) (c)
Figure 11: In (a), three (late-stopping) MLEM-reconstructed transaxial slices of the Hoﬀman phantom. In (b), radial sinogram ﬁltering:
MLEM images for Gaussian ﬁltering (top row) and for L-ﬁltering (bottom row) at the matched resolutions (see Figures 4 and 5). In (c),
angular stackgram ﬁltering: MLEM images for Gaussian ﬁltering (top row) and for L-ﬁltering (bottom row) at the matched resolutions
(Figures 4 and 5). All images share a common grayscale.A. P. Happonen and M. O. Koskinen 11
artifact-free images, due to lower noise variation in the sino-
g r a md a t a .S t a c k g r a mﬁ l t e r i n g ,h o w e v e r ,d o e sn o ts e e mt o
provide signiﬁcant diﬀerences in the reconstructed MLEM
images, as compared to the “unnatural” radial-ﬁltered data
(see Figure 11). Nevertheless, the stackgram approach incor-
porated into the MLEM algorithm could be a useful, or at
least interesting, future direction of research. Other authors
have reported preliminary results of a similar approach to
image reconstruction in [21].
5. CONCLUSION
For noise reduction of SPECT sinograms, angular stackgram
domain ﬁltering oﬀers an alternative to conventional radial
sinogram domain ﬁltering. We compared these two ﬁlter-
ing approaches with both linear Gaussian ﬁlters and non-
linear L-ﬁlters using physical SPECT phantoms. The cho-
sen ﬁlters were mainly used for evaluation purposes of the
two ﬁltering domains. In this experimental investigation,
stackgram ﬁltering with the nonlinear L-ﬁlters provides the
best resolution-noise tradeoﬀ. At appropriate resolution lev-
els, however, the diﬀerences in the resolution-noise trade-
oﬀs of the compared ﬁltering approaches seem to be quite
small.
The overall performance of 1D stackgram ﬁltering dif-
fers signiﬁcantly from 1D radial sinogram ﬁltering. That is,
angularﬁlteringinthestackgramdomainseemsnottointro-
duce conventional blurring to the reconstructed images, but
rather shrinks the intensity scale of the data. Furthermore,
the noise in the images after stackgram ﬁltering does not ap-
pear to be as smooth as in the case of radial ﬁltering at the
same resolution.
Our investigation shows the potential of stackgram do-
main ﬁltering. More (theoretical) studies, however, are need-
ed to explore the novel stackgram approach in order to
develop suitable or optimal stackgram-based ﬁltering tech-
niques for raw SPECT data.
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