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A Caching Strategy Based on Many-to-Many Matching Game
in D2D Networks
Kaihang Yu, Zhonggui Ma , Runyu Ni, and Tao Zhang
Abstract: Wireless edge caching has been proposed to reduce data traffic congestion in backhaul links, and it is
being envisioned as one of the key components of next-generation wireless networks. This paper focuses on the
influences of different caching strategies in Device-to-Device (D2D) networks. We model the D2D User Equipments
(DUEs) as the Gauss determinantal point process considering the repulsion between DUEs, as well as the caching
replacement process as a many-to-many matching game. By analyzing existing caching placement strategies, a
new caching strategy is proposed, which represents the preference list of DUEs as the ratio of content popularity to
cached probability. There are two distinct features in the proposed caching strategy. (1) It can cache other contents
besides high popularity contents. (2) It can improve the cache hit ratio and reduce the latency compared with three
caching placement strategies: Least Recently Used (LRU), Equal Probability Random Cache (EPRC), and the Most
Popular Content Cache (MPC). Meanwhile, we analyze the effect of caching on the system performance in terms of
different content popularity factors and cache capacity. Simulation results show that our proposed caching strategy
is superior to the three other comparison strategies and can significantly improve the cache hit ratio and reduce the
latency.
Key words: caching strategy; Device-to-Device (D2D) networks; Gauss determinantal point process; many-to-many
matching game
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Introduction

Mobile data traffic is exploding with the development of
online social software and video software. As predicted
in Cisco Annual Internet Report (2018–2023) White
Paper[1] , overall mobile data traffic has experienced
17-fold growth, and global IP traffic will reach 4.8 ZB
per year by 2022, while 71% of it will be generated by
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wireless and mobile devices. Video traffic will account
for 82% of total IP traffic. To better serve users, the
fifth-generation mobile networks have come into being,
and wireless edge caching has been proposed to reduce
data traffic congestion in backhaul links. The Internet
of Things[2] , Fog radio access network[3, 4] , and Deviceto-Device (D2D) communication[5] are some effective
methods to reduce the burden of networks by using edge
caching. D2D communication has become a promising
candidate that can be used in association with cellular
networks for future wireless networks to improve the
system spectrum efficiency and Energy Efficiency (EE)
while reducing latency. As the capacity of D2D User
Equipments (DUEs) increases, D2D caching becomes
possible, and it can offload traffic from Macro Base
Stations (MBSs) and perform computation-intensive and
latency-critical tasks[6] . D2D networks can place popular
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contents on the edge of cellular networks, such as MBSs
or DUEs, enabling other DUEs to download contents
from nearby storage devices and improve the Quality of
Experience (QoE) of DUEs[7] .
However, most caching strategies cache content with a
fixed cache probability. Although doing so can improve
the performance of the cache network, it will cause many
DUEs to cache the same content, resulting in a large
amount of redundancy. Redundancy will decrease the
cache hit ratio and increase latency. To deal with this
problem, we introduce the cached probability to avoid
caching too many duplicate contents in D2D networks.
After a DUE requests the content, it determines whether
to cache the content by comparing different contents
ratios of content popularity and cached probability.
Thus, DUEs can adjust the content cached by DUEs
and increase the diversity of cached content in D2D
networks.
The major contributions of this paper are as follows:
 Considering the scenario of repulsion between
DUEs (such as the distributions of the locations of
various households in the community), we use Gauss
Determinantal Point Process (GDPP) to model the spatial
configuration of the D2D network. On the basis of
the location relationship of each DUE, the neighbor
relationship for a certain DUE can be determined
preliminarily.
 To obtain a stable matching between DUEs and
contents, we model the caching replacement process as
a many-to-many matching game and introduce a stable
matching algorithm based on the deferred acceptance
algorithm.
 Assuming that contents are pre-cached in the
limited cache space of DUEs, we propose a caching
strategy that can dynamically determine which content
to cache and derive expressions of cache hit ratio and
latency. In our model, we discuss three content delivery
methods and analyze the Signal-to-Interference plus
Noise Ratio (SINR) under different content delivery
methods.
The rest of this paper is organized as follows. Section
2 briefly introduces related research work on caching
strategies. In Section 3, we give the system model.
Section 4 is our proposed caching strategy that can avoid
caching large amounts of the same contents. Section 5
presents the simulation and analyzes the results. Section
6 concludes this paper.

2

Related Work

Recently, many caching placement strategies have been
developed. The two traditional caching strategies are
Least Recently Used (LRU) and Least Frequently Used
(LFU), both of which are widely used[8] . LRU caches
new content by eliminating the least recently used
contents, while LFU caches contents by eliminating
contents with the least frequently used. To reduce load
and latency of caching server, Miao et al.[9] proposed
a caching strategy combining Least Recently Used-K
and Pareto Least Recently Used algorithm, and the
caching strategy can relieve the cache pollution problem
while improving cache hit ratio by setting multi-level
cache in accordance with the number of requests for
contents. Content popularity is widely used to simulate
the probability of content being requested. In Ref. [10],
contents were cached on the routers based on their
popularity levels in named data networking that helped
to reduce latency and accelerate content distribution by
caching contents on named routers. Mo et al.[11] focused
on node centrality and content popularity in a ContentCentric Network (CCN). It cached the highly popular
contents on the most central core routing node and its
next-hop nodes of the return path, while others cached to
non-core routing nodes according to the request distance.
It can minimize the load on the core nodes, provide
highly efficient services, and avoid frequent content
replacement in the core routing nodes. Considering an
infrastructure-less D2D network, Ji et al.[12] proposed a
caching strategy based on the deterministic allocation
of library content subpackets, and a random caching
strategy was suited for decentralized implementation.
Meanwhile, in the literatures, different methods
have been applied to determine optimal caching
strategies. Given the caching redundancy problem
caused by overlapping of edge base stations and
UEs, Zhang et al.[13] proposed a spatially cooperative
caching strategy that yielded the optimal caching
probability by using stochastic geometry to analyze
the performance of the caching strategy. Considering
the freshness of information, age-of-information was
proposed as a performance indicator to assess the
freshness of information by calculating the elapsed
time since the information was generated in a D2D
network and developed an age-constricted energy
consumption minimization Markov decision process
problem considering the state of the network and the
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freshness of requested contents in Ref. [14]. In Ref. [15],
a caching strategy based on a timer was proposed to
determine whether to cache and how to cache. The
problem of finding the optimal timer was formulated
as an integer optimization problem to maximize the
aggregate utility under capacity constraint. The problem
with relaxed constraints was also considered, which
loosened the range of content timer. In Ref. [16], Li
et al. built a cache optimization problem, solved the
problem from a learning perspective, and minimized the
network average transmission delay problem with some
constraints in the D2D network. On the basis of the size
of the contents and the cache capacity of the DUEs,
Lin et al.[17] proposed a group caching scheme that
maximized the cache hit ratio by using the Karush-KuhnTucker conditions to solve the optimization problem
and eliminate the influence of the cache probability
of small contents greater than the cache probability of
large contents with high popularity, it also considered
a random linear network coding-based group caching
scheme. In Ref. [18], the optimal caching scheme
was based on popularity to maximize the offload
probability. Besides, to maximize the throughput of
the D2D links, different link scheduling schemes were
discussed for varying degrees of Signal-to-Noise (SNR)
with the help of the Kuhn-Munkres algorithm and
bipartite graph theory. In Ref. [19], Hsu and Chen
proposed a caching strategy based on the minimization
of delay, which is achieved by using multi-objective
programming to minimize backhaul traffic and downlink
traffic. Lee and Molisch[20] proposed a clustering
approach using a specially designed power control
and resource reuse policies and studied the optimal
caching strategy from the perspective of minimizing
both throughput and EE in D2D caching networks. In
Ref. [21], Xiang et al. proposed a wireless caching
scheme that formulated a two-stage non-convex mixedinteger robust optimization problem based on the
imperfect channel state information at the transmitter.
The optimization problem aimed to minimize the total
transmit power while providing quality of service and
ensuring communication secrecy during video delivery.
A caching strategy was proposed in Ref. [22], which
aimed to maximize effective data transmission of the
secondary user under the constraint of the primary
users transmission rate, taking into account different
preferences of the primary base station users and
secondary base station users.
Considering the User Equipments (UEs) mobility,
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the UE mobility model[23] was built to simulate
the ignorance of mobility to describe the random
connectivity of DUEs in D2D networks. In Ref. [24],
Zhang et al. encoded the content into smaller partitions
considering the limited cache capacity and formulated
the caching problem of mobility-aware and user interestdriven as a 0-1 multiple knapsack problem to maximize
the opportunistic caching utility. In Ref. [25], a costoptimal caching problem was modeled by considering
user mobility, cache capacity, and the number of encoded
segments. Lee et al.[26] also developed a mobility aware
multi-user algorithm for the caching problem in largescale user mobility scenarios in the D2D network. An
aggregated flow model based on the law of segment
conservation was proposed, which can reduce the search
space to solve the complexity caused by user mobility. In
Ref. [27], Wang et al. split bandwidth into distinct slices,
proposed a dynamic bandwidth allocation algorithm to
allocate these bandwidth slices to content providers
following different QoE requirements, and used the
many-to-many matching game to formulate the content
sharing problem. In Ref. [28], a distributed caching
strategy based on Q-learning was proposed, which was
aimed at minimizing transmission cost and modeling
the edge caching problem as a Markov decision process.
Chai et al.[29] proposed a caching partitioning algorithm
based on bankruptcy game and a joint content placement
and user association algorithm to minimize the service
delay. Zhang et al.[30] studied a distributed cooperative
hybrid caching problem that considers the content
similarity between users in D2D networks. The costreducing problem was modeled as a local cooperative
game and proved to have at least one pure Nash
equilibrium. Recently, D2D-based packet caching
technologies that use the fragmental transmission[31]
have attracted increasing attention because of their
potential to facilitate network traffic offloading. In Ref.
[32], Wu et al. introduced the group separation index,
which can reflect the packet allocation fairness and
investigate the impact of the concentration levels of
packet on system performance. In Ref. [33], Woolsey
et al. presented two combinatorial approaches of D2D
coded network design called the hypercube and the
Ruzsa-Szemerédi graph, both of which can reduce
the packetizations and provide the desired throughput
gain. The intersections of hypercube represented coded
multicasting codewords, while disjoint matching on the
Ruzsa-Szemerédi graph represented coded multicasting
codewords.
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3

System Model

In this section, we model a D2D network and introduce
the content delivery process. The main notations used in
this paper are summarized in Table 1.
3.1

Network architecture

As shown in Fig. 1, we consider a D2D network
where there is one Macro Base Station (MBS) and
many DUEs. These DUEs are modeled as GDPP with
density U , denoted as ˚U . U D f1; 2; : : : ; u; : : : ; U g
is the collection of DUEs. Assuming that each DUE
independently requests contents with equal probability
and obtains requested contents from the MBS or nearby
Table 1
Notation
U
U D f1; 2; : : : ;
u; : : : ; U g
C D f1; 2; : : : ;
f; : : : ; F g
d
h
˛
dmax
Pb
Pu
W
N0
Zipfi
ˇ
.n/ .X1 ;
X2 ; : : : ; Xn /
˚U D fX1 ;X2 ; : : : ;
Xu ; : : : ; XU g
K.Xi ; Xj /
K0 .Xi Xj /
uu
O
ub

G
K
min

Cached.f /
H
H self
H D2D
S.i /
Rb .u; u;
O i/
Du;u;i
O

Summary of notations.
Description
Density of GDPP
Set of U DUEs
Set of F contents
Distance between the communication
parties
Fading gain with exponential distribution
Path-loss exponent
Maximum transmission distance between
DUEs
Transmit power of the MBS
Transmit power of DUEs
Channel bandwidth
Power of white Gaussian noise
Content popularity of the i -th level content
Zipf exponent
Product density of GDPP
Set of points generated by GDPP
Kernel function of GDPP
Covariance function
SINR between DUEs
SINR between DUE and MBS
Channel gain
Cache capacity of DUEs
Minimum SINR that DUEs can receive
Cached probability of content f
Cache hit ratio
Self-cache hit ratio
D2D-cache hit ratio
Size of content i
Maximum information transmitting rate
Backhaul delay

Fig. 1

Architecture of D2D caching networks.

DUEs within its available distance, we consider an
underlay D2D network. Thus, D2D and cellular
communications share the same radio resources, and
DUEs establish and maintain the D2D links without
the participation of MBSs. There are F contents in
the D2D network denoted as C D f1; 2; : : : ; f; : : : ; F g.
Divide contents into F levels based on the probability
of contents, while the 1st content is the highest level
content with the highest probability of being accessed
and the F -th content is the lowest. The transmission
channel is established as a combination of large-scale
path loss and small-scale Rayleigh fading given by
g.d / D hd ˛
(1)
3.2

Content delivery process

The process of content delivery can be described as
follows.
3.2.1

Content request

In a D2D network, most DUEs frequently request
only a few contents, which are called popular contents.
To better match this characteristic of contents being
requested in the network, we use Zipf distribution as
the content popularity model. In the Zipf distribution,
the higher the level is, the bigger the probability that
the content will be requested. The popularity of the i -th
level content is given by
1= i ˇ
Zipfi D
(2)
F
P
1=j ˇ
j D1

where ˇ > 0.
3.2.2

Content delivery

When a DUE requests contents, there are three methods
for the DUE to obtain the requested contents.
From the local cache. A DUE can obtain contents
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from its local cache space if it has already cached them.
From neighboring DUEs. A DUE can download
contents from neighboring DUEs through D2D links.
The DUE can exploit some signaling mechanisms to
discover the neighborhood. Neighboring DUEs who
cache the requested contents will return a signaling
mechanism to the request DUE. The DUE can then select
a neighbor to obtain the requested contents.
From MBS. A DUE can directly obtain contents
from MBS through cellular links. When no reply is
received within a period after the DUE exploits the
signaling mechanisms, the DUE can directly initiate
a communication request to the MBS and obtain the
requested contents through the cellular links.

4

Caching Strategy Based on the Ratio of
Content Popularity to Cached Probability

In this section, a new caching strategy is proposed,
which models the caching problem as a many-tomany matching problem and considers the ratio of
content popularity to content cached probability as the
preference list of DUEs to avoid caching large amounts
of duplicate contents. For convenience, we abbreviate
the caching strategy as RCPCP.
4.1

GDPP model of DUE

Although the Poisson Point Process (PPP) works
well for most wireless networks, there may be no
interaction between the points. According to different
interactions, wireless networks can be divided into
cluster networks and repulsion networks; DUEs in a
cluster network are distributed around the center of the
cluster, while repulsion networks have repulsion between
each DUE[34] . For clustered networks, Poisson Cluster
Process (PCP) and Poisson hole cluster process[35]
are good models for DUEs. However, considering the
repulsion among DUEs, they are not applicable. To
cope with this situation, the GDPP is applied to model
DUEs in the repulsion networks. From a statistical
perspective, the most important property of the GDPP
is that it is inhibitory at all scales after considering
spatial inhomogeneity. For an underlay D2D network
with repulsion between DUEs, it is a good choice to
model the network with GDPP.
The point process is a GDPP if its product density is
given by
.n/ .X1 ; X2 ; : : : ; Xn / D detAnn ;
X1 ; X2 ; : : : ; Xn 2 R2

(3)
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where det is the determinant of a square matrix, Aij D
K.Xi ; Xj /; 1 6 i; j 6 n, K.Xi ; Xj / is the kernel
function, and X1 ; X2 ; : : : ; Xn denote n points on R2 .
The kernel function of GDPP has the form,
K.Xi ; Xj / D K0 .Xi Xj /; Xi ; Xj 2 R2
(4)
where K0 .Xi Xj / is the covariance function, and it
can be expressed as
Xj / D U e

K0 .Xi

kXi Xj k2
2

(5)

where the kernel width  controls the repulsiveness of
the points and U 6 1=f  2 g is satisfied.
Let ˚U D fX1 ; X2 ; : : : ; Xu ; : : : ; XU g be a collection
of points generated by GDPP, and Xu represents the
coordinate of the point of DUE u. The distance between
the DUEs u and u0 .u0 2 U ; u0 ¤ u/ can be expressed as
duu0 Dk Xu Xu0 k
(6)
Denote X0 as the coordinate of MBS, so the distance
between DUE u and the MBS is
dub Dk Xu X0 k
(7)
4.1.1

Interference analysis of obtaining contents
from other DUEs

The SINR between DUEs u and uO is given by
Pu GduuO˛
D
(8)
uuO
X
Pu g.duj / C Pb g.dub / C N0
j 2U ;j ¤u;j ¤uO

where

X

Pu g.duj / is the interference from

j 2U ;j ¤u;j ¤uO

other DUEs and Pb g.dub / is the interference from MBS.
4.1.2

Interference analysis of obtaining contents
from MBS

The SINR of DUE u downloading contents from the
MBS is
Pu Gdub˛
(9)
ub D
X
Pu g.duj / C N0
j 2U ;j ¤u

where

X

Pu g.duj / is the interference from DUEs.

j 2U ;j ¤u

4.2

RCPCP

Similar to the Pareto principle, only a small number of
contents are frequently requested by most DUEs, and
most of them are rarely requested. Placing the popular
contents close to DUEs will greatly reduce the latency.
In our caching strategy, the Zipf distribution is used to
model content popularity, and we use content popularity
to simulate the process of DUEs requesting contents.
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The content popularity that enables DUEs to cache
popular contents is only part of the caching strategy. To
ensure the diversity of cached contents in DUEs, we
introduce the concept of the content cached probability.
The cached probability of content f is given by
N .f /
Cached.f / D
; 16f 6F
(10)
K  Nu
where N .f / represents the number of content f that
have been cached in the request DUE or its neighboring
DUEs, K is the cache capacity of DUEs, and Nu denotes
the number of neighboring DUEs of the requesting DUE.
DUE uO is a neighbor of DUE u if is satisfied that
duuO 6 dmax ;

uuO

>

min

(11)

The caching problem of content in the D2D network
is modeled as a many-to-many matching game, in which
DUEs and contents are considered two players in this
game.
Definition 1 Many-to-many matching  is a
mapping function of the disordered element family from
sets U to F . A matching  is a subset of U  C , which
can be denoted as  2 U  C .
(1) .f / is contained in U and .u/ is contained
in C ;
(2) For each DUE u in the set U , there is j.u/j 6 K,
and .u/ … C if .u/ D u is satisfied;
(3) j.f /j 6 U for all Cf in C ;
(4) f is in .u/ if and only if u is in .f /.
To complete the matching game with different
requirements of DUEs and contents, each DUE and
content must identify their preferences for each other.
For each DUE u or content Cf , we define the order of
preference as u or Cf . CF u Cf 0 means that DUE
u prefers content Cf to content Cf 0 , while u u Cf
means that DUE u would rather not cache content than
cache content Cf .
To reduce the redundancy and increase the diversity
of cached contents, we introduce the ratio of content
popularity to cached probability as the preference list
of DUEs. The ratio of content popularity to cached
probability is given by
q.f / D Zipff =Cached.f /; 1 6 f 6 F
(12)
The ratio of content popularity to cached probability is
infinite if the cached probability P .f / is zero, which
means that DUEs prefer content f to all other contents.
For any DUE u, we propose a preference relation u
defined over the set of content C : f u f 0 , q.f / u
q.f 0 /. Content f prefers all DUEs because content f
can be cached by any DUE without priority. To deal with

the many-to-many matching game, we introduce a stable
matching algorithm based on the deferred acceptance
algorithm as shown in Algorithm 1.
Definition 2 If  is a stable many-to-many
matching, then
(1) there is no blocking pair .u; f / that satisfies u f
.f / and f u .u/;
(2)  is in line with individual rationality which means
that each player is acceptable to its spouse.
When DUE u requests content f , and f has been
cached by DUE u, then the stable matching is generated,
and the preference list will not change. Therefore,
the matching is still a stable matching and no cache
replacement occurs.
When DUE u requests content f that is not cached
by itself, we compare the ratio of content popularity to
cached probability between the content f and contents
cached by DUE u. There is no blocking pair if the
requested content’s ratio of content popularity to cached
probability is smaller than that of other contents cached
by DUE u. Thus, the matching is still stable. Otherwise,
the preference list of DUE u changes and a blocking
pair appears. The existing matching is already unstable,
and a new stable matching is needed. Given that only
the preference list of DUE u has been changed, only
the DUE u needs to repeat the Third and Fourth steps
in Algorithm 1 until a stable matching is generated. As
a result, the requested content f will be cached and
the content cached by DUE u with the smallest ratio of
Algorithm 1 Stable matching algorithm
Initialize
Each DUE cache contents in their cache space;
First step
All DUEs define and announce a preference list based on
the ratio of content popularity to cached popularity to cached
probability of different contents;
Second step
Each content also announces its preference list for DUEs;
Third step
Each DUE proposes to its most favorite content and deletes
it from its preference list;
Fourth step
Each content keeps the most favorite DUE regarding its
quota and preference list among the proposals and rejects the
rest;
Fifth step
Back to the third step until all DUEs are matched;
Terminate
A stable matching between DUEs and contents.
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content popularity to cached probability will be replaced.

5

4.3

In this section, we evaluate the performance of the
proposed RCPCP caching strategy and compare it
with some other caching strategies, such as LRU[36] ;
Equal Probability Random Cache (EPRC), which caches
contents with the equal probability[37] ; and the Most
Popular Content Cache (MPC) which caches contents
based on popularity[38] .

Key performance indexes

To evaluate the performance of the caching strategy, we
mainly consider two key performance indexes: cache hit
ratio and latency.
Cache hit ratio

Cache hit ratio is the probability that contents cached
in the DUEs are requested. Cache hit ratio can also be
defined as the probability that any DUE can obtain the
requested contents from the local cache space or nearby
DUEs. Therefore, it consists of self-cache hit ratio and
D2D-cache hit ratio, given by
H D H self C H D2D

(13)

self

where H represents the self-cache hit ratio of getting
contents from the local cache space, and H D2D denotes
the D2D-cache hit ratio of getting contents from
neighboring DUEs.
4.3.2

Latency

Latency refers to the time needed for a DUE to make a
request until the requested content is received.
The latency is zero when a DUE can download
contents from its local cache space.
The latency of getting contents from neighboring
DUEs can be defined as
S.i /
C Du;u;i
(14)
Td .u; u;
O i/ D
O
Rb .u; u;
O i/
where S.i/ indicates the size of the content i, and
Du;u;i
O denotes the backhaul delay of the communication
between DUEs u and u.
O We model the backhaul delay
of communication between DUEs as an exponentially
distributed random variable with a given mean Dd [29] .
According to the Shannon equation, the maximum
information transmitting rate is
Rb .u; u;
O i / D W log2 .1 C

uuO /

ub /

(17)

Simulation settings

In the simulation, we consider a square network with a
side length of 500 m[39] . We set the D2D communication
distance dmax D 50 m[18] . Assume that the number of
contents is F D 100, the size of each content is S D 100
KB, the density of points is U D 400  10 6 m 2 , the
kernel width of GDPP is  D 0:1, and the path-loss
exponent is ˛ D 4[40] . The channel bandwidth is set
to W D 10 MHz for each DUE[41] . Given that the
power spectral density of the noise is 174 dBm/Hz[42] ,
the noise power is N0 D 104 dBm. The fading gain
with exponential distribution is h D 30 dBm. The
channel gain is 1. The transmission power of the MBS
is Pb D 10 W, while the transmission power of DUEs is
Pu D 1 W. The cache capacity is K D 10[20] . We set the
mean value of backhaul delay of D2D link and cellular
link as Dd and Db to 0.01 and 0.02 s, respectively[29, 42] .
5.2

Simulation result of each request

To better understand the process of the stable matching
algorithm, we simulate 10 000 requests and obtain the
performance result of each request. Assume the content
popularity ˇ D 1. Figure 2 shows the cache hit ratio
for each request of RCPCP and three compared caching
strategies. Given that the stable matching generated
1.0

(15)

where W is the channel bandwidth allocated by MBS
for this communication link.
The latency of downloading contents from MBS is
S.i /
Tb .u; i / D
C Du;b;i
(16)
Rb .u; b; i /
where Du;b;i denotes the backhaul delay of the
communication link between DUE u and MBS. We
model the backhaul delay of communication between
DUE and MBS as an exponentially distributed random
variable with a given mean Db [29] .
The transmitting rate of this case is given by
Rb .u; b; i / D W log2 .1 C

5.1

LRU
EPRC
MPC
RCPCP

0.9
0.8

Cache hit ratio

4.3.1

Simulation and Result Analysis

0.7
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0
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Fig. 2
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6000
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by the many-to-many matching game is based on the
preference list of both players, which is related to
the content cached probability, we can observe that it
changes greatly in the first few requests. Meanwhile,
other caching strategies have fewer fluctuations due to
the contingency of the requested content. As the number
of requests increases, the cache hit ratio of all caching
strategies gradually stabilizes. From Fig. 2, we know
that our proposed caching strategy is significantly better
than other strategies with a nearly 0.7 cache hit ratio. The
cache hit ratio of LRU is slightly higher than the cache
hit ratio of MPC. EPRC has the smallest cache hit ratio
of 0.26, because its caching replacement has nothing to
do with content popularity while DUEs requesting for
contents is related to it.
Given that the cache hit ratio is composed of the
self-cache hit and D2D-cache hit ratio, Figs. 3 and 4
introduce the changes in the self-cache hit ratio and
the D2D-cache hit ratio with the number of requests,
0.9
LRU
EPRC
MPC
RCPCP

0.8

Self-cache hit ratio

0.7
0.6
0.5
0.4

respectively. Combining Figs. 3 and 4, we can observe
that LRU has a higher self-cache hit ratio while the
D2D-cache hit ratio is almost zero. Thus, LRU obtains
content mainly through self-cache or from MBS. MPC
has the largest D2D-cache hit ratio that may be caused
by caching content based on content popularity, which
makes its cached content highly diverse. EPRC has a
high D2D-cache hit ratio because it caches contents
with equal probability while users frequently request
the popular contents, so contents are almost impossible
to obtain through self-cache. Figures 3 and 4 show that
RCPCP mainly obtains contents from its local cache;
it has the highest self-cache hit ratio and a small D2Dcache hit ratio. Compared with the three other caching
strategies, RCPCP can cache more high popular contents
first to increase the self-cache hit ratio and cache more
diverse contents to ensure its D2D-cache hit ratio.
Figure 5 shows the average latency versus the number
of requests. We find that the average latency of RCPCP
is low because its self-cache hit ratio is high, so most
of the contents can be obtained by self-cache, and only
a small part is obtained through D2D cache or MBS.
Although the cache hit rate of LRU is almost the same,
its latency is lower than that of MPC. The latency of selfcache is lower than that of D2D-cache, and LRU mainly
obtains contents from the local cache when the cache is
hit while MPC has both self-cache and D2D-cache.

0.3

5.3

0.2

The impact of content popularity is analyzed in this part.
We consider the Zipf exponent ˇ to change gradually
from 0 to 3. Figure 6 shows the trend of the cache hit
ratio and content popularity. As the content popularity
increases, the cache hit ratios of MPC, RCPCP, and LRU
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Fig. 6

Cache hit ratio for varying Zipf exponent.

rise, while the cache hit ratio of EPRC decreases slightly
because EPRC caches content randomly with equal
probability regardless of content popularity. When the
Zipf exponent is zero which means all contents have the
same probability of being requested, MPC has the same
cache hit ratio with EPRC. With the increase in content
popularity, the cache hits of RPCCP will surpass the
other three cache strategies and gradually approach 1.
In Fig. 7, the average latency under caching strategies
is shown. The higher the Zipf exponent, the lower the
latency of the caching strategies except for EPRC. The
average latency of MPC is lower than that of LRU and
RCPCP when the Zipf exponent is low. With the increase
in the Zipf exponent, the average latency of LRU and
RCPCP will be lower than that of MPC and the average
latency of RCPCP becomes the lowest.
5.4
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on the performance of these algorithms. DUEs can
cache more contents with the improvement of the cache
capacity, which can enhance the cache hit ratio and
reduce the latency. In Fig. 8, the cache hit ratio of all
four caching strategies increases as the cache capacity
improves, unlike the content popularity. RCPCP has the
highest cache hit ratio, while the EPRC has the lowest
cache hit ratio. With the improvement in cache capacity,
the cache hit ratio of MPC will exceed that of LRU.
Figure 9 shows that the average latency of these
caching strategies decreases gradually as the cache
capacity improves, because of the increased probability
of self-cache. The average latency of our proposed
caching strategy is significantly lower than those of
other caching strategies. Unlike the influence of content
popularity, our proposed caching strategy also has
obvious advantages over other caching strategies in
latency when the cache capacity is large enough.

Impact of cache capacity

In this part, we studied the impact of cache capacity

Fig. 7

Average latency for varying Zipf exponent.

Fig. 8

Cache hit ratio for varying cache capacities.

Fig. 9

Average latency for varying cache capacities.
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Conclusion

In this paper, we studied a caching strategy based on
the many-to-many matching game in the D2D network.
Considering the repulsion between DUEs, we modeled
the DUEs as GDPP. To ensure that the network can
cache other contents besides high popularity contents,
we introduced the ratio of content popularity to cached
probability as the preference list of DUEs. Simulation
results show that our proposed caching strategy is
competitive in terms of both the cache hit ratio and
latency compared with the three other caching strategies.
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