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1 イントロダクション
本論文では，1次元「Uターン」self-repelling walk（以下USRW）の連続極限の存在とその連続極限の
性質について扱っている．self-repelling walkとは，非マルコフ的なランダムウォークのモデルの一つであ
る．「マルコフ性とは，k+ 1歩目の位置の分布が k  1歩目までの動きとは関係なく，k歩目の位置を出発
点としたときの次の 1歩の位置の分布に等しい，という性質である．」（参考文献 [2]p.68）つまり非マルコ
フ的なモデルの k+ 1歩目の位置の分布には，k歩目までの動きが関係しうる．このため非マルコフ的なモ
デルはマルコフ的なモデルに比べて，研究が難しい．
1次元 self-repelling walkの研究として既に研究されているモデルを 2つ紹介する．以下では pathをグ
ラフの点から隣の点へ辺の上を通って移るものとする．
1つ目は「サイト」self-repelling walkである．まず n歩の path全体の集合を考える．ここで pathとは，
グラフの点から隣の点へ辺の上を通って移るものとする．Si, i 2 f0, 1, . . . , ngを pathの i歩目での位置と
したとき，パラメータ 0 < u < 1を用いて各 pathに ( 12 )n Õ
(i, j)2f0, 1, ..., ng2
i 6=j
(1  u1fSi=Sjg)に比例した確率を与
える．このとき同じサイト（点）を多くの回数通る pathほど確率が小さくなることがわかる．このように
pathのサイトに注目したこのwalkを「サイト」self-repelling walkと呼ぶことにする．(参考文献 [7])
2つ目は「ボンド」self-repelling walkである．n歩目に x0 にいると仮定する．
このとき辺 (x0, x0 + 1),辺 (x0, x0   1)を n歩目までに通った回数をそれぞれ a, bとしたときパラメータ
0 < u < 1を用いて n+ 1歩目に x0 + 1, x0  1にいる確率がそれぞれ ua, ubに比例するwalkである．この
ように pathのボンド（辺）に注目したこのwalkを「ボンド」self-repelling walkと呼ぶことにする．(参
考文献 [10])
これらのwalkは隣の点に移る pathを扱っているが，必ずしも隣の点に移るモデルばかりではなく，一歩
の幅が有界でないモデルもある．（参考文献 [5], [9]）
1次元 USRWの特徴について説明する．（詳しくは第 3章で定義する．）本論文ではくりこみ群を用いて
pathに確率を与える．その際に pathの集合の列を適切にとってくることで帰納的に確率を定義することが
できる．最初の pathの集合では「Uターン」をする pathほど確率が低くなるという特徴がある．USRW
の研究を通して次の 2つの結果が得られた．
主結果 1　 USRWの連続極限の存在．
主結果 2　連続極限がもつ性質．
これらの具体的な結果と証明はそれぞれ 3章と 4章で扱っている．また主結果 2で現れる漸近挙動を支
配する gu に相当する指数が「サイト」self-repelling walkでは任意の u 2 (0, 1)に対して gu = 1，「ボン
ド」self-repelling walkでは任意の u 2 (0, 1)に対して gu = 23 であることがそれぞれ示唆されている．本
論文で扱う USRWの gu は，単純ランダムウォークの連続極限であるブラウン運動に対応する 12 から自己
3
回避ウォークの連続極限である等速直線運動に対応する 1まで，uに関して連続に変化する．
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2 準備
この章では第 3章で扱う「Uターン」self-repelling walkを定義するために用いる記号や命題をまとめ
る．まずグラフ上の pathの集合の列を定義し，第 3章で確率を与えることでwalkを定義する．
2.1 グラフの列とその上の path
初めにグラフの列とその上の pathを定義する．ここで pathとは，グラフ上の点から隣の点へ辺の上を
通って移るものとする．
定義 2.1 （グラフの列）n  0に対して，グラフの列 Gn := (Vn, En)の頂点集合 Vn と辺の集合 En を，
Vn := fx 2 [ 1, 1] : x = 2 nz, z 2 Zg,
En := f(x, y) : x, y 2 Vn, jx  yj = 2 ng
と定義する．
例 2.2 n = 1のとき，n = 2のときはそれぞれ次のようになる．
G1 G2
0 1 1 0 1 1
定義 2.3 （pathの集合の列）n  0に対して，Gn 上の pathで 0から出発して  1より先に 1に到達する
有限 pathの集合の列 W˜n を，
W˜n = fw = (w(0), w(1), w(2), . . . , w(k)) :
w(0) = 0, w(k) = 1, w(i) 2 Vn n f1g, (w(i), w(i+ 1)) 2 En, i = 0, 1, 2, . . . , k  1, k 2 Z2g
と定義する．ここでZ2 = f2, 3, . . .gである．さらにw = (w(0), w(1), w(2), . . . , w(k))に対して，` (w) =
kを pathの歩数とする．
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例 2.4 w 2 W˜2 の pathの 1つとして w = (0,   14 ,   12 ,   34 ,   12 ,   34 ,   12 ,   14 , 0, 14 , 0, 14 , 12 , 14 , 12 , 34 , 1)は
縦軸を歩数とすると次のようになる．
 1 0 1
G2
  12 12
w
`(w) = 16
2.2 到達時刻と粗視化
次に到達時刻の列と pathの粗視化を定義する．
定義 2.5 （到達時刻）n  mを満たすmに対して，w 2 W˜nが Gmの点を通る時刻の列 fTmi gi=0, 1, ...,m0 を，
Tm0 (w) := 0,
Tmi (w) := inffj > Tmi 1(w) jw(j) 2 Vm n fw(Tmi 1(w))gg
と定義する．これは同じ Gmの頂点を連続して通る場合は一回とみなしたときに i回目の Gmの頂点を訪れ
るまでの歩数である．ここで m0 は w(Tmm0(w)) = 1を満たす正の整数である．
例 2.6 例 2.4の wの m = 1のときの到達時刻は，
T10 (w) = 0, T
1
1 (w) = 2, T
1
2 (w) = 8, T
1
3 (w) = 12, T
1
4 (w) = 16となり m0 = 4である．
定義 2.7 （粗視化）n  mを満たす mに対して，w 2 W˜nの mでの粗視化を到達時刻の列 fTmi gi=0, 1, ...,m0
を用いて，
Qmw = (Qmw(0), Qmw(1), . . . , Qmw(m0)),
Qmw(i) = w(Tmi (w)), i = 0, 1, . . . , m0
と定義する．このとき `(Qmw) = m0 である．
5
例 2.8 例 2.4の wの m = 1での粗視化した pathは Q1w = (0,   12 , 0, 12 , 1)となる．
 1 0 1
G2
w
  12 12  1 0 1G1
Q1w
例 2.8からもわかるようにmでの粗視化は w 2 W˜nを粗く見ることで W˜mの pathを対応させていることが
わかる．また n  mのとき，Vm  Vn であるので，
fQmw(0), Qmw(1), . . . , Qmw(`(Qmw)g  fQnw(0), Qnw(1), . . . , Qnw(`(Qnw)g
となる．このことから次の命題が成り立つ
命題 2.9 n  mのとき，Qm Qn = Qm が成り立つ．ここで Qm Qn は Qn で粗視化したあとに Qm で粗
視化することをあらわす．
2.3 粗視化分解
ここで粗視化を用いた pathの分解を考える．n  mとして w 2 W˜n に対して粗視化 Qmwを考える．こ
のとき wmi , i = 1, 2, . . . , `(Qnw)を，
wmi = (w(T
m
i 1(w)), w(T
m
i 1(w) + 1), . . . , w(T
m
i (w)))
とする．ここでwmi はQmwの i歩目の細かい構造を表している．これを用いて，w 7! (Qmw, wm1 ,wm2 , . . . ,wm`(Qmw))
とすることで wを一意に表現することができる．
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例 2.10 例 2.4の wを m = 1での粗視化を用いて，(1)で表現すると w 7! (Q1w,w11,w12, w13, w14)となり次
のようになる．
 1 0 1
G2
 1 0 1
G1
  12 0 12
 1   12 0
  12 0 12
0 12 1
w Q1w w11 w
1
3
w12 w
1
4
さらに例 2.10の w1i , i = 1, 2, 3, 4と相似な W˜1 の pathをそれぞれ w˜1i , i = 1, 2, 3, 4とおいて，
w 7! (Q1w, w˜11, w˜12, w˜13, w˜14)
を粗視化を用いた分解とする．
定義 2.11 （粗視化分解）n  mを満たす mに対して，w 2 W˜n の mでの粗視化分解を，
w 7! (Qmw, w˜m1 , w˜m2 , . . . , w˜m`(Qmw))
と定義する．ここで w˜mi , i = 1, 2, . . . , `(Qmw)は W˜n m の pathで wmi と相似な pathである．
例 2.12 例 2.4の wを m = 1での粗視化分解は次のようになる．
 1 0 1
G2
 1 0 1
G1
w Q1w w˜11 w˜
1
3
w˜12 w˜
1
4
 1 0 1  1 0 1
 1 0 1  1 0 1
3 １次元「Uターン」self-repelling walk
この章では 1次元「Uターン」self-repelling walk（以下USRW）を定義する．そのためにG1上のUSRW
を定義した上で Gn 上の USRWを帰納的に定義する．
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3.1 G1上のUSRW
初めに G1上のUSRWを定義する．各 w 2 W˜1に対して，Ｕターンの数 N(w)を用いて wとなる確率が，
uN(w)x`(w) 1u で与えられるものとする．ここで Uターンの数 N(w)は，
N(w) = ]f1  i  `(w)  1 jw(i  1) = w(i+ 1)g
であり，0  u  1, 0 < xuは W˜1上での確率の和が 1となるように定める．このG1上のUSRWは 0 < u < 1
のとき，Uターンをする pathほど確率が低くなるランダムウォークである．
例 3.1 G1 上の USRWの例として，`(w) = 4の pathは次の 2種である．
G1
0 1 1
1
2
3
4
G1
0 1 1
1
2
3
4
w w0
このとき（wになる確率）= ux3u,（w0 になる確率）= u2x3u である．
ここで xu を具体的に求める．
初めに W˜1 の pathを表す記号を定義する．
記号 3.2 w 2 W˜1 を表す記号として，pathの 2歩の動きを次の３つに分ける．
A := (0, 12 , 0)
B := (0,   12 , 0)
C := (0, 12 , 1)
この記号を用いて，例 3.1の w = AC, w0 = BCと表すことにする．さらに w 2 W˜1, `(w) = 2kを満たす
pathをこの記号を用いて書き表すと，
A
B
A
B
A
B
C
k  1個
となり w 2 W˜1, `(w) = 2kを満たす pathの個数は 2k 1 個であることがわかる．
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u = 1のとき，W˜1 上で確率が 1であるので，
1 = å
w2W˜1
x`(w) 11
=
¥
å
k=1
å
w2W˜1
`(w)=2k
x2k 11
=
¥
å
k=1
2k 1x2k 11
=
x1
1  2x21
この方程式を解くと，x1 = 12 となり u = 1のとき 0から出発して 1より先に 1に到達する simple random
walkになることがわかる．
u = 0のとき，確率が正となる pathは (0, 12 , 1)だけであるので，x0 = 1で self-avoiding walkになる
ことがわかる．
0 < u < 1のとき，u = 1のときと同様に W˜1 上で確率が 1であることから，
å
w2W˜1
uN(w)x`(w) 1u = 1
を解けばいいことがわかる．ここで W˜1のpathのUターンについて考える．記号 3.2の A, B, Cとその間の移
動に注目すると，A, B, AA間, BB間, AC間でＵターンしていることがわかる．これをw 2 W˜1, `(w) = 2k
を満たす pathで見てみると，
A
B
A
B
A
B
C
k  1個
u
u
u
u
u
u
u
u
u
u
uu
u
となる．この図から w 2 W˜1, `(w) = 2kの pathは必ず k  1回Uターンをする事，k  1回Uターンをす
るかしないかの選択をする事がわかるので，
å
w2W˜1
`(w)=2k
uN(w) = uk 1(u+ 1)k 1
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となる．よって，
1 = å
w2W˜1
uN(w)x`(w) 1u
=
¥
å
k=1
å
w2W˜1
`(w)=2k
uN(w)x2k 1u
=
¥
å
k=1
uk 1(u+ 1)k 1x2k 1u
=
xu
1  u(u+ 1)x2u
この方程式を解くと，xu = 1u+ 1 > 0となる．よって G1 上の USRWを次で定義する．
定義 3.3 （G1 上の USRW）W˜1 上の確率 P˜u1 を w 2 W˜1 に対して，
P˜u1 [fwg] = uN(w)x`(w) 1u
と定義する．
3.2 Gn上のUSRW
次に Gn 上の USRWを帰納的に定義する．Gn 1 上の USRWの一歩一歩が独立に細かい pathに分かれ
て Gn 上の USRWになると考える．
定義 3.4 （Gn 上の USRW）各 w 2 W˜n に対して，定義 2.11の n  1での粗視化分解を
w 7! (Qn 1w, w˜n 11 ,    , w˜n 1`(Qn 1w))とする．W˜n 上の確率 P˜
u
n を，
P˜un [fwg] = P˜n 1[fQn 1wg]
`(Qn 1w)
Õ
j=1
P˜u1 [w˜
n 1
j ]
と定義する．
この定義から v 2 W˜n 1 に対して P˜un [fw 2 W˜n : Qn 1w = vg] = P˜un 1[fvg]となる．また任意の n 2 Z2
に対して，P˜n[W˜n] = 1であることは帰納法を用いて示せる．
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例えば，n = 2のとき，
P˜u2 [W˜2] = å
w2W˜2
P˜u2 [fwg]
= å
Q1w2W˜1
P˜u1 [fQ1wg] å
w˜112W˜1
   å
w˜1
`(Q1w)
2W˜1
`(Q1w)
Õ
j=1
P˜u1 [fw˜1j g]
= å
Q1w2W˜1
P˜u1 [fQ1wg](P˜u1 [W1])`(Q1w)
= å
Q1w2W˜1
P˜u1 [fQ1wg]
= P˜u1 [W˜1]
= 1
となる．
確率 P˜n に対して次の命題が成り立つ．
命題 3.5 （自己相似性）n  mを満たす mと v 2 W˜m に対して，
P˜un [fw 2 W˜n : Qmw = vg] = Pum[fvg]
が成り立つ．
証明　 P˜un の定義より　
P˜un [fw 2 W˜n : Qmw = vg] = å
w02W˜n 1
P˜un [fw 2 W˜n : Qmw = v, Qn 1w = w0g]
= å
w02W˜n 1
Qmw0=v
P˜un [fw : Qn 1w = w0g]
= å
w02W˜n 1
Qmw0=v
P˜un 1[fw0g]
= P˜un 1[fw0 2 W˜n 1 : Qmw0 = vg]
この計算を繰り返し行うと P˜un [fw 2 W˜n : Qmw = vg] = Pum[fvg]が得られる． 2
3.3 1次元USRW
集合 W = fw = (w0, w1, w2,    ) : wn 2 W˜n, Qmwn = wm, m  n, n, m 2 Z>0g上の確率を考える．
そこで Wk = fwk = (w0, w1, w2,    , wk) : wn 2 W˜n, Qmwn = wm, 0  m  n  kg上の確率として，
条件 Qmwn = wm, 0  m  n  kより，wk 2 W˜k の pathに対して w0, w1, w2,    , wk 1 が一意に定ま
ることから，Wk 上の確率 Puk を各 wk = (v0, v1, v2,    , vk) 2 Wk に対して，
Puk [fwkg] = P˜uk [fvkg]
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とする．コルモゴルフの拡張定理を用いて，W上の確率に拡張する．そのためにコルモゴルフの拡張定理
の整合条件を満たすことを示す．
(v0, v1, . . . , vk) 2 Wk を固定する．このとき Wn+1 の部分集合 Aを
A = fwk+1 = (w0, w1, w2,    , wk, wk+1) 2 Wk+1 : wi = vi, i = 0, 1, 2, . . . , kg
とおく．このとき，Puk+1[A] = Pk[f(v0, v1, v2, . . . , vk)g] を満たすことを示せば整合条件を満たすことに
なる．
Puk+1[A] = å
wk+12A
Puk+1[fwk+1g]
= å
wk+12W˜k+1
Qiwk+1=vi , i=0, 1, ..., k
Puk+1[fwk+1g]
= å
Qkwk+1=vk
P˜uk+1[fwk+1g]
= P˜uk+1[fwk+1 : Qkwk+1 = vkg]
= P˜uk [fvkg] （命題 3.5）
= Puk [f(v0, v1, v2, . . . , vk)g]
よって，Puk を W上の確率 Pu で，
Pu  p 1n = Pn
を満たすもが一意に存在する．ここで pnはWからWnへの射影である．さらに Puは Puk の定義から，W
から W˜n への射影 Yn を用いて，
Pu Y 1n = P˜un
を満たすことがわかる．
ここでUSRWの連続極限を考える上で pathの歩数を時刻とみなして pathを時刻に関して連続となるよ
うに拡張する．
定義 3.6 （連続時間上の pathの位置）w 2 W˜n, n 2 Z0 に対して，w(t), t 2 R0 を
w(t) = (i+ 1  t)w(i) + (t  i)w(i+ 1), i  t < i+ 1, i = 0, 1, 2, . . .
と定義する．
以下では W˜n は時刻を連続に拡張したものとする．
3.4 分枝過程
次の確率変数について考える．
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定義 3.7 n  mを満たす mと w 2 W˜n に対して，W˜n 上の確率変数 Smi を，
Smi (w) = `(w˜
m
i )
と定義する．
確率変数 Smi は wn 2 W˜nに対して，Qmで粗視化した pathの i歩目の細かい構造を表す pathの歩数となっ
ている．また Smi (Yn)は W上の確率変数になっている．
確率変数 Smi (Yn)に対して次の命題が成り立つ．
命題 3.8 n  mを満たす mに対して wm 2 W˜m を固定する．条件付き確率 Pu[・jYm = wm ]の下で確率
変数 Smi (Yn), i = 1, 2, . . . , `(wm)は独立同分布である．またその分布は S01(Yn m)の分布と等しい．
証明　 B1 を 1次元ボレル集合体として，B1, B2, . . . , B`(wm) 2 B1 と wm 2 W˜m に対して，
Pu[Sm1 (Yn) 2 B1, Sm2 (Yn) 2 B2, . . . , Bm`(wm)(Yn) 2 B`(wm)jYm = wm]
=Pu[Sm1 (Yn) 2 B1jYm = wm]Pu[Sm2 (Yn) 2 B2jYm = wm]    Pu[Bm`(wm)(Yn) 2 B`(wm)jYm = wm]
となることを示せばよい．
Pu[Sm1 (Yn) 2 B1, Sm2 (Yn) 2 B2, . . . , Bm`(wm)(Yn) 2 B`(wm)jYm = wm]
=P˜un [S
m
1 2 B1, Sm2 2 B2, . . . , Sm`(wm) 2 B`(wm)jQm = wm]
=
P˜um[fwmg]
`(wm)
Õ
j=1
P˜un m[fw˜mj : `(w˜mj ) 2 Bjg]
P˜un [fw : Qm = wmg]
（定義 3.4）
=
`(wm)
Õ
j=1
P˜un m[fw˜mj : `(w˜mj ) 2 Bjg] （命題 3.5）
となる．ここで任意の i 2 f1, 2, . . . , `(wm)gに対して定義 3.4より
P˜n[fw 2 W˜n : Qmw = wm, Smi 2 Big] = P˜um[fwmg] Õ
1j`(w)
j 6=i
P˜un m[W˜n m]P˜un m[fw˜mi : `(w˜mi ) 2 Big]
= P˜um[fwmg]P˜un m[fw˜mi : `(w˜mi ) 2 Big]
が成り立つので，
`(wm)
Õ
j=1
P˜un m[fw˜mj : `(w˜mj ) 2 Bjg] =
`(wm)
Õ
j=1
P˜n[fw 2 W˜n : Qmw = wm, Smj 2 Bjg]
P˜um[fwmg]
=
`(wm)
Õ
j=1
P˜un [S
m
j 2 BjjQm = wm]
=
`(wm)
Õ
j=1
P˜u[Smj (Yn) 2 BjjYm = wm]
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が成り立つ．よって Smi (Yn), i = 1, 2, . . . , `(wm) は独立である．また任意の i 2 f1, 2, . . . , `(wm)g と
B 2 B1 に対して，
Pu[Smi (Yn) 2 B] = P˜un m[Smi 2 B]
Pu[S01(Yn m) 2 B] = P˜un m[S01 2 B]
となるので，Smi (Yn), i = 1, 2, . . . , `(wm)は同分布でその分布は S01(Yn m)の分布と等しい． 2
確率変数の列 fSmi (Ym+n)gn=0, 1, 2, ... が分枝過程であることを確認するために，分枝過程について基本的
なことをまとめておく．（より詳しくは参考文献 [2], [3]）分枝過程とは，確率変数の列 fZngn=0, 1, 2, ... を第
n世代での粒子の個数とするとき，第 n世代で i個の粒子が第 n+ 1世代で j個になる確率 P(i, j)が
P(i, j) = P[Zn+1 = jj Zn = i] =
8>><>>:
å
j1+j2++ji=j
P(1, j1)P(1, j2)    P(1, ji) j1, j2, . . . , ji  0, j  0
d0j, i = 0, j  0
を満たすものである．
例 3.9 fZngn=0, 1, 2, ... を第 n世代の粒子の個数として，P(1, 1) = 13 , P(1, 2) = 23 とする．
Z0 = 1
Z1 = 2
Z2 = 3
2
3 の確率で粒子が 2個になる
2個の粒子がそれぞれ確率 13 で 1個の粒子に
確率 23 で 2個の粒子になる
fSmi (Ym+n)gn=0, 1, 2, ... は，n = 0のとき，Smi (Ym) = 1 a.s.である．n = 1のとき Smi (Ym+1)は wm+1 の
Qm での粗視化分解をしたときの i歩目の歩数であるのでグラフの構造より S01(Y1)と分布が等しい．すな
わち，
P(1, k) = P[Smi (Ym+1) = kj Smi (Ym) = 1] = P˜u1 [fw 2 W˜1j `(w) = kg]
である．以下同様に命題 3.8より
P(i, j) = P[Smi (Ym+n+1) = jj Smi (Ym+n) = i]
= å
j1+j2++ji=j
P(1, j1)P(1, j2)    P(1, ji)
= å
j1+j2++ji=j
P˜u1 [fw : `(w) = j1g]P˜u1 [fw : `(w) = j2g]    P˜u1 [fw : `(w) = jig]
となるので，fSmi (Ym+n)gn=0, 1, 2, ... は分枝過程である．第 1世代で 1個だった粒子の第 2世代での粒子の
個数の分布を子孫分布といい，fSmi (Ym+n)gn=0, 1, 2, ... の子孫分布は S01(Y1)と同分布である．また子孫分布
の平均が 1より大きいとき，優臨界分枝過程と呼ぶ．
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分枝過程を考える上で，子孫分布の生成関数 f (z)が重要である．生成関数は，
f (z) =
¥
å
k=0
P(1, k)zk
で定義され，fSmi (Ym+n)gn=0, 1, 2, ... の生成関数 F(z, u)は，
F(z, u) =
¥
å
k=0
P˜u1 [fw : `(w) = kg]zk
となり，これは G1 上の pathの歩数の母関数となっている．
命題 3.10 確率変数 S01(Y1)に対して次が成り立つ．
1. 　 S01(Y1)の特性関数は，Eu[eitS
0
1(Y1)] = F(eit, u), t 2 R
2. 　 Eu[S01(Y1)] = 2(u+ 1)となり，lu := 2(u+ 1)は uに関して連続である．
3. 　 0 < Eu[(S.1(Y1)  lu)2] < ¥
4. 　 Pu[S01(Y1)  2] = 1
証明 1から順に証明する．
1．t 2 Rに対して，
Eu[eitS
0
1(Y1)] =
¥
å
k=0
eitkPu[S01(Y1) = k]
=
¥
å
k=0
eitk P˜un [S
0
1(Y1) = k]
=
¥
å
k=0.
å
w2W˜1
`(w)=k
eit`(w)P˜un [fwj `(w) = kg]
= F(eit, u)
2．
Eu[S01(Y1)] =
¥
å
k=0
kPu[S01(Y1) = k]
= å
w2W˜1
`(w)uN(w)x`(w) 1u
ここで
¶
¶z
F = å
w2W˜1
`(w)uN(w)x`(w) 1u (z)`(w) 1
となるので，Eu[S01(Y1)] = ¶¶zFj z=1 である．また，
F(z, u) =
xuz
1  u(u+ 1)(xuz)2
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であるので， ¶¶zFj z=xu を求めると，
¶
¶z
Fj z=1 = 2(u+ 1)
= lu
lu = 2(u+ 1)であることから lu は uに関して連続である．
3．
Eu[(S01(Y1)  lu)2] = Eu[(S01(Y1))2]  2luEu[S01(Y1)] + l2u
= Eu[(S01(Y1))
2]  l2u
となるので，2次のモーメントの有限性を示せばよい．u=1のとき
¥
å
k=3
k2Pu[S01(Y1) = k]が最大になるの
で，その値が有限になることから有限性を示すことができる．
4．W˜1の pathは 2歩以上であることから fw 2 W˜1j `(w)  2g = W˜1となるので，S01(Y1)が 2以上にな
る確率は 1となる． 2
命題 3.11 条件付き確率 Pu[・jYm = wm ]の下で fSmi (Ym + n)gn=0, 1, 2, ... は優臨界分枝過程である．
証明　命題 3.10より 0  u  1に対して lu > 2であるので，fSmi (Ym + n)gn=0, 1, 2, ...は優臨界分枝過程
である．
3.5 主結果 1
USRWの連続極限を考える上で Yn(w)を n ! ¥とすると，1歩の幅が限りなく小さくなることから原
点からほとんど動かない pathになることが予想できる．そこで時刻をスケール変換することで自明でない
連続極限を求めることにする．
定義 3.12 時間のスケール変換 Un(a) : W˜n ! W˜n, a 2 R0, n 2 Z0 を w 2 W˜n に対して，
(Un(a)(w))(t) := w(ant)
と定義したとき Xn を，
Xn := Un(lu)Yn, n = 0, 1, 2,   
と定義する．
ここで P˜un の代わりに P˜un  (Un(a)) 1を用いることで第 3章で示してきた命題を同様に示すことができる．
確率変数 Smi (Xn)に対して次の命題が成り立つ．
命題 3.13 wm 2 W˜m に対して，条件付確率 Pu[・jYm = wm ]の下で次が成り立つ．
1. 任意の i 2 f1, 2,    , `(wm)gに対して n ! ¥のとき，Smi (Xn)は Smi に概収束する．
2. Pu[S01 > 0] = 1, E
u[S01 ] = 1
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証明　 Smi (Xm+n)n=0, 1, 2, が n世代とみると優臨界分枝過程であることおよび命題 3.10から優臨界過程の
極限定理（参考文献 [2]，第 2章，§ 6．定理 1）を用いて示すことができる． 2
命題 3.14 wm 2 W˜m に対して，条件付確率 Pu[・jYm = wm ]の下で次が成り立つ．
1. 確率変数 Smi , i = 1, 2,    , `(wm)は独立同分布である．
2. Smi は l mu S01 と同分布である．
証明　命題 3.8より Smi (Yn), i = 0, 1, 2, . . . , `(wm)が独立同分布であることから，その極限もまた独立同
分布になることがいえる． 2
ここで USRWの連続極限を考える上での w 2 Wのとり方について考える．wm 2 W˜m に対して Wの部
分集合 A(wm)を
A(wm) = fw : Smi (Xn(w)) ! Smi (w), Smi > 0 i 2 f1, 2,    , `(wm)g, Ym(w) = wmg
とおく．命題 3.13より，任意の i 2 f1, 2,    , `(wm)gに対して n ! ¥のとき，Smi (Xn)は Smi に概収束
することがいえるので，
Pu[A(wm)] = Pu[Ym = wm]
さらに S
wm2W˜m
A(wm)の確率を考えると，
Pu[
[
m2W˜m
A(wm)] = å
wm2W˜m
Pu[Ym = wm] = 1
Bm =
S
m2W˜m
A(wm)とおいて，任意の m 2 Z0 に対して，
Pu[Bm] = 1
となるので，
Pu[
¥\
m=0
Bm] = 1
が成り立つ．よって連続極限を考えるときは
W0 =
¥\
m=0
Bm
の範囲で wをとればよい．
定理 3.15 （USRWの連続極限の存在）任意の u 2 [0, 1]に対して，n ! ¥のとき Xnは tに関して一様に
連続過程 Xに概収束する．
証明　 w 2 W0 を固定する．任意に e > 0を固定し，M = T01 + eとおく．m  0を任意に固定する．こ
こで Tmj =
j
å
i=1
Smi , j = 1, 2,    , L(Ym)とおいて，Yn の定義から，
Yn(w) 2 W˜n, n = 0, 1, 2,   
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であるので，n  mのとき Tm
`(Ym)
(Xn)は Xn が初めて 1に到達した歩数であるので，
Tm`(Ym)(Xn) = T
0
1 (Xn)
が成り立つ．左辺に注目すると Tm
`(Ym)
(Xn) =
`(Ym)
å
i=1
Smi (Xn)であるので命題 3.13より n ! ¥のとき，
Smi (Xn) ! Smi a.s. , Smi > 0 (1)
となるので n ! ¥のとき，
Tm`(Ym)(Xn) ! Tm`(Ym) a.s. (2)
が成り立つ．右辺も同様に n ! ¥のとき T01 (Xn) ! T01 となることから，
Tm`(Ym) = T
0
1
となる．また (1), (2)より初めに固定した eに対して n1(w) 2 Z0 を適切に選ぶと n  n1 のとき，
max
0i`(Ym)
j Tmi (Xn)  Tmi j  min
0i`(Ym)
Smi
j Tm`(Ym)(Xn)  Tm`(Ym)j < e
とできる．t 2 [0, M]は次の 2つのどちらかを満たす．
1. ある 0 < j < `(Ym)が存在して Tmj 1  t < Tmj となる．
2. Tm
`(Ym)
 t  Tm
`(Ym)
+ e = Mとなる．
1.のとき n  n1 に対し
j Tmj 2(Xn)  Tmj 2j  min
0i`(Ym)
Smi
Tmj 2(Xn)  Tmj 2 + min
0i`(Ym)
Smi
 Tmj 1
同様に Tmj  Tmj+1(Xn)となるので
Tmj 2(Xn)  t  Tmj+1(Xn) (3)
が成り立つ．(3)と Gm の辺の長さより，
jXn(Tmj (Xn))  Xn(t)j  2 m+1
が成り立つ．
2.のとき 1.と同様の計算で Tm
`(Ym) 1(Xn)  tとなることがわかるので n  n1 のとき，
jXn(Tm`(Ym)(Xn))  Xn(t)j  2 m
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が成り立つ．
以上より t 2 [0, M]に対してn, n0  n1 のとき，
jXn(t)  Xn0(t)j  jXn(Tmj (Xn))  Xn(t)j
+ jXn0(Tmj (Xn0))  Xn0(t)j + jXn(Tmj (Xn))  Xn0(Tmj (Xn0))j
 2 m+2
mは任意であったので Xn は tに関して一様に概収束する． 2
4 USRWの連続極限の性質
この章では第 3章で示した連続極限がもつ性質について扱う．証明に関しては参考文献 [8]に沿って証明
する．
4.1 p次モーメントの評価
以下では u 2 [0, 1]を任意に固定する．次の補題を用いる．（参考文献 [4]，第 4章，定理 3）
補題 4.1 乗法的周期関数 H(t), t0 が存在して t < t0 のとき，
  log Pu[S01 < t] = t 
gu
1 gu H(t) + o(t 
gu
1 gu )
が成り立つ．ここで gu = log 2loglu であり，o(t
  gu1 gu )は lim
t!0+
o(t
  gu1 gu )
t
  gu1 gu
= 0を満たす項である．
この補題から次の命題が成り立つ．
命題 4.2 正の定数 C2.1, C2.2, C2.3, C2.4, Kが存在して次が成り立つ．
1. 　 d1t gu  Kを満たす任意の 0 < d1 < 14 , t < t0 に対して，
C2.1e C2.2(d1t
 gu )
1
1 gu  Pu[jXtj  d1]
が成り立つ．
2. 　任意の 0 < d2 < 1, t < t0 に対して，
Pu[jXtj  d2]  C2.3e C2.4(d2tgu )
  11 gu
が成り立つ．
証明　 w 2 W0 を任意に固定する．n ! ¥のとき命題 3.13より
Smi (Xn) ! Smi , Smi > 0
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が成り立つ．補題 4.1より
Pu[S01 < x] = e
 x 
gu
1 gu H(x)e o(x
  gu1 gu )
となるので t < t0 を満たす tに対して，C1.1, C1.2, C1.3, C1.4 が存在して，
C1.1e C1.2x
  gu1 gu  Pu[S01 < x]  C1.3e C1.4x
  gu1 gu (4)
が成り立つ．(4)式を用いて 1, 2を順に証明する．
1．任意に d1 2 (0, 14 ) を固定すると，2 n 1 < d1  2 n を満たす n 2 Z2 が存在する．このとき
s = Sn 11 (Yn)とおいて，Tns < t < Tns+1とする．このとき命題 3.13より N1 > 0が存在して N > N1を満
たすNに対して，
Tns (XN) < t < T
n
s+1(XN)
が成り立つ．Tns (XN)は f2 (n 1)gに到達する時刻であり，このとき tは f2 (n 1)gから2 n移動す
るまでの時刻であることがわかるので，
2 (n 1)   2 n < jXN(t)j < 2 (n 1) + 2 n
2 n < jXN(t)j
となる．よって定理 3.15より N ! ¥のとき，
2 n < jX(t)j
が成り立つ．d1  2 n であることから Tns < t < Tns+1 を満たす tに対して，
jX(t)j  d1
となる．よって
Pu[jX(t)j]  d1]  Pu[Tns < t < Tns+1]
= Pu[Tn 11 < t <
s+1
å
j=1
Snj ]
 Pu[Tn 11 < t < Sns+1]
= Pu[Tn 11 < t]P
u[Sns+1 > t] （命題 3.14, 1）
= Pu[Sn 11 < t]P
u[Sn1 > t]
= Pu[S01 < l
n 1
u t]P
u[S01 > l
n
ut] （命題 3.14, 2）
= Pu[S01 < l
n 1
u t](1  Pu[S01  lnut])
となる．さらに (5)式より
Pu[jX(t)j  d1]  C1.1e C1.2(ln 1u t)
  gu1 gu
(1  C1.3e C1.4(lnut)
  gu1 gu
)
= C1.1e 4C1.2(2
 n 1t gu )
1
1 gu
(1  C1.3e C1.4(2 nt gu )
1
1 gu
)
 C1.1e 4C1.2(d1t gu )
1
1 gu
(1  C1.3e C1.4(d1t gu )
1
1 gu
)
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が成り立つ．C1.3e C1.4K
1
1 gu  12 を満たすように Kを十分大きくとると，C2.1 = 12C1.1, C2.2 = 4C1.2 とお
いて，d1t gu > Kを満たす任意の 0 < d1 < 14 , t < t0 に対して，
C2.1e C2.2(d1t
 gu )
1
1 gu  Pu[jXtj  d1]
が成り立つ．
2．任意に d2 2 (0, 1)を固定すると，2 n < d2  2 n+1を満たす n 2 Z1が存在する．t  Tn1 とする．
このとき命題 3.13より N2 > 0が存在して N > N2 を満たす Nに対して，
t < Tn1 (XN)
が成り立つ．Tn1 (XN)は f2 ngに到達する時刻であるので，
jXN(t)j < 2 n
となる．よって定理 3.15より N ! ¥のとき，
jX(t)j < 2 n
が成り立つ．d2 > 2 n であることから t < Tn1 を満たす tに対して，
jX(t)j < d2
となる．したがって，jX(t)j  d2 を満たす tに対して，
t > Tn1
となる．よって 1. と同様に
Pu[jX(t)j]  d2]  Pu[Tn1 < t]
= Pu[S01 < l
n
ut]
 C1.3e C1.4(lnut)
  gu1 gu
= C1.3e C1.4(2
 nt gu )
1
1 gu
 C1.3e C1.4(
d2t
 gu
2 )
1
1 gu
が成り立つ．C2.3 = C1.3, C2.4 = 12C1.4 とおいて，任意の 0 < d2 < 1, t < t0 に対して，
Pu[jXtj  d2]  C2.3e C2.4(d2tgu )
  11 gu
が成り立つ． 2
Eu[jX(t)jp]に対して次の命題を用いる．
命題 4.3 任意の p > 0, d > 0に対して，
Eu[jX(t)jp] = p
Z 1
0
dp 1P[jX(t)j > d]dd
が成り立つ．
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4.2 主結果 2
命題 4.2，命題 4.3から次の命題が成り立つ
命題 4.4 任意の p > 0に対して正の定数 C3.1(p), C3.2(p), Tが存在して，t < Tを満たす tに対して，
C3.1(p)tgup  Eu[jX(t)jp]  C3.2(p)tgup
が成り立つ．
証明　 C3.1(p)tgup  Eu[jX(t)jp]から示す．命題 4.2を満たすＫと KTgu < 14 , T < t0 を満たすように T
を十分小さくとる．このとき t < Tを満たす tに対して，
E[jX(t)jp] = p
Z 1
0
d
p 1
1 P[jX(t)j  d1]dd1 （命題 4.3）
 p
Z 1
4
Ktgu
d
p 1
1 P[jX(t)j  d1]dd1
 p
Z 1
4
Ktgu
d
p 1
1 C2.1e
 C2.2(d1t gu )
1
1 gu dd1 （命題 4.2）
= pC2.1
Z 1
4 t
 gu
K
(xtgu)(p 1)e C2.2x
1
1 gu tgudx
 tguppC2.1
Z 1
4T
 gu
K
xp 1e C2.2x
1
1 gu dx
が成り立つ．C3.1(p) = pC2.1
R 1
4 T
 gu
K x
p 1e C2.2x
1
1 gu dxとおくと，
C3.1(p)tgup  Eu[jX(t)jp]
が成り立つ．
次に Eu[jX(t)jp]  C3.2(p)gup を示す．t < Tを満たす tに対して，
E[jX(t)jp] = p
Z 1
0
d
p 1
2 P[jX(t)j  d2]dd2
 p
Z 1
0
d
p 1
2 C2.3e
 C2.4(d2tgu ) 
1
1 gu dd2
= pC2.3
Z t gu
0
(xtgu)p 1e C2.4x
1
1 gu tgudx
= tguppC2.3
Z t gu
0
xp 1e C2.4x
1
1 gu dx
 tguppC2.3
Z ¥
0
xp 1e C2.4x
1
1 gu dx
が成り立つ．ここで R ¥0 xp 1e C2.4x 11 gu < ¥であるので，C3.2(p) = pC2.3 R t¥xp 1e C2.4x 11 gu0 dxとおくと，
Eu[jX(t)jp]  C3.2(p)tgup
が成り立つ． 2
命題 4.4に対して，t ! 0+ のとき次の定理が得られる．
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定理 4.5 （主結果 2）p > 0に対して正の定数 C3.1(p), C3.2(p)が存在して，
C3.1(p)  lim inf
t!0+
Eu[jX(t)jp]
tgup
 lim sup
t!0+
Eu[jX(t)jp]
tgup
 C3.2(p)
が成り立つ．
gu =
log 2
loglu
であることから guは uに関して連続であるので，単純ランダムウォークの連続極限であるブ
ラウン運動に対応する 12 から自己回避ウォークの連続極限である等速直線運動に対応する 1まで，uに関
して連続に変化することがわかる．
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