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ABSTRACT
The purpose of this paper is to compile and organize 
the theory of matrices so that it will be a workable tool 
in the study of quadric surfaces.
From fundamental Matrix Theory basic definitions, well 
known properties, and theorems involving vector spaces, 
linear transformations, and quadratic forms have been listed 
and discussed in Chapters I and II. These definitions,
_theorems, and properties are then used in the analysis of 
quadric surfaces in Chapter III.
v
MATRIX APPROACH TO QUADRIC SURFACES
INTRODUCTION
Basic knowledge of matrix algebra is fundamental for 
the reader, although many definitions, well known properties, 
and theorems have been stated and proved for the development 
of the study of quadric surfaces.
Any homogeneous polynomial of the second degree can be 
represented in matrix notation:
whose coefficients are from some number field F, specifically 
real coefficients will be the only ones considered. Of par­
ticular importance and usefulness is the symmetric form of 
the coefficient matrix A = (a^) of the quadratic form.
in the above notation, so that, it is reasonable to approach 
the analysis of quadric surfaces through the study of matrices 
and quadratic forms. For instance, the eigenvalue problem is 
essential in determining the principal planes of a quadric
The equation of any quadric surface in can written
surface.
2
CHAPTER I
VECTOR SPACES
SECTION 1: Definitions and Properties*
A scalar quantity, or simply a scalar, is an element of 
some number field* Rational numbers, real numbers, and complex 
numbers are scalars. Operations with scalars are governed by 
the same rules as in the field of which they are a part*
Ordered n-tuples or column matrices of scalars which are 
elements of some number field F, as X = 9
y z {y*^ * *  • • • # *  • • • * = and which obey
certain rules of combination are called n-dimension vectors 
or n-vectors, x^ of X and y^ of Y, i = 1,2, . ..,n, are called 
the components of X and Y, respectively. Two n-vectors as 
defined above are equal if and only if their corresponding 
scalar elements or components are equal.
If X = {x1,x2,•••,xn] is a vector or a column matrix then 
X* will denote the transpose of X, that is, the row matrix 
with the same elements in the same order as X, written 
X* = (x^,x2,••**xn ). X* will denote the transpose conjugate 
of X, that is, the transpose of X formed by the conjugate of 
its components.
3
If
The scalar product of two n-vectors X and Y is.defined 
to be X'Y so that
Cx1»x2»...,xn)*{y1,y2,...,yn} = + x2y2 + **• + V n}
where the product is a scalar* X*Y is defined as the inner 
product of the two n-vectors X and Y. If the components of 
X and Y are from the real field, the inner product of X and Y 
is the same as their scalar product*
The vector, all of whose components' are zero, is called 
the zero or null vector aiid is denoted by 0 = {0,0,***,0}.
The n-vector E. = {o,•••,0,1,0,*•*,0} with 1 as its com-d
ponent, all other components being G, is called the }^  eie.
mentary n-vector*
The basic operations of the algebra of vectors are the 
following s
(1) multiplication of a vector X*by a scalar k,
kX = {kx1,kX2»*.*#kxn }
(2) the addition of two n-vectors X and Y,
X + Y = {xx + yx, x2 + y2, xn + yn}.
Hence it follows that for any vector X:
(3) X + 0 = 0 + X = X, for all X,
(V) 0*X = 0, for all X,
(?) k*0 = 0, for all k.
If X is any non-zero vector, then -X shall denote the 
vector (-l)X. Thus it follows that 
(6) X + (-l)X = 0.
As a result of the above definitions of n-dimensional 
vectors certain relations satisfied by vectors are implied;
(a) The addition of vectors is commutative,
X + Y = Y + X 
since all the components are elements of a field.
Similarly,
(b) The addition of vectors is associative:
(X + Y) + Z = X + (Y + Z %
For any scalars k and h and vectors X and Y we also have:
(c) ’ (k + h)X = kX + hX
(d) k(hX) = (kh)X
(e) k(X + Y) = kX -f kY
(f) l.X = X.
SECTION 2: Linear Vector Space.
A nonempty set of n-vectors with components from a
number field F is a linear vector space over F, (vector space, 
or linear space over F), if and only if for all X and Y belong­
ing to V , (a) cX and (b) X + Y also belong to V , where c isn n
an arbitrary scalar from F.
If for a given set of vectors, v1,v2,•••,v^, of some
there exist some set of scalars, from F, not
all of which are zero, such that
C1V1 + C2v2 + ••• + CkVk = °»
I
then the vectors, v^Vg* • • are said to be linearly
dependent over F. If, however, 2ji=l civi = ® only when all
\
the scalars are zero, for all i, the vectors are said to 
be linearly independent over F.
Any set of n-vectors, vi*v2 >• • • such that every
vector v of \L can be written in at least one way as a linear n
combination,
v = clV;L + c2v2 + ... + cmvm,
where the c*s are arbitrary scalars from F, is said to span Vn 
Any set of linearly independent n-vectors of Vn such that all
vectors of the space are linear combinations of these, are
i
said to form a basis for the given space V •
Every n-vector can be written as a linear combination of
the elementary n-vectors, E^,E2,...fEn. The elementary n-vect
ors are called the natural basis of the vector, space Vn *
The number of linearly independent vectors which form
a basis for V is called the dimension of V • In what follows ,n n
a specific vector space of n-vectors of dimension k will be 
denoted by the symbol vj.
Theorem 1.2.1: Any set of k linearly independent vectors of a
is a basis for that vj*. n n
Proof: Let A1,A2,*..,A^ be a basis for and B^fB2,.•.,13^ be
kany k linearly independent vectors of Vn# The coefficient
matrix [B.. ,B2,.. • ,B^ .] has rank k by h y p o t h e s i s . S i n c e  each
I k
of the B ’s and X, where X is any vector of V , is a linear
7combination of the k independent A* s, the k + 1 vectors 
B^,B2, •.. jB^X are dependent, and since the rank of the aug­
mented matrix [B^,B2,...,B^,X] is also k, the system is con­
sistent. Thus there exist scalars s^,s2,.•.9s^ such that
V ^
X = Ll=l si i*
Theorem 1.2.2s If v^,v2,. ,vk form a basis for a finite
Ir
dimensional vector space Vn over a field F, then for each 
kv of Vn the representation
,v = a1v1 + a2v2 + ... + akVjc 
as a linear combination of v^,v2,...,vk over F is unique.
Proofs If
n k o ^
v = li=i ? ivi = h=i V i
then
V k
Li=l i ” V  vi = °'
Since vi,v2,#*#,vk are linear1^ independent, the coefficients 
must all vanish, i.e.
a^ — b^ — 0, i — 1,2, ...,k
or
= b±, i = l,2,...,k.
The following theorem is given without proof.
Theorem I>2*3: Every over a number field F may be defined
as the set of all solutions over F of a system, also over F, 
of homogeneous linear equations of rank n - k in n variables*
Thus one can see that, for a given field F, the following 
are equivalent concepts:
where the A fs are linearly independent n-vectors 
over F and the t's are arbitrary, scalars of F.
(c) The set of all solutions over F of a system (also 
over F) of homogeneous equations AX = 0 in n var­
iables and of rank n - k.
SECTION 3: Metric Vector Space.
In physics a vector denotes a quantity which has magni­
tude and direction. It is geometrically interpreted by a 
directed line segment.
Now consider a coordinate system with a directed line
segment AS drawn between any two points A and.B in the system, 
of which A is the initial point and B is the terminal point. 
Such a directed line segment is called a geometric vector.
A zero vector is one of length zero, from a point to
i
itself. Any two nonzero-vectors which have the same length
(a) A vector space Vk over F.n
(b) The set of all n-vectors X of the form
9and the same direction are defined to be equal# Hence the 
definition of equality divides the set of geometric vectors 
into equivalence classes in which each specific vector of any 
one class is a representative of that class. Therefore, 
there is a unique representative of a particular vector at 
any point of the coordinate system.
Consider a geometric vector, X, whose initial point is 
at the origin of our coordinate system and whose terminal 
point has coordinates (x^,x
real numbers. In this case the geometric vector is called 
an algebraic vector and is written as the column matrix:
X1, x2, • • •, xn }.
The length of this vector X is defined to be
It X|| = (X'X)1/2 = /  x* + x| + ... + x*.
This function is also called the norm of the vector X. If X 
Is the geometric vector associated with the directed line 
segment a S, not at the origin, then the distance d(A,B) bet­
ween points A and B is defined to be ||X||,
II X|| = d(A,B) = / (b1-a1)2 + (b2-a2)2 + ... + (bn-an )2
where { a ^ a ^ • • • and [ b ^ b ^ • • • are the coordinates
of the algebraic vectors A and B, respectively. The set of 
all points, {x^Xg,•••>xn)> with real coordinates and with
distance as defined above is'called Euclidean space of n
i ' .i
dimensions and is denoted by E .n
2*-##*xn ' where x ,x2,..*,xn are
10
If the coordinates are from the complex field the length 
or norm of a vector originating from the origin is' defined 
to be
■ II X | |  = (X ^X)1/2 = /  l *=1
where x^ is the complex conjugate of x^* The distance between 
any two points A and B is now defined to be
1 ^-a^) =  ^Ej=l I b j I  >
which is the length of the associated vector* The set of all 
points, {a^ag,• • • *an 3 with coordinates from the complex field
and with distance as defined above is called Unitary n-space,
denoted by U *  n
Notice that E is a special case of U • There are theorems n n
that are true in the entire space U which are not true in E •n n
This situation will be handled as a special case whenever 
necessary#
Let V be an arbitrary vector space having points A,B,C, n
etc* as elements of the space* Let d(A,B) be a function 
having the following properties:
(1) d(A,A) = 0 ,  for all points of Vn
(2) d(A,B) > 0, if A M
(3) d(A,B) = d(B,A), for all points A and B of V
0+) d(A,B) + d(B,C) > d(A,C), for any three points of
the space, known as the triangle inequality,
d(A,B) = /  Ei=
then is called a metric vector space, and the function
d(A,B) is called the distance or metric function of V .  isn n
an example of a metric vector space since it can be shown
that d(A,B) = (X'X)1/2 satisfies (1) - (*0 above. Similar
remarks apply to U •n
One of the basic tools of analysis is the Cauchy-Schwarz 
inequality which states that
| X*Y| < || X|| • || Y|| , 
i«e., the absolute value of the inner product of two vectors 
does not exceed the product of their lengths• J
CHAPTER II
LINEAR TRANSFORMATION OF MATRICES
SECTION 1: Definitions.
A vector function f is a relation which associates with 
each n-vector X of some set a unique corresponding m-vector 
f(X). The set of vectors to which X is restricted is the 
domain of the function, and the set of corresponding vectors 
f(X) is the range of the function. The vector corresponding 
to X is often denoted by Y or by some other convenient symbol 
such as Y = f(X).
There is a distinct difference between a vector function 
of vectors, which operates on vectors to produce vectors, and 
a scalar function of vectors, such as the scalar product 
z = X'Y, which operates on vectors to produce scalars.
A linear homogeneous vector function is also called a 
linear vector function, linear mapping, or a linear transform­
ation. Such a vector function is defined by the followings
(a) To each vector X of is related a unique vector
y of v“ . m
(b) f(aX^ + bX2 ) = af(X^) + bf(X2 ), for all scalars 
a, b and for all vectors X^ and X2 of
12
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Theorem 11,1,1: Every linear homogeneous vector function
which takes vectors of into vectors of another V*} can ben m
written in the form Y = AX where A is the matrix of order n
whose columns are the unique vectors A^,A2,•••,An which the
function relates to the elementary vectors E-^Eg*••• 
respectively.
Proof: Let E^,E2*...,En denote the elementary vectors and
let = A y  for all j, be the unique vectors correspond­
ing to the by property (a) above. Since
rn 11
X = X = ^ = 1  X jE j
it follows by repeated use of (b) that
f<x> = I3=i *3f(V  = L=l x3A3
or, if,[A1,A2 ,...,An ] = A, then
f(X) = AX.'-1*'
The linear vector function Y = AX may be thought of as 
mapping the vector X into the vector Y. The vector Y is calledy * £
the image of X under the mapping. The matrix A which operates 
on vectors X to produce new vectors Y, subject to the require­
ments (a) and (b) listed above, is often called a linear 
operator.
lb
SECTION 2: Properties*'
The following are some basic properties of linear 
transformations•
Theorem II.2.1: The image of a vector space by a linear
operator is again a vector space.
Proof: Suppose = AX1 and Y2 = AX2, then
Thus if Y^ and Y2 are images of vectors and X2 of a 
given vector space, then c^Y^ + c2Y2 is also an image of 
a vector of the same vector space. Hence the set of all* 
images constitutes a vector space.
Theorem 11.2,2: A linear transformation carries linearly
dependent vectors into linearly dependent vectors.
Proof: Let the dependent vectors be X^, X2,,..,X^ so that
Let the linear transformation be Y=AX so that the images of 
the X fs will be
^1^1 c2^2 "" + c2X2 )
ar- not all zero, such that
(1)
Yj = AX-j, j = 1*2 
Multiplying (1) by A we have
k
from which
Hence the image vectors are linearly dependent
An immediate consequence of the preceding two theorems
is
Theorem 11,2,3: The dimension of the image by a linear trans-
A linear transformation is called nonsingular or one-to- 
one if distinct vectors X1#X2 alwaYs give rise to distinct 
image vectors Y1 = AX1 and Y2 = AX2 . Otherwise# the trans­
formation is singular.
Theorem 11.2.if: A linear transformation Y = AX is nonsingular
if and only if the matrix A is nonsingular.
Proofs If for some t X2 we have Y = AX-^  = AX2, that is 
A(X^ -  X2) = 0 ,  then the system of equations AX = 0 has the 
nontrivial solution X^ - X2, which is possible if and only 
if det A = 0.
Theorem II.2.5s A nonsingular linear transformation carries
i
linearly independent vectors into linearly independent vectors 
Proofs Let X1#X2,...,X^ be independent# let Y = AX be the 
transformation, and let Y^ = AXj., j = 1, 2
formation of a given Vn is not greater than k
Assume that
k
(1)
we have by substitution that
k
which, since A~^ exists, implies
»3x j = °-
Now the vectors X^, X2>«'«,X^. are linearly independent by 
hypothesis, and thus a-^  = a2 =.*•= a^ = 0. Since this 
contradicts the assumption (1), the Y*s must be independent* 
Theorem 11.2,6: The image of a vector space by a nonsingular
transformation is a vector space of the same dimension*
lr
Proofs Let X^> X2,.*.,X^ span a Vn whose vectors X are 
subjected to a nonsingular linear transformation Y = AX.
Then from X - a j^j we ^ave AX = a^(AXj) or,
r*k
if we put Y^ = AX^, then Y = 2^=1 ajYj* Theorem II.2.?,
Lr
the Y.'s span a V which, depending on circumstances, may be
tJ A-A v
the same as or different from the original V^. In any event, 
the vector Y corresponding to a given X is the same linear 
combination of the Y^'s as X is of the X^fs.
Theorem II.2.7s The elementary vectors E-^ , E2,...,En of 
may be transformed into any set of n linearly independent 
n - vectors by a nonsingular transformation.
Proofs By the transformation Y = AX = [A-^ * A2, .«.,An ]X, the 
elementary vectors are carried into the columns of A, re­
spectively. Given the n independent vectors into which the',
elementary vectors are to be transformed, one can write A at
once; A will be nonsingular since the columns are independent. 
Theorem II.2.8s Given any n linearly independent n - vectors, 
there exists a nonsingular linear transformation by which they
are transformed into the elementary vectors.
Proof: Let A-^ , A2 ,...,AR denote the given vectors. Then
- 1the operator Y = A X, where A is chosen as in the preceding 
theorem, is the required transformation.
Theorem II.2.9: Given any two sets of n linearly independent
n - vectors, there exists a nonsingular linear transformation 
by which the vectors of one set are transformed into those 
of the other.
Proofs Suppose that the nonsingular transformation Y = AX 
carries the independent vectors X^, X2 ,...,Xn into the element­
ary vectors, respectively, and suppose that the nonsingular 
transformation Z = BY carries the elementary vectors into the 
set of independent vectors Z^, Z2,«.a9Z respectively. Then 
the transformation Z = (BA)X carries the vectors X^, X2 ,...,Xn 
into the vectors Z^, Z2 ,...,Zn respectively. Since A and B 
are nonsingular, so is the matrix BA.
Suppose that the transformation Y = AX takes a vector X 
into a vector Y and that a transformation Z = BY then takes 
Y into Z. The transformation Z “ (BA)X, which takes X directly'I
into Z, is called the product of the given transformation..
We then have
Theorem 1 1 .2 , 1 0 : The matrix of the product of two linear
transformations is the product of their matrices, the matrix 
of the second transformation premultiplying that of the first. 
Theorem II.2 . 1 1 : The multiplication of linear transformations
is associative.
This follows from the definition of linear transforma­
tions and from the fact that matrix multiplication is associa
tive.
Theorem II.2.12: The multiplication of linear transformations
is not in general"commutative«
This also follows from the fact that matrix multiplication 
in general is not commutative.
SECTION 3s Transformation of Coordinates.
kConsider a V> with basis A2,...,Ak so that an arbi-
ktrary vector X of the Vn has unique representation
The vectors A^Y A2 ,...,Ak are called a coordinate system or
inates of X with respect to this coordinate system.
This is a generalization of the familiar situation in 
where all vectors are expressible as linear combinations 
of ,the three elementary vectorss
and the E*s are in effect the i,3,k of vector analysis»
In the previous section we discussed the propertl es of 
a linear transformation such as X2 = AX^ where A is regarded 
as a linear operator which transforms a vector X^ into another 
vector X2 of the same space, the coordinate system remaining 
invariant. In the following discussion, the vector X is in-
k *.reference system in the Vn , and u^, u2 ,...,Ujcun, are the coord-
19
variant but the coordinate system is altered.
Theorem II.V.ls Let two bases A^, and B^, Bg,*..,^
lr
of a Yn be related by the equation
[Bi# = [Ax, A2 >**»jAjc]S
and let the k-vectors U, V give the coordinates of an arbitrary 
vector X of the with respect to these two bases respectively* 
Then TJ and V are related by the nonsingular linear transforma­
tion U = SV.
Proofs Let A^, A2 ,...,Ak and B^, B2 ,...,Bjc be two bases for 
kthe same Vn * Then we have a set of relations of the form
'1 M = 1  °1 J-
defining the B fs in terms of the A*s. Since the B*s are in­
dependent, we have det (s^^)^ t 0 .
kLet X be any vector of the Vn . Then there exists scalars
ul* u2 '#**,uk anc5 vl* v2 ,#*#,vk sUck that
x = Ei=i u±Ai and x = S = i vjBj -
From the second of these equations and (1) above, we have
r~ik rnk rik rik
x =  L i =  l v3(2j1=1 *ijAi* = M = l (/i3=l sijv3)Ai*
I
By Theorem 1.2,2, it follow that
u 1l = Ij=l sijvj* 1 = 1»
If U — (u-^ * U2 > • • • *Ujj.), V = S —
U = SV.
20
Since S is nonsingular in the above theorem, U = SV 
also implies V = S~^U. These last two equations define a 
linear transformation of coordinates relating the u 1s and 
the v's*
Consider the last two types of transformation and suppose 
that we have a linear vector function
(1) X2 = AX1
and also wish to introduce a nonsingular transformation of 
coordinates* bet the coordinate transformation be X = BU 
so that X^ = BU^ and X2  = BU2. Then we have from (l) that
BU2  = ABUX
or
u 2  = (B~1 AB)U1  
Thus we have the following theorem;*
Theorem 11*3*2: Under a nonsingular transformation of coord-
v <1 *]
inates X = BU, a linear operator A takes the form B AB.
Thus not only does every vector X have a particular set 
of coordinates in each coordinate system, but every linear 
operator also has a particular representation in each coord­
inate system*
SECTION Unitary and Orthogonal Transformations
The transpose conjugate (A) 1 of a matrix A is called the 
tranjugate and is usually denoted by A* as previously defined 
in Chapter I* A square matrix is defined to be Hermitian if
i
and only if^A = A*. If A* = A', then a real Hermitian matrix
/
is symmetric*
21
An n x n matrix tJ is defined to be unitary if and only 
if it has the property that U*U = In , where I is the identity 
matrix* A real unitary matrix has the property that U*U 
A real unitary matrix is said to be orthogonal* From these 
definitions we obtain several properties of the orthogonal 
and unitary matrices.
Theorem II A * l : A square matrix U is unitary if and only if
its columns (rows) are mutually orthogonal unit vectors. 
Theorem 11.*+.2 : Every unitary matrix U is nonsingular with
inverse U*.
Proof: U*U = -I implies U* = by definition of inverse of
square matrix*
Theorem II A .  3: If U is unitary, the absolute value of det U
is 1 * ,
Proof: Since det U* = det (U) * = det TJ = det U, so that if
U is unitary, then det U • det U = jdet U | 2 =1*
Note that if U is orthogonal, then the det U must there­
fore be + 1  also. If det U is 1, the matrix U is said to be 
unimodular•
If U is a unitary matrix, then the linear vector function 
Y = TJX is called a unitary transformation. Likewise, if U 
is an orthogonal matrix, then the transformation Y = UX is 
called an orthogonal transformation. When the det U is 1 
and U is an orthogonal matrix, the transformation Y = UX is 
called a proper orthogonal transformation and when the det U 
ijs -1 , it is called an improper orthogonal transformation*
22
Geometrically in E2 and E^ proper orthogonal transformations 
represent rotations of axes about the origin and improper 
orthogonal transformations represent rotations about the 
origin combined with a reflection in one of the coordinate 
planes. The proper orthogonal transformations in ER and the 
unitary, unimodular transformations in Un may be considered 
generalizations of the rotations of axes in E2 and E y  
Theorem II. *+.*+: The unitary transformations of n variables
constitute a group.
Proofs I't is sufficient to show that unitary matrices of 
order n form a group with respect to multiplication:
(a) If A and B are unitary, then A*A = In , B*B = In , 
and hence
(AB)*(AB) = B*(A*A)B = B*B = In,
so that AB is also unitary, hence closure.
(b) If A is unitary, then A*A = I so that A* ='A~^ I
i
and hence
(A-1 )*A- 1  = (A*)*A- 1  = AA" 1  = In ,
- 1so that A is also unitary.
(c) The identity matrix is unitary as can be trivially 
shown since InIn = In «
The same theorem may be stated for orthogonal transforma­
tion since they are a subgroup of the group of unitary trans­
formations.
I It is often desirable or necessary to have a set of
i
mutually orthogonal unit vectors, where X fY = 0, as the basis
23
Tr
for a vector space Vn iii Un . Such a basis is called an 
orthonormal basis for the V^. The following theorem is 
given without proof.
Theorem I l A . 5 : Every vector space has an orthonormal
basis.
SECTION ?: Invariant Quantities
The study of unitary and orthogonal n-space may be 
regarded as the study of those properties of vectors which 
are invariant under transformations of the unitary (or ortho­
gonal) group.
Theorem II.5.1: In Un , a linear homogeneous transformation
Y - AX leaves the length of all vectors invariant if and 
only if it is a unitary transformation.
Proofs Suppose Y = AX and A is unitary, then
Y*Y = (AX)*(AX) = X*(A*A)X = X*X.
Conversely, if Y*Y = X*X and Y = AX, then
Y*Y = (AX)*(AX) = X*(A*A)X, for all X.
Let X = Ej which yields
sjA.AEj = (A*A)J3 = EjEj = 1
where (A*A)^ denotes the jj-eritry of A*A. Thus the diagonal 
entries of A*A are all 1.
Let X = Ej + E^, i $ k, and since the length of X is 
invariant,
I t ,
(Ej + E^)A*A (E^ + \ )  = (E^ + \ ) ( E 3 + Ek ) = 2.
Recalling that E^A*AEk - (A*A)^k , and with the aid of the
previous step, we obtain
(1) (A*A)jk + (A*A)kj = 0.
Finally let X = E ^ + iEk and then
(Ej - iEk )A*A(E.j - iE^) = (Ej - iEk)(Ej + iEk > = 2,
and
(2) (A*A)Jk - (A*A)k 3  = 0.
Thus (1) and (2) imply that for all j ^ k, = °*
The off-diagonal entries of A*A are all zero so that the 
proof that A is unitary is complete*
Theorem 11*5*2; In Un , the inner product X*Y is invariant 
under a unitary transformation of coordinates.
Proof; Let U be unitary and X = UW* Y = tJZ. Then
X*Y = W*(U*U)Z = W*Z*
Corollary it In Un , a unitary transformation takes orthogonal 
vectors into orthogonal vectors*
Theorem 11*5*3: The determinant of a matrix is invariant
under a unitary or orthogonal transformation*
Proof: Let C be a unitary matrix, then
det (C’AC) = det C 1 det A det C = det A.
•SECTION 6 : Characteristic Roots and Vectors.
Any vector X which by a linear transformation is carried 
into \x, that is, any vector X for which AX == XX is called an
2?
\
invariant vector under the transformation. This is often
known as the characteristic value problems given a matrix
A of order n, determine the scalars X. and the nonzero-vectors 
X which satisfy the equation:
(1) AX = XX.
Assume A, S, and X are over the complex field. (l) can be
written in the forms
(2) (A - XIn )X = 0,
where the matrix (A - XIn ) is called the characteristic matrix 
of A.
The corresponding system of n homogeneous linear equations 
in n unknowns has nontrivial solutions if and only if the 
determinant of the characteristic matrix vanishes:
(3) det (A-XIn ) = 0 .  ,
The expansion of this determinant yields a polynomial of degree 
n in X^ usually denoted by <p(X), which is called the character­
istic polynomial of A. The equation cp(X) = 0 is called the [ 
characteristic equation and its n roots are the n characteristic 
values or roots of A. I
Theorem 11.6.1s If A is a square matrix and if C is an ortho­
gonal matrix (of the same order), then the characteristic 
polynomials of A and C ’AC are identical.
Proofs det[C‘(A - kI)C] = det C'det(A - Ik)det C = det(A - kl),
•since C is an orthogonal matrix.
Let X-^  be any characteristic root of A. Then, for this
value of X, (3) above is satisfied and hence the equation
26
(A - - 0
has nontrivial solutions for X. Every such solution X is 
called a characteristic vector of A. The set of all solutions 
of this equation constitutes the vector space of characteristic 
vectors associated with the given root Xj. Thus we have 
Theorem 11,6,2; The equation AX = XX has nontrivial solutions 
X if and only if X is a characteristic root of A.
Theorem II,6 .3s Let X^> X2,• X^ be distinct characteristic 
roots of a matrix A, and let X-^ , X2 >**.»Xjc be any nonzero 
characteristic or invariant vectors associated with these 
roots respectively. Then X^, X2»...,Xk are linearly independ­
ent.
Proof: Suppose there exists constants C2 ****,isk such that
^1^1 + ^2^2 + * •*+ c k^k =
Multiplying through by A, and using the fact that AXj = XX^* 
we obtain
Cl) + c2^2^2 =
Repeating the process, one obtains successively the equations
C1 X1 X 1  + C2 X2 X 2 +,,*+ °kXkXk = °*
(2 ) • : •
* c2 X2 _lx2 + ‘--+ <=kXk"lxk = °*
The k equations mentioned in (1) and (2 ) above in the vector 
unknowns X^, X g j ^ ^ X ^  may be written in the forms
The right factor is a Vandermonde matrix and thus is non­
singular since the \*s are distinct. Multiplying on the 
right by its inverse, we have
0 ^X2 ,•••^c^X^] — 0 *
Since no X is zero, every c is, zero. Hence the X's 
are linearly independent.
The following basic properties of the characteristic 
polynomial are given without p r o o f . ^
Theorem 11.6.*+: The r derivative of <p(\) is given by
(-l)rrl times the sum of the principal minors of order n-r 
of the characteristic matrix if r<n, by (-1 ) nl if r = n,
•and by 0  if r>n.
Theorem 11.6.?:, The coefficient of \r (r-n) in cp(\) is (-l)r
times the sum of the principal minors of order n-r of A. In
particular, the coefficient of \n is (-l)n | the constant 
term is det A. 0
Theorem 1 1 .6 .6 s If is an r^-fold characteristic root of
a matrix A, then the rank of A-X-^I is not less than n - r^,
and the dimension of the associated space of characteristic
vectors is not greater than r-, •
1 J-
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Theorem 11.6*7: If X-^  is a simple root of <p(\) = 0 , the
rank of A - X^I is n - 1 and the dimension of the .associated 
space of characteristic vectors is 1 *
(Calev-Hamilton) Theorem 11*6.8: 9 (A) = 0, that is, a matrix
r n
satisfies its own characteristic equation* J 
Proof: The characteristic matrix of A is A - **et c
denote the adjoint matrix of A - cofactors of A -
are of degree n - 1 at most in X, so that the same is true of
the elements of C. Hence C may be represented as a matrix
polynomial
(1) C = C0 + C-jX + C2\2 +...+Cn_1X1^“1
where Ck is the matrix whose elements are the coefficients of
kX in the corresponding elements of C,
We also have the relation
(A - XI )C = det (A - XI ) • I * n n n
that is
AC - XC = 9 (X)In
Substituting the expansion of C given in (1) above and also 
putting
= lk=0 akxk’
we have
£ 2  V *  - £ 5  - t o  k v  a
In this identity in X, corresponding coefficients may be 
equated to yield the following se.t of equations:
In order .to eliminate the matrices from these equa­
tions, multiply on the left by
T A A2 An*"*^ An
respectively and add the results, thus obtaining
0 = anI + Si k + a0 A 2 + ...+ -A31" 1  + a AnO n  l d n- 1  n
or cp(A) = 0 ,  so that the theorem is proved*
Theorem 11.6.9s The characteristic'roots of a Hermitian
matrix are all real.
Proofs Let A be Hermitiam, let X be any root of the char­
acteristic equation of A, and let Y be an associated unit
V
characteristic vector. Since AY = XY, then
Y*AY = XY*Y =X.
Also, since A = A* and Y*AY is a scalar,
X = Y*AY = Y*A*Y = (Y*AY)* = Y*AY.
Thus, the scalar X = Y*AY is equal to its own conjugate and 
hence is real.
Corollary I s The characteristic roots of a real symmetric 
matrix are all real.
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Corollary 2 ; The lineal spaces of characteristic vectors 
of a real symmetric matrix may all be spanned by real vectors. 
Theorem II.6.10s If X and Y are characteristic vectors 
associated with distinct characteristic roots, X and p., of a 
Hermitian matrix A, then X and Y are orthogonal.
Proof: Suppose that
AX = XX and AY = pY, X f p,
then
Y*AX = XY*X and X*AY = pX*Y.
Taking the tranjugate of both sides of the first equation, 
where A = A*, we get
X*AY = XX*Y
and
pX*Y = XX*Y.
Since X ^ p, implies
X*Y = 0,
X and Y are orthogonal.
Corollary 1 : Characteristic vectors associated with distinct
characteristic roots of a real symmetric matrix are ortho­
gonal.
In what follows, the notation D[X^>' Xg, • • • fX^ .] will be 
used for a diagonal matrix with diagonal elements 
Theorem II.6 .11: If A is Hermitian, there exists a unitary
matrix U such that U*AU is a diagonal matrix whose diagonal 
elements are the characteristic roots of A, i.e.,i
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U*AU = D
Corollary 1 : If A is a real symmetric matrix, there exists
an orthogonal matrix U such that U'AU is a diagonal matrix 
whose diagonal elements are the characteristic roots of A.
interesting. Let A be a real symmetric linear operator. If 
U is the matrix of an orthogonal transformation of coordinates* 
then the form of A in the new coordinate system is U fAU. Be­
cause all characteristic roots of a real symmetric operator
always be found in which the operator is diagonal* In this 
reference system, the effect of the operator is simply to 
multiply each component of a vector‘by a factor which is one 
of the characteristic roots of the operator.
Theorem 11.6*12; The unitary matrix U of Theorem 11.6*11 may
appear in any desired order in the diagonal matrix TJ*AU.
The following theorems will show how the matrix U of 
Theorem II.6 .1 1  may be computed.
Theorem 11.6.13; If X^ is a k-fold characteristic root’ of a
Hermitian matrix A, then the rank’of A - "X, I„ is n - k*/x n /
Proofs By Theorems II.6 .11 and II.6.12, there exists a 
unitary matrix U such that
The geometric interpretation of the above results is
are real, the theorem says that, given a symmetric linear
' * 
operator over the real field, a reference system in En can
be chosen so that the characteristic roots X.
U*AU = D[ X1,
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the X^ occurring k times and X ^ ^ XR all being distinct
from X^» Since U is unitary, subtraction of X^In from both 
sides of this equation gives
Since U is nonsingular, it follows that the rank of 
A - ^i*n *s fche same as that of the matrix on the rights 
which is precisely n- k since C^+l ~ 
are all unequal to zero.
An immediate consequence is 
Theorem 11,6,1*+: If X^ is a k -fold characteristic root of
a Hermitian matrix A, there exists k linearly independent 
characteristic vectors of A associated with X-^ , that is, 
with X^ there is associated a k dimensional space of char- 
acteristic vectors.
Theorem II.6.15': With every Hermitiam matrix A there exists
an orthonormal set of n characteristic vectors.
Proof: For each A, there are altogether n vectors in the
basis so constructed, by the preceding theorem. Since 
characteristic vectors associated with distinct character­
istic roots of a Hermitian matrix are orthogonal, it follows 
that these n basis vectors will serve as the orthonormal set 
mentioned in the theorem.
Theorem II.6 .1 6 : If U^, ^2*9 9 * an or”thonormal system
of characteristic, vectors associated respectively with the 
characteristic roots X^, X2 ,...,Xn of a Hermitian matrix A,
U* (A - X1 In )U = D[0, 0 °» (Xk+l - Xl 5
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and if U is the unitary matrix [U^, U2> • • • ,TJn], then
U*AU a
Proof: Let the n vectors of an orthonormal system be
Ul» U2 ,**#,Un* Th^n
(1 ) = ^3^ 3 * j = 1 > 2 ,... ,n,
where in each case is the characteristic root associated
J
with Uj. Hence if U = U2 ,•••>Un 3, equations (1) above
may be combined in the single equation
AU = VD[\19
or since U is unitary by construction,
U*ATJ = D[\1 ,.X2 ,...,Xn ]. -
SECTION 7* Quadratic Forms
A ,homogeneous polynomial q of type
* = X 'AX = S , 3=i ai ^ i xj
with coefficients in a field F is called a quadratic form 
over F. Quadratic forms are said to be real or, complex 
depending on whether the coefficients are from the real or 
complex field.
The expansion of the quadratic form X*AX may be written 
by inspection. However a quadratic form q in expanded form 
may be written in matrix form in various ways. In order to 
eliminate ambiguity it is generally agreed to write the matrix
of the form as a symmetric matrix. This is accomplished 
by replacing the elements in the matrix corresponding to 
the coefficients of the terms and x^x^, respectively,
by their mean. If a ^  and a ^  are coefficients of 
and x^x^, respectively, then replace each element by 
a^i3 + aj i ^ 2 * thus obtaining an equivalent quadratic 
form whose coefficients define a symmetric matrix. If the 
x fs are independent variables, the rank of A is called the 
rank of the form and det A is called the discriminant of 
the form.’
Two quadratic forms X'AjX and Y fA2Y are equivalent 
over F if and only if there is a nonsingular linear trans­
formation X = BY over F such that
X 1A X = (Y'B®)An (BY) = Y g(B*ATB)Y 
1 1 1
that is, if and only if there exists a suitable nonsingular
•  v .
matrix B over F such that
A2 = B* A-j^B.
Two matrices, A-^  and A2, related in this manner are said to 
be congruent over F, thus
Theorem II.7.1: Two quadratic forms over a field F are equiv­
alent over F if and only if their matrices are congruent over 
F.
A given quadratic form can be reduced in various ways to 
equivalent forms which emphasize certain of its basic prop­
erties. The first of these is a method of reducing a quad-
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ratic form of rank r < n to a form in which only r variables 
appear. This is accomplished by means of KroneckeV*s re­
duction.
Theorem II.7.2: Let the quadratic form
q = E l , 3=1 a13xi x 3
over a number field F have rank r < n. If the leading prin­
cipal minor of order r is not zero, there exists a nonsingu­
lar linear transformation over F with determinant equal to 1 
which reduces q to the form
= E i , 3=l a13yl y3 *[ l ]
Proof; Write the matrix of the given form partitioned into
columns* A = [A^* Ag*'* • • »An'].
Since the order of the leading principal minor is not zero 
there exist relations
^  A k = E 3=l ° k 3A 3 * k  = r +
expressing the dependence of all latter columns on the first 
r independent ones. Then, postmultiply A by the matrix
36
C =
1  0  
0 1
. 0
. 0
0  0 * 1
0
—c.r+1 , 1  "~r+2 ,l * * * "~nl
r+1 , 2  ~cr+2 , 2  *
—c 
-cn 2
cr+l,r “cr+2 ,r • 9 « -cnr
0
0 9 9
a 0
e 0
0 0
one will obtain the matrix [A^,...,Ar, 0, •«.,()]• Next, be­
cause of the symmetry of A, premultiply this product by C ,  
The corresponding result with respedt to the rows will be
C * AC =
all * a • alr
0
rl * • arr
0 0
From this it follows that the transformation X = CY gives 
the desired reduction of the given quadratic form* More­
over, det C = 1* Also, since finding the coefficients c^j 
in (1 ) above involves solving linear equations with coefficients
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in F # it follows that the may be chosen in F, so that
C is over F.
If the leading principal minor has a determinant zero 
but the matrix is of rank r, then a suitable symmetric re­
arrangement of the rows and columns of the matrix, which 
amounts to renaming the variables of the quadratic form, 
may be used to bring the rows and columns of the nonvanish­
ing minor of order r into the leading position.
A second technique of reducing a quadratic form to a 
particularly simple form which sets its rank in evidence 
is known as Lagrange's reduction, and is given by the follow­
ing theorem which is stated without proof.
Theorem II.7.3: Every quadratic form not identically zero 
over a number field F can be reduced by a nonsingular trans­
formation with coefficients in F to the form
cj/i + c2 y| +...+cry£
where the c's are not zero but are in F and where r is neces­
sarily the rank of the given quadratic form.
The following is an example illustrating Lagrange's re­
duction.
Consider the quadratic form of rank 3$
q = 2 x| + - 3x1 x^ + 2 x2 X3 - x^•
First group all the terms containing x^ and factor out the
coefficient of x? s
1 1  •
q = 2 [x£ + (|x2  - 2 x3 x^1-1 + 2 x2 x 3 “ x3 *
Now complete the square on
q = 2 [x| + - 2 x3 ) x 1  + ^ x 2 ~ ^ 3 ^ ^
- 2 (^x2  - .tfxj) 2 + 2 x2 x^ - x|*
so that
q= 2 (x1  + pc2  - 1^ 3 ) 2 - H ^x 2 “ 2 2 x2 x3  ^ ~ ^ x3 * 
Then completing the square on x2, we get
q = + £x2 - f^ ) 2 - ^(x2 - IIX3 ) 2 + I3 x|
Let
yi = Xi + £x2  - ^x3
y2 = x2 - IIX3
y3 x3
whose coefficient matrix has determinant 1  and is, 
fore, nonsingular* Thus
q = 2yf - gy| + I3y|
which also has rank 3 »
In matrix form,
1 1 1“5 -2
Y = 0
HH1H X or X = 0 1 11
_0 0  1. _Q 0 1 -
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there-
so that
If there had been no xj term in q, then completing 
the square on x^ would have been impossible* The same 
difficulty may arise at any time* If such a situation 
should occur, make the following substitution of variables*
For some coefficient which is not zero, put
x3 = yi +
xk = yk for k f j.
Notice that this is a nonsingular linear transformation whose 
determinant is 1* Also the term a^x.jXj is replaced by the 
terms a ^ y f  + and- similarly for the symmetric term
aji^3^i* Hence ‘fck® total coefficient of y| in the new form 
is 2a^^, which is not zero* Again, the new form will have 
the same rank as the original form, and its coefficients will 
•be in the same field*
It can be shown that the resulting form is not unique, 
although this fact is not pertinent to the theorem*
A third technique of reducing a quadratic form is diag- 
onalization by means of an orthogonal transformation* By 
Corollary 1 of Theorem 11*6.2, for every real symmetric matrix 
A, there exists an orthogonal matrix U such that
^0
where X-^ , ^2 * *\i are c^arac'teri!?,tic roots of A. As a 
.consequence, the transformation
X = UY
maps the quadratic form X'AX into Y fDY where D = DtX^Xg, •.. ,Xn3.
If the rank of A is r, then n - r  characteristic rbots 
are zero, so that
where X-^ , X2 ,...,Xr are the non-zero characteristic roots* 
The number of positive characteristic roots of a real 
symmetric matrix A of rank r is called the index p of A 
and the number of negative characteristic roots is equal to 
the difference r - p.
Therefore, an immediate result of diagonallzation by 
an orthogonal transformation of a quadratic form is the 
exhibiting of the rank and characteristic roots.
CHAPTER III -r&i
APPLICATIONS IN E2 AND
SECTION Is Introduction
In Euclidean 2-space, E2, the general equation of the 
second degree in two variables x, y (with real coefficients), 
can be written in the form
f(x, y) = ax2 + 2 bxy + cy2 + 2 dx + 2 ey + f = 0 *
In matrix notation f(x, y) can be written in the quadratic 
form X*AX where X = {x, y, l} and
A =
a b d 
b e e  
d e f
The equation f(x, y) = 0  in E2  has as its graph a circle, 
an ellipse, a hyperbola, a parabola, or a degenerate form of 
one of these*
In Euclidean 3-space, E^, the general equation of the 
second degree in three variables x, y, z with real coefficients 
can be written in the form
f(x, y, z) = ax2 + by2 + cz2 + 2 fyz + 2 gxz
+ 2 hxy + 2 px + 2 qy + 2 rz + d = 0 *
In matrix notation f(x, y, z) can be written in the quadratic
I s -  ■ '
/
Vl
form X*EX where X = [x> y, x, l] and
E =
a h g p
h b f q
g f c r
p q r d
For the remainder of the chapter, let cf denote the following 
matrix,
o =
a h g
h b f
g f c
The equation f(x, y, z) = 0 in E^ where a, b, c, f, g, 
and h are not all zero defines an algebraic surface called 
a quadric surface* Quadric surfaces are classified into 
seventeen fundamental or canonical forms called ellipsoids. 
paraboloids, hyperboloids of one sheet, hyperboloids of two
rvi
sheets, cones, cylinders or appropriate degenerate cases* J 
Any quadric surface with an appropriate transformation and 
•translation of coordinate axes corresponds to one of the 
seventeen fundamental forms*
Translations of coordinate axes are referred to as 
parallel translations and may be obtained in the following 
manner* Consider the coordimates of two points 0® and P in 
the xyz system to be ( x q ,  yQ, zQ) and (x, y, z), respectively, 
and the coordinates of P in the x'y'z* system to be (x*, y®, 
zf)j then the two sets of coordinates are related by the 
equations:
By the use of these equations any quadratic form can 
be reduced to the form!:
a g h X
X*oX = [x, y,. z] g b f y
h f c z
= b
where the linear terms are eliminated by a proper transla­
tion of coordinate aree.
As an example, of a reduction to canonical form con-
XfAX = Xf
3*
all al2 a13
al2 a 2 2 a23 X = b
a13 a23 a33 .
where X = (x^ > x2* x }^> which represents a quadric surface 
of some description. Let U be the orthogonal matrix which 
diagonalizes the symmetric matrix A. Then the transformation 
of coordinates X = UY yields the equation
(1) klyl + k2y2 + k3y3 = b
where k^ , kg» k^ are the characteristic roots of A.
If k ^  k2, k^ and b are all different from zero, the 
above equation may be written in the form
2 2 2 
_ Z i _  + _ Z 2 _  + _ Z 3 _  = 1
(b/k-j^ ) (b/k2 ) (b/k^)
Thus the equation reduces to one of the seventeen canoni­
cal forms.
Notice that the columns of U define respectively the 
unit vectors along the positive y^» 
respect to the x-coordinate system. The y-axes are called 
the principal axes of the quadric.
Any quantity that is left unchanged by a transformation 
is said to be invariant under the transformation. The work 
involved in analyzing the various quadric surfaces by actually 
performing the various transformations of rotation and trans­
lation of axes can be avoided. This can “be done by the use 
of certain invariant expressions involving the coefficients 
of the given equation.
Theorem IILl.ls For any quadric surface the coefficients of 
the second degree terms, and therefore the matrix cf, are in­
variant under translation.
Proofi Substitute
y2, and y^ axes with
in the general equation of the second degree, f( x, y, z) 
and the new equation obtained will be *
F(x', y f, z 1) = f(xV + xQ, y* + yQ, z 1 + zQ)
5 [x1, y 1, z']
= 0
+ 2 [x0, y0, zn, 1 ]
0
a h g ~ x* ~
h b f y*
_ g f c _ _ z> -
a h g ~ x*“
h b f y*
g f c z*
-P q p.
+ f(x0, y0, z'p) = 0 ,
By inspection, the coefficients of the second degree terms
are identical with those of the first*
Theorem III*1*2: If the second degree equation f(x, y, z) = 0
is transformed by means of a translation or a rotation about 
the origin, the following quantities are invarianti
D, A, ^1 '^ ^2* k3
where D and A are the determinants of the matrices o and E, 
respectively, r^ and r^ are the ranks of the matrices d and
E, respectively, I = a + b + c, J = ab + ac + be - f 2 - g 2 - h
and k^, k^ are the characteristic roots of d*
Proofs Since a translation leaves the matrix d unchanged and 
a rotation about the origin is an orthogonal transformation it 
follows by use of Theorem 11*5*3 that D and A are invariant 
quantities* I and <J can be shown to be coefficients of the
b6
characteristic polynomial of d. By Theorem II*6.1 the 
characteristic equation and thereby the characteristic 
roots of a are invariant under an orthogonal transformation* 
Thus k^, k2 and k^ are invariant under a rotation* The in­
variance of r^ and r^ follows from the theorem which states 
that the rank of the product of a matrix A and a nonsingu­
lar matrix B is equal to the rank of A,
The following is a table of the seventeen canonical 
forms with properties involving some of their invariant 
quantities.
Ndt Surface r 3
r »f Sign of A
k*s same 
si*n?
1 Real ellipsoid 3 b - yes
2 Imaginary ellipsoid 3 + yes
3 Hyperboloid of one sheet 3 b + no
V
A
Hyperboloid of two sheets 3 b - no
5 Real quadric cone 3 3 no
6 Imaginary quadric cone 3 3 yes
7 Elliptic paraboloid 2 b yes
8 Hyperbolic paraboloid 2 b > + no
9 Real elliptic cylinder 2 3 , yes
10 Imaginary elliptic cylinder 2 3 yes
11 Hyperbolic cylinder 2 3 no
12 Real intersecting planes 2 2 no
13 Imaginary intersecting planes 2 2 yes
l*f Parabolic cylinder 1 3
15 Real parallel planes 1 2
16 Imaginary parallel planes 1 2
17 Coincident Dianes 1 1
N o t ic e  t h a t  e q u a t io n  (1 )  above can  be w r i t t e n  i n  th e  fo rm s
^7
klyl + k2y2 + k3 y 3 + d * = 0
where D = and A = k^kgk^d1, Hence d 1 = A/D,,
SECTION 2. Intersections of Quadric Surfaces and Lines, 
The parametric equation of a line through the point 
po(xO*yO,zO* direction cosines X* \i9 v is
X xo X
y = * 0 + p
z zo V
(1)
where t is the directed distance of any point, P(x,y,z), 
from the point, P q .
The points, real or imaginary, where this line meets the 
quadric surface fCx, y, z) = 0  correspond to the roots of 
the following equation in ts i
f (xQ + Xt, yQ + p.t, zQ -i- vt) =
= d(X, p,, v)t2 + 20(xQ, yQ, zQ, X, p., vjt +
+ f(v  *<>» o II 0
" a h g~ ~ X
where cf(X> p., v) = [X, p, v] h b f i*
g f c V
"" a h g
® y 0 # z0, X, p, v) * [X, p., v] h b . f .
q f c
x 0
y 0
Zr,
lf8
f(x0, y0, z0) = ^ 0 * ^ 0 9 ^
a h g p
x 0
h b f q
^ 0
g f c r
z 0
p q r d 1
There are four cases to considers
1 ) o(\, p., v) ^  0. The equation f(t) = 0 is a quad­
ratic equation with real coefficients, whose roots are either
real or conjugate imaginary numbers. Thus the line meets the 
surface f(x, y, z) = 0  in two points, real or imaginary, 
which correspond to the two roots of f(t) = 0. A chord is 
determined by the line, even if the two points are coincident* 
The midpoint of this chord corresponds to the arithmetic mean 
of the two roots of f(t) = 0 and is always real*
2) a(\9 p., v) = 0, $(xQ, yQ, zQ, X, n, v) ^ 0. The
equation f(t) = 0  is linear and the line meets the quadric 
surface in one real point.
3 ) c?(\, p., v) = 0 , $(xQ, yQ, zQ9 p., v) = 0 ,
f(xQ, yQ, Zq ) £ 0 . The line and the quadric surface have no
points in common, real or imaginary.
*0 c*(\, p., v) = 0 , <D(x0, yQ, zq9 X, |x9 v) = 0,
f(x q , yQ, Zq ) == 0. The line lies entirely in the quadric
surface, and is called a ruling of the surface.
Example? Find where the line
~ x “ i~ " 2 "
y = -2 + 1
_ z _ 1 . - 3 .
meets the quadric surface f(x,y,z) = 7 y 2 + 2 yz + 9 x - 
Let
0 0 0 9/2 X
f = tx. y, z, l] o 7
1 0 y
0  1 0  0 z
9/2 0 0  -*f5 1
Now cf(X, , v) = 1  / 0 , implies case M  .
®(x0, y0» z0» X, p., v) zs 2
= 0.
f(x0 > ^0* z0 > =
Therefore f(t) = t2 + 2(2) t + (-12) = 0 .
t2 - 1ft - 1 2  = 0
t = -6 , 2 .
Hence
and
X 1 2 - 1 1
y .= • - 2 1 - 6  - - 8
z 1 3
*
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X 1 2 5
y ■= - 2 •4* 1 2  = 0
z 1 3 -5
which are two real points of intersection,
SECTION 3* Diametral Planes.
Let f (x, y» z) = 0  be a quadric surface, (X, p» v) 
be a given direction for which o(X, p., v) / 0, and PQ = 
(x0, Yq9 Zq) as in equation (1) Section 2* Any line with 
direction (X, p ., v) determines a chord of f(x, y* z) = 0 
which has a real midpoint. Let this midpoint be the' 
fixed Pq(xq, zq ). Since Pq is the midpoint of /
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this chord then the sum of the two roots of f(t) = 0  will be 
zero, since these roots are equal in magnitude and' opposite 
in sign. Conversely, if the sum of the two roots of the 
equation f(t) = 0  is zero then Pq is the midpoint of the 
chord.
A necessary and sufficient condition for the sum of the 
roots of a quadratic equation to vanish is that the coefficient 
of the linear term vanish, thus we have the followings 
Theorem III.3.1: The locus of midpoints of chords of the
e
q u a d r ic  s u r fa c e  f ( x ,  y ,  z )  = 0  w i t h  d i r e c t i o n  c o s in e s  X, |x, v  
i s  th e  p la n e
a h g P~ X
* < I_
1
h b f q y
g f c r z
* 1
where the direction cosines can be replaced by any set of
direction numbers of the family of chords.
A plane that bisects a system of parallel chords of a
quadric surface is called a diametral plane of the surface.
Notice that the term diametral plane is used only for the 
case where d(X, jx, v) $ 0, that is, where there are actual 
chords. Whether d(X, jjl, v) vanishes or not, a plane whose 
equation has the form <I>(x, y, z, X, jji, v) = 0 is said to be 
conjugate to the direction (X, p., v), with respect to the 
quadric surface f(x, y, z) = 0 .
A diametral plane that is perpendicular to the chords
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it bisects is called a principal plane.
Theorem II1 .3 .2: A necessary and sufficient condition
for a diametral plane corresponding to the direction (XV 
\i9 v) to be perpendicular to this direction is that the 
coefficient matrix in the equation of this plane
.= 0
be proportional to X, p., v; that is, that there exists a 
real number k different from zero such that
a h g P X
H-* ▼] h b f q y
_g f c r z
- 1  -
a h g ~ ~  x “ “ X"
h b f M' = k P
g f c V V
(1 )
Theorem IV.^.^s The diametral plane
c m
a h g p X
h b f q y — 0 e
g f c r z
1
•which bisects chords with direction numbers 1 , m, n is 
perpendicular to these chords if and only if there exists 
a real number k different from zero such that
(2)
a-k h g ” 1 ~
h b-k f m = 0  O
g *f c-k n
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A nontrinial solution to system (2) above exists if
and only if N'
a-k h g
(3 ) det h b-k f = 0 ,
g f c-k
which is the characteristic equation of the matrix d* If 
a set of direction cosines X, p., v is a characteristic 
vector of o cooresponding to a characteristic root k, then 
(X, jx, v) is called a characteristic direction of d corre­
sponding .to k.
In expanded form the characteristic equation (l) can be 
written, with a change in sign, as
k 3 - Ik2 + Jk - D = 0 
where D is the determinant of d and
I = a + b + c
J = ab + ac + be g
Theorem 111.3 A s If (X, p,, v) is a direction corresponding 
to a characteristic root k of cr, then o(X, jjl, v) =  k®
Proof: Multiply system (1) above by X, p,,* and v, respectively
and add the results to obtain
d(\9 |x, v) = k(X2 + p.2 + v2) = kc
The condition for a plane to be a diametral plane which 
is conjugate to the direction (X, p,, v) is that c(X, p,, v)
7* 0 , the plane conjugate to a corresponding characteristic
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direction is a diametral plane, and hence a principal plane. 
If k is a characteristic root and k = 0 , there is no plane 
conjugate to a corresponding characteristic direction since, 
by system (1 ), the coefficients,of x, y, and z in system (3 ) 
all vanish. Therefore, a principal plane corresponds only 
to non-vanishing characteristic roots of the matrix o.
Since Corollary 1 of Theorem II.6 .9 guarantees that the 
third order matrix of a quadric surface has a real non-vanish­
ing characteristic root, the following important result can 
be stated:
Theorem ILL3.5s Every quadric surface has a principal plane. 
Example: Find the principal plane of the surface
x 2 + y 2 - xy + xz *f yz - 6 y - bz = 0  
or '*
2 x2 + 2 y2 - 2 xy + 2 xz + 2 yz - I2 y -y8 z = 0 .
Her©
E =
2 - 1 1 0  
• 1 2  1 -6 
1  1  0  - V
0 -6 0
= 0
where I = b 9 J = 1  and D = -6 . The characteristic equation 
is
i .1
k 3 - Wk2 + k + 6  = 0
whose roots are -1, 2, and 3. Corresponding to k = -I,
3 - 1  l “ 1
- 1 3  1 m = 0
- 1  1 1 - _ n _
whence l:m:n = 1 :1 s- 2  and the principal plane corresponding 
to k = -1 is x + y - 2z - 2 = 0 .  In a similar way the 
principal planes corresponding to k = 2 and k = 3 are 
x + y + z - ?  = 0  and x - y + 2 = 0 , respectively.
SECTION bl Centers
A center of an arbitrary set of points is a point of 
symmetry of the set. For a quadric surface, the center is 
a point with the property that any line through the point
(i) determines a chord of the surface whose midpoint is the 
given point, or (ii) has no point in common with the surface, 
or (iii) lies entirely in the surface.
Appoint Pq(xq, yQ, z^) is a center of the surface of 
(x, y, z) = 0 if and only if ®(x, y, z, X, v) vanishes 
for every set of direction cosines X, p, v. Hence 
Theorem I I I . I s The centers of the quad,ric surface f(x,y,z) 
= 0  are the points whose coordinates are solutions of the 
system:
a h g p X ~0
h b f q y = 0
g f c r z 0
1 0
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Let D and d be as previously defined and consider 
D ^ 0 , then the system has a unique solution; that is, 
there is exactly one center which can be found by Cramer's 
Rule. In this case, the surface is called a central quadric.
If D = 0 , then the system may be consistent or incon­
sistent. If D = 0 and the system is consistent, then the 
centers form a line if the rank of the coefficient matrix 
d is 2 , and a plane if the rank is 1 .
The only central quadrics are the ellipsoids, hyperbo­
loids, arid cones, where a, b, c ^ 0 and D ^ 0; the parabo­
loids and parabolic cylinders have no centers for D = 0 
and the system is inconsistent. The elliptic and hyperbolic 
cylinders and intersecting planes have a line of centers 
since D = 0 , r^ = 2  and the system-is consistent. Parallel 
and coincident planes have a plane of centers since D = 0 ,  
r^ = 1', and the system is consistent. Ndtice also that these 
centers are all real, even when the surfaces are imaginary.
A comparison between the system for the centers and the 
system for the diametral plane is given in the following: 
Theorem IIlA«2:- Every center lies in every diametral plane.
It is interesting to note that a center also lies in every 
plane that is conjugate to some direction.
SECTION ?: Tangent Planes.
If P and Q are two points of a surface S and if Q, while
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remaining on S, approaches P in such a way that the line.PQ 
approaches a definite line L, then the line L is said to be 
tangent to the surface at the point P.
Assume that f(x, y, z) = 0  is the equation of the sur­
face S and that f and its first partial derivatives are 
continuous functions of x, y, and z. Let a line X be deter­
mined by the point P(xQ, yQ, zQ) of S and a neighboring 
point QCxq + Ax, yQ + Ay, Zq + A z), also on S (where Ax =
(x - Xq ), etc). Since both points are on S it follows that
f(x0  + Ax, y0  + Ay, zQ + Az) - f(xQ, yQ» zQ ) = 0 .
By adding and subtracting the proper expressions, and then 
applying the mean value theorem to the three parts, we have
[f(x0  + Ax, y0  + Ay, zQ + Az)-f(xQ, yQ + Ay, zQ + Az)]
+ [f(x0» y0  + Ay, zQ + Az) - f(x0, yQ, zQ + Az)]
+ [f(x0, y0, z0  + Az) - f(x0, y0 z0)] = 0
and
Ax 3f I _ + Ay df I
- 3x J(x, yQ + Ay, zQ + Az) 3 y J (xQ, y, zQ + Az)
+ Az 5f I _
az J  (x0, y0, z) = o,
where xQ < x < xQ + Ax, yQ < y < yQ + Ay, and zQ < z < zQ 
+ Az*^*^
If a line 1  through P has direction cosines proportional
to
then, \l is perpendicular to X, since the direction cosines 
of the line X are proportional to Ax, Ay, and Az, Now let 
the point Q approach P through points on the surface in any 
manner, It follows that Ax, Ay, and Az approach zero, while 
x, y, and z approach xQ, y0, and zQ, respectively, and the 
line X approaches a tangent line to the surface at the point 
P. The line approaches a definite limiting line m whose 
direction cosines are equal to the limiting values of the 
direction cosines of \i» That is, they are proportional to
where the subscript indicates that the partial derivatives 
have been evaluated for the point P.
the line m at P, these lines lie in the same plane. This 
plane is defined to be the tangent plane of the surface S 
at the point P and its equation is
af  I af  af  
9 x j p ,  a y j p ,  a z j p s
Since all lines tangent to S at P are perpendicular to
The following theorem is given without proof
Theorem III.?.ls If P(x0, yQ, zQ ) is not a point of center 
of the quadric surface f(x, y, z) = 0 , there is just one 
tangent plane of the surface at P. The equation of the 
tangent plane can be written:
[xQ, y0»
1
p cm
l
X
h b f q y
g f c r z
p q r d 1
- o > ]
SECTION 6 : Conclusion-
The following is an outline or a guide to a complete 
analysis of any quadric surface* f(x, y, z) = 0 .
(1 ) Identify the surface; that is* determine to which 
canonical form the given equation is reducible*
(2 ) Write the equation in canonical form*
(3) Find the principal planes*
0+) Find the centers.
(?) If the surface is a paraboloid, find the vertex 
and the tangent plane at the vertex.
(6 ) If the surface is a parabolic cylinder, find the 
line of vertices and the tangent plane that contains this 
line.
(7) If the surface is reducible, find its factors.
(8 ) Check the results by substituting in the equation in 
canonical form the new coordinates expressed in terms of the 
original coordinates. The resulting equation should be equiv-
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alent to the original*,
By means of the above steps any quadratic equation in 
two or three variables can be classified as a quadric sur­
face of a particular type. The following example illustrates 
the use of the outline above.
Give a complete analysis of the surface
x 2 + y 2 + z2 - xy + xz - 2 y - 2 z + 2 = 0 *
written for convenience as
2 x 2 + 2 y 2 + 2 z2 - 2 xy + 2 xz - 2 yz - hy - bz + b = 0 .
Now
[x, y, z, l]
2  -1  1  0 X
-1  2  -1  -2 yCM1CMH1H z
0  -2  -2  b 1
= 0
where 2 - 1 1 0 2 - 1 1
- 1 2 - 1 - 2 - 1 2 - 1
E =
1 - 1 2 - 2
and o =
1 - 1 2
0 - 2 - 2 if
wm
It can easily be shown that? D = A = - 1 6
d 1 = -*f, 1 = 6  and J = 9* Also solving system (1) of Theorem 
III.if.1 , the center is found to be (0, 2, 2).
The characteristic equation of o is?
k 3 + 6 k 2 + 9 k - b = 0  
where k^, k2> k^ are 1, 1, b, respectively. Since the char­
acteristic roots have the same sign, the surface is an ellip­
soid. Since A is negative, the surface is real. The equation
in the new coordinates is
x 2 + y2 + bz2 = b 
or, in canonical form,
+ 1 2 = i,
which is an oblate spheroid.
Corresponding to the characteristic root b 9 the direc­
tion cosines X, p,, v are in ratio:
Xt|j/:v = 1:-1:1,
hence the corresponding principal plane has equation:
x - y + z = 0 .
For the characteristic roots 1  and 1 , corresponding principal 
planes are y + z - if = 0 and 2 x + y*- z = 0 ®
As expansion will verify, the original equation can be 
written in the form
BIBLIOGRAPHY
\
[l] Hohn, Franz E.: Elementary Matrix Algebra# New York, 
The Macmillan Company, I9 6 0 .
r - J
L2 J Hohn, Franz E.: Elementary Matrix Algebra. New York, 
The Macmillan Company, ,1 9 6 ^.
[3] Nelson, Alfred L., Karl W. Folley, William M. Borgmans 
Calculus  ^ Boston, D. C. Heath and Company, 19*+6, 
pp. 291-292.
[*f] Olmsted, John M. H., Ph.D.: Solid Analytic Geometry.
New York, Appelton-Century-Crofts, Inc., 19^7«
[?] Pipes, Louis A.: Matrix Methods for Engineering. 
Englewood Cliffs, N.' J., Prentice-Hall, Inc.,
August 1 9 6 M-, pp. 3 8 -6 ^.
[6 ] Robinson, Gilbert de B.: Vector Geometry. Boston,
Allyn and Bacon, Inc., 1962, pp. 5-13*
[7 ] Wade, Thomas L.: The Algebra of Vectors and Matrices.
Reading Massachusetts, U.S.A., Addison-Wesley 
Publishing Company, Inc., June 1958, pp. ^5-5l»
[8 ] Yates, Robert C.: Analytic Geometry with Calculus.
Englewood Cliffs, N, J., Prentice-Hall, Inc., 1961, 
pp. 236-2*4*)+.
61
VITA
Maria Valias
Born in Jackson, Mississippi, April 10, 1939® The • 
author graduated from Provine High School-in that city* in 
June of 1957* She received a Bachelor of Science degree 
from Millsaps College in June of 1961, with a concentration 
in mathematics* She was a teacher of mathematics, at 
St* Joseph High School, Jackson, Mississippi, 1961-1963®
In September 1963> the author entered the College of 
William and Mary as a graduate assistant in the Department ' 
of Mathematics*
In August 1965, the author will have completed the 
requirements for and receive the Master of Arts degree 
from the College of William and Mary#
*62
