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ABSTRACT 
The absence of a general multivariate model for discrete-state processes has been 
a major barrier for applications. This paper is motivated by the challenge to under- 
stand the relationship between relapse following treatment for leukemia, the biological 
processes by which a patient fights disease internally, and interventions intended to 
assist the patient by fixing defects in these processes or stimulating them to behave 
more aggressively. A multivariate version of the Chapman-Kohnogorov equations is 
defined to form a basis for developing two classes of association among discrete state 
random processes. A conditional intensity function measures the association between 
two sets of multivariate processes, U(t) and V(s), as a function of both times s < t. 
The individual processes in U and V need not be distinct. A cross-intensity function 
not only measures the association between U(t) and V(s), but also controls for 
another vector-valued process W(t). Toward this end, we propose a robust group of 
measures of association. 
1. INTRODUCTION 
This paper has its genesis in an application involving certain random 
events, and the relationship between these events. A brief description of this 
application is given in Section 2 to provide the context for the subsequent 
theoretical development. The severe consequences of falsely interpreting the 
interactions between the events contribute strongly to our motivation. A 
discussion of statistical models currently available and of the modeling that 
was actually performed to address the scientific question follows in Section 3. 
Shortcomings for this application add perspective to our work. This paper is 
concerned with multivariate discrete-state stochastic processes and measures 
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of association among them. A variety of alternative measures of association 
can be created, and the particular measures of association we develop are 
based on and are extensions of the univariate notion of intensity functions, 
and thereby contain some properties of the univariate version. 
Section 4 provides a review by which needed notation is introduced. In 
Section 5, a matrix representation is developed to describe a multivariate 
extension of the univariate theory. Measures of association are proposed in 
Section 6. Section 7 concludes with a discussion of the modeling process and 
its application to our motivating example. 
The widespread attention paid to diffusion processes is in part due to the 
relative tractability of processes having continuous state spaces, This 
tractability comes, not only from the property of continuity itself, but also 
because it is easy to trace movement between individual states. Without the 
assumption that processes are homogeneous, the notational complexity re- 
quired to trace realizations across discrete states becomes awesome for any 
but the most simplified state-space structures and probability measures. A 
major barrier to complex applications has been the absence of a general 
matrix algebra for multivariate discrete-state processes. This paper provides a 
matrix formulation on which to build a repertoire of statistical methods. 
However, it must be noted at the outset that the notation will have to be 
somewhat cumbersome, and may even be somewhat distasteful. But without 
it we will be able to deal only with the simplest applications, and thereby lose 
the potency of the theory. We now describe but one of many multivariate 
discrete-state applications that are significant and compelling. 
2. A MOTIVATING MEDICAL APPLICATION 
The application motivating this work was brought to our attention in 
1975, at which time the total number of patients who had ever received a 
bone-marrow transplant was under 150. Because of the inhomogeneity among 
the patients, and because a high early death rate severely truncated the 
realizations we wished to model, we let data accrue through 1978 before 
modeling the application. This paper does not revisit the specific models 
fitted, but arises from our conviction that more general models are necessary 
to represent such problems adequately. 
We assume that three random processes initiate realizations on the -day a 
patient receives a bone-marrow transplant to treat leukemia. One process 
governs the recurrence of the leukemia, the relapse rate. It is this process that 
we seek to model and to control. A bone marrow transplant is preceded by a 
dose of radiation that destroys the bone marrow that produces the leukemic 
cells. Without the transplant, the patient would die because blood cells that 
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carry oxygen and fight infection are produced in the bone marrow. The white 
blood cells constitute a wide family of participants in our immune system, 
including those cells that recognize a foreign object in the body (an object 
that is not part of itself) and call for its destruction. 
The effect of this treatment is hypothesized to be dual: (1) that extremely 
high doses of radiation can be given and the destruction of leukemic cells 
thereby increased, with the transplant rescuing the patient, and (2) that the 
body’s failure to mount an effective fight against the leukemic cells results 
from a defect in its ability to identify the leukemic cells as foreign objects. If 
a healthy immune system could be transplanted, one that matched the 
patient’s own immune system so closely that it would accept the patient as 
itself, it would recognize that the leukemic cells were strangers and wage an 
effective battle against any that survived the radiation treatment. 
A second process governs the emergence of side effects caused by the 
bone marrow graft that resemble lupus, an autoimmune disease. If the second 
hypothesis holds, then an appearance of this side effect, called graft-versus-host 
disease, indicates that the transplanted immune system recognizes the foreign 
cells and is engaging in a battle to reduce the relapse probabilities. However, 
these battles are frequently fatal. If the hypothesis is true, the battle between 
the transplanted immune system and its new host, the patient, should be 
encouraged rather than stifled. But accepting this second hypothesis implies 
risking the lives of patients believed at high risk of later relapse in order to 
learn how to control the transplant’s attack on residual leukemia cells without 
killing the patient. We drew this second conclusion in Weiden, Flournoy, 
Thomas, Prentice, Fefer, Buckner, and Storb [13], discussing the modeling 
process more completely in Weiden, Floumoy, Thomas, Fefer, and Storb 
[12]. Subsequently, randomized clinical trials were conducted to stimulate 
graft-versus-host disease and test this hypothesis prospectively. 
This hypothesis now can be loosely restated: a change of state in the 
second process reduces the probability of a change of state in the first 
process. If the effect that one process has on another were constant, our 
problem would be relatively simple. With inhomogeneity, our measures must 
be functions of the times of both processes. Estimates of the intensity 
functions of the two processes are provided in Figure 1; these show the need 
to incorporate inhomogeneity. 
The third process to be taken into account governs the passage into 
absorbing states, thereby causing the termination of realizations of the other 
two processes. This third process is, in this case, a combination of processes, 
including those governing death from causes other than the relapse of 
leukemia, and those due to the discontinuance of observations. All reahza- 
tions were observed up to a given chronological day, so that modeling could 
commence and the terminal day would be independent of the realizations. 
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FIG. 1. Intensity functions are estimated by the number of events per 100 
patient days at risk in each interval. The intensity of relapse is estimated from 148 
comparable patients (having the same type of leukemia, in the same stage of 
advancement, and the same kind of genetic match with the donor) transplanted 
sequentially at the Fred Hutchinson Cancer Research Center. Thirteen of these 
patients were surviving free of disease lo-14 years from transplant on 29 November 
1984. The intensity of graft-versus-host disease is estimated from 545 patients trans- 
planted sequentially at the Fred Hutchinson Cancer Research Center 
3. STATISTICAL BACKGROUND 
The only existing tractable measure of association between inhomoge- 
neous discrete-state processes was proposed by Cox [2], and it is called the 
proportional hazards function. This function measures proportional shifts in 
the intensity of a process with a binary state space. A hazard function is a 
special case of an intensity function for a binary process in which one of the 
two states is absorbing; the probability of leaving an absorbing state is zero. 
Applications of this model have proliferated, but for a restricted version that 
assumes dependencies are nonrandom variables rather than random pro 
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cesses. That is, a process is assumed to operate according to some underlying 
inhomogeneous intensity function, and a change in the value of a covariate 
acts on the process by shifting its entire intensity function by a constant 
multiple. 
Less restricted models in which covariates are permitted to be random 
processes themselves, concurrently changing over time, have been applied 
less frequently, largely because of computational difficulties. The first such 
application is a study of the effect of waiting times on the success of heart 
transplants. It is reported in Crowley and Hu [4] and was followed by our 
application in Weiden et al. [I31 and by others. In our application, the 
proportional-hazards assumption implies that developing graft-versus-host 
disease on the sth day has, proportionally and regardless of the value of s, 
the same effect on the relapse rate on any day t. Whereas this may or may 
not be true, we need to be able to compare the fits of different measures of 
association. For example, it would be logical for the effect of graft-versus-host 
disease on the relapse rate to be a decreasing function of time from its onset. 
Analogous linear shifts in the hazard function, rather than proportional ones, 
have been proposed, but a software implementation is not commercially 
available. There are no existing measures associating the lag time between 
changes in one process and changes in another. 
We generalize concepts of multivariate and conditional association be- 
tween discrete-state processes with continuous time. In the univariate case, 
when a current state and time and a destination time are considered fixed in 
the univariate context, the intensity functions sum to zero over the state 
space of destinations. Thus the intensities can be thought of as the relative 
forces acting on the process. We not only permit individual processes to be 
inhomogeneous as is the case for Cox’s proportional-hazards regression model, 
but we define their associations as inhomogeneous processes. When a particu- 
lar set of processes is of primary interest, we call them target processes or the 
target set. The complement set of target processes are called environmental 
processes; their states, or changes in state, may influence the target set. 
In the case of Gaussian processes, one measure of association is based on 
bivariate serial correlations, with lags introduced to assess relationships 
shifted in time. For processes with a discrete state space, analogous measures 
of association have not been developed. Our focus is on such a development. 
4. UNIVARIATE INTENSITY FUNCTIONS-A REVIEW 
To establish notation and provide a framework from which to develop 
multivariate measures of association, we begin by reviewing a key feature of 
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univariate intensity functions: When a continuous-parameter Markov chain is 
specified by a set of Chapman-Kolmogorov equations, intensity functions are 
specified by Kolmogorov’s differential equations; conversely, when intensity 
functions are specified, the transition probability functions are specified by 
the solution of the differential equations (Dobrushin [5], Goodman [8]). A 
clear introduction to univariate Markov chains is contained in Parzen [ll]. A 
more complete mathematical treatment, albeit also focused on univariate 
stationary processes, is contained in Freedman [6]. 
The principal issue is how to extend the concept of intensity functions for 
a multivariate Markov chain. It is important to note that there is flexibility in 
these extensions and there is no unique natural multivariate and conditional 
extension of Markovian processes or of univariate intensity functions. Indeed, 
a variety of extensions can be created, depending on needs and criteria. For 
example, one extension currently finding application in communication the- 
ory and pattern recognition is based on Gibbs random fields. The motivation 
for the extension given here is quite different: Our starting point derives from 
multiple parallel, nonindependent processes evolving in time, and we seek 
measures of association that evolve in time. The framework established by 
Yadin and Syski [15] to explore the randomization of intensities in a Markov 
chain and by Cogbum [I] in describing random environments is conceptually 
close to ours. 
Multivariate and conditional intensity function derivations are obtained 
that are analogous to Kolmogorov’s [9] univariate derivation, based on the 
Chapman-Kolmogorov equations. Alternatively, the multivariate model can 
be reparametrized and represented as a single Markov process with a 
multidimensional state space. Although such univariate parameter representa- 
tions are often developed for specific multivariate applications, no general- 
ized models have emerged, because this parametrization does not lend itself 
to simplifying assumptions such as linearity or proportionality and the 
number of parameters needed to model all but the simplest applications is 
daunting. A multivariate parametrization is obtained that has the advantage 
of providing a cohesive framework from which to develop conditional mea- 
sures with parameters that are functionally related. 
4.1. Transition Probabilities 
Let XJ t ) be a Markov process with a finite discrete state space 8 = 
1,2,..., I2 and continuous time parameter t E T = [0, 00). Throughout, Latin 
letters are used to denote times and Greek letters are used to denote states. 
The subscript o will serve to index and to distinguish between multiple 
processes. We introduce the subscript now to achieve notational consistency. 
However, whenever the context is clear, we write either X, or X alone. 
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A transition probability, 
h~i’,=hh’$,“,(X,)=P{X,(t)=f?JX,(s)=o}, (4.1) 
is the probability that the process is in state 6 at time t given it was in state u 
at time s. Note that in this notation the current time t and state 8 are given 
before the vertical line, and the prior time s and state u are given after the 
vertical line. 
In any specific application constraints on the transitions may be required. 
For example, transition to certain states may be possible only within specific 
windows of time or only from a specific subset of states. For notational 
convenience, this flexibility is accomplished by taking the state space to be 
complete up to Qzw for all t, while recognizing that specific transition 
probabilities may be constrained to be zero by physical, biological, structural, 
or other aspects of the application. Thus without loss of generality, we let 
both o and 8 assume values in ( 1,2,. . . , S12, }. 
To clarify the extensions made later, we first review the property that 
intensity functions in this environment, defined in terms of derivatives of the 
transition probabilities, are completely specified by the Chapman-Kolmogorov 
equations. The use of matrix notation permits a simplification of the expres- 
sions, and lends itself to an extension that is exploited to define new classes of 
multivariate dependencies in Section 5. 
4.2. Chapman-Kolmogorov Equations 
The Chapman-Kolmogorov equations follow from the lack of memory in 
X,(t), an inhomogeneous discretestate Markov process. To see this, recall 
that “lack of memory” means that 
P{x,(t) =8(X,(s) VSE [o,u]} =IJ{X,(t) =8(X,(u)} 
VB and V{(u,s,t):O~s<~<t]} 
and consequently 
(4.2) 
The first factor in the product refers to the transition from u at time s to 
some intermediate state u at time U. The second factor refers to the 
subsequent transition to B at time t. The ordering of the two factors can be 
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thought of as consistent with the passing of time; this ordering permits the 
relationship between the transition probabilities and the intensity functions 
to be easily expressed as is done in Section 4.3 below. 
When 9 = 1 and u = 1, for example, (4.2) can be written as 
P{X(t) =11X(s) ‘1) 
= ; P{X(u)=V[X(S)=1}P{X(t)=1(X(u)=u}* 
u=l 
Thus (4.2) is a statement of the fact that for any specific u E [s, t], the 
probability that X,( t ) is in state 8 given that X,(s) is in state u is the sum 
over all possible states of the product of transition probabilities to and from 
any intermediate time U. 
4.3. Kolmogorov’s Differential Equations 
Kolmogorov’s forward differential equations are obtained for all {u, 0) by 
taking the derivative of both sides of (4.2) with respect to t. The consequent 
equality holds for all u E [s, t] and therefore for u = t. Evaluating the 
right-hand side of (4.2) by moving the intermediate time u forward to equal 
the most forward time t yields Kolmogorov’s [9] forward differential equa- 
tion: 
(4.3) 
where, assuming the limits exist, the intensity function is 
Taking 8 = 1 and u = 1 yields the example 
~P{X(t)=l,X(s)=l} = 5 P{x(u)=u~x(s)=l}.q:,“. 
v=l 
Since hiif IJ = S,,, the Kronecker delta, the intensity function can be written as 
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So far we have just established, for a single random process, the notation 
needed to define the intensity of transit from one single state u to another 
single state 8. Before defining multivariate Markov chains, we define matrix 
notation for a single process so as to be able to reference transit to and from 
all states l,...,G_. 
4.4. Matrix Notation for a Single Process 
Let ZZtl” = ZZt’“( X,) be the Ozdimensional matrix of transition probabili- 
ties with elements 
h$ = p{x(t> = e/X(s) = u} for a,8=1,..., G2,. 
An intensity function can be defined corresponding to each element of 
H’I”(X,). Let Q” = Q’(X,)= [9~,,JXw)] denote the fit matrix of these 
intensity functions. Assuming the limits exist, define 
where I, is the identity matrix of order G2,. Then a matrix representation of 
the Chapwman-Kolmogorov equations is 
H’b = H”bH’I” for s<u<t. 
with each element satisfying the relationship 
p{x(t) = e/x(s) = 0) 
= z P{X(u) = u/X(s) = a} P{X(t) = e/X(u) = O} 
v=l 
for s<u<t and u,B=l,..., fi2,. 
Considering the operations of differentiation and exponentiation to act 
elementwise, Kolmogorov’s forward differential equations can be written as 
(4.6) 
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p= -$og[Ht~sl,=,, 
which has the solution 
H t’s = exp (jk(XJduj. 
s 
(4.7) 
5. MULTIVARIATE MARKOV CHAINS 
In Section 5.1 the notion of transition probabilities as defined in (4.1) is 
extended to describe the joint behavior of a set of processes at some time t; 
the behavior of the set is considered conditionally on its collective realizations 
at an earlier time s. In Section 5.2, joint intensity functions are defined in 
terms of a multivariate extension of Kolmogorov’s forward differential equa- 
tions, analogous to Sections 4.2 and 4.3 above. In Section 5.3, we generalize 
beyond describing the joint behavior of processes in X(t) by defining 
dependencies between a subset of target processes and a subset of environ- 
mental processes. 
5.1. Joint Transition Probabilities 
Let X’“‘(t) = [X,(t) X,(t) , . . . , X,( t )] be an n-dimensional row vector of 
discrete-state stochastic ’ processes. Note that the elements of X(“)(t) are 
jointly indexed by a single continuous time parameter t E T = [0, 00). Al- 
though we are interested in describing the behavior of target sets evolving 
according to their own time parameters, a simple notation which would 
accommodate this generalization has been elusive. Therefore, we restrict our 
development here to a target set of processes whose realizations can be 
thought of as evolving together in time. Indeed, for many multivariate 
applications this restriction is quite reasonable. When the dimensionality of 
X(“)(t) is clear from the context, we write X(t) or just X for X(“)(t). The 
definitions in Section 4 can now be interpreted as the marginal transition 
probabilities and intensity functions for the wth process in the vector X(t ). 
The cardinality of the multivariate state space of X( t ) is Q = llz= ,a,. 
Denote the ith state at time t by di = [ej, ,..., Biw ,..., 8,,], where i = l,..., 52. 
Rather than add “t ” to our notation, we indicate the ith state at other times 
by other letters, ui or ui. 
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Partition the n-dimensional process X(t) = [U(t), V(t)], where U(t) is 
k-dimensional. For a specific k, let the order of the n processes in the vector 
X( -) be fixed. Let $ = nt,,!2, denote the cardinal&y of U( -), the first k 
components of X( .). Partition the ith state into k- and n - k-component 
vectors to conform with the partitioning of X(s): 
ej= [di,e] = [(eil,...,ejk),(6i,+l,...,6j,)] at time t; 
‘i= [fii>i;,J = [(“~~~~~~~V~~)~(u~~+~~~~~~U~~)] at time u; 
‘l= [6i>iii] = [(“i~,“.,uik),(ui~+~,.“,ui;.n)] at time s. 
Define joint transition probabilities of the k th order as follows: 
i, j=l ,..*> a. (5.1) 
When the value of k at the boundary of the partition is understood from the 
context, we write h$,+(U) = P{ U(t) = 6ilU(s) = bj} for hf&+(U, k). Denote 
the fi2dimensional matrix of joint transition probabilities by Ht”(U) = 
[h~~~~U)I,(i,j)=l,..., h. Denote the matrix of the complement set of joint 
transition probabilities for V(t) by H”“(V) = [h$sJV)], i, j = fi + 1,. . . , P. 
Equation (5.1) is a univariate transition probability when k = 1 and 
therefore Htl”(U) = kItIS = [P{X,(t) = tYi, ) X,(s) = ail}], i, j E 
[l,..., a,]. When k = n, we have Hfls(U) = Htl”(X) and (5.1) is a complete 
nth-order joint transition probability: 
p{x,(t) = eil,..., X~(t)=~i~~x~(s)=ujl~...,X~(~)=uj~}, 
i,j=l >..‘> !J. 
A straightforward argument shows that 
W’“(X) = W’“( U)H”“( v) for all s and t 
implies that U( .) and V( .) are independent sets of random processes. 
5.2. Joint Chapman-Kolmogorov Equations and Intensity Functions 
Call a joint system of k discrete-state stochastic processes, U(t ), k-chain 
Markovian if the system is jointly memoryless, that is, if for any s, u, and 
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tETsuchthat s<u<t, 
P{u(t)=8p(u)v u:uE[O,s]) =P{U(t)=qJ(s)). 
A multivariate extension of the Chapman-Kolmogorov equations follows 
directly: 
H”“(U) = H”‘“(U)Hf’“(U), (5.2) 
where U is k-dimensional. This is from the expansion into either of the 
equivalent expressions 
q_J(t)=qJ(s)=ti} =CP~U(u)=irlU(s)=ci)P(U(t)=8/U(u)=li). 
ti 
Following the univariate development of intensity functions, define 
and denote the elements of Q”(U) by ~j,,~~i(U). We call the function ~j,,~j(U) 
a joint intensity function. Extending the forward differential equations by 
taking the derivative of both sides of (5.2) with respect to t, and evaluating 
the result at u = t, gives an expression analogous to the Kolmogorov forward 
equations (4.6): 
$c(U) = HyU)QyU). (5.3) 
Equation (5.2) and consequently (5.3) can hold for U and not hold for any 
marginal subset, or for any superset, of the k processes in U. 
In the context of our motivating example, recall that our aim is to model 
the effect of graft-versus-host disease on the relapse rate: let T, be a random 
process governing the time to relapse following a bone-marrow transplant; let 
T, be a random process governing the time to censoring; and let T3 be a 
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random variable governing the time to the onset of the graft-versus-host 
disease. We define the statespace vectors that will be needed subsequently: 
en= ’ l if a patient relapses, 0 if a patient remains in remission; 
en_,= 
1 if a patient is censored, 
0 if a patient remains under observation; 
if a patient develops graft-versus-host disease, 
if a patient has remained free of graft-versus-host disease. 
Set k = n - 1 and 1 = n to obtain useful partitions for this application: 
e = ice,,..., e,_,),e,] and X= [(X,,..., X n_ r), X,], yielding the subvectors 
of processes U= [X, ,..., Xn_J, V= [X,], and W= [XI ,..., X,]. Now to 
define X, let 
X,(t) = 
1 if T,>t, 1 if T,>t, 
0 if T,<t; X,-,(t) = 0 if T,<t; 
Other processes X,( .), . . . , X,_,( *) are defined to represent those suspected 
or known to affect the relapse rate. For example 
X,( t ) = number of P-lymphocytes per cubic centimeter of blood, 
X,( t ) = number of leukemic cells per cubic centimeter 
of bone marrow prior to the transplant, 
X,(t) = 
i 
1 if patient is in relapse at time of transplant, 
0 if patient is in remission at time of transplant, 
X4( t ) = age of patient in days, 
X,(t)=ageofdonorindays. 
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Note that where X,_ l(t) = 1, the process X cannot be observed, and so 
we restrict attention to { t : T, < t }. Also, when Tl > t, a relapse has occurred 
and X, = 1 is of no interest. So consider t such that T, and T2 are less than 
t. The question is whether the memoryless property makes sense for X. No 
problem is posed by X, or X,, because they are degenerate in that they do 
not depend on t. Neither does X, or X, pose a problem, because, conditional 
on their values at the time of transplant X,(O) and X,(O), respectively, they 
are deterministic functions of t. However, Xi is a complex process that 
grows as the grafted bone marrow starts to produce blood cells and then, 
ideally, Xi stabilizes; but it is thought to play an integral part in the battle 
between the grafted bone marrow and the residual leukemia cells, and it can 
fluctuate widely as time evolves. Therefore, X, may cause the assumption of 
joint lack of memory to be violated, and we need to be able to test for such 
violations and to identify offending processes. 
Now consider (X,_,(t), X,_i(t), X,(t)) given any one of the 23 possible 
states of (X,_ s( u), X,_ i( u), X,(u)) for some u < t. Focus on the question of 
whether, conditional on (8,_s,8,_,,8,) at time U, (X,_,(t), X,_,(t), X,(t)) 
is affected by (8,_,, fI,_ i, 6,) at any s < U. If the patient was in remission at 
time U, then the patient was in remission at any previous time s, and if the 
patient has not had graft-versus-host disease by time U, the patient will not 
have had graft-versus-host disease at time s. These events do not violate lack 
of memory. If a patient had graft-versus-host disease at time u, however, the 
prior time at which it developed may or may not affect X(t), and we want to 
examine the lack-of-memory assumption for such realizations. 
Alternative multivariate models can be developed, for example, by assum- 
ing each process is marginally memoryless and characterizing multivariate 
processes with this property. Such an approach is close to that of Yadin and 
Syski [ 151 and Cogbum [l] in describing one Markovian intensity function 
acting on another. The resulting multivariate processes they develop have no 
Markovian properties. 
5.3. Conditional Transition Probabilities 
Consider two alternative partitions of X( t ): X( t ) = [ U( t ), V( t )] and 
X( t ) = [ W( t ), Z( t )], where U and W are of dimension k and I, respectively. 
The two partitions permit useful flexibility in expressing the dependencies 
between the different processes. To express such dependencies, we also need 
two partitions of the state-space vectors 8, u, and u: one partition denoting 
state-space vectors of dimensions k and n - k, the second denoting vectors of 
dimensions 2 and n - 1. Often the dimensionality of the state-space vectors 
can be inferred from their association with the process vectors X, U, V, W, or 
2. When this is not the case, distinguishing notation is invoked. 
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Consider the following D2dimensional matrix defined in terms of four 
submatrices: 
H”“k 1) = 
[ 
H’yUJW) 
H’I”(V,W) 
HQ( UlZ) 
Hy VlZ) 
where 
H”“(U(W)= [/a&] = [P(U(t)=B,~W(s)=dj]] 
I 
is (QXti)-dimensional; i,j=l,..., ah. The other submatrices are similarly 
defined: 
H”“(UIZ)= [hjiSg,] = [f(U(t)z8,/z(S)=6j]] 
I 
is ($ x fi)dimensional; i, j = fik? + 1,. . . , kJ: 
H”“(VIW) = [ h$ , ] = [ P( v(t) = B;Iw(s) = hj)] 
is (Q X ti)-dimensional; i, j = $!J + 1,. . . , bl + ikt!; 
Hyvlz) = [ h$+] = [ P( v(t) = e,lZ(s) = Gj)] 
is(~xfi)-dimensional; i,j=o~$+1,...,Q2. Wecalltheelementsofthese 
matrices conditional transition probabilities because they share the charac- 
teristic of having one subset of X at time t conditioned on another subset of 
X at time s. 
In the submatrices HtlS(UIW) and H’I”(UIZ) of (5.4), the target process 
is the leading k-dimensional subprocesses of X, whereas in the submatrices 
H tIs( V I W) and H ‘I”( V I Z), the target processes are the last n - k-dimensional 
subprocess of X. In H ‘I’( UI W) and H ‘I’( V I W), the conditioning is on the 
initial Z-dimensional subprocess of X, and in H ‘I”( UlZ) and H ‘I’( VIZ), the 
conditioning is on the last ?z - Z-dimensional process of X. The elemental 
probability functions in the diagonal submatrices of (5.4) involve conditioning 
the target of the vector of processes on another overlapping subset of the 
vector of processes at an earlier time. For the elements in H ‘I’( U, W ), the 
conditioning is on a subset contained within the subset of target processes if 
k >, 1, and the conditioned subset contains the target process if 12 k. The 
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converse is true for elements in H “‘“(V(Z). The elements in the off-diagonal 
submatrices of (5.4) also refer to a target set of processes being conditioned 
on a set at another time. However, these functions may refer to conditioning 
the target set on a distinct environmental set of processes, or the conditioning 
may be with respect to the combination of environmental processes and a 
component of its own prior path. 
Elements of (5.4) are degenerate when (k, Z) = (0, n) or (n,O). However, 
other fixed values of k and I result in interesting special cases of (5.4). 
Several of these are described to demonstrate the versatility of this represen- 
tation and its utility for modeling many important applications. First consider 
k = 1 and I = n. In this case, the elements of (5.4) are pertinent to modeling 
the effects of multiple chains on a single target chain: Note that Htls( U[ W) 
reduces to Ht’S(XIIX,,..., X,), the matrix of transition probabilities for the 
first component process of X(t) conditioned on its prior realization at time s 
jointly with the prior realizations of the additional component processes in 
the series. We consider this case again. 
Other important cases occur when both partitionings divide the processes 
into the same subsets, i.e. when k = 1. Then (5.4) becomes 
H+(k, k) = 
Hi’“(U) Ht’“( U/V) 
Htls(VIU) 
I H”“(V) ’ 
(5.5) 
Notice that the elements of the submatrices along the diagonal of (5.5) are 
reduced to the joint transition functions as defined in Equation (5.1) evalu- 
ated at U(t) in H’I”(UIW) and at V(t) in HtlS(VIZ). In the elements of the 
off-diagonal submatrices, the target set at time t is conditioned on the 
complementary environmental set at time s. In particular, when k = 1 = 1 
and the multivariate chain is binary, then Ht’“(l, 1) is seen to be somewhat 
analogous to a correlation matrix: 
H”“(l,l) = 
H”“(X,IX,) Ht’“(X,IX2) 
Ht’“(X,IX,) H”“(X,IX,) 1. 
The diagonal probabilities H”‘“( X jlX j) are serial measures of effect of an 
individual process on itself at a later time, whereas the off-diagonal probabili- 
ties are measures of the effects of one process on another at a later times. 
Until restricted by computational requirements and the nature of a specific 
application, these matrices are arbitrary functions of both s and t. 
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5.4. Cross-Transition Probabilities 
Another special class of functions are cross-transition probabilities. This 
class is a further generalization of the conditional transition probabilities in 
that one set of processes is conditioned on another set at the same time as 
well as on components of their prior paths. Consider the Q x G’dimensional 
matrix 
H”“-“(k~ l) = 
Ht’yvlu, w) Hf’yvlu, z) 
H’If.“(Up7J,q 
1 
fpJ(Up,7Z) ’ (5.6) 
where 
WJ(IqU,W)= [h$$] = [P(V(t)=fqU(t)=8,, w(s)=6j)] 
I ‘0, 
I, .I 
is Q X QQdimensional, and the other submatrices are defined in a similar 
manner. 
Many additional results can be obtained from this matrix formulation. In 
the context of our application, U = (Xi,. . . , X,_ r), W = X, and the subma- 
trices of (5.4) are matrices of conditional and marginal probabilities. The 
conditional probabilities are (1) probabilities of the joint coprocesses and (2) 
probabilities of the relapse process, each conditional on the entire vector of 
processes at a prior time X(s): 
Hyulw) = [ P( u(t) = dlX(s) = O)]) 
H’yVIW) = [P{X,(t> = fqX(s> = u>]. 
The marginal probabilities are 
Hf’“(VIZ)=Hf(V)= [P{X,(t)=O,}], 
where H’(U) and H’(V) are matrices of the unconditional joint probability 
functions for U and V evaluated at t. From (5.6) we obtain the submatrices 
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of cross-transitional probabilities: 
HyVIU, W) 
= [P{X,(t)l~Xl(t)~...7X”-I(t)l.[X1(~)~....X.(~)I}]7 
= [p{w> ,...> x,_,(t>p,(t)> [X,(4...> X,(41}]> 
As another example, let k = 1 and 1 = R; let X, denote temperature and 
let the remaining n - 1 processes [X,, . . . , X,] indicate whether or not each 
of n - 1 networked computers is functioning properly. The computers gener- 
ate heat that affects the reliability of the computer system. So we have a 
looped interaction between the processes. 
A straightforward though tedious calculation given in Floumoy [7] shows 
that the joint transition probabilities can be factored into two components of 
corresponding elements from H ‘I”( U I W) and H tlt,s( V ]U, W ). For our appli- 
cation this factorization is 
qo, = h&;jyo~Jx,,.. ., x,- 1x,,. ..1 x,> 
X~$j~~,(X”IIX1 >...> X”_,lJX, ,...> x,1). (5.7) 
This relationship is of interest because a partial likelihood, as defined in Cox 
[2], exists and can be written strictly as a function of the cross-transition 
probabilities in H ( I ‘ltvs V Lr, W). Since the total likelihood is a function of joint 
transition probabilities in H”(X), and the partial likelihood is a function of 
only the cross-transition probabilities in H ‘ltxs( V IU, W), the partial likelihood 
will contain less information. That is, the information in the elements 
H ‘Is( U]V ) are not used. The partial likelihood provides a viable method of 
estimation when an application is such that the data relevant to the estima- 
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tion of Htl”(UJ W) cannot be obtained or are ancillary to the effects of 
interest. In our application the environmental process is U, which is of no 
interest either in itself or when considered conditional on the relapse process 
V. Thus estimation based on the partial likelihood is an attractive approach in 
this case. 
The specification of a partial likelihood that can be written explicitly in 
terms of the elements in H tlt,S V U W) greatly enhances the potential for ( 1 , 
modeling and inference. This likelihood and its significance in our motivating 
application is discussed further in Section 7. We first need expressions of 
dependencies that extend the concept of intensity functions. We propose 
straightforward derivations from the extended transition probabilities defined 
in (5.4) and (5.6). A probability model that is specified in terms of the 
transition probabilities can be reparametrized and specified in terms of the 
intensity functions. As with univariate models, we expect parametrizations in 
terms of the extended intensity functions to be more useful. Furthermore, it is 
easier to conceptualize functional relationships between the intensity func- 
tions, and consequently will be easier to reduce the parameter space in 
multivariate applications. 
6. CONDITIONAL AND CROSS INTENSITY FUNCTIONS 
A conditional intensity function is defined to correspond with every 
element in (5.4) by taking its derivative with respect to t, evaluated at t. 
Thus taking the derivatives elementwise, we define 
Q”VJlz) 1 Q’(W) ’ (6.1) 
where 
other submatrices are similarly defined. In the special case when k = 1, 
Q’G’IW = Q’W, th e matrix of joint intensity functions. Cross-intensity 
functions are analogous derivatives of the cross-transition probabilities in 
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(5.6). For example 
Applying the chain rule to (5.7) in taking the derivative with respect to t 
yields 
(6.2) 
Evaluating (6.2) at s = t shows that, whereas the joint transition probabil- 
ities can be written as the product of two cross-transition probabilities, the 
joint intensity function is the weighted sum of cross-intensity functions. The 
weights are, themselves, cross-transition probabilities which reduce to 
Kronecker delta functions when evaluated at s = t: hj,“,l,=, = 6,. 6 and 
h&j+&zt = Ss,+ 
Equations analogous to the Chapman-Kolmogorov equations can be writ- 
ten for the conditional transition probabilities and for the cross-transition 
probabilities. Taking derivatives with respect to t yields equations analogous 
to Kolmogorov’s differential equations, and these can be used to establish the 
relationship between the cross-intensity functions and the probabilities of 
transit from the originating time s. This relationship is more complex than is 
obtained in (4.7) for the univariate case; it is analogous only in some cases 
where the environmental process is degenerate (e.g. nonrandom). 
7. MODELING THE TARGET PROCESS 
The creation of a likelihood depends on the manner in which the data 
appear. For example, data available for the multivariate economic model are 
obtained when the processes are sampled at specified times to yield the set 
(Y(tl),Y(t,),...,Y(t,)), where the Y(t,) are assumed to be distributed as 
X( ti). Our motivating application has an alternative sampling scheme, namely 
a replicated sample from X(t), such that each realization ranges over an 
entire interval: {Yi=(Yi(t), O<t<Ti), i=l,...,n}. A state is said to be 
terminal if it is absorbing and if arrival in the state terminates the evolution 
of the realization and thereby determines Ti. In our application both X,_ i 
and X, are terminal. 
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For each multivariate sample process Yi, all transitions are known up to 
T,; but after q, there is no sample information. The likelihood of observing Yi 
is then equal to the probability mass of the observed realization: fxct,[ Yi( t), 
0 < t < q]. If the lack-of-memory property holds for the multivariate process 
X, then the probability mass of the ith realization can be written in terms of 
the joint transition probabilities or, equivalently, in terms of the joint inten- 
sity functions Q’(U). As previously described, a partial likelihood can be 
constructed of cross-transition intensities Q”(U]Z). An asymptotic theory of 
partial likelihoods is now rather well developed (see Wong [14]), so there is a 
good basis for making inferences on incomplete information if there are a 
large number of realizations. 
In our motivating application, we were interested in the effect of copro- 
cesses on relapse, and we had no interest in the effect of relapse on the 
coprocesses. The partial likelihood is suited for estimating such effects, which 
really can operate in only one direction. However, another situation, which is 
reviewed in Meyers, Floumoy, and Thomas [lo], involves determining 
whether one event triggers another when there is no prior knowledge of 
which event might be the cause and which event might be the effect. In fact, 
a good biological rationale exists to support the effect being in either 
direction. The question is whether a virus triggers the graft-versus-host 
reaction or whether the graft-versus-host disease increases susceptibility to 
viral infections. The partial likelihood does not provide an appropriate 
method of estimation for this problem. In fact, the only approach available by 
which to evaluate the relationship between these two processes is to custom 
design a probability model. 
It is not feasible to develop and analyze custom models for all possible 
applications involving complex dependencies similar to those described herein. 
Instead, a generalized modeling framework that has a rich set of specializa- 
tions is needed. A generalized modeling framework for these studies is 
needed. We have developed these matrices of dependencies as a foundation 
upon which to build such modeling strategies. Further work is needed to 
develop applicable functional relationships between parameters to reduce the 
parameter space. We anticipate that these will be forthcoming, based on this 
matrix formulation. Extending the proportional-hazards model beyond a 
target with a binary state space is a good initial candidate. Generalizations to 
permit each random process to operate according to its own time parameter 
and to accommodate random processes with a combination of discrete and 
continuous state spaces are needed. 
I am grateful to Paul Weiden, M.D., of the Fred Hutchinson Cancer 
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