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Abstract-The set-intersection function gives the cardinality of the intersection of two sets. In 
order to obtain a lower bound for the communication complexity of this function, the rank of the 
corresponding characteristic function-value matrices was calculated in [l] and [Z]. In this note, the 
rank of these matrices is determined by another method of proof, which makes use of a factorization 
into a product of an upper and a lower triangular matrix. 
1. INTRODUCTION 
For two vectors z? := (51, ~2,. . . , z,) and yn := (~1, ~2,. . . , yn) E (0, l}” the set-intersection 
function 
s, (LIP, y”) := I{i E (1,. . . , n} : 5i = yi = l}] 
gives the cardinality of the two sets represented by zn and yn. 
To each function value k, we assign the characteristic Boolean matrix 
Mk (s,) := (aZn,Yn)zn,ynE(O,l)n, where 
(1) 
{ 
1, 
a,n,yn = 
if s, (zn, y”) = k, 
0, if s, (zn, y”) # Ic. 
(2) 
In order to determine the communication complexity of the set-intersection function, the rank 
of the matrices Mk (s,) has to be calculated. In Section 2, a recursion formula for the rank of 
these characteristic matrices will be given. We shall present an induction proof which holds for 
the bigger class of matrices 
where k and t are nonnegative integers. Observe that Mk,a(s,) = Mk (s%). 
An induction is possible, since the matrices Mk (sn) obey the following recursion: 
Mk(%+l) = 
Mk (ha) Mk (hd 
Mk (sn) Mk-l(h) 
(4) 
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Obviously, with Definition (3) this yields the recursion 
Mk,t (%+I) = 
Mk,t (Sn) Mk,t (Sn) 
Mk,t (sn) Mk--l,t (Sn) > 
for the matrices Mk,t (s,). 
To see (4), observe that the set-intersection function is of sum-type, i.e., 
sn (xn, Y”) = 2 Sl (Xi, Yi) 7 
i=l 
(5) 
(6) 
where si is defined by 
Sl(Z,Y) = 
t 
1, if z = y = 1 for 2, y E (0, l}, 
0 else. 
By ordering the vectors xn, yn E (0, l}n lexicographically, this yields the following recursion for 
the function matrices M (sn) = (~,(x~,y~))~_,~“~~~,~~~: 
M(sn+l) = 
M(sn) 
M(s,) 
0 0 
where M (~1) = o 1 ( > and J is the all-one matrix. From this recursion, (4) is immediate. 
Obviously from the Definitions (4) and (5), M,+,t (s,) is the all-zero matrix if k < 0. For k 2 0 
it is possible to determine the rank of the matrices Mk,t (sn) recursively. Moreover, this recursion 
is the same as for the number of non-zero rows (resp. columns since the matrices are symmetric) 
in Mk,t (s,). So it can also be shown that the matrices Mk,t (sn) have fiLEl rank, i.e., all rows 
different from the all-zero vector are linearly independent. 
THEOREM 1. For k 2 0 the matrices Mk,t (s,) have full rank. The rank can be calculated by the 
following recursion: 
rank (Mo,t (sn)) = zn, 
rank(Mk,t (&+I)) = rank(Mk,t (%)) -I- rank(Mk-l,t (h)), for k > 1. 
(7) 
(3) 
An induction is possible, since the matrices Mk,t (sn) have a recursive structure. Central in 
the proof will be the matrix factorization of Mk,t (sn) into the product of an upper and a lower 
triangular matrix. 
As pointed out above, the calculation of the rank of the matrices Mk,t (sn) has an application 
in Computer Science. The communication complexity of a function f : X x Y --) 2 (where X, 
Y and 2 are finite sets), denoted as C(f), is the number of bits that two processors have to 
exchange (in the worst case) such that finally both processors know the function value f(z, y), 
when initially each processor knows one of the inputs x and y, respectively. 
As an example, consider the following so-called trivial protocol for the set-intersection function. 
The first processor transmits all the n bits of its input x n, the second processor then is able to 
compute the function value and returns the result sn(zn, y”) which requires [log(n+ l)] bits. The 
trivial protocol, of course, yields an upper bound on C(P), namely C (P) 5 n + [logz(n + 1)l. 
It can be shown that this upper bound is optimal up to one bit. In order to demonstrate this, 
we shall use the following lower bound, which is due to Mehlhorn and Schmidt (31: 
C(+J > bgz(a(n))l, where (9) 
a(n) = 2 rank(Mk (sn)). 
k=O 
(IO) 
Set Intersection Matrices 41 
The recursion formula from Theorem 1 now yields a recursion for the numbers a(n). Namely, 
it can easily be shown that u(n) = 2 . a(n - 1) + 2n-’ with a(l) = 3, and hence, by induction 
u(n) = (n + 2) .2+l. (11) 
Combining this lower bound with with the upper bound obtained from the trivial protocol, we 
have the following theorem. 
THEOREM 2. 
n - 1 f [log,(n + 2)] I C(%) < n + [log,(n + l)]. (12) 
Observe that the upper and lower bound differ by at most one bit. They coincide for n = 2’ - 1, 
where s is a positive integer. Moreover, in [4] it was shown that for n = 2’, s 2 2, the lower 
bound is the exact value for C (sn). 
The communication complexity of the set-intersection function was first considered by El Gamal 
and Pang [5]. They showed that at least n bits have to be transmitted to determine s, (F, y”) 
in the worst case. 
In [4] the result of the Corollary had also been obtained. There, the rank of the characteristic 
matrices had been determined for a large class of functions defined in lattices. Especially, the 
set-intersection function is defined in the Boolean lattice. 
In [l] the communication complexity had been determined almost exactly for sum-type func- 
tions fn of a special kind, namely, the function matrix A4 (fi) is quadratic, Boolean, and has 
an all-zero column and an all-zero row. The rank of the characteristic function-value matrices 
was again determined inductively by introducing an additional parameter t as in Definition (5). 
Theorem 2 could be derived as a special case, since M (si) = 
0 0 
( > 
. o 1 
Ahiswede and Cai [2] exactly determined the communication complexity for the set-intersection 
function (C(sn) = n), h w en a slightly different model is considered, in which communication 
already stops, when one processor knows the result. In this case, a lower bound for the communi- 
cation complexity of a function f is obtained via the rank of the function matrix (f(~, ~))~e~,,e~ 
or its exponential transform, respectively. 
2. RANK DETERMINATION OF THE MATRICES lbi& (sn) 
As pointed out in the Introduction, in Lemma 2.1, we shall write the matrices Mk,, (s,) as 
a product of an upper and a lower triangular matrix. These triangular matrices are recursively 
defined. In Lemma 2.2, it is shown that the matrices Mk,t (sn) have the same rank as the 
triangular matrices, for which the rank can be determined easily (Lemma 2.3). This finally yields 
a proof of Theorem 1. 
LEMMA 2.1. MU (s,) = Lk,t (%) . uk,, (sn), w h ere Lk,t (sn) and Uk,t (s,) are lower and upper 
triangular matrices, respectively, recursively defined by 
Lk,t (&x+1) = 
Lk,t (%I.) 0 
> Lk,t (h) Lk,t+l (Sn) ’ 
uk,t (%x+1) = 
uk,t (%) 
0 (13) 
Lk,t (sl) = uk,t (sl) = 
i 
t in k 
0 
(14) 
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PROOF. hk,t (Sl) . uk,t (Sl) = (-1)” . 
Now assume that Lk,t (sn) . Uk$ (s,) = kfk,t (s,). Then by induction 
Lk,t (%x+1) * Uk,t (%+I) = 
Lk,t (sn) 0 
Lk,t (Sn) Lk,t+l (%) >( . Uk,t (sn) uk,t (ha> 0 -Uk,t+I (Sn) > 
= 
( 
Lk,t (Sn) . uk,t (Sn) Lk,t (Sn) ’ uk,t (Sn) 
Lk,t (Sn) * Uk,t (Sn) Lk,t (Sn) ’ uk,t (h) - Lk,t+l (‘7~) 
= Mk,t (Sn) 
( 
Mk,t (Sn) 
Mk,t (Sn) Mk,t (Sn) - Mk,t+l (Sd > 
Mk,t (Sn) Mk,t (Sn) 
Mk,t (S,) hfk-l,t (S,) > = Mk’t (%+‘) ’ 
Uk,t+l (h) > 
because 
Mk,t (s,) - &&+I (sn) = 2(-l)’ .(;) * Mk-.j (sn) - z ( - 1)’  (” f ‘) * Mk-j (‘n) 
j=o j=o 
=f’(-1)‘. ((;) - (t:l)).Mk-j(.,)-(-l)t+l.Mk-t-l(Sn) 
. h&j (s,) + ( - $ . M/c-l-t (sn> 
= $ ( - 1)’ .(4) .Mrt-1~~ (4 
= Mk-1,t (h) . 
LEMMA 2.2. For nonnegative integers Ic, n, and t, where n > 1, it is 
rank(Mk,t (sn)) = rank(Uk,t (%I) = rank(Lk,t (&)). (15) 
PROOF. From (13) and (14), it can easily be seen that rank(uk,t (%)) = rank(Lk,t (%>). 
rank(Mk,t (h)) = rank(Uk,t (h)) b o viously holds if the kernels of the two matrices are the 
same. Obviously ker(Uk,t (sn)) c ker (h&t (h)), since with uk,t (s,) . v = 8 (where 6 denotes 
the all-zero vector) also Mk,t (s,) *II = Lk,t (sn) + Uk,t (sn) .2) = 6. so we are left to show that 
ker(Mk,t (h)) C ker(Uk,t (h)) f or all nonnegative integers k and t and for n > 1. (16) 
This will be done by induction on n. 
For the induction base (n = l), let E W2 be a vector in ker(Mk,t(sl)), i.e., 
0 0 0 
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Furthermore, by Definition (14) 
Now the following three cases can occur: 
(1) (L) = (,“,) = 0. Thus, also (“l’) = 0 and (16) holds. 
(2) (L) = 0, (,L,) # 0. Then, 2rz must be 0 and (16) holds. 
(3) (:) # 0. Thus, (;) . 112 = -(,“,) . 212, hence, u2 = 0, hence, ~1 = 0, and (16) holds for 
n= 1. 
For the induction step, assume that (16) is valid for some positive integer n. 
Now let v E IR2n+1 with v = 
E 
0 
, where 5,~ E W2” and let 
v 
0’ = Mk,, (Sn+l) . 21 = Lk,t (Sn+l) ’ Uk,t (%+I) ’ 2, 
= Lk,t (%) 
( 
0 
>( 
. Uk,t (h) Uk,t (Sn) D 
Lk,t (h) Lk,t (%+I) 0 -uk,t+l (Sn) ’ %! > 0 
= ( 
Lk,t (3,) ’ Uk,t (hz) ’ (E + d 
Lk,t (S,) . Uk,t (s,) ’ (g + !i) - Lk,t+l (%) ’ Uk,t+l (%) ’ !? > 
= ( 
Mk,t (%) ’ (u + !i) 
Mk,, (s,) . (g + 2) - Mk,t+l (Srd . &! ) * 
SO, hfk,t (Sn) . (?? + 2) = 0 and Mk,t+l(Sn) ’ Ii = 0. 
By the induction hypothesis, then uk,, (s,) . (TJ + v) = 0’ and Uk,t+l(%) * V = 6. Finally9 
uk,t (Sn+l) = 
Uk,t (h) 
0 
LEMMA 2.3. For nonnegative integers k, t, and n, where n 2 1, it is 
rank (Uo,t(sn)) = zn, 
rank(uk,t (G)> = rank (Uk+l,t+l (Sn)) . 
(17) 
(18) 
PROOF (INDUCTION ON n). For n = 1, the statement of the lemma is obvious from the Defini- 
tion (14) of the matrices Uk,t ( ~1). Now, assume that (17) and (18) hold for some integer n 2 1. 
Then, because of the triangular structure 
rank(Uk,t (sn+l)) = rank 
uk,t (%) uk,t (%) 
0 -Uk,t+l (%) >> 
= rank(Uk,t (.%)) + -k(uk,t+l (3,) >. 
Now by induction 
(a) rank (Uo,t(s,+l)) =rank (Uo,t(s,))+ rank (Uo,t+l(s,)) =2” + Zn=zn+‘, and (17) holds. 
(b) 
rank(Uk,t (%+I)) = rank (Uk+l,t+l (h)) + rank (Uk+l,t+P(%)) 
= rank 
CC 
uk+Lb” (s”) Uk+l,t+l(Sn) 
-Uk+l,t+2 (Sn) >> 
= rank (Uk+l,t+l (&+I)) 
for all k and t, and (18) is proved 
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We can now combine the two preceding lemmas to obtain Theorem 1. 
PROOF OF THEOREM 1. 
(a) Prom (15) and (17) follows that rank (Mc,t(s,)) = rank (UO,~(S,)) = 2n and (7) holds. 
(b) (15) and (18) yield for lc 2 1 
rank(Mk,t (%+I)) = rank(uk,t (%+I) > = rank (( uk,t (%) uk,t csn) 0 -uk,t+l (s,) >> 
(c) To see that the matrices Mk,t (sn) have full rank, we denote by Z(Mk,, (s,)) the number 
of rows in Mk,, (s,), which are different from the all-zero vector 6. 
Now observe that if a row (~,~,,n)~~e(,, rIn, = 6 in Mk._r (sn), then uZn,yn = 0 for all 
y* E (0, l}“. This means by Definition (2) that xn fl yn # Ic - 1 for all yn. 
Hence, xn must represent a set of size smaller than k - 1. Obviously, then also xn n yn < Ic 
for all yn, and we can conclude that the corresponding row in Mk (s,) also is the all-zero vector. 
Vice versa, if a row in Mk (s,) is different from 6, then the corresponding row in Mk-l(P) is 
also different from 6. The same statement also holds for the matrices Mk,t (sn). 
Now recall the recursion (5), namely 
Mk,t (%+I) = Mk,t (Sn) Mk,t (sn) 
Mk,t (Sn) Mk-l,t (Sn) >. 
With this block structure in mind, it is easy to see that z(Mh,, (sn)) of the first 2n rows in 
i%!fk,t (s,+r) are different from 0’. With the above conclusions, it is also clear that Z(Mk_l,t (sn)) 
of the last 2* rows are different from 6. So, in total, we have for the number of non-zero rows in 
Mk,t (s,) the recursion 
dMk,t (%+I)) = z(Mk,t (Sn)) + z(Mk-l,t (Sn)) 
with starting values z(M~,~(s”)) = 2” for arbitrary t > 0. 
This is the same recursion as recursion (8) for the rank of these matrices, and hence, all the 
rows different from 0’ in Mk,t (sn) have to be linearly independent. 
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