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ABSTRACT 
The Bergman-Hilbert matrix is the matrix of the Hilbert-Hankel operator on the 
Bergman space L”, of the disk. We obtain estimates on its norm and prove the 
existence of eigenvalues. 
1. INTRODUCTION 
If L2, is the Bergman space of analytic functions on the open unit disk D 
which belong to L2(D) with respect to the normalized area measure, a 
bounded harmonic function + induces a Hankel operator on Lt as follows: 
S+h = PJ( +h), where J is the self-adjoint unitary operator given by (Jf )( z) = 
f(Z) and P is the orthogonal projection of L2 onto Li. If e,,(z) = z”m is 
the canonical orthonormal basis of Lt , then the matrix of S, has the form 
[hi+jmij] where mjj=/m/(i+ j+l) and the Hankel matrix 
[hi+ .] represents a bounded operator. The computation is a trivial exercise 
involving double integrals. (See [2].) In particular, if H = [l/(i + j + l)] is 
the Hilbert matrix, then we get the Bergman-Hilbert matrix 
A = [a,jI 9 where aij = 
We define B = [ bij], where bij = \i( i + l)( j + 1) /(i + j + 2)2, as its homo- 
geneous companion. 
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In the second section we evaluate the norm of B and get an estimate on 
the norm of A. In the third section, we do the same for essential norms of A 
and B and deduce that A has isolated eigenvalues of finite multiplicity. This 
is a little surprising in view of the fact that the Hilbert matrix has no 
eigenvalues. In the fourth section we get an estimate on a lower bound for A 
as defined by Lyons and Bennett in the hope of shedding some more light on 
this rather intriguing matrix. 
2. ESTIMATES ON NORMS 
We start with an elementary observation that 
1 
aij = 
i+j+l 
rnij and 0 < mij < 1 forall i, j 
implies that JIA(I Q jlHl[, w h ere H = [l/( i + j + 1)] is the Hilbert matrix. (See 
[3, p. 3021.) This along with the celebrated fact that ]]H]] = 7~ gives us an easy 
estimate that ((A(( Q r. A somewhat sharper one is obtained in the next 
proposition. 
PROPOSITION 1. 1. A = [aij] and B = [bij], where for i, j>, 0, aij 
=J(i+l)(j+l)/(i+ j+l)2 andbij=/(i/(i+ j+2)2, then 
(9 [[All < 77’/6 and 
(ii) ]lRll < I. 
Proof. We apply the Schtn test [4, p. 301 with pi = pi = I/m to A 
and R respectively and obtain 
E 'ijPi=migO ci+jtl)!2 
i=O 
F bijpi=dm F ’ 
i=O ix0 (i+ j+2)“’ 
(**I 
In order to simplify (*) we use the fact that ~~-~C~~~l/k” is a strictly 
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decreasing function of r [l, Lemma 31. Hence, 
It follows that C~=~U~~T)~ < (r2/6)pj. By symmetry, CTZeeijPj < (r2/6)pi 
and ]]A]] < 7r2/6. 
A simple application of the integral test shows that Czal/(i + j +2)2 < 
l/(j + 1). Hence 
As before, by symmetry we conclude that ]]B]] < 1. 
PROPOSITION 2. (]B(] = 1. 
Proof. If K(x, y) = G/(x + Y)~, then K satisfies the hypothesis of 
Theorem 318 of [5, p. 2271 with p = 2 and 
dx=l. 
Now theorem 318 and the remark on p. 229 of [5] show that ]]B]] > 1. Details 
of the proof follow the pattern outlined in Section 9.5 on p. 232 of [5]. n 
We note that a little more work following the pattern of remark 9.6 of [5] 
may show that ]I B]I < 1. But our proof given in Proposition 1 seems to be 
much more elementary, and so we leave it in at the risk of a possible 
repetition. 
3. ESSENTIAL NORMS AND EIGENVALUES 
We remind the reader if a matrix represents a bounded operator on Z2, 
then its essential norm is defined as ]]T]] e = inf{ ]]T - K I), K compact}, and 
its essential spectrum u,(T) as the spectrum of its image in the Calkin 
algebra. In case T is self-adjoint (which is the only case which interests us), 
UJ T) consists of limit points of a(T) or eigenvalues of infinite multiplicity, 
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and a(T)\u,(T) consists of isolated eigenvalues of finite multiplicity. Also, 
IlTll = sup{ IV, h E +)I and IlTll, = sup{ 1x1, X E u,(T)}. For detailed 
proofs of these facts see [4, Chapter 11, Section 51. 
FOLK LEMMA. Zf T = [ ti j], tij = tji > 0, and if C is a Schur constant 
(i.e. C~&tjjpj < Cpi), then TX = Cx implies x = {xi} is a scalar- multiple of 
{PjI’ 
Proof. A standard proof of the Schur test goes as follows: 
G CCPiCtij 
t j 
~ic(~~)(~tijPi)~c2(~,~j12)’ 
Now llTxll= Cllxll implies equality holds at every step, and in particular we 
have 
q+pJ[ p =(~tijpj)1’2(~~)1’2. j I 
This degeneration of the Cauch-Schwarz inequality shows that { x j} = k { pi } 
for some k. w 
We are grateful to Hari Berkovici for bringing the above lemma to OUT 
notice. 
PROPOSITION 3. A has isolated eigenvalues of finite multiplicity. In 
particular II AlI i.s such an eigenvalw and hence II AlI < a2/6. 
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Proof. From Propositions 1 and 2 we know that ]I B(] = 1. Note that 
u, = 1 implies that ]]A]] > 1. Let L = [Iii], where Iii = aij - bij. So 
z,, = \I(i 
‘I i+j+1 
2(i+j)+3 
(i+j+1)(i+j+2)’ 
A tedious but easy computation involving integral test shows that 
C~J~=J~ < 00. Thus L is Hilbert-Schmidt. In particular B is a compact 
perturbation of A. 
lf llm? < IPII = 13 th en it follows from the facts listed at the beginning of 
this section that 1 is an eigenvalue of B. However, since CpT = CT=al/(j + 1) 
is divergent, it follows from the Folk Lemma that this is impossible. Thus 
]]A]], = ]]B]], = 1 and ]]A - LII = ]]A]],, giving the best compact approximant 
of A. We also have l= ]]A]], < ]]A]], and hence there are points in a(A) 
which do not belong to a,( A); in particular ]I A]] is such a point. Since A is 
self-adjoint, all these points are eigenvalues of A. If follows once again by the 
Folk Lemma that 7r2/6 cannot be an eigenvalue and hence (1 A]] < 7r2/6. 
4. “LOWER BOUND” FOR A 
In this section we give a partial answer to the question posed in [l, 
Problem 21. 
PROPOSITION 4. If X = W IIA4l/ll~ll~ 
jlxll # 0} then A2 2 +Ci, il/i4. 
x= {xj};“-l, x,2x,2 **- 20, 
Proof. By Theorem 1 of [l], if A = [a jk] is a matrix with nonnegative 
entries, then 
Applying Proposition 1 of [l] with p = q = 2, a i = ,@, xi = l/(i + j - 1)2, 
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+z 
1 
i-1 (i-l+r)4 1 
n-l I 
i 1 21 +c cfip. r=l j=l 
A simple argument involving j&& dx shows that I&& 2 $T~/~. Hence 
by Lemma 3 of [l]. Hence 
X2 2 inf 
n 
since(logn)/n+Oas fl-+co. 
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Thus A2 2 tIEi, ll/i4 = +[5(4) - 11. Standard computation involving 
Bernoulli numbers shows that X 2 0.9778. Perhaps a more sophisticated and 
subtle argument can show that A 2 1. 
Finally, we remark that an easy computation of the Z2 norm of the first 
column of A shows that IlAll 2 m. This and j[All < r2/6 are the best 
bounds we have at present. 
The author would like to thank Graham Bennett for helpful discussions 
and for bringing his paper to OUT notice. 
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