ABSTRACT
INTRODUCTION
Microarrays have become important tools for profiling global gene expression patterns of cells/tissues. Currently, such studies involve many thousands of genes but only a few hundred or fewer samples. A widely used technique * To whom correspondence should be addressed.
for microarray data analysis is clustering analysis (Alon et al., 1999; Ben-Dor et al., 1999; Bittner et al., 1999; Getz et al., 2000a,b; Hartuv et al., 2000) . Clustering analysis groups genes that have correlated patterns of expression that can provide insight into gene-gene interactions and gene function.
We recently proposed a multi-dimensional classification method that not only selects a small fraction of genes that jointly discriminate between different classes of samples, but also assesses the relative predictive importance of all genes for sample classification (Li et al., 2001) . A non-parametric pattern recognition approach, the k-Nearest Neighbors (KNN), and a searching tool, a Genetic Algorithm (GA), are employed. Since typical array data consist of a large number of genes and a small number of samples, for a given data set, many subsets of genes that discriminate between different classes of sample may exist. Our strategy is to find many such subsets and then assess the relative importance of genes for sample classification by examining the frequency of membership of the genes in these near-optimal sets. The most frequently selected genes are presumed to be most relevant to sample distinction. The method (Li et al., 2001 ) has been applied to colon cancer data (Alon et al., 1999) and leukemia data (Golub et al., 1999) . We find that the frequency with which genes are selected by the GA/KNN method is statistically informative. When the most frequently selected genes were used for sample classification using a validation set, samples were largely classified correctly. Thus, the GA/KNN method is capable of selecting a subset of predictive genes from a large noisy data set for sample classification. Other computational methods that select a subset of genes for sample classification have also been developed (Golub et al., 1999; Ben-Dor et al., 2000) . Detailed discussion of the differences between the GA/KNN method and other methods can be found elsewhere (Li et al., 2001) .
As an extension to our earlier report (Li et al., 2001 ), we here explore three aspects of the algorithm. First, we consider its sensitivity to choice of algorithm parameters using lymphoma (Alizadeh et al., 2000) and colon data (Alon et al., 1999) . We compare results under various choices of 'chromosome' size (e.g. 5, 10, 20, 30, 40 and 50) . The patterns of gene selection and the classification reliability of the selected genes (using a validation set) are analyzed. Second, we explore reproducibility of this stochastic search strategy by repeating the gene selection procedure in two independent runs and comparing the results. Third, we examine the sensitivity of gene selection results to the assignment of samples to the training set. We do this by dividing each data set (both lymphoma and colon) into a training set and test set in three different ways, resulting in three different 'training' and 'test' sets for the same data. Each 'training' set is used to select a subset of genes. The patterns of gene selection using the three 'training' sets sampled from the same data are then compared.
METHODS

Data sets
Lymphoma data. The gene expression data (http: //llmpp.nih.gov/lymphoma/) contain 4026 genes across 47 samples, of which 24 are referred to as germinal center B-like DLBCL and 23 as activated B-like DLBCL (Alizadeh et al., 2000) . The data were originally 'filtered' and log-transformed (base 2) (Alizadeh et al., 2000) . The data were divided into a training set (the first 34 samples) and a test set (13 samples). The training set was normalized so that the mean and Standard Deviation (SD) for each gene across the 34 training set samples are 0 and 1, respectively. The training set was used to obtain a subset of predictive genes during the training process. The genes identified were subsequently used to classify the independent (test) samples. To mimic what would be done when using the method to classify a single 'unknown', each gene in the test set was normalized by the mean and SD of the corresponding gene in the training set.
Colon data. The original colon data contain the expression levels of 2000 genes across 62 samples, of which 40 are tumor tissue and 22 normal tissue (Alon et al., 1999) . In this study, the five samples (N34, N36, T30, T33 and T36) identified as likely to have been contaminated (Li et al., 2001) were removed. The data were then log-transformed. The data set was divided into a training set (the first 40 samples) and a test set (17 samples).
Overall methodology
The details of the GA/KNN method were reported elsewhere (Li et al., 2001 ) (see also http://dir.niehs.nih. gov/microarray/datamining/). The general approach is as follows. Many subsets of genes that can jointly discriminate between different classes of samples (e.g. normal versus tumor) may be identifiable, using the 'genetic algorithm'. When many such combinations are obtained, the frequency with which genes are selected is analyzed. The relative predictive importance of the genes is then inferred: the most frequently selected genes are presumed to be most relevant to sample distinction and, therefore, are used to predict the class membership of independent samples. Further details are given below.
k-nearest neighbors
To apply KNN (see e.g. Massart et al., 1988) , each sample was represented by a pattern of expression that consists of d genes. Each sample was then classified according to the class memberships of its k (arbitrarily set to 3) nearest neighbors, as determined by the Euclidean distance in the d-dimensional space. If all of the 3 nearest neighbors of a sample belong to the same class, the sample is classified as that class. Otherwise, the sample is considered unclassifiable.
Genetic algorithm
To use 'brute force' to select from a large set of genes a subset of genes that can jointly discriminate between different classes of samples is not practical. For instance, the number of ways to select 50 from 2000 is approximately 10 100 . Therefore, an intelligent technique is required to go through relatively fewer combinations to find a useful subset. Since GA has been shown to be effective in searching complex high-dimensional space (Holland, 1975; Goldberg, 1989) , it was adapted here as a search tool. Examples of GA applications in chemical and biological problems can be found in Judson (1997) . The details of the GA/KNN procedure are reported elsewhere (Li et al., 2001) . A brief description of the four components (chromosome, fitness, selection and mutation) of the GA is given below.
Each 'chromosome' (a mathematical entity, not the biological chromosomes) consists of d distinct genes that are initially randomly selected from all genes (4026 in lymphoma and 2000 in colon). A set of chromosomes (typically 100) is constructed to form a 'population' or a 'niche'. For a typical run, 10 niches are allowed to evolve in parallel. The 'fitness' (merit) of each chromosome is determined by its ability to classify the training set samples according to the KNN procedure. If the class memberships of a training set sample and its three nearest neighbors in the particular d-dimensional space defined by a chromosome agree, a score of 1 is assigned to that sample. These agreement scores are summed across the training set and we refer to this sum divided by the number of training samples (e.g. 34 in lymphoma and 40 in colon) as the cross-validation R 2 . A maximal cross-validation R 2 is 1. The single best chromosome (with the largest cross-validation R 2 ) from each niche is entered into the respective next generation for that niche deterministically and the remaining 99 positions are filled based on sampling that is weighted according to the relative fitness of the chromosomes in the parent generation (probabilistically).
Once a chromosome is chosen for transmission to the next generation, between 1 and 5 of its genes are randomly selected for mutation, with probabilities, 0.531 25, 0.25, 0.125, 0.0625, and 0.031 25, respectively. In this way, a single mutation is given the highest probability while simultaneous multiple mutations have lower probability. However, when d is small (e.g. 5 or 10), only one gene is selected for mutation with a probability of 1.0. Once the number of genes in the chromosome to be mutated has been determined, these genes are randomly selected and replaced randomly, using genes not already in the chromosome. The niche is allowed to evolve by repeating these steps until at least one chromosome achieves a targeted R 2 for classification of the training set.
A solution was considered to have been found when the cross-validation R 2 reached at least 31/34 for lymphoma data and 38/40 for colon data. With this strategy, genes of predictive importance that fail for a few samples can still be selected. Once the termination criterion is met from any of the 10 niches, the selected high-R 2 chromosome is set aside and the GA/KNN procedure is restarted. The process is terminated when 10 000 high-R 2 (not necessarily distinct) chromosomes have been obtained. Each such chromosome corresponds to a set of d genes that discriminates fairly well between different classes of samples in the training set (e.g. germinal center B-like DLBCL versus activated B-like DLBCL for lymphoma or normal versus tumor for colon). The frequency with which genes were selected is then analyzed. A set of the most frequently selected genes is then validated by using it to classify the test set samples. A flowchart for data analysis is given in Figure 1 . (Li et al., 2001) .
Independent re-runs of the GA/KNN method on the same data. We repeated the above gene selection procedure using different random seed numbers. For each d, another 10 000 subsets of high-R 2 chromosomes were obtained. The patterns of gene selection from two independent runs were compared to assess the reproducibility of the procedure.
Reassignments of 'training' and 'test' sets. In the above studies, the first N samples were chosen as the training samples (N = 34 of 47 for lymphoma and 40 of 57 for colon). Such an assignment is referred to as the original assignment. This strategy was modified for the lymphoma data, because a systematic difference was observed between the training and test sets based on the t-statistics. Thus, the data set was randomly shuffled before doing the 'original' assignment. In addition, we randomly chose N samples from the whole data set as the training set (referred to as the random assignment). Finally, we chose the last N as the training samples (referred to as the discrepant assignment). This yields a worst case in that the original and discrepant assignments are maximally discrepant sets (overlap of 21 and 18 samples, for lymphoma and colon, respectively). The three 'training' sets of each data set were subject to the same procedure of gene selection. The genes selected were compared to estimate the dependence of gene selection on training set composition. The classification reliability of the selected genes on the corresponding 'test' samples was also analyzed. The parameter d was set to 40 for this stability study.
RESULTS
Sensitivity
For both lymphoma and colon data, 10 000 sets of near-optimal 'chromosomes' were obtained for each d using the training set from the original assignment (see Section Methods). Each near-optimal 'chromosome' corresponds to a set of d genes that can jointly discriminate between different classes of samples in the training set.
Results for lymphoma and colon data were similar. For simplicity, only the results of the lymphoma data are reported here. Earlier work on the colon data has been reported (Li et al., 2001) .
Gene selection. The statistical z score, based on normalizing the frequency with which each of the 4026 genes was selected in the 10 000 solutions, is shown in Figure 2 . It appears that a few genes dominate the selection when d is small (e.g. 5). As d increases, more peaks arise and the pattern of gene selection stabilizes. Although the patterns of gene selection were similar for various choices of d, some important differences exist. Several spikes that are not evident at d = 5, appear at d = 20 and persist for higher d. The top 50 genes selected using d = 40 are listed in Table 1 . The genes were ranked according to the frequency of selection with the top-most gene assigned a rank of 1. The correlation between the ranks (log-transformed) for two choices of d is shown in Figure 3 . It appears that gene selection is insensitive to choices of d between 20 and 50.
Classification of the test set samples. For each d, we classified each of the test set samples using sets of topranked genes, e.g. the top 1, top 2, top 3, . . . , and all 4026 genes. A sample was classified as germinal center B-like DLBCL if all of its 3-nearest training set neighbors were germinal center B-like DLBCL, and similarly for activated B-like DLBCL. A sample remained unclassifiable if its 3-nearest training set neighbors were not all of one class. 
where S i is the number of times gene i is selected, E(S i ), is the expected number of times gene i is selected, σ is the square root of the variance. Let, A = 10 000, P(
The percentage of samples that were correctly classified as a function of the number of top-ranked genes used for each d for both the training and test samples is shown in Figure 4 . It appears that classification is insensitive to the choices of d. The top-most gene was able to correctly classify only Figure 2 legend for detail.
Fig. 3.
The correlation between the ranks of genes (log 10 -transformed) for two choices of d. The genes were ranked according to the frequency of selection in the 10 000 solutions. The top-most gene is assigned a rank of 1 (0 after log 10 -transformation).
a few samples. The classification improved as more genes were included. At the maximum, 11 of the 13 test set samples were correctly classified for most d (Figure 4) . A decrease in classification is mostly due to the increase in the number of samples that were unclassifiable using a consensus rule. When classified using instead a majority rule (2 out of 3), a wider and relatively smooth maximum emerged (not shown). For most d, the maximum corresponded to 100% success. However, the window for the maximum was relatively small. For instance, the numbers of top ranked genes that were needed to achieve the maximum were 52-55, 68-79 and 122-131 for d = 40. Adjacent to the window, a germinal center B-like DLBCL sample (DLCL-0020) was consistently misclassified as activated B-like DLBCL by the KNN. When the training and test sets were combined and clustered (Eisen et al., 1998) using the top 50 genes (d = 40), all germinal center B-like DLBCL were on one branch of the tree whereas all activated B-like DLBCL were on the other except DLCL-0009 ( Figure 5 ). As a comparison, when the 380 genes that were originally selected using hierarchical clustering analyses (Al- Both the training and test set samples were classified using 3 nearest training set neighbors. All classifications were carried out using a consensus rule (3 must agree). izadeh et al., 2000) were subject to the same procedure of classification (KNN, k = 3, consensus rule, each training sample is classified using 3 nearest training neighbors and each test sample using 3 nearest training neighbors), 7 of the 34 training set samples and 4 of the 13 test set samples were unclassified though none was incorrectly classified. When a majority rule (k = 3) was used, all test set sam- (Eisen et al., 1998) of gene expression data for the lymphoma data using the top 50 genes that were selected using the GA/KNN method (d = 40).
ples were correctly classified while 2 training set samples (DLCL-0011 and DLCL-0024) were misclassified.
Reproducibility
To examine the reproducibility of gene selection, we repeated the same GA/KNN procedure on the same training set (from the original assignment) with different random seed numbers. Another 10 000 subsets of high-R 2 chromosomes were thus obtained through an independent run of the algorithm. The correlation between the ranks (log-transformed) from the two independent runs is shown in Figure 6 for each d. The reproducibility is high for all choices of d.
Stability
We chose d = 40 for the stability study, taking reassurance from the fact that the selection of optimal genes is evidently insensitive to this choice based on the above sensitivity and reproducibility studies.
Gene selection. In addition to gene selection using the training set from the original assignment, gene selection was carried out using the 'training' sets from the random and discrepant assignments, individually. The same number (10 000) of high-R 2 'chromosomes' were obtained. The correlation between the ranks of genes is shown in Figure 7 . Approximately 25-37 of the top 50 genes obtained using the 'training' set from either the random or the discrepant assignment appeared in the list of top 50 genes obtained using the training set from the original assignment. Although this amount of overlap is highly significantly non-random, the selection of differentially expressed genes is more dependent on the sample used than one would like. We regard this as an inherent limitation produced by the limited number of available specimens. Other methods (e.g. those based on t-test-like measures) give similarly discouraging results. For the colon data, using maximally disjoint training sets, the two top-50 sets of genes based on the GA/KNN included only 25 that appeared in both. A comparable analysis using t-statistics to rank the genes yielded 27 that appeared in both lists (data Fig. 6 . The correlation between the ranks of genes (log 10 -transformed) from two independent runs for each d to assess reproducibility of the algorithm. For each run, 10 000 subsets of nearoptimal (high-R 2 ) 'chromosomes' were obtained. not shown). Similar degrees of disagreement were found for completely disjoint sets based on splitting of leukemia specimens (Golub et al., 1999 ; data not shown). These results underscore the need for larger numbers of specimens to be studied in order to reliably identify differentially expressed genes.
Classification of test samples. The 50 most frequently selected genes obtained using each of the three 'training' sets of the same data were subsequently used to classify the corresponding 'test' samples. A sample was classified using 3 nearest training set neighbors (2 or 3 must agree). The results for the lymphoma data are shown in Table 2 . For the 'test' set from the original assignment, all samples were correctly classified except DLCL-0005 and DLCL-0011. All samples in the 'test' sets from the random and discrepant assignments were correctly classified. The classification of colon data was more successful than that of the lymphoma data. All samples in all three 'test' sets were correctly classified except one (N8) (k = 3, majority rule; Table 3 ). When a consensus rule (and k = 3) was required, all samples in the test set from the original assignment were correctly classified (not shown). The same is true for the other two 'test' sets from the random and discrepant assignments except that one sample (N8) from the discrepant assignment became unclassifiable, perhaps due to an imbalance in normal and tumor samples in the corresponding 'training' sets (fewer normal samples). Nonetheless, in all cases, none of the 'test' samples were incorrectly classified. Similar results were found when a more stringent criterion (k = 5, consensus) was used (not shown).
DISCUSSION
The choice of d
Gene selection performed using a small d (e.g. 5) was computationally much faster than that using a large d (e.g. 50). However, a few genes dominated the selection when a small d was used. As d increased, the pattern of gene selection stablized. Although sample classification was fairly insensitive to the choices of d, a d in the range of 20-50 gave the best overall performance for all data analyzed. For other applications, similar systematic studies for the choices for d may be necessary.
Choice for the termination R 2
Preliminary studies using a variety of termination R 2 suggest that gene selection is more sensitive than test-set classification to the choice (data not shown). A slightly less stringent termination criterion (e.g. R 2 = (M − 1)/M or (M − 2)/M, M = number of samples in training) had little effect on the selection of the most 'important' genes, although the relative rank order of genes will vary. A search with a less stringent termination criterion is computationally more rapid. In addition, genes of predictive importance that fail for a few samples may still be selected. Thus, a slightly less stringent termination criterion may be desirable.
The number of near-optimal 'chromosomes' needed
Since typical array data consist of a large number of genes and a small number of samples, for a given data set, many subsets of genes that by chance discriminate between different classes of sample may exist. It is important to obtain many such subsets. To determine if enough high-R 2 'chromosomes' have been obtained, one may divide the solutions into two equal-size groups and compare the ranks of gene selection. A high correlation would indicate adequate sampling.
The choice for the number of top genes for classification With a choice of only a few top genes, the classification may not be reliable, whereas too many top genes will add noise to the classification. For the lymphoma data, the best Fig. 7 . The correlation between the ranks of genes (log 10 -transformed) from two 'training' sets of the same data. Each data set was divided into a training and test set in three different ways (referred to as original, random, and discrepant assignment, see Section Sensitivity, reproducibility, and stability studies in Section Methods). Each of the three 'training' sets was used to select 10 000 near-optimal 'chromosomes' that can discriminate between the different classes of samples in the 'training' set. The genes were ranked according to the frequency of selection in the 10 000 near-optimal 'chromosomes' with the top-most gene assigned a rank of 1 (0 after log 10 -transformation). (a) colon data, rank from orginal assignmen (x-axis) versus rank from random assignment; (b) colon data, rank from original assignment (x-axis) versus rank from discrepant assignment; (c) lymphoma data, rank from original assignment (x-axis) versus rank from random assignment; (d) lymphoma data, rank from original assignment (x-axis) versus rank from discrepant assignment. The dotted lines indicate log 10 50.
classification for the test set samples using a consensus rule corresponds to a window of approximately 50 to 200 top genes (Figure 4 ). Other postprocessing techniques such as linear discriminant analysis or clustering analysis could be applied using top genes selected by the GA/KNN.
Information/noise content
It is clear that not all expression data are relevant to the distinction between different classes of samples. For the lymphoma data, when the test set samples were classified using 3 nearest training set neighbors, all 4026 genes were only able to classify 31% of the test set samples using the consensus rule (Figure 4) . When a majority rule was used, approximately 61% of the test set samples were correctly classified (not shown). These results indicate that much of the expression data does not contribute information to distinguishing between the two subtypes of lymphomas. Similar results (Li et al., 2001) were obtained for colon (Alon et al., 1999) and leukemia data (Golub et al., 1999;  data not shown). a Original, random, and discrepant are the three 'training' sets resulting from multiple splitting of the same lymphoma data (see text for details).
b Classification from Alizadeh et al. (2000) .
c A sample is classified as 0-germinal center B-like DLBCL or 1-activated B-like DLBCL using the top 50 genes obtained for each assignment by 3-nearest training set neighbors using KNN with a majority rule (2 or 3 must agree). Bold type indicates incorrect classifications. See text for details. T28  1  1  T31  1  1  T1  1  1  N28  0  0  T28  1  1  N1  0  0  N29  0  0  T18  1  1  T2  1  1  T29  1  1  N11  0  0  N2  0  1  T31  1  1  T26  1  1  T3  1  1  T32  1  1  T4  1  1  N3  0  0  N32  0  0  T14  1  1  T4  1  1  N33  0  0  N40  0  0  N4  0  0  T34  1  1  T22  1  1  T5  1  1  T35  1  1  N1  0  0  N5  0  0  N35  0  0  N8  0  0  T6  1  1  T37  1  1  N5  0  0  N6  0  0  T38  1  1  T38  1  1  T7  1  1  T39  1  1  N29  0  0  N7  0  0  N39  0  0  N12  0  0  T8  1  1  T40  1  1  T8  1  1  N8  0  1  N40  0  0  T1  1  1  T9  1  1 a Original, random, and discrepant are the three 'training' sets resulting from multiple splitting of the same colon data (see text for details).
b Biological classification based on Alon et al. (1999) . c A sample is classified as 0-normal or 1-tumor using the top 50 genes obtained for each assignment by 3-nearest training set neighbors using KNN with a majority rule (2 or 3 must agree). Bold type indicates incorrect classifications. See text for details.
Relationship between gene selection and t-statistics
Again (Li et al., 2001) 
Comparison with other approaches
Although hierarchical clustering (Alon et al., 1999; BenDor et al., 1999; Bittner et al., 1999; Getz et al., 2000a; Hartuv et al., 2000) has been widely used in grouping genes/samples that have similar patterns of expression, this method alone does not fully address the problem of gene selection for sample classification. Differentially expressed genes are often selected as the informative genes, but other important genes may not be identified (see above). Even so, selecting genes that are differentially expressed from a cluster map may be difficult and time consuming, when several different classes of samples are involved and the expression is not homogeneous within a class. The number of genes selected could be large. Moreover, the relative importance of these genes in sample classification can not be fully assessed using clustering analysis. On the other hand, the GA/KNN method is able not only to select a subset of informative genes but also to assess the relative predictive importance of these genes. Furthermore, gene selection by the GA/KNN is carried out by less subjective methods using all genes. Other computational methods that identify a subset of genes for sample classification have been reported. For instance, Golub et al. (1999) applied neighborhood analysis to identify a subset of genes that discriminate between the two types of leukemia, AML and ALL, using a separation measure similar to the t-statistic. Ben-Dor et al. (1999) applied a boosting technique (Freund and Schapire, 1997) to search for a threshold (expression level) for each gene that will maximally discriminate between two types of samples. Although differing in technical details, both approaches are univariate, that is, they examine one gene at a time, and multi-gene correlated expression patterns are not fully used. Furthermore, both approaches implicitly assume that samples show similar expression within the same class (type), i.e. they do not allow for clumping within subcategories. Unlike these two approaches, the GA/KNN is a multivariate approach for which sample heterogeneity is accommodated, so that subtypes within a class are allowed. When applied to the leukemia test set, the method of Golub et al. (1999) correctly classified 29/34, while the GA/KNN correctly classified 33/34. Moreover, the subset of genes found by the GA/KNN not only discriminated between AML and ALL, but also revealed the existence of two subtypes within ALL without applying prior knowledge (Li et al., 2001) . Detailed discussion comparing the GA/KNN with other approaches is given elsewhere (Li et al., 2001) .
In conclusion, the GA/KNN method is a multivariate approach in which the joint discriminative ability of several genes is analyzed. Many subsets of discriminative genes are obtained, after which a single predictor set is formed by examining the frequency of gene selection. The predictor can be used to classify unknown samples. The GA/KNN method accommodates heterogeneity within the classes, which facilitates subclass discovery. The method could potentially be useful in uncovering a group of genes that serve to fingerprint subtypes of the disease and the selected genes could thus aid in refining cancer diagnosis, improving assessment of prognosis, and suggesting carcinogenic mechanisms.
