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ABSTRACT
Turbulent, disperse two-phase flows are pervasive in nature and industry. Some
contemporary examples include the dispersion of respiratory droplets when cough-
ing or sneezing, sedimentation transport in rivers and the upgrading of agricultural
waste into usable biofuels. In many systems, the disperse phase (e.g., solid particles,
liquid droplets, gas bubbles) modifies the turbulence in the carrier phase, giving rise
to complicated flow features such as dense clusters (or bubble clouds) and regions
nearly void of particles. This heterogeneity predicates a wide range of length- and
time-scales, making fully-resolved computations at scales of interest intractable, even
on modern super computers. Thus, the Reynolds-Averaged Navier–Stokes (RANS)
equations, which depend heavily upon modeling, continue to be the primary tool for
large-scale computations of both single and multiphase turbulence.
Despite the prevalence and importance of multiphase systems, developing accu-
rate models, especially for the multiphase RANS equations, has remained an open
challenge. Due to the large parameter space, brute-force modeling approaches are
infeasible. Further, the presence of a disperse phase can generate energy at the small
scales (i.e., wakes past particles) which induces turbulence at large scales. This is
directly in conflict with energy cascade theory from single-phase turbulence, thus
making extensions from traditional single-phase turbulence modeling inadequate.
Due to the lack of accurate, tractable models for the multiphase RANS equations,
researchers and practitioners must rely on closures that make idealistic simplifications
such as uniformity in the disperse phase or perfect mixing. These sweeping assump-
tions lead to large errors in predicting quantities of interest (like the thermal entrance
xvii
length or rate of thermochemical conversion), because important multiphase physics
have been neglected. To demonstrate this shortcoming, the conversion of biomass
(woody, agricultural wast) into biofuel is simulated using highly-resolved, Eulerian–
Lagrangian simulations. In this example, highly-resolved data is compared with pre-
dictions of an idealized model typical of industry that assumes uniform particles and
perfect mixing. It is found that ignoring heterogeneity in the system results in an
under prediction of biofuel yield by 33%. This underscores why neglecting multiphase
physics presents a principal challenge for upscaling reactors to industrial scales.
Motivated by this disparity, the main objective of this work is to develop a mod-
eling framework capable of accurately translating highly-resolved data into models
that are rooted in knowledge of physics, interpretable and easy to share within and
across communities. While this framework will benefit specific multiphase applica-
tions, such as fluidized bed reactors, it also has broader implications as the framework
itself presents a generalized means to model quantities of any dimension, from scalars
to tensors, with guaranteed invariance in compact, algebraic form.
In this work, two modeling methodologies are developed for the first time: (1)
Sparse regression with embedded invariance and (2) Sparse regression blended with
gene expression programming (GEP). These methodologies are validated and tested
on several canonical single-phase turbulent flows and extended to gravity-driven gas–
solid flows of increasing dimensionality. Here, a minimal invariant tensor basis is
derived for the first time for this class of flows and new models are proposed. Fi-
nally, new scaling and models are developed for systems with spatially evolving heat
transfer.
The modeling advancements set forth in this work are important for enabling
industrial capability for predicting complex, gas-solid flows. In the context of the
conversion of biomass to biofuel, improved reduced order models are needed to enable
the scale up of circulating fluidized bed reactors from lab-scale to industrial-scale.
xviii
This scale up is essential for harnessing the carbon neutral, high efficiency benefits of




1.1 The ubiquity of disperse, two-phase flows
The focus of this dissertation is modeling disperse, two-phase flows. Here, the
term ‘two-phase’ refers to a wide range of states, including: liquid droplets sprayed in
a gas, solid particles suspended in a gas or liquid, and bubbles dispersed in a liquid.
In many of these flows, the volume fraction of the disperse phase is large enough such
that the effect the disperse phase has on the carrier phases is increasingly substantial
(see, e.g., Figure 1.4). In other words, the coupling of the phases causes the carrier
phase to behave entirely differently in the presence of a disperse phase as compared to
its behavior as a single phase. These types of flows are pervasive in many important
contexts within nature, the human body and industry.
Some examples in the environment (see Fig. 1.1) include sedimentation transport
in rivers and oceans and the flow of groundwater or harmful contaminants through
porous media (such as the ground). These systems are of great societal importance
and our ability to characterize their behavior is critical for improving the health and
safety of communities. Recently, understanding and mitigating the mechanisms re-
lated to dispersion of respiratory droplets into the air due to coughing and sneezing
has become of utmost importance for controlling the spread of viruses like COVID-19
and informing policy decisions and public health guidelines. Additionally, develop-
1
Industry













Dispersion of  
respiratory droplets
credit: Elizaveta Galitckaia 
/Shuttershock
Mittal et al. (2020) 
Figure 1.1: Flows containing a disperse phase are pervasive in nature and industry.
ing clean, efficient energy sources has also become an urgent societal need. Nearly
all chemical transformation processes, such as the upgrading of woody, agricultural
waste (termed biomass) into biofuel, require the use of two-phase reactors. Many
laboratory-scale systems have demonstrated great promise, but the scale-up to com-
mercial application remains an open challenge, in no small part due to the complexity
associated with the collisional, two-phase nature of the system. For each of these ap-
plications, understanding and predicting flow behavior is imperative for achieving
improved system designs, better physical understanding or control strategies.
1.2 The challenge of modeling turbulent, two-phase flows
Turbulent flows, on their own, are historically challenging, even without the ad-
dition of a disperse phase. Thus, before discussing the complexities of disperse, two-
phase turbulence, it is instructive to highlight some key aspects of single-phase tur-
bulence.
2
1.2.1 Single phase turbulence
At the most fundamental level, turbulence is characterized by velocity field fluc-
tuations, denoted as u′i, from the mean, 〈ui〉, where ui is the velocity vector in index
notation and angled brackets denote a Reynolds average. This yields the Reynolds
decomposition [14] for the velocity field, given as
ui = 〈ui〉+ u′i (1.1)
This decomposition enabled the first step toward understanding turbulent flows:
derivation of the Reynolds-Averaged Navier–Stokes (RANS) equations [14]. In this





















are averaged over homogeneous dimensions, giving rise to a set of mean equations
referred to the Reynolds-averaged Navier–Stokes (RANS) equations [14]. The RANS





















where p is the pressure, ν is the kinematic viscosity, δij is the Kroneker delta and
〈u′iu′j〉 is the Reynolds stress tensor. The Reynolds stress tensor represents the cross
correlation in velocity fluctuations and its divergence yields a quantity with units of
force per volume. This can be thought of as the force a volume of fluid feels due to
the turbulence in the flow, and is null for laminar flow.
When the RANS equations are non-dimensionalized with a characteristic velocity,
U , and length scale, L, two important groupings arise: the Reynolds number (Re)
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Here, the Reynolds number is a ratio of inertial to viscous forces and the Froude
number is the ratio of inertial to gravitational (or other external body) forces. Since
the inverse of the Reynolds number multiplies the viscous term, this implies that
when Reynolds number is large, turbulence dominates and when it is small, viscous
effects are more important. For this reason, Re is a classical indicator of the level of
turbulence in a flow and the range of scales present.
All the terms appearing in the RANS equations are expressed in terms of mean
flow quantities, except for the Reynolds Stresses, which requires modeling. The iden-
tification of suitable models for this term has been coined ‘the closure problem,’ since
the RANS equations cannot be solved without a model, or closure, for this tensor.
1.2.2 A brief history of single-phase turbulence modeling
The pursuit of accurate closures of the Reynolds stress has been the subject of
scientific inquiry for more than a century and is briefly summarized here and in
Fig. 1.2.
Shortly after Reynolds’ derivation of the RANS equations, the Boussinesq ap-
proximation [15] was postulated. This hypothesis still endures today and employs
the notion that the Reynolds stresses can be related to the mean shear tensor by way
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Figure 1.2: A brief overview of single-phase turbulence modeling.












where k denotes the turbulent kinetic energy, defined as half the trace of the Reynolds
stress tensor, k = 1
2
〈u′iu′i〉. This enables the Reynolds stress term to be combined with
the viscous diffusion term in (1.3). In other words, the eddy viscosity augments the
kinematic viscosity in the RANS equations to account for turbulence. This theory is
the foundation of the numerous eddy viscosity models that have been proposed over
the last century.
Subsequently, Kolmogorov penned the ‘K41 theory’ [2] which identified the flow of
turbulent energy from large to small scales. Here, energy is generated at large scales
(e.g., large eddies generated by vortex shedding) and is cascaded through an inertial
range after which it is dissipated to heat at the small scales due to viscous diffusion.
In the inertial range (the region between the low wave number, large scale regime
5


























Figure 1.3: The energy cascade from K41 theory [2] (left) breaks down for disperse,
two-phase flows (right), where turbulent energy can be generated at the microscale
and cascade up to the macroscale.
that generates turbulent energy and the high wave number, small scale regime that
dissipates it), turbulent energy is transported from high to low wave numbers and
this transfer scales as −5/3 (see Figure 1.6).
This theory also gave rise to the definition of the Kolmogorov length scale, η. This







where ν is the kinematic viscosity and ε is the dissipation rate of turbulent kinetic
energy. At scales smaller than this quantity, viscous effects dominate and turbulent
energy is dissipated to heat. The Kolmogorov length scale and its associated time
scale, are critical for ensuring that simulations of turbulent flow are properly resolved.
Several decades later, two simultaneous developments occurred: (1) the develop-
ment of a minimal invariant tensor basis and (2) the formulation of the k-ε equations.
The former was developed in the context of theoretical linear algebra, but ul-
timately had implications for turbulence modeling. In this area of work [see, e.g.,
16, 17], proofs were written that established that any tensor, Dij may be exactly
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β(n)T (n)ij , (1.8)
where the coefficients may be nonlinearly dependent upon the principal invariants of
the basis tensors. Using arguments of the Cayley Hamilton theorem, special cases
exist for which this infinite sum can be reduced to a finite sum, thus yielding a
minimal invariant basis.
Given that many of the quantities of interest in turbulence (in particular the
Reynolds stresses) are tensors, these theorems have proven to have important utility
in the context of turbulence modeling. One important utility is the fact that the
basis tensors and coefficients are related linearly, which is critical for imposing form
or Galilean invariance (see Chapter III for additional details).
At the same time, Launder et al. [18] formulated transport equations for the
















































where Cε1, Cε2, σε and σk are constants and νt is the turbulent viscosity as in (1.6).
These equations, in combination with the Boussinesq approximation, provide a con-
struct for closure of the RANS equations and are still used widely today. The tur-
bulent viscosity itself is modeled in a number of ways, including the Prandtl mixing
length [19] (νt = |∂u∂y |l2m, where lm is the mixing length) and the Smagorinsky model
[20].
After this period of advancement through the mid-century, traditional turbulence
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modeling experienced a period of latency, where progress was primarily incremental.
In the early 21st century, the ‘age of data’ [21] dawned and large-scale, highly resolved
simulations of turbulent flow became more widely accessible. With this new wealth of
data, the turbulence modeling community turned from more traditional approaches to
data-driven modeling. This resulted in an explosion of new interest and productivity
in turbulence modeling.
1.2.3 Data-driven efforts in turbulence modeling
The flurry of activity in recent years has including uncertainty prediction and
quantification, model calibration and augmentation and the generation of entirely
new models. Several recent works have utilized machine learning (neural networks
are particularly popular [22, 23, 24, 25, 26, 27, 28, 29, 30]) to translate large amounts
of experimental or computational data into turbulence models. Neural networks
have shown relatively exceptional performance outside the region in which they were
trained. However, as a departure from traditional modeling techniques, these methods
are inserted modularly, as a ‘black box,’ into an existing flow solver. Thus, while they
have displayed a high level of performance on a wide range of turbulent flows, the
closure does not satisfy the interpretability condition necessary for making physical
inferences.
Several studies have taken alternate approaches to NNs and instead use symbolic
methods to arrive at closed form, algebraic models. Gene Expression Programming
[31, 32, 33, 34, 35] and random forest regression [36, 37] have become increasingly
popular methodologies. Additionally, Brunton et al. [38] developed a strategy based
on sparse regression that identifies the underlying functional form of the nonlinear
physics by optimizing a coefficient matrix that acts upon a matrix of trial functions.
While this method requires knowledge about the physics of the system under con-
figuration (in order to make informed selections of the trial functions), it can be
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reasonably assumed that the modeler is not entirely naive. In fact, traditional mod-
eling techniques have relied nearly exclusively on this notion.
A large number of data-driven approaches implemented in turbulence modeling
augment or correct existing models. While this approach is acceptable for simple,
single-phase turbulence (e.g., flows in equilibrium that are free of strong adverse
pressure gradients), it is insufficient for more complex turbulent flows, such as disperse
two-phase flows [39, 40, 41, 42, 6] or turbulent combustion [43, 44], in which the
fundamental assumption of an energy cascade breaks down due to production at the
smallest scales (see Fig. 1.3). In these cases, existing closures adopted from single-
phase flows are not appropriate, which precludes an augmentation modeling approach.
1.2.4 Turbulent particle-laden flows
In gas-solid flows, the class of flows considered in this work, the addition of a
disperse phase substantially complicates flow physics as compared with single-phase
turbulence. For a given disperse phase with particles of diameter, dp, density, ρp and
volume fraction εp, several dimensionless groups arise in addition to those appearing
for single-phase flow. These include the density ratio between the phases, ρp/ρf , the
mass loading defined as ϕ = (ρp〈εp〉) / (ρfεf ), the mean volume fraction, 〈εp〉 and the
ratio between particle diameter and the Kolmogorov length scale, dp/η. Additionally,
a Stokes number can be defined as St = τp/τη, where the Stokes relaxation time is
τp = ρpd
2
p/(18µg) and τeta is the Kolmogorov time scale.
Depending on the values of these parameters, a wide array of regimes are possible.
As shown in Figure 1.4, when the solid phase volume fraction is small, particles act
as tracers and have a minimal effect on the fluid. This is referred to as a one-way
coupled flow (e.g. the fluid affects the particles but the particles have a negligible
effect on the fluid). As the volume fraction increases, particles have a greater effect
on modulating turbulence in the carrier phase, referred to as two-way coupling. Here,
9
Figure 1.4: Regime map for multiphase flows [3]. Here, τp/τK denotes the ratio of
the Stokes particle response time and the Kolmogorov time scale.
two-way coupling refers to the fluid affecting the particles and particles affecting the
fluid. This coupling is particularly important for flows that have a mass loading,
defined as (ρp〈εp)〉/(ρf〈εf〉), greater than unity and particle diameter larger than
the Kolmogorov length scale. Finally, in the case of very dense particle suspensions,
in addition to having an important effect on fluid phase turbulence, inter-particle
collisions are also important. This is referred to as four-way coupled flow.
The particular focus of this work is on moderately dense gas-solid flows that
fall in the four-way coupled regime. In this regime, interphase coupling is impor-
tant due to the large density ratio and moderate volume fraction and mass loading
and the coupling between the disperse and carrier phases generates a wide range of
complex phenomenon beyond what is observed in single-phase turbulence. Some of
these effects include the formation of wakes past individual particles, chemical ad-
sorption/absorption and convection/conduction at the surface of a particle, and the
formation of highly organized structures like particle clusters (see Fig. 1.5). Each
of these behaviors give rise to large-scale heterogeneity in the flow that can either
10
Figure 1.5: When a random suspension of particles at sufficient mass loading settle
under the influence of gravity, coherent structures form, seen as clusters here. Three
mean volume fractions of particles are shown, 0.1%, 2.55% and 5%, from left to right.
More details can be found in Chapter IV.
augment or hinder large-scale processes like mixing or catalytic conversion. In other
words, these behaviors generate turbulent energy at the small scales which then flows
to large scales. This is in direct contradiction to classical single phase theory (see
Figure. 1.3).
To illustrate the importance of these interactions and the separation of scales
present, consider the conversion of biomass to biofuel in a circulating fluidized bed
reactor [6] (see also, Figure 1.6). In this system, cool solid biomass particles and hot
sand particles are fluidized with hot nitrogen gas in a tall duct or tube. This process
allows for the rapid heating of the biomass particles, causing them to pyrolyze (i.e.,
breakdown into usable biofuel and other products). At the particle scale, the physics
at play include gas-phase convection between particles, conduction at the particle
surface, wakes shed by particles and catalytic reactions in which mass is transferred
from the solid biomass particles to the gaseous carrier phase. Each of these influence
11
mesoscale structures in the form of clusters (see Fig. 1.5) and voids that introduce
heterogeneity (e.g., hot and cold spots) throughout the flow. This process effectively
‘demixes’ the carrier flow, which reduces the contact between phases and degrades
biomass conversion efficiency, thereby driving up cost (this system is explored in more
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Figure 1.6: Computations capable of capturing reactive, multiphase flows (such as
biomass pyrolysis in a circulating fluidized bed reactor) rely on a wide range of mod-
eling across scales. Because of the spectrum of flow conditions and behavior that exist
across scales, it is not appropriate to inform RANS models using DNS data. Top:
High-speed imaging of particles in a circulating fluidized bed reactor [4], Bottom:
Modeling strategies, PR-DNS and Multiphase RANS simulation images from [5] and
Euler–Lagrange simulation from [6].
1.2.5 Modeling disperse two-phase flows
While physical experiments can be informative and useful for studying disperse,
two-phase flows, computations are often more attractive from an economic and tim-
ing standpoint and also allow more invasive probing of the physics at play without
affecting fundamental behavior. However, capturing these complex physics is numer-
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ically challenging. Due to the two-way coupling between the phases present in these
flows, an enormous span of length– and time–scales are often present. Processes that
exist at the particle-scale entail extremely small length– and time–scales and the full
system spans very large scales (see Figure 1.6).
The most comprehensive strategy for simulating disperse, two-phase flows is par-
ticle resolved direct numerical simulation (PR-DNS) [5], in which the computational
grid spacing is much smaller than the particle diameter (i.e. tens to hundreds of times
smaller) in order to resolve the hydrodynamics and heat transfer. While this technique
has minimal reliance on modeling, it is limited to O(103) particles. While unable to
capture larger scale phenomenon (like clustering), these simulations are useful for
informing models for mass, momentum and heat transfer for coarse-grained simu-
lations based, such as Euler-Euler and Euler-Lagrange methods. These approaches
are based on a local volume averaging (or filtering) of the governing equations, and
require models for processes occurring at the particle scale (e.g., drag, convection,
etc.). Thus, these methods are analogous to large eddy simulation (LES), in the
sense that they separate large and small scales, requiring models for the unresolved
small scales at the particle surface. While they make larger systems accessible (on the
order of hundreds of millions of particles), they are still computationally expensive
and further, industrial-scale systems typically contain billions of particles. This has
given rise to the prevalence of Reynolds-average Navier–Stokes (RANS) approaches,
which rely heavily on models for both large– and small–scale behavior, especially for
industrial applications.
Many systems of societal importance are designed using overly simplified models
in the RANS equations, leading to inefficiencies and lost cost. These models, while
poor, are often the only choice engineers have, as accurate models either do not exist
or are not tractable (even on modern super computers) at scales of interest. The
difficulty in developing improved models stems from the fact that these systems are
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both turbulent and multiphase. Predicting and describing turbulence, by itself, has
been an open challenge in engineering for the last century and the addition of a
second, dispersed phase makes the problem of closure even more challenging.
1.2.5.1 An even briefer history two-phase turbulence modeling
The history of two-phase turbulence modeling is substantially shorter than its
single-phase counterpart and largely begins in the late 1980s. During this period and
up until the present, two-phase turbulence models have primarily been formulated by
drawing upon extensions to single-phase turbulence models (see e.g. [45], [46], [47],
[48], [49], [50] [51] [52] [53]). In an attempt to make connections with single-phase
theory, these models were derived directly from the Navier–Stokes equations. Due
to the fundamental difference in behavior between single and multiphase turbulence,
these approaches can only attain some degree of accuracy and this is limited to very
dilute disperse phases (i.e. one-way coupled regimes) where the departure from single-
phase theory is less pronounced (see Figure 1.4).
In contrast to modeling by analogy with single-phase flow, Fox [39] developed the
exact Reynolds-averaged equations for collisional, fluid–particle flows. There, it was
demonstrated that directly averaging the Navier–Stokes equations fails to capture
important two-phase interactions. Instead, it was shown that phase averaging the
mesoscale (locally averaged) equations results in a set of equations that explicitly
account for two-way coupling contributions.
Following the work of Fox [39], the RANS equations for collisional, fluid-particle
flows have been rigorously derived by Capecelatro et al. [41], and although they
are exact, they lead to a number of unclosed terms that require modeling (this is
the focus of Chapter IV). Because of the coupling between phases, nearly all of
these terms do not appear in the single-phase RANS equations, making extensions
to single-phase turbulence models inadequate, particularly outside the dilute regime
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where the presence of particles have a more pronounced effect. Further, the larger
parameter space as compared with single phase flow (as previously discussed) makes
a brute-force modeling approach challenging if not intractable, predicating the need
for a data-driven modeling technique instead.
Despite some contemporary progress in this area, accurate modeling of the un-
closed terms that are predictive across regimes remains an outstanding challenge. Fox
[39] proposed closures of the phase-averaged (PA) terms based largely on single-phase
turbulence models without extensive validation. Capecelatro et al. [54] extended these
models to account for near-wall effects in particle-laden channel flows. Agreement
with the turbulence statistics obtained from simulation data was found to be satis-
factory at first order (e.g. PA velocities) but less so at second order (e.g. PA turbulent
kinetic energy). More recently, Innocenti et al. [55] drew upon a probability-density-
function approach, along with extensions from single-phase turbulence modeling (par-
ticularly in the fluid phase), showing satisfactory agreement for statistics up to second
order. However, the model was again restricted to relatively dilute flows. Due to the
complex physics, wide range of regimes present and the large parameter space asso-
ciated with turbulent, disperse two-phase flows, a reliable modeling approach valid
across regimes remains elusive.
Thus, the goal of this dissertation is to develop a modeling framework capable
of taking highly resolved data as input and produce multiphase RANS models that
are accurate across regimes,interpretable and easily shared across users and solvers.
A secondary goal is to employ this methodology to propose improved models for
turbulent, gas-solid flows.
1.3 Objectives of this work
The primary goal of this work is to close the gap between physical observations
and the predictions made by existing models in disperse two-phase systems, such as
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circulating fluidized bed reactors. Due to the large span of length- and time-scales
present in industrial systems, the RANS equations continue to be the workhorse
of industry. However, currently models which accurately account for the effect of
heterogeneity, like clustering, do not exist. For this reason, broad assumptions are
made in the RANS equations, such as uniformity in the disperse phase and perfect
mixing. These assumptions, which neglect the rich and complex physics present, are
shown to have substantial errors such as underpredicting the time [56] or distance
[57] to thermal equilibrium or over predicting the conversion rate of feedstock [6].
These errors directly lead to sub-optimal designs of physical systems and operating
conditions.
Thus, the goal of this work is the close the gap between physical observation
and reduced order models. This is done by formulating a modeling methodology
that takes highly resolved data as input and generates closure that is accurate across
scales and parameters. Because experiments are expensive and difficult, particularly
in dense regimes, this work leverages high fidelity simulations that capture mesoscale
behavior, such as clustering, to serve as input to the modeling methodology. Then,
the highly resolved data and modeling methodology are married to produce reduced
order models that take gas-particle physics into account and improve the prediction
of key quantities in the multiphase RANS equations.
The specific objectives of this dissertation include:
1. Illustrate the need for reduced order models in turbulent, gas-solid flows by
quantifying the effect of heterogeneity on the pyrolytic conversion of biomass
to biofuel.
2. Develop a modeling methodology for distilling highly resolved data into closures
that are accurate, interpretable, transportable and easy to use.
3. Demonstrate the viability of the methodology on several canonical flows, begin-
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ning with single-phase turbulence.
4. Extend the modeling framework to multiphase flows of increasing complexity
and dimensionality.
1.4 Thesis overview
This dissertation is divided into seven chapters. Chapters II-VI are reorganized
manuscripts that are either already in print or have been submitted for publication
in a journal.
Chapter II [6] presents an example that motivates the importance of developing
improved models for gas-solid flows.
Chapter III [58] details the development of a modeling methodology termed ‘Sparse
Regression with Embedded Invariance.’ This method leverages highly resolved simu-
lations and distills this information into improved models with the important prop-
erties discussed previously: interpretability, ease of dissemination and ease of inte-
gration into existing solvers. In this chapter, the proposed methodology is applied to
several canonical single phase flows (homogeneous free shear turbulence, turbulence
over periodic hills and turbulence over a backward facing step) as an initial test of
concept.
Chapter IV [59] extends the methodology presented in Chapter III to gas-solid
flows by examining one of the simplest flow configurations in which strong coupling
between the phases generates and sustains turbulence in the fluid phase. Specifically,
each of the terms appearing in the transport of the multiphase Reynolds stress tensors
is modeled and a full set of RANS equations is proposed. These closures are then
demonstrated to have excellent performance on a temporally evolving set of test flows.
Next, Chapter V [57] extends the scope and dimensionality of modeling multiphase
flows by considering thermally evolving gas-solid flow. Particular attention is paid
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to predicting the thermal entrance length, the distance after which the phases are
in a statistical thermal equilibrium with each other. In this chapter, the effect of
heterogeneity on the thermal entrance length is quantified and a model that takes
these effects into account is proposed.
In Chapter VI [60], an improvement to the sparse regression modeling method-
ology is developed by integrating gene expression programming into the modeling
workflow. This blended approach retains the benefits of sparse regression while also
automating the modeling process in situations where physical arguments cannot be
used to guide trial function selection.
Finally, Chapter VII summarizes the major findings and contributions of the work
presented and lays out a glide path for future studies.
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CHAPTER II
A Motivating Example: Biomass Pyrolysis in Fully
Developed Riser Flow
This chapter presents a numerical study of biomass pyrolysis in turbulent riser
flow. Eulerian–Lagrangian simulations of unbounded sedimenting gas-solid flows are
performed to isolate the effects of particle clustering on the production of syngas
and tar. This configuration provides a framework to resolve the relevant length-
and time-scales associated with thermal, chemical and multiphase processes taking
place in the fully-developed region of a circulating fluidized bed riser. A four-step
kinetic scheme is employed to model the devolatilization of biomass particles and
secondary cracking of tar. Two-way coupling between the phases leads to clusters of
sand particles that generate and sustain gas-phase turbulence and transport biomass
particles. Neglecting the heterogeneity caused by clusters was found to lead to a
maximum over-prediction of syngas yield of 33%. Further, it was found that two-
dimensional simulations over-predict the level of clustering, resulting in an under-
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Figure 2.1: Schematic of a representative biomass pyrolysis reactor. The dashed box
represents the simulation domain considered in the present study, which lies in the
fully-developed region of the riser sufficiently far from wall effects.
2.1 Introduction
Biofuels generated from the pyrolytic upgrading of biomass are becoming a formidable
alternative to fossil fuels, with the important benefits of sustainability, carbon neu-
trality and economic feasibility [61, 62, 63, 64]. The catalytic upgrading of biomass
solids (e.g. cellulose-based materials often originating from agricultural waste) to
useful products such as syngas, typically occurs in the riser of a circulating fluidized
bed reactor (see Figure 2.1). While such technologies show great promise in a lab-
oratory setting, scale-up to commercial application remains a key hurdle [65]. A
recurring challenge is the need to ensure optimal contact between the reacting flow
and fluidized particles (e.g. catalysts and biomass). While there has been significant
progress characterizing hydrodynamic interactions in particle-laden flows [66], much
less is known about interphase heat and mass transfer.
In a circulating fluidized bed reactor, biomass is injected in the riser, and the
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feedstock and catalyst flow upward. Two-way coupling between the turbulent flow
and fluidized solids leads to the spontaneous generation of densely packed particles,
referred to as clusters [41, 67, 68, 69]. Such large-scale structures have been observed
to ‘demix’ the underlying flow [4], resulting in reduced contact between the phases
with a direct consequence on heat and mass transfer [4, 70, 71, 56]. Due to the
vast separation in length- and time-scales–from the scale of individual particles to
reactor-scale processes–in addition to reduced optical access caused by the particles,
experimental studies of biomass pyrolysis in riser flows have proven to be an arduous
task.
In recent years, particle-resolved direct numerical simulation (PR-DNS) has emerged
as a promising technique to understand and model reacting particle-laden flows [72,
73, 74, 75, 5, 76, 77, 78]. In PR-DNS, the resolution of the computational grid is
significantly smaller than the particle diameter such that all of the relevant thermo-
chemical/hydrodynamic scales are properly resolved. While studies like these provide
critical insight on detailed processes occurring at the particle scale, the high com-
putational cost of these methods prevent state-of-the-art PR-DNS from capturing
emerging mesoscale structures (e.g. clusters) that may span hundred to thousands
of particles. To this end, alternative approaches are typically employed. These are
commonly distinguished between Eulerian–Eulerian (EE) methods that treat both
the particle and gas phase on a common Eulerian grid [79], and Eulerian–Lagrangian
(EL) methods [80, 81], which solves the fluid on a computational grid and tracks
individual particles.
The application of EE methods to biomass pyrolysis began appearing in the lit-
erature only within the last decade. Xiong et al. [82] used a multi-fluid model com-
bined with a four-step kinetic scheme to simulate bagasse in a laboratory-scale two-
dimensional domain. The simulation was found to slightly under-predict tar formation
and slightly over-predict char and syngas. Xue et al. [83] performed simulations of
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a similar configuration. Shrinkage of the biomass was accounted for via an apparent
density model, which provided reasonable predictions for laboratory-scale biomass
conversion. Boateng and Mtui [84] used an EE method combined with a one-step
kinetic scheme to simulate switchgrass, corn cobs and soy bean biomass sources in
a three-dimensional laboratory-scale reactor. They found reasonable success when
comparing with experimental measurements, however they noted that a generalized
model should be developed due to the large degree of variability in biomass compo-
sition in physical systems.
EL strategies provide an alternative framework that typically rely on simpler
closure modeling compared to EE, where individual particle trajectories are solved
using Newton’s laws of motion, and models are required for interphase exchange
and particle collisions. Because particles are tracked individually, particle trajectory
crossing is naturally captured [85], which plays a large role in turbulent particle-
laden flows and was recently found to control the onset of clustering [86]. Only very
recently EL methods have been used to simulate biomass pyrolysis [87, 88, 89, 90,
91, 92, 93, 71, 94]. These have mostly focused on full-scale reactors, requiring special
treatment for the inlet, outlet, and reactor walls. Meanwhile, simple, canonical flow
configurations that isolate multiphase flow dynamics on biomass conversion have yet
to be proposed. The focus of the present study is to introduce a framework to
model the fully-developed region of a riser, and capture the detailed thermochemical
processes in the presence of clusters.
In the following sections, an EL approach to modeling biomass pyrolysis in three-
dimensional, unbounded, fully-developed riser flows will be presented. Of particu-
lar interest is the role of heterogeneity on pyrolytic conversion of biomass particles.
We draw comparisons between a computation with a zero-dimensional, homogeneous
model (i.e. non-clustered) and an equivalent system in which clusters form and reach
a statistically stationary state. We make these comparisons in both two- and three-
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dimensions and comment on the impact of dimensionality on pyrolytic yields.
2.2 Methodology
2.2.1 System description
A representative schematic of a biomass reactor is shown in Figure 2.1 and the
computational domain is shown in greater detail in Figure 2.4. In this system, hot
sand is fluidized by heated nitrogen and cold biomass particles are injected into the
riser. As the biomass particles are heated, they reach an activated state and subse-
quently devolatilize. This process results in the production of gaseous tar and syngas
and the breakdown of biomass to char.
The simulation configuration considered in the present study is designed to pro-
vide a model flow that captures key phenomenology in the reactor. We focus on what
would be considered the fully-developed region of the riser. Assuming the flow is suf-
ficiently far from the entrance, the two phases would evolve spatially upward without
retaining memory of any entrance effects. If we further assume the simulation domain
is far from the walls of the riser, and given that the flow equations are frame invariant,
we can consider a temporally-developing frame of reference in an unbounded system.
Focusing on the fully-developed region of the riser flow enables us to resolve a broader
range of length- and time-scales associated with biomass pyrolysis than could other-
wise be achieved. Further, the present configuration isolates the role of multiphase
dynamics on production yield.
All relevant simulation parameters are summarized in Table 2.1. To ensure the
hydrodynamics are independent of the domain size, the simulation configuration cor-
responds to Case 4 of [98]. In this case, the ratio of grid spacing to the diameter of
the sand particle is ∆x/dp = 1.5. We note that the biomass is initially larger than




dp [µm] Particle diameter 500 200
ρp [kg/m
3] Particle density[95] 400 2649 2333
Cp,p [J/kg K ] Particle heat capacity[96] 2300 800 1100
T 0p [K] Initial particle temperature 300 790
κp [J/m s K ] Particle thermal conductivity[96] 0.3 0.27 1
N2 tar syngas
ρg [kg/m
3] Fluid density EOS1 EOS1 EOS1
Cp,g [J/kg K] Fluid heat capacity[96] 1121 2500 1100
T 0g [K] Initial fluid temperature 790 – –
κg [J/m s K] Fluid thermal conductivity[96] 5.63×10−2 2.57×10−2
νg [m
2/s] Fluid kinematic viscosity [97] 3×10−5ρg [96]
Dimensional parameters
biomass sand
τp [s] Particle response time 0.15 0.16
L [m] Cluster length 0.004 0.005
V [m/s] Terminal velocity 0.028 0.0297
g [m/s2] Gravity (−0.18, 0, 0)
Non-dimensional parameters
biomass sand
〈εp〉 Mean particle volume fraction 0.005 0.01
Np Number of particles 17 302 540 710
Φm Mass loading 4.74 62.8
Re Reynolds number 1.46 1.74
Fr Froude number 8.71 24.4
Ar Archimedes number 3.01 1.28
Table 2.1: Summary of relevant simulation parameters. [1] Equation of state for an
ideal gas (Eq. 2.19). Note all biomass quantities are given at the unreacted state (i.e.
at t = t?).
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The domain is triply periodic with 512× 128× 128 uniformly spaced grid points in a
domain of length 31.4L×7.8L×7.8L, where L = τ 2p g is an a priori measure of cluster
size [67, 99, 100, 41]. Here, τp = ρpd
2
p/(18µg) is the particle response time, with ρp the
particle density, µg the gas-phase viscosity, and g is gravity. Here, the magnitude of
gravity has been chosen as 0.18 in order to set the relevant non-dimensional numbers
such that the hydrodynamics are properly resolved (see,[98]). Unless otherwise noted,
the subscript ‘p’ denotes a sand particle throughout the remainder of the paper.
Both sand and biomass particles are initially randomly distributed throughout the
domain with a prescribed volume fraction of .01 and .005, respectively, representative
of typical riser flow. During the initial transient, the two phases are taken to be
inert and isothermal. Particles fall under gravity and entrain the gas phase. Two-
way coupling between the phases results in the spontaneous generation of particle
clusters. These clusters further entrain the gas phase downward while the gas flows
upward in regions void of particles, a process known as ‘jet bypassing.’ Eventually, the
average cluster size reaches a steady value and wakes shed by clusters sustain velocity
fluctuations in the fluid, referred to as fully-developed cluster-induced turbulence
(CIT) [40, 101, 41]. At this point, pyrolytic reactions are activated, heat and mass
transfer are permitted between the phases and transient data is collected until a
second steady state is reached at which time all of the biomass has been expended.
CIT is governed by several important non-dimensional parameters. The Reynolds





where V = τpg denotes the terminal velocity of an isolated particle in a corresponding
flow, and ρg is the gas-phase density. Additionally, the Archimedes number, Ar =
(ρp/ρg − 1)d3pg/ν2g , where νg is the fluid kinematic viscosity, is a common measure
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used to characterize inertial forces in sedimenting gas-solid flows (see e.g. [102, 100]).





where εp is the particle volume fraction, εg = 1− εp is the gas-phase volume fraction,
and angled brackets denote a volume average. In typical riser flows, Φm  1, and
thus particles are expected to largely influence the underlying turbulence. Finally,
the Froude number, Fr = τ 2p g/dp, characterizes the competition between gravitational
and inertial forces. These values are summarized in Table 2.1.
2.2.2 Chemical kinetics
During catalytic upgrading, biomass particles are decomposed into char, syngas
and tar vapor. The tar vapor undergoes secondary cracking to form additional syngas.
In the current study, this process is modeled by four irreversible, first-order reactions
commonly used in the literature [83, 82]. A summary of the kinetic scheme is shown
in Figure 2.2. Here, solid biomass is composed of three components: cellulose, hemi-
cellulose and lignin. The biomass under consideration in this study is bagasse, the
woody pulp bi-product resultant of the commercial processing of sugarcane. The
species composition of bagasse is given as
Biomass = αCellulose + βHemicellulose + γLignin, (2.3)
where the initial composition is given by (α, β, γ) = (0.36, 0.47, 0.17) [83].
Upon heating, virgin biomass is activated and then devolatized into char, tar and
syngas. Char remains within the particle while tar and syngas are transferred to the

















ν char (s) + (1− ν) syngas(g)
Figure 2.2: Kinetic scheme used in the present work. Solid biomass consists of cellu-
lose, hemicellulose and lignin. The phase of each constituent is noted in parentheses.
The heats of formation for each reaction are given by: ∆h1 = 0 [7], ∆h2 = 255 kJ/kg
[8], ∆h3 = −20 kJ/kg [8], and ∆h4 = −42 kJ/kg [9].































where i = c, h, l corresponds to the biomass species cellulose, hemicellulose and lignin
and the superscripts a and v refer to activated and virgin biomass, respectively. Sec-
ondary cracking, as it is a homogeneous reaction in the gas phase, is solved exclusively
on the Eulerian mesh. Since the biomass particles are composed at any point in time
of virgin biomass, active biomass and char, the previous equations allow for an ex-


















Constituent Reaction ν (k3) A (s
−1) E (MJ/kmol)
k1c - 2.8 × 1019 242.4
Cellulose [103] k2c - 3.28 × 1014 196.5
k3c (νc) 0.35 1.3 × 1010 150.5
k1h - 2.1 × 1016 186.7
Hemicellulose [104] k2h - 8.75 × 1015 202.4
k3h (νh) 0.60 2.6 × 1011 145.7
k1l - 9.6 × 108 107.6
Lignin[104] k2l - 1.5 × 109 143.8
k3l (νl) 0.75 7.7 × 106 111.4
Tar [105] k4 - 4.25 × 106 108.0
Table 2.2: Rate coefficients used in the Arrhenius reaction (2.10).
Reaction rates for the kinetics are dictated by the Arrhenius equation
ki = Ai exp[−Ei/RTp] (2.10)
where Ai is the pre-exponential factor, Ei is the activation energy, R is the gas
constant, and Tp is the particle temperature. These quantities are summarized in
Table 2.2. Chemical kinetics are treated on the scale of the particle, and as such
the mass of each species contained within each particle is tracked, but the transport
within the particle itself is not considered.
2.2.3 Gas-phase description
The gaseous phase initially consists of pure nitrogen and evolves into a mixture of
nitrogen, gaseous tar and syngas. To enforce conservation of mass, momentum and
energy in the presence of solid particles, we consider the volume-filtered Navier–Stokes
equations [106, 81]. Conservation of mass is given by
∂
∂t





where ug = [ug, vg, wg]
T is the fluid velocity and Ml is the interphase mass source
term, with l = (tar, syn), referring to the reactive species, tar and syngas, respectively.
Conservation of momentum is given by
∂
∂t
(εgρgug) +∇ · (εgρgugug) = εg∇ · τg + εgρgg + F + Fmfr (2.12)
where F accounts for two-way coupling between the gas and solid phases, which will
be made explicit in Section 2.2.5. Fmfr is a source term used to ensure that the system
maintains a constant mass flow rate in order to achieve a statistically stationary state.
The viscous stress tensor is given by








where pg is the gas-phase pressure, I is the identity matrix and µ∗g is an effective




The species transport equations are given by
∂
∂t
(εgρgYl) +∇ · (εgρgYlug) = εg∇ · (ρgD∇Yl) + ω̇l + Ṁl (2.15)
where Yl is the mass fraction of each species. To ensure global conservation, the mass
fraction of nitrogen is defined as YN2 = 1−(Ysyn+Ytar). Here, D is the mass diffusivity,
which is determined by maintaining a constant Schmidt number Sc = νg/D = 0.7.
Since the only gaseous homogeneous reaction under consideration is that of tar to
syngas conversion, ω̇l is given by
ω̇syn = −ω̇tar = εgρgk4Ytar (2.16)
29
and ω̇N2 = 0. The final term in Eq. (2.15) accounts for mass transfer from solid
biomass to gas species, which will be defined in Section 2.2.5.
Energy conservation is expressed as
∂
∂t
(εgρgCp,gTg) +∇ · (εgρgCp,gTgug) = εg∇ · (κ∗g∇Tg) +Q+ ω̇T + Q̇ (2.17)
whereQ is the interphase heat exchange term that will be defined later, ω̇T = ∆h4ω̇syn
accounts for the heat of formation of the secondary cracking of syngas, and κ∗g is an
effective thermal conductivity that accounts for enhanced dissipation of heat at the







In this work, the thermal conductivity, κg, is determined by maintaining a constant
Prandtl number Pr = µgCp,g/κg = 0.7.
It should be noted that the initial temperature difference between the gas phase
and biomass particles will result in transient cooling that would directly affect the
rate of reactions. In real systems, biomass particles exchange heat with fresh gas as
they are transported spatially in the riser. To mimic this, a uniform heat source Q̇ is
added to the energy equation to maintain a constant mean temperature 〈Tg〉 = 790
K. As a result, the gas phase is expected to cool near the biomass particles and heat
up away from them. Further details on enforcing thermally fully-developed flows can
be found in [56].
The gas-phase equations are solved in NGA [85], a fully conservative, low-Mach
number solver. A pressure Poisson equation is solved to enforce continuity (2.11)
via fast Fourier transforms in all three periodic directions. As a consequence, the
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where Pg is the thermodynamic pressure, Ru = 8.314 J/mol·K is the universal gas









The Navier-Stokes equations are solved on a staggered grid with second order spatial
accuracy and time is advanced with second order accuracy using the semi-implicit
Crank-Nicolson scheme of Pierce [109]. Advection of temperature and mass frac-
tion is solved using the bounded quadratic-upwinded biased interpolative connective
(BQUICK) scheme [110].
2.2.4 Particle-phase description
All particles are assumed to be spherical and rigid with an initial diameter of 500
µm (for biomass) and 200 µm (for sand) as shown in Table 2.1. Particles are tracked








(mpup) = Vp∇ · τg[xp] + fdrag +
dmp
dt
up + C +mpg, (2.22)
where xp and up are the position and velocity of particle p, respectively, mp is the par-
ticle mass, and Vp is its volume. Square brackets denote a fluid quantity interpolated
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(ug[xp]− up)F (εg,Rep) (2.23)
where Rep is the particle Reynolds number, given by
Rep =
εgρg |ug[xp]− up| dp
µg
(2.24)
and F (εg,Rep) is a non-dimensional correction factor to account for volume fraction
and Reynolds number effects [111]. The force due to inter-particle collisions, C, is
modeled using a modified soft-sphere approach originally proposed by Cundall and
Strack [112]. Particles are treated as inelastic and frictional with a coefficient of
restitution of 0.85 and coefficient of friction of 0.1. The interested reader is referred
to Capecelatro and Desjardins [81] for additional details.









where Cp,p is the particle-phase heat capacity. The first term on the right-hand side
of (2.25) accounts for ‘resolved’ heat fluxes at the particle location. The last term
accounts for ‘unresolved’ heat fluxes due to particle-scale convection and devolatiliza-
tion, defined as
qinter = qconv + qdevol. (2.26)
In the present study, inert sand particles only exchange heat via convection and the
biomass particles have contributions from both terms. The interphase heat exchange












where the Nusselt number, Nu, is computed using Gunn’s correlation [113]. The heat















noting that the heat of formation for the secondary cracking of tar is treated in the
gas-phase equations.
It should also be noted that the present formulation assumes a uniform tempera-
ture distribution throughout the particle. This assumption can be justified when the
Biot number is small, defined as Bi= hdp/6κp, where κp is the thermal conductivity
of the particle and h =Nuκg/dp is the heat transfer coefficient. Using the values in
Table 2.1 to estimate the average Nusselt number, the Biot number is expected to
remain below 0.09 for biomass and sand, which supports the uniform particle tem-
perature assumption.
Finally, the shrinkage of biomass is explicitly accounted for as it is converted to
char, tar and syngas. The mass of a biomass particle, mbio, is equal to the sum of the








where as before, i = c, h, l corresponds to cellulose, hemicellulose and lignin and the
superscripts a and v refer to activated and virgin biomass, respectively. Additionally,


















where ρbio and ρchar are provided in Table 2.1. With this, the volume of biomass is
given by Vbio(t) = mbio/ρbio and the resulting diameter of the spherical particle can
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be determined according to dbio(t) = (6Vbio(t)/π)
1/3.
2.2.5 Two-way coupling
The gas-phase equations introduced in Section 2.2.3 contain several interphase ex-
change terms that require careful attention. These terms include the particle volume
fraction, εp, mass exchange, Ml, for each species l, momentum exchange, F , and
heat exchange, Q. All of these terms require projecting information from Lagrangian
particles to the computational mesh. To accomplish this in an efficient and conser-
vative manner, the two-step filtering approach of Capecelatro and Desjardins [81] is
employed. First, particle data is extrapolated to the nearest grid points. Then, a
second ‘smoothing’ operation is performed implicitly, such that the final support of
the filtering operation is tied to a chosen filter size δf . Here, we consider a Gaussian
filter kernel G with δf = 7 times the mean particle diameter.




G (|x− xp|)Vp, (2.31)
where Np is the total number of particles (biomass and sand).








where l refers to tar and syngas. Since sand is non-reactive, it naturally does not
contribute to the interphase mass transfer term.
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Figure 2.3: Dependence of Damköhler number on temperature. Biomass constituents,
cellulose, hemicellulose and lignin, are denoted as c, h and l, respectively, in the
legend.




G (|x− xp|) qinter. (2.34)
2.2.5.1 A note on the Damköhler number
The Damköhler number is used to assess the relative importance between fluid
dynamic time scales and and pyrolytic reactions, and provides an a-priori estimate of
the rate limiting processes. Due to the simplicity of the configuration considered in
the present work (i.e., unbounded flow with zero mean mass flow rate) there exists few
characteristic time scales to choose from. Taking τbio, the particle response time of
biomass, to serve as the characteristic fluid time scale, and the inverse of the reaction
rate as the kinetic time scale, the Damköhler number can be expressed as
Dai = kiτbio (2.35)
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where i indicates each of the 10 reaction rates listed in Table 2.2. It is important
to note that when the chemistry is slow (i.e. Dai  1), particle clustering and two-
way coupling between the phases will play a dominating role. For values Dai  1,
chemical kinetics will appear to take place in an approximately ‘frozen’ flow field.
Because the reaction rates are functions of temperature, Dai also varies with
temperature, as shown in Figure 2.3. At t = t?, the temperature of biomass is 300
K and will cool the gas phase relatively quickly in the vicinity of clusters. At this
time, Dai  1 and thus particle dynamics occur much faster than the kinetics. As
the biomass particles are heated and begin to react, values of Dai increase towards
unity, resulting in a competition between kinetics and fluid dynamics. At elevated
temperatures, conversion of active cellulose to tar is the rate-limiting reaction, while
conversion of hemicellulose to char and syngas and the secondary cracking of tar
remain slow compared to the particle dynamics.
2.3 Results
2.3.1 The fully-developed region of a riser flow
After an initial transient of approximately 100τp, the flow reaches a statistically
stationary state where turbulence is generated and sustained by clusters. At this time
(denoted by t = t?), heat and mass transfer are enabled between the phases. As shown
in Figure 2.4, clusters form and entrain the gas phase downward, while high-speed
jets flow upward in regions void of particles. The majority of biomass can be seen
to accumulate within clusters of sand particles. It is interesting to note that while
individual sand particles have similar inertia to biomass particles (refer to values of
τp in Table 2.1), clusters–which are seen to span hundreds of particles–contain far






Figure 2.4: Instantaneous snapshots showing fully-developed CIT at t = t?. (a)
Vertical gas-phase velocity shown in color, depicting ‘jet bypassing’ around clusters.
(b) Fluid velocity vectors shown with black arrows. Iso-contours of αp = 2〈αp〉 depict
clusters. (c) Particle position showing sand (yellow) and biomass (green).
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The level of clustering can be assessed by considering the deviation of the particle
distribution from randomness [69, 98], defined by D = (σ− σp)/〈εp〉, where σ and σp
are the standard deviations of volume fraction for CIT and a randomly distributed
particle field, respectively. At t = t?, D = 0.62, indicating the particle distribution is
far from random. Because particles feel reduced drag within clusters, their average
settling velocity exceeds their terminal velocity, V [114]. Once a statistically station-
ary state is achieved, the mean settling velocity, 〈up〉, is 2.0V for biomass and 2.1V
for sand particles.
2.3.2 Thermochemical conversion
After fully-developed CIT is reached, heat and mass transfer is enabled between
the phases. As discussed above, the majority of biomass particles are located within
clusters of sand particles. Because biomass is initially colder than the surroundings,
the gas phase cools relatively fast within clusters and heats up in regions void of
particles (see Figure 5). Spatial variations in temperature then decrease as the flow
evolves. It takes approximately 2τp for biomass particles to sufficiently heat up, at
which time tar and syngas are produced. The maximum mass fraction of tar is reached
after approximately 5τp and is subsequently depleted as it is cracked into syngas.
Figure 2.6 shows the evolution of Favre averaged temperature, syngas mass frac-
tion and tar mass fraction. Here, Favre average quantities are defined as (̃·) =
〈εgρg (·)〉/〈εgρg〉. To assess the role of heterogeneity caused by clusters on thermo-
chemical conversion, comparisons are made against a zero-dimensional system that
models a homogeneous flow under identical conditions. In this system, all spatial
variations are neglected and variables are solved for as a function of time only. A
single, stationary biomass particle is introduced at a starting temperature of 300 K
into a hot volume of nitrogen such that the volume fraction 〈εp〉 is consistent with the
three-dimensional simulation. As was done in the three-dimensional case, the mean
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(t− t?)/τp (t− t?)/τp
0.04 4.0 5.5 6.3 0.04 4.0 5.5 6.3
Figure 2.5: Instantaneous snapshots showing two-dimensional slices of the three-
dimensional domain. Top-left: Particle position colored by diameter (sand shown in
yellow, biomass shown in green). Particles are shown at 2x scale. Top-right: Gas-
phase temperature. Bottom-left: Tar mass fraction. Bottom-right: Syngas mass
fraction. Once the flow reaches a statistically stationary state (at t = t?), heat
transfer and pyrolysis reactions are initiated. Since biomass particles are initially
cooler (300K) than the sand and surrounding nitrogen (790K), the fluid surrounding
the biomass is initially cooled. After approximately 2τp, the biomass particles have
been sufficiently heated and tar and syngas are produced. Syngas is produced directly
from the devolatization of biomass particles, in addition to the secondary cracking of
tar. Thus the maximum mass fraction of tar is reached in the third column and is
subsequently depleted as it is cracked into syngas. Contour lines of αp = 2〈αp〉 depict
clusters. A movie is available in the online supplementary material.
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Figure 2.6: Evolution of the gas-phase temperature, syngas, and tar. Mean values for
three-dimensional CIT (dashed purple lines) and a homogeneous (zero-dimensional)
system under identical conditions (solid black lines). The shaded regions correspond
to ±3 times the standard deviation in CIT.
gas-phase temperature is forced to remain constant at 790 K.
Three key observations can be made: (1) spatial variations present in CIT induce
variations in gas-phase temperature (which are large at early times due to the discrep-
ancy in initial temperature between biomass particles and their surroundings). (2)
Variations also exist in the mass fractions of tar and syngas. At early times (t / 4τp),
syngas and tar are predominantly formed in clusters where the majority of biomass
particles exist, despite the lower temperature in these regions. The species are then
transported away from clusters, where secondary reactions occur. (3) Because the
zero-dimensional model does not account for heterogeneity in spatial distribution, it
over-predicts both tar and syngas formation. The typical residence time for cellulosic
biomass in a circulating fluidized bed reactor is approximately 1 s, corresponding to
6.25τp. Figure 2.6 shows that the zero-dimensional model over-predicts both tar and
syngas production when simulation time reaches standard residence time by 8.9%
and 13.0%, respectively. It is notable that for residence times less than 1 s, the zero-
dimensional model achieves a maximum over-prediction of 32.9% for syngas yield at
(t− t?)/τp = 4.02 (0.64 s). Maximum over-prediction in the yield of tar is 9.0% occur-
ring at (t−t?)/τp = 4.63 (0.74 s). This suggests that heterogeneity plays an especially
important role in systems with short residence times, for instance flash pyrolysis.
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Figure 2.7: Probability distribution functions of (b) char, (c) tar, and (d) syngas.
The pdfs are colored based on simulation time, as denoted in (a), showing the mean
mass fractions of syngas (dotted line) and tar (solid line).
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Probability distribution functions (pdfs) at four snapshots in time are provided
in Figure 2.7. Char content within the biomass increases with time and its variance
decreases until it eventually converges to fully reacted biomass (i.e. Ỹchar = 1) after
20τp. Tar initially increases until it reaches a critical value, at which point there
is equal competition between tar production from biomass particles and secondary
cracking of tar into syngas. Then, the mean and variance of tar concentration signif-
icantly decrease. After approximately 15τp, tar concentration is uniform throughout
the domain. Because there is no consumption of syngas, it increases monotonically
until all the biomass and tar have been expended. In the three-dimensional CIT con-
figuration considered here, it takes approximately 25τp for the majority of biomass to
be expended.
2.3.3 The implications of dimensionality
Industrial operations often rely on simplifications in order to make computa-
tions tractable. In this section, we briefly compare the yields corresponding to
a zero-dimensional (homogeneous) configuration with two-dimensional and three-
dimensional CIT. Results from the zero-dimensional and three-dimensional simula-
tions were already reported above, but are repeated here for comparison purposes.
The two-dimensional case is computed in the same manner as in three dimensions, but
with one grid point in z and a length corresponding to the mean initial inter-particle
spacing.
As shown in Figure 2.8, the two-dimensional case exhibits the most variance in
temperature and mass fractions and reacts more slowly compared to the other two
cases. This is consistent with previous findings reported in the literature. Capecelatro
et al. [40] showed that two-dimensional simulations over-predict clustering, and later
Guo and Capecelatro [56] showed clustering delays heat transfer. Therefore, two-
dimensional simulations will systematically over-predict spatial heterogeneity in the
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(a) (b) (c)































Figure 2.8: Comparison between the zero-dimensioanl (black line) configuration and
two-dimensional CIT (blue dashed line) and three-dimensional CIT (violet dashed
line). Lines depict mean values and the shaded regions denote ±3 times the standard
deviation.
Component 0D 2D 3D
Tar 0.73 0.60 0.67
Syngas 0.16 0.14 0.15
Char 0.33 0.29 0.38
Table 2.3: Mean values of tar, syngas, and char after 6.25τp, representative of the
typical residence time in a riser.
riser and under estimate product yields. A summary of predicted yields for tar,
syngas, and char after 6.25τp (corresponding to a typical residence time in a riser) is
provided in Table 3. Except for char, the zero-dimensional simulation systematically
over-predicts product yields compared to the three-dimensional case, and the two-
dimensional simulation systematically under-predicts these values (due to increased
heterogeneity). Interestingly, the conversion of activated biomass to char is greatest
in three dimensions.
2.4 Conclusions
In this work, highly-resolved Eulerian-Lagrangian simulations were performed to
model biomass conversion in the fully-developed region of a riser. Strong momentum
coupling between the phases leads to the spontaneous generation of clusters that are
largely made up of sand. Due to the reduced drag felt by particles within clusters,
43
both sand and biomass reach a mean settling velocity approximately two times their
terminal velocities. At early stages of the conversion process, biomass is initially
cooler than the surrounding gas and predominantly located within clusters. The gas
phase is cooled relatively fast within clusters and remains hot in regions void of par-
ticles. Despite this, tar and syngas are initially generated within clusters due to the
large quantity of biomass particles in these regions. They are then advected and
diffused away from clusters and secondary reactions take place. After sufficient time,
the concentration of tar and syngas becomes spatially uniform. Spatial heterogeneity
in CIT results in non-negligible reductions in syngas and tar yields. Furthermore,
two-dimensional simulations over-predict the level of clustering, and was found to
under-predict syngas and tar yields. In conclusion, three-dimensional multiphase dy-
namic effects have a direct consequence on transport processes and product yield
in biofuel reactors and should be considered in reduced-order models typically em-
ployed in industrial processes. Specifically, models that solve for averaged quantities
(e.g., Reynolds-averaged Navier–Stokes) require closure for a number of scalar fluxes
that contain correlations between fluctuating values [115]. Our previous work has
shown that the effect of clusters on heat and mass transfer are contained in the vol-
ume fraction-mass fraction covariance [40, 71, 56]. However, mean gradient diffusion
models typically used in single-phase turbulence [116] fail to predict these terms. Us-
ing machine learning techniques to determine the specific functional form of these
dependencies is the subject of future work.
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CHAPTER III
Developing a Modeling Method: Sparse
Regression with Embedded Form Invariance
A data-driven framework for formulation of closures of the Reynolds-Average
Navier–Stokes (RANS) equations is presented. In recent years, the scientific com-
munity has turned to machine learning techniques to translate data into improved
RANS closures. While the body of work in this area has primarily leveraged Neural
Networks (NNs), we alternately leverage a sparse regression framework. This method-
ology has two important properties: (1) The resultant model is in a closed, algebraic
form, allowing for direct physical inferences to be drawn and naive integration into
existing computational fluid dynamics solvers, and (2) Galilean invariance can be
guaranteed by thoughtful tailoring of the feature space. Our approach is demon-
strated for two classes of flows: homogeneous free shear turbulence and turbulent
flow over a wavy wall. The model learned based upon the wavy wall configuration
is then validated against flow over a backward-facing step. This work demonstrates
similar performance to that of modern NNs but with the added benefits of inter-




Simulation frameworks based on the Reynolds-Averaged Navier–Stokes (RANS)
equations [14, 117, 118, 119] have been the most widely-used tool in industrial and
large-scale applications of turbulent flows for the last several decades [11] and will
remain to be a central tool for guiding design decisions well into the coming decades
[120, 121]. This is primarily driven by the wide range of length- and time-scales
associated with turbulent flows of interest. Because of this, direct numerical simula-
tions (DNS) that fully resolve all relevant scales are prohibitively costly. Instead, the
RANS equations solve for mean flow quantities that are then used to assess global
flow features of interest. A principal challenge associated with RANS is accurate
modeling of the unresolved terms, which are denoted ‘unclosed’ because they are not
completely specified in terms of the unknowns (e.g., mean velocity, pressure, etc.).
With the rise of computational power and the accessibility of large, highly resolved
datasets, the community has turned to machine learning techniques in recent years to
distill this wealth of information into improved RANS models. As a consequence of
the interest and prevalence of the use of machine learning in the turbulence modeling
community, several thoughtful and thorough reviews have been published and the
authors refer the interested reader to several of these works [see, e.g. 122, 21, 26].
Numerous studies in recent years approach the RANS closure problem by leverag-
ing a Neural Network (NN)-based framework. Ling et al. [28] used an invariant tensor
basis integrated into a NN to model the Reynolds stress anisotropy tensor for turbu-
lent duct flow as well as flow over a wavy wall. Galilean invariance, a critical model
property, was ensured by nature of the invariant tensor basis as the inputs to the NN
and demonstrated excellent agreement with DNS data as compared to traditional
(linear and quadratic eddy viscosity) models. Following this work, many others have
implemented similar strategies and employed a similar basis technique for ensuring
invariance. Of these works, many have used flow through a periodically constricted
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channel or backward facing step as challenging tests of new modeling methodologies
as these flows exhibit massive separation. This is notoriously difficult to accurately
capture with traditional RANS closures [123]. A large body of works using NNs as the
data-driven methodology to formulate closure models have demonstrated promising
success [124, 125, 126, 28, 30, 25].
Despite the demonstration of improved model performance, models based upon
NNs have an important drawback. Due to the nature of the algorithm at the heart of
NNs, the resultant model acts as a ‘black box’ and cannot be expressed in a compact,
algebraic form. This compromises interpretability, introduces difficulty in disseminat-
ing the learned model with end users and industries, and increases computational cost
of the model in the context of a RANS solver (as compared with traditional algebraic
closures). Further, a large number of NN approaches attempt to augment or correct
existing models. However, this approach breaks down for more complex turbulent
flows, such as disperse two-phase flows [39, 40, 41, 127, 6] or turbulent combustion
[43, 44], in which the fundamental assumption of an energy cascade breaks down due
to production at the smallest scales. In these cases, existing closures adopted from
single-phase flows are not appropriate, which precludes an augmentation modeling
approach. For these reasons, the present study proposes an alternate method that al-
lows for the development of physics-based, compact algebraic closures, thus affording
interpretability, transportability and efficiency.
Several studies have taken alternate approaches to NNs using symbolic methods
in order to arrive at closed form, algebraic models. Gene Expression Programming
[31, 32, 33, 34, 35] and random forest regression [128, 37] have become increasingly
popular methodologies. The early success of these works serves as motivation for the
present work in which we present a methodology based upon sparse regression as an
alternative to NNs for developing new RANS closures, with emphasis on the following
key benefits,
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• Interpretability : Sparse regression produces an algebraic model with a limited
number of terms, resulting in improved interpretability of underlying physics
and better prediction of model behavior and stability outside the scope of train-
ing.
• Galilean invariance: By careful construction of the feature space and struc-
turing of the optimization cost functional, Galilean invariance of the resultant
model is ensured.
• Efficiency : Models developed using sparse regression are built using physics-
based, functional terms and identifies a subset of these terms that are most
important for capturing physics. This is fundamentally different from a naive
curve fit in which all possible terms are included in the model. Thus, forward
computations are necessarily fewer compared to other techniques, such as NNs,
which postulate a full rank model. As a consequence of determining a simpler
model form, we also demonstrate comparable performance to NNs which were
trained on larger datasets. Further, the resultant model is algebraic, making
for a lighter and more efficient integration with existing solvers.
Beyond developing the methodology, its utility is demonstrated on two canonical
cases: homogeneous free shear turbulence and turbulence through a periodically con-
stricted channel. Within the context of homogeneous free shear turbulence, the sparse
regression methodology is validated using a ‘toy’ problem in which the training data
set is synthetically generated using an existing model. Then, sparse regression is used
to recover this existing model. Subsequent cases are based upon DNS data and seek
to uncover improved models in comparison with existing closures. Finally, the algo-
rithm is given experimental data for training and this result is compared with those
determined using full-field DNS data.
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3.2 Methodology
The sparse regression approach expands upon the data-driven technique presented
in Brunton et al. [38] for using temporally evolving data to ‘discover’ nonlinear, dy-
namical systems. Rather than uncovering governing equations, this method is em-
ployed to identify robust, data-driven closure models. In this section, the Sparse
Identification of Nonlinear Dynamics (SINDy) framework [38] is built upon by adapt-
ing it for the RANS closure problem and embedding invariance–a key property of any
candidate RANS model.
It is first postulated that a tensor quantity of interest, D, can be characterized by
the linear combination of an invariant tensor basis, represented as T, premultiplied
by optimal coefficients, represented as β̂,
D = Tβ̂. (3.1)
Using this postulated form of the model, the following objective function is minimized
in order to determine the optimal coefficient vector, according to
β̂ = min
β
||D− Tβ||22 + λ||β||1, (3.2)
where β represents intermediary realizations of the coefficient vector which may not
necessarily be the optimal coefficient vector, β̂. Here, the L-2 and the L-1 norms are
denoted by || · ||22 and || · ||1, respectively. The first term in the objective function
is ordinary least squares, which regresses the coefficient vector to the trusted data,
and the second term is a sparsity-inducing penalty on the coefficients. By choice of
the L-1 penalty, the minimization of the objective function performs model selection
by inducing sparsity (e.g., several of the terms of β̂ are identically zero, indicating
that the associated term in the invariant basis, T, is not important. The interested
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reader can refer to [129, 130, 131] for further information.) Minimization of the cost
function is performed using the open source iterative algorithm presented in Brunton
et al. [38].
In order to obtain a model that is both compact and frame-invariant, consideration
must be given to the construction of the trusted data vector, D, and the invariant
basis, T. For compactness, D, and as a consequence β, are restricted to column
vectors. This ensures that the coefficients for each term in the model is a scalar, which
guarantees the same model form regardless of orientation (e.g., if the coefficients were
vectors or tensors, this would embed directionality into the coefficients and thereby
enslave the model to the orientation in which it was learned).
In this work, D is assembled by first assessing the symmetry of the problem. All
nonzero, unique entries in the trusted data tensor are concatenated into a column vec-
tor. For example, as seen in Figure 3.1, if D is symmetric in the y– and z– directions
and the only anisotropic contribution is in the x–y direction, then the full tensor
is represented as [D11,D12,D22]T. For each realization (e.g., in time) and for each
configuration under consideration, these column vectors are vertically concatenated.
Finally, form (Galilean) invariance in the resultant model is guaranteed by as-
sembling T from an invariant tensor basis. The basis is crafted by using dimensional
analysis to determine the relevant known tensor quantities that fully describe the
physics under study. These tensors are then used to assemble a minimal integrity
basis (see, e.g., Pope [132], Speziale et al. [133], Ling et al. [28]), using the following
arguments:
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Figure 3.1: The postulated model takes the form Di = Tijβj, where D contains the
observed data spanning over c cases, each with s realizations in time. Further, T
spans an invariant tensor basis of dimension g evaluated at each of the samples s for
each case c.
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variants of the tensor basis T (n)ij .
2. In some cases, the Cayley-Hamilton theorem can be leveraged to reduce the in-
finite tensor sum to a finite sum that still exactly represents the infinite sum. In
cases where this is not possible, the basis is truncated once model improvement
stagnates.
Once the invariant basis is determined, the matrix T is assembled using the same
convention as for D. Then, the sparsity parameter λ is adjusted until acceptable
model error and sparsity are reached, noting that λ = 0 is Ordinary Least Squares,
and increasing λ results in an increasingly sparse coefficient vector, β̂.
In the following sections, the sparse regression methodology is applied to two
canonical cases of increasing complexity. First, homogeneous free shear turbulence is
considered. As an initial proof-of-concept, a synthetic dataset is generated using a
known model and the sparse regression methodology is used to recover that model.
Next, DNS is used to generate the trusted datasets for the same physical configuration
and sparse regression is used to uncover alternate models to those traditionally used.
Last, turbulence through a periodically constricted channel is considered. This test
case has the additional complexities of being a statistically two-dimensional flow (as
compared to homogeneous free shear turbulence being statistically one-dimensional
in time) as well as giving rise to flow separation. The model learned by sparse
regression is compared with the standard Linear Eddy Viscosity Model (LEVM) and
is then evaluated outside the scope of its training for the periodically constricted
channel at a higher Reynolds number as well as for flow over a backward facing step.
Finally, sparse regression is employed to train a model using experimental data for the
periodically constricted channel. This learned model is then compared and contrasted
with the model learned using the full-field DNS data.
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3.3 Case studies
Herein, Reynolds decomposition is denoted by angled brackets, 〈·〉, given for the
velocity vector by ui(xi, t) = 〈ui(xi, t)〉+ui′(xi, t), where ui(xi, t) is the field quantity
for velocity written in Einstein notation, xi is the location, and t is time with 〈ui(xi, t)〉
and u′i(xi, t) denoting the mean (which may be spatial, temporal or both) and the
fluctuating portions of the velocity, respectively. Applying Reynolds averaging to the




























It is notable that the Reynolds averaging process yields a Reynolds stress term, 〈u′iu′j〉,
which requires closure.
The strategy for closure of the Reynolds stress term generally falls into two cat-
egories: (1) an algebraic closure or (2) the inclusion of a transport equation for the
Reynolds stresses. In this work, two flows serve as case studies for the implementa-
tion of the methodology described in Section 3.2. The first case study (homogeneous
free shear turbulence) will develop closures in the form of transport of the Reynolds
stresses and the second (turbulence in a periodically constricted channel) will consider
algebraic closure.
3.3.1 Homogeneous free shear turbulence
3.3.1.1 Problem statement
The flow configuration under consideration in this section is homogeneous free
shear turbulence, in which an unbounded, three-dimensional fluid volume is subjected
to a mean-velocity gradient that generates and sustains turbulence. After sufficient
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time, the Reynolds stresses reach a ‘self-similar’ state, characterized by the anisotropy






k = 〈u′ku′k〉 the turbulent kinetic energy (TKE)). Consequently, Reynolds-averaged
quantities are statistically one-dimensional (i.e., they depend only on time). It is this
‘self-similar’ behavior that is of specific interest in formulating an improved RANS
closure.
As previously described, the Reynolds stresses in the RANS equations (Eq. (3.4))
require closure. In this example, we consider the transport of the Reynolds stresses,

























































where D/Dt denotes the material derivative, ν is the kinematic viscosity, and ρ and p
denote fluid density and pressure, respectively. In the case of homogeneous free shear
turbulence, the domain is spatially homogeneous and consequently, spatial gradients
































where the shear rate tensor is given as Γij = ∂〈ui〉/∂xj, Here, the production term
is closed, however the dissipation and redistribution tensors both require closure. In
this work, new modeling efforts are directed toward the redistribution tensor and
the dissipation tensor is closed using the standard transport equation proposed by
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where P = tr (Pij) /2 and model constants are given by [Cε1, Cε2] = [1.44, 1.92] [135].
3.3.1.2 Proof-of-concept: a synthetic dataset
As an initial proof-of-concept for the sparse regression methodology described
in Section 3.2, a set of data is generated using a well-established closure for the
redistribution tensor with the goal of recovering the known model. The closure utilized
to generate the synthetic dataset was proposed by Launder et al. [18] and is known


















where the constants are given as [CR, C2] = [1.8, 0.6] [18]. This closure, embedded
in the transport equation for the Reynolds stresses in Eq. (3.6) and the transport
equation for dissipation given in Eq. (3.7) are solved for three shear rates (Γ = Γ12 =
[2.25, 11.24, 20.23]). This results in one-dimensional (time-dependent) data for the
Reynolds stresses for each shear rate.
Given the simple flow configuration, the redistribution tensor can be normalized
by the viscous dissipation rate, ε, and characterized by a linear combination of the
the following non-dimensionalized, mean flow quantities:






























Rij = εf(bij, R̂ij, Ŝij), (3.9)
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where f is a form invariant tensor-valued function, which, due to the linearity in






Here, Q is a Galilean rotation matrix, e.g., QQT = QTQ = I (where I is the identity
tensor) and detQ = ±1.
These bases have been extensively used in the literature (see e.g, [133, 136] for
their derivation) and their usage is restricted to modeling equilibrium regimes (rather
than the transient period). To briefly summarize, because the redistribution tensor,
Rij, is symmetric and deviatoric, and its dependence on each of the bases is linear,
each basis tensor must also satisfy these same properties. Further, the constraint
of form invariance under coordinate transformation stipulates that f must be an
isotropic function of its arguments (i.e., bij, R̂ij, and Ŝij). Using these constraints
guides the formulation of the minimal integrity basis [133] as shown in the leftmost
column of Table 3.1.
Using the data generated by solving Eqs. (3.6)–(3.14), the basis tensors are com-
puted and the redistribution tensor is populated by taking the time derivative of the
Reynolds stresses (using a 6th-order central difference scheme) and solving Eq. (3.6)
for the redistribution tensor. Then, these quantities are assembled into D and T as
described in Section 3.2. Note that since we are interested in modeling the self-similar
regime, only data from this region is used for training and for assessing model error.
After D and T are assembled, the cost functional defined by Eq. (3.2) is optimized
for decreasing values of λ until reduction in model error is no longer achieved.
As shown in Table 3.1, the methodology exactly returns the LRR-IP model used
to generate the dataset. In order to systematically challenge the robustness of the
algorithm, a posteriori, artificial noise was added to the synthetic data set. The syn-
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thetic noise was normally distributed about the mean of the synthetic data, denoted
asN (µ, σ), where σ is the standard deviation that is prescribed in terms of percentage
of the mean value, µ. We consider σ = 0.1, 0.2, and 0.3µ. In each case, λ was reduced
until the model error plateaued. Even in the case of the noisiest data provided, the
learned model deviated from the expected LRR-IP model by only 2.3%, where error





This level of performance indicates the sparse regression methodology is robust to
substantial noise in the training data without compromising the accuracy in learning
the underlying physics. This is further demonstrated in Figs. 3.2 (a)–3.2 (c) where
the models learned from the noisy data are shown against the LRR-IP model and the
artificially noisy data. In all three cases, the learned model accurately describes the
behavior of the LRR-IP model despite small amounts of error in the coefficients.
(a) N (µ, 0.1µ) (b) N (µ, 0.2µ) (b) N (µ, 0.3µ)
Figure 3.2: Comparison between prescribed LRR-IP model ( ) with the learned
models ( ) and artificially noisy data (◦), for Γ = 2.25.
3.3.1.3 DNS-generated data: Can sparse regression improve upon exist-
ing models?
Here, the same physical configuration is considered, albeit with the trusted data
generated using DNS (see Figure 3.3). The goal of using DNS-generated training data
is to understand how the learned models differ from classically used models.










































































































































































































































































































































Figure 3.3: Snapshot of the instantaneous velocity field in DNS homogeneous free
shear turbulence at S = 11.2.
ber finite volume solver is used. Details on this code have been previously desrcibed
in Section2.2.3. Shear periodic boundary conditions are enforced using the recently
developed algorithm of Kasbaoui et al. [137]. Turbulence in the domain is initial-
ized using spectral methods in order to ensure consistency with Kolmogorov’s ‘-5/3’
spectrum [138, 139].
Five cases are simulated for non-dimensional shear rates S = 2Γk0/ε0 = (2.3, 6.6, 11.2, 13.2, 20.2)
on a grid of size 1024 × 512 × 512, corresponding to a domain size of 2π × π × π.
Here, k0 and ε0 denote the initial values of TKE and dissipation, respectively. The
grid resolution ensures that the flow captures the dissipative scales. Each case is
simulated to a non-dimensional time of Γt ≈ 25− 30 to ensure sufficient data in the
self-similar region is captured. Of the five datasets, three are selected as training sets
(S = 2.3, 11.2, 20.2) from which a new model is learned. The remaining two datasets
(S = 6.6, 13.2) serve as validation sets in order to determine the optimal value of λ
and therefore the optimal learned model.
In the same fashion as was described for the synthetic dataset, the DNS data
is organized into D and the T, and the cost functional is optimized for decreasing
values of the sparsity parameter λ until all terms are populated in the learned model.
The resulting models from this procedure are shown in Table 3.2. As λ is decreased,
additional terms are included in the learned model and the coefficients adjust ac-
cordingly. The four learned models are compared against existing models, the Rotta
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[140], LRR-IP and LRR-QI models [18] (Eqs. (3.12)–(3.15)), written in terms of the
basis tensors as,
RRottaij = −2CRbij, (3.12)
RLRR-IPij = −2CRbij +
4
3
C2Sij + 2C2 (Rilblj +Rjlbli) + (3.13)
2C2
(












(10− 7C ′2) (Rilblj +Rjlbli) + (3.14)
6
11
(2 + 3C ′2)
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2] = [1.5, 0.4]. The
Rotta model assumes a linear relationship with the anisotropy tensor and thus mod-
els a linear return to isotropy. In contrast, the LRR-IP model includes nonlinear
terms that are important for characterizing homogeneous anisotropic turbulence. In
comparing these three models with four learned models of increasing complexity, it
is observed that the least complex learned model, corresponding to λ = 0.75, already
shows marked improvement over the highest performing existing models and reduces
error in the anisotropic stress tensor from 26% to 9%.
Shown in Figure 3.4, as λ is decreased and terms are added to the learned model,
the normalized coefficients, β̃i = βi/ (max βi), change to accommodate contributions
from additional terms. In Figure 3.4 (a), the sparse regression methodology is em-
ployed on a basis that is restricted to up to first order in bij. The basis is then
expanded to second and third order terms in bij in Figures. 3.4 (b) and 3.4 (c),
respectively. In each instance, the most prominent coefficient remains the largest
contribution to the learned model, though its contribution decreases as subsequent
terms are added. The order of prominence of the lesser contributing terms does not
remained fixed once the number of terms in the model grows. This behavior has an






















































































































































































































































































































































the relative lesser importance of these terms to the overall model performance as com-
pared with the terms with larger contributions. Finally, it is observed in Figure 3.4
that the dominant coefficient stagnates beyond a five term model. This mirrors the
reduction in overall model error as shown in Table 3.2. The ability to identify which
basis tensors are most important for modeling the flow and their relative sensitivity
therein, is a unique benefit of the sparse regression methodology which allows for
interpretability of the relationship between model form and flow physics.
(a) (b) (c)
Up to first order terms Up to second order terms Up to third order terms



























Figure 3.4: As the number of terms in the model increases (by decreasing λ), terms
that are most important for capturing key redistribution physics arise in the sparsest
models and persist with prominent coefficients as terms are added.
A comparison of the training and validation errors give the clearest indication of
when a learned model begins to exhibit symptoms of over-fitting (see Figure 3.5).
While the learned closure predicts the redistribution tensor, Rij, the ultimate goal is
to improve performance in predicting anisotropy in the Reynolds stresses, bij, making
both measures of error relevant to assessing learned models. As shown in Figure 3.5,
the error in Rij decreases monotonically beyond a two term model, however, we
observe that five terms are required for stability in the transport equation for the
Reynolds stresses. It is notable that while the LRR-IP and LRR-QI model are stable
with four terms, the four term model learned by sparse regression is not. This is likely
due to a lack of a stability penalty in the cost function. Adding additional penalties
to the cost function in order to enforce model stability is an area of active research.
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Figure 3.5: Error in Rij and bij are shown for models of increasing complexity for
homogeneous free shear turbulence. The inset figure delineates validation (test) and
training error.
Testing and training errors are also compared in Figure 3.5. As might be expected,
the training error generally decreases as terms are added, but beyond seven terms
in the learned model, an increase in testing error is observed. This is indicative of
over-fitting, thus making the seven term model the ideal model that minimizes model
error while maximizing accuracy of the model across different shear rates. As seen
in Table 3.2, the ideal learned model reduces error in predicting self-similar behavior
by more than half as compared with the LRR-IP or LRR-QI models and more than
eight fold as compared with the Rotta model.
In Figure 3.6, the ideal seven-term model is compared with the highest performing
existing model, the LRR-QI model. Both are plotted against the DNS values used
for training (Figures 3.6 (a)–3.6 (c)) and for validation (Figures 3.6 (d)–3.6 (e)).
As previously discussed, it is observed that the learned model accurately captures
the self-similar behavior (shown in grey shaded regions) of the normalized Reynolds
stresses even in the testing cases which were not seen by the sparse regression method
during training.
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(a) S = 3.2 (b) S = 16.1 (c) S = 30.7




































(d) S = 10.0 (e) S = 20.1
























Figure 3.6: Sparse regression ( ) produces a more accurate model as compared
with the most accurate traditional closure available (LRR-QI, ). DNS data is
denoted by open circles and the four lines correspond to the unique components of
the normalized Reynolds stresses: 〈u′u′〉: , 〈u′v′〉: , 〈v′v′〉: , and 〈w′w′〉 .
The shaded portion denotes the self-similar region of the flow.
3.3.1.4 A note on non-inertial frames of reference
If a non-inertial frame is to be considered [141, 142, 136], one would need to modify
the normalized, mean rotation rate tensor to include the rotation rate of the frame
with respect to an inertial frame (Ω), i.e. R̂ij = R̂ij + εmjiΩm, where εmji denotes the
permutation tensor. Additionally, Coriolis terms, (〈uiuk〉εmkjΩm + 〈ujuk〉εmkiΩm),
must be included in Eqs. (3.4) and (3.6).
3.3.1.5 A note on constant coefficients
The analysis presented above considers the simple case in which model coefficients
are constants. As previously discussed, the coefficients are permitted to theoretically
depend nonlinearly on the principal invariants of the basis tensors. In the case of ho-
mogeneous free shear turbulence, model performance using constant coefficients per-
forms well without the additional complexity of dependency on principal invariants.
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Figure 3.7: Instantaneous streamwise velocity (color), with streamlines originating
from = Lz/2 (white lines).
However, in situations in which this is not the case, this dependency can be added into
T by postulating functional forms of coefficients and appending them to each of the
basis tensors. If there is a physics-based rational for the functional dependency, this
process can be prescribed by hand, or if the functional dependence is not in any way
constrained, an algorithm such as Gene Expression Programming [31, 32, 33, 34, 143]
can be used to analytically determine complex coefficient dependencies on the prin-
cipal invariants. This strategy is reserved for future work.
3.3.2 Turbulent flow through a periodically constricted channel
3.3.2.1 Problem statement
In this section, we consider the classical case of turbulent flow through a period-
ically constricted channel as shown in Figure 3.7 and described in Breuer et al. [10].
As discussed in Section 3.3, two main approaches are typically taken when develop-
ing closures for the Reynolds stresses. In Section 3.3.1, the transport of the Reynolds
stresses was addressed and in this section, algebraic closure of the Reynolds stresses
will be developed.
In this strategy, the algebraic closure for the Reynolds stresses depends upon a
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model for the anisotropic stress tensor, such that 〈u′iu′j〉 = 2k(bij + 13δij). Further it
has been well established that the model for bij depends upon Ŝij and R̂ij. Recalling
from Section 3.3.1 that these quantities are normalized by TKE, k, and dissipation









































where [Cµ, σk, σε, C1ε, C2ε] = [0.09, 1.00, 1.30, 1.44, 1.92]. The turbulent viscosity, νt,
is given as νt = Cµk
2/ε where Cµ = 0.09 [17].
Using these equations along with a model for the anisotropic stress tensor, the
RANS equations (Eqs. (3.3) and (3.4)) are closed. The aim of this study is to use
sparse regression to develop an improved algebraic closure for the anisotropic stress
tensor. As is commonly used in the literature, the configuration under consideration
here is turbulent flow through a periodically constricted channel (see Figure 3.7).
This flow configuration is particularly challenging because the quantities of interest
are statistically 2-D (with dependence on the stream-wise and cross stream directions)
and the presence of the constriction generates massive separation in the flow.
The dataset used for training was simulated using NGA, described in Section 3.3.1.
The top and bottom walls apply a no-slip boundary condition and the bottom, con-
stricted wall is enforced using a cut-cell immersed boundary method [81]. The geom-
etry for the configuration under study matches the configuration described in Breuer
et al. [10] with uniform grid spacing discretized by [Nx, Ny, Nz] = [512, 380, 380]. A
Reynolds number of 2800 is considered, where Re= ubulkh/ν. The bulk velocity ubulk
is given by the mean velocity at the hill crest, and h is the hill height. After reach-
ing a statistically stationary point, the DNS data were averaged in the cross-stream
(z–direction) and temporally for 44 flow through times.
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A Linear Eddy Viscosity Model (LEVM) is frequently used to close the Reynolds
stresses that appear in the RANS equations [17]. This closure takes the form
bij = −CµŜij, (3.17)
which will serve for comparison purposes as the ‘existing’ model.
As outlined in Section 3.2, the basis on which to train the model must first be
identified. As previously derived [132], a minimal integrity basis for the anisotropy
tensor can be formulated using the normalized mean rotation and shear rate tensors,
R̂ij and Ŝij, respectively. Since the anisotropy stress tensor is symmetric and devia-
toric, each of T (n)ij must also have these properties. After formulating combinations
of Ŝij and R̂ij with these properties, and owing to the Cayley-Hamilton theory, all
symmetric and deviatoric tensors that are combinations of Ŝij and R̂ij can be formed
as a linear combination of the 10 basis tensors shown in Table 3.3 [132].
T (1)ij = Ŝij T (6)ij = R̂ikR̂klŜlj + ŜikR̂klR̂lj
T (2)ij = ŜikR̂kj − R̂ikŜkj −23 ŜpkR̂klR̂lpδij
T (3)ij = ŜikŜkj − 13 ŜlkŜklδij T
(7)
ij = R̂ikŜklR̂lpR̂pj − R̂ikR̂klŜlpR̂pj
T (4)ij = R̂ikR̂kj − 13R̂lkR̂klδij T
(8)
ij = ŜikR̂klŜlpŜpj − ŜikŜklR̂lpŜpj




T (10)ij = R̂ikŜklŜlpR̂pqR̂qj − R̂ikR̂klŜlpŜpqR̂qj
Table 3.3: The ten tensor bases that exactly describe the anisotropic stress tensor.









In the case of statistically two-dimensional flows, as is the case here, the basis sim-
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T (1)ij Ŝij
T (2)ij ŜikR̂kj − R̂ijŜkj
T (3)ij ŜikŜkj − 13 ŜlkŜklδij
λ1 ŜlkŜkl
λ2 R̂lkR̂kl
Table 3.4: The reduced basis set for statistically two-dimensional flows.
plifies to only three tensors and the coefficients depend on at most only two invariants
as shown in Table 3.4 [132, 136].
Following the sparse regression methodology described in Section 3.2, the DNS
dataset is formulated into D and T. However, instead of modeling bij directly, the
anisotropic stress tensor is split into linear and nonlinear portions, denoted by b
‖
ij and
b⊥ij, respectively. The linear portion will be taken as the standard LEVM and the








k, ε, Ŝij, R̂ij
)
− CµŜij (3.20)
Dij = b⊥ij = bij + CµŜij. (3.21)
This strategy is employed based upon the recommendation of several works that
have pointed out the ill-conditioning of the RANS equations [144]. These works
suggest that separating the model into a linear portion (solved implicitly with the
viscous terms in the RANS solver) and a nonlinear portion (solved explicitly) improves
stability of the integrated RANS solver [30, 32]. Further, since the standard LEVM
model is used as the starting point for modeling, the basis is formulated using data
from a forward solution in OpenFOAM [145] using the LEVM closure. Because the
k − ε equations contain models and are thereby a source of error in the ‘trusted’
training data, this data must be used as a starting point for modeling.
Using this formulation, sparse regression is employed to discover an improved
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model. This effort results in both an a priori and an a posteriori analysis of the
model. In the former analysis, the training data is used to evaluate the accuracy of
the learned model within the context of predicting the anisotropy tensor. In the latter
analysis, the learned model is implemented in OpenFOAM and the forward solution
is compared against the trusted DNS data and the existing LEVM. Additionally,
as an ‘upper end’ metric, a look-up table was provided to the OpenFOAM RANS
solver for the Reynolds stress terms that appear in both momentum and production
in the k− ε equations. This dataset serves as the performance of an ideal model that
exactly captures the behavior of the Reynolds stresses while highlighting the model
errors associated with the k − ε model equations themselves.
Two learned models are discovered using sparse regression, one with three terms
(λ = 0, denoted Learned 1) and the second with two terms (λ = 15, denoted Learned






C1T (1) + C2T (2) + C3T (3)
)
, (3.22)
and are detailed in Table 3.5.
The a posteriori analysis for the learned models includes an assessment of recir-
culation (Table 3.6) and velocity predictions for the training case (Figure 3.9) and a
test case at a higher Reynolds number (Figure 3.11). These results are discussed in
detail in Section 3.3.2.3.
3.3.2.2 A priori analysis
Each model developed can be assessed using the data with which it was trained.
This represents an a priori assessment of the model, but has limitations as it does
not take into account issues of stability or sensitivity that may be encountered within
the context of a RANS solver. Further, since the forward solution is not computed
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Model C1 C2 C3 ε
b RMSE
LEVM - - - 1.02 0.16
Learned 1 63.12 51.42 10.98 0.64 0.10
Learned 2 63.14 51.42 0 0.64 0.10
Table 3.5: Summary of learned model coefficients and a priori errors compared with
the standard LEVM.
here, all assessments of model accuracy are computed with respect to the anisotropic
stress tensor.
Shown in Figure 3.8, the standard LEVM does a reasonable job predicting the b12
component of the anisotropy tensor, but it struggles for the diagonal components. In
all three cases, both the sign and magnitude are incorrect. The learned models, in
contrast, capture the correct sign for the diagonal components and improve the mag-
nitude inaccuracies present in the standard LEVM for the b12 component. However,
for Learned 2, with the elimination of the third basis term, the prediction for b33 is
also lost.
Using the L-2 norm as a metric for error, the learned models reduce model error
in the anisotropic stress tensor by 41% with respect to LEVM.
3.3.2.3 A posteriori analysis
The true test of any model is its performance in the context of a forward solver. It
is in this sense that model shortcomings become apparent, e.g., sensitivity or stability
issues. Further, while the aim of Reynolds stress modeling is to improve accuracy in
describing the stresses, the ultimate goal is that these models will improve predictions
in the velocity field.
In order to assess the improvement of the learned model over the LEVM, the
learned models were integrated into OpenFOAM, solved in conjunction with the k−ε
equations, and compared with the LEVM model and the k− ε equations with a look-




























































































(b) LEVM (c) Lookup table for bij
(d) Learned 1 (e) Learned 2
Figure 3.9: Forward solutions of the mean, normalized velocity, 〈u〉/ubulk, for the
standard LEVM model, the two learned models, the lookup table for DNS values of
bij and the DNS results. The solid line represents the region of recirculation and the
dashed line overlays where this region exists in the DNS data.
equations were solved on a two-dimensional grid of resolution (Nx, Ny) = (200, 160)
with the same physical dimensions as described in Breuer et al. [10] (and used for
the DNS computations). Periodic conditions were imposed at the left and right faces,
and ‘patch’ conditions were imposed on the front and back faces to enforce a 2-D
solution. The bottom and top walls were treated as no-slip and a forcing term was
added such that the velocity at the top of the hill crest enforced the desired Reynolds
number.
The mean velocity normalized by the bulk velocity, ubulk, is shown in Figure 3.9
and the detached regions are delineated by a black line. It is observed that LEVM un-





































































































































































































































































































learned models demonstrate marked qualitative improvement in velocity prediction.
Quantitative measurements of separation and reattachment locations for both the
primary and secondary recirculation regions are detailed in Table 3.6. The learned
models predict both primary and secondary reattachment points within 1% of the
DNS values, with exception of the primary separation point. In comparison, LEVM
under predicts the primary reattachment point by 32% compared with DNS and fails
to predict existence of the secondary recirculation.
Examination of the momentum RANS equation (Eq. (3.4)) makes clear that 〈u′u′〉
and 〈u′v′〉 are the only Reynolds stress components that contribute to 〈u〉 and there-
fore to the prediction of recirculation. By examining b11 and b12 in Figure 3.10, it
can be seen that both components of anisotropy contribute to the prediction of the
separation location, however the b12 component is most important for the prediction
of reattachment. This can be seen by considering the areas of high gradients (since
the contribution to the velocity field is in the form of the divergence of the Reynolds
stresses), specifically the stream-wise gradient for the 11-component and the vertical
gradient for the 12-component of the model are important. As shown in Figure 3.10,
the second basis tensor, T (2)ij , is the most important contribution for accurately de-
scribing b11 and b22 and the first basis tensor, T (1)ij , is the most dominant contribution
for modeling b12. Thus ∂T 211/∂x and ∂T (1)12 /∂y are the most important for accurately
predicting the recirculation region. Finally, the third basis is critical for accurately
describing the b33 component, though for this particular configuration (since z is a
homogeneous direction), accuracy in this component is not required for predicting
the statistically two-dimensional mean flow field.
3.3.2.4 Application outside the scope of training
To assess the range of application of the learned model (Learned 1), a forward























































































































numbers outside the scope of its training: (1) the wavy wall configuration but at
a higher Reynolds number and (2) flow over a backward facing step, where massive
separation is also observed. In both of these configurations, DNS and/or experimental
data is available to assess model performance. As in the previous section, the learned
model’s performance is compared against the LEVM.
Since full-field data is not available for these additional cases, model performance
is determined based on prediction of the reattachment point in the flow. These results
are summarized in Table 3.7.
The first out-of-scope configuration considered is the periodically constricted chan-
nel configuration as described in the previous section, but at a higher Reynolds num-
ber. More exhaustive details on the Reynolds number dependencies for this config-
uration can be found in Breuer et al. [10], but to briefly summarize, increasing the
Reynolds number for this configuration results in differences in recirculation size as
well as in separation and reattachment locations. The selection of Re= 5600 was
chosen due to the existence of available DNS data. Here, the learned model (Learned
1) was again implemented in OpenFOAM and compared against the openly available
dataset provided by Breuer et al. [10], in which only a primary recirculation region is
observed. Improvement over LEVM is observed in this case, as shown in Figure 3.11
(a) and Table 3.7. The LEVM solution again under predicts recirculation, while the
learned model predicts the reattachment location within 5% of the DNS value re-
ported in Breuer et al. [10] and within 5-9% of the DNS value reported in Krank
et al. [146]. The primary separation location is marginally over two times further in
the stream-wise direction as compared to both DNS results [10, 146]. The learned
model also predicts the small secondary recirculation region that is reported in Krank
et al. [146]. Breuer et al. [10] does not observe this secondary recirculation, however
this appears to be due to differences in numerical schemes and order of accuracy as
compared with Krank et al. [146]. In this secondary region, the learned model pre-
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dicts the separation and reattachment points within 1% and 0.1%, respectively, as
compared with the DNS reported in Krank et al. [146].
The second configuration considered to assess model performance outside the
scope of its training is turbulent flow over a backward-facing step for Re= 5000.
For this configuration, model performance is assessed by comparison with reported
DNS values [11] and experimental values [12, 147] as shown in Figure 3.11 and quanti-
fied in Table 3.7. The same configuration is used as described in these works, and the
Reynolds number is defined using the step height (h = 9.6 mm). No-slip boundary
conditions were enforced at the top and bottom walls in the RANS simulations, and
a fixed velocity condition is enforced at the inlet and a zero gradient condition for
the outflow. ‘Patch’ conditions are implemented on the front and back surfaces to
enforce a 2-D flow.
LEVM is found to under predict the reattachment point between 23 and 32%,
while the model trained on the periodic hill data in previous sections predicts reat-
tachment within 5% as compared to the DNS and experimental values.
It is notable that the level of performance of the learned model outside the scope
of it’s training, particularly in the case of the backward-facing step, is comparable to
the out-of-scope performance of the Tensor Basis Neural Network developed by Ling
et al. [28]. It is also relevant to point out that Ling et al. [28] trained on six cases to
achieve this level of performance, while the present model was trained only on flow
through a periodically constricted channel at Re= 2800.
3.3.2.5 Modeling with sparse data
Because the sparse regression methodology seeks to uncover underlying physics,
far less data is required to achieve reasonable learned models. This is demonstrated in
two contexts. First, a model is learned using only the y−dependent data along eight



































































































































































































































































































































































































































































































































































































































































(a) Flow through periodically constricted channel at Re= 5600
(b) Flow over a backward-facing step at Re= 5000
Figure 3.11: Velocity profiles for flow through a periodically constricted channel at
Re= 5600 (a) and flow over a backward-facing step at Re= 5000 (b). Learned 1 ( ),
LEVM ( ), DNS of [10] ( ), DNS of [11] () and experiments of [12] (◦)
only 160 data points were used for training of each case (compared with 32,000 when
using the full dataset in the previous section). As seen in Table 3.8, similar model
performance is observed for models trained using data located at x/h = (4− 8) when
compared with the model learned using the full dataset. Secondary recirculation is
predicted in three of these training sets. Interestingly, the model trained at x/h = 8,
where recirculation is not present, is able to predict recirculation in both regions of
flow separation. Additionally, it is notable that the model is insensitive to variation
in coefficients, especially for the first and third terms.
To further assess the performance of sparse regression in using sparse data, sub-
sets of data are randomly chosen throughout the domain and used as training data.























































































































































































































































































































































































































































































































ntrain C1 C2 C3 ε
b
nx× ny 63.12 51.42 10.98 0.64
30,000 62.50 51.52 11.24 0.64
20,000 52.50 45.77 12.19 0.65
10,000 42.03 38.84 16.92 0.67
5,000 37.35 36.37 19.69 0.69
1,000 33.32 35.41 21.76 0.69
500 33.91 35.07 20.33 0.69
100 33.00 32.5 23.34 0.71
50 31.14 38.28 20.66 0.68
Table 3.9: Summary of the learned coefficients for sparse, randomly sampled data
using ntrain training points. The error reported is the a priori error in the anisotropic
stress tensor.
Figure 3.12: Example of the random points used for training set corresponding to
ntrain = 200. Location of points used for training (◦), 〈u〉 from DNS (color).
While the learned coefficients change as the dataset is reduced, the a priori model
error in the anisotropic stress tensor only increases by 8%. This suggests that sparse
regression would make an excellent modeling construct for extremely sparse datasets,
such as those available from experiments where obtaining a high level of resolution is
challenging.
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3.4 Training the model with experimental data
For many practical systems, procuring highly resolved computational data (i.e.,
DNS or highly resolved LES) is not feasible. Thus, in these cases modeling efforts are
directed toward experimental data, which is inherently both sparse and noisy. To this
end, we demonstrate the ability of the sparse regression methodology to successfully
model both sparse and noisy data by using the Particle Image Velocimetry (PIV) data
available from the Rapp and Manhart [13] experiments for turbulent flow through a
periodically constricted channel. This work is the experimental analogy to Breuer
et al. [10] and uses the same configuration described in Section 3.3.2.
We consider two cases (Re= 5600 and 10600) for which highly resolved com-
putational data (either DNS or LES) are available [10] in addition to the experi-
mental data [13]. The reason for this is two-fold. First, because the PIV measure-
ments do not report 〈w′w′〉 or k, either of which is required for determining the
anisotropy tensor, we rely on using the k value from the computational data to es-
timate 〈w′w′〉 and complete the experimental dataset. More exactly, we employ the
relation, 〈w′w′〉 = 2k − 〈u′u′〉 − 〈v′v′〉, where k is taken from the computational
datasets and 〈u′u′〉 and 〈v′v′〉 are supplied by the PIV measurements. This allows for
the noise of the PIV measurements to be incorporated into the estimate for 〈w′w′〉.
In addition to completing the experimental dataset, the computational data also
allows for the more systematic isolation of the effect of noise on modeling. To this end,
we first train the model using the computational data (which is reported at 10 stream-
wise locations), interpolated to the same physical locations as the experimental data
to ensure equivalent sparsity in the dataset.
Following a similar procedure as was performed in Section 3.3.2.5, we find that
a subset of the data (taken from all 10 stream-wise locations and vertical locations
corresponding to y/h ≥ 2 and resulting in a dataset of 591 points for Re= 5600 and
593 for Re= 10600) results in the most accurate model with respect to the a priori
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Learned Coefficients
Model name Training set C1 C2 C3
Learned 1 DNS (full field), Re= 2800 63.12 51.42 10.98
Learned 3 DNS/LES (sparse), Re= 5600, 10600 [10] 61.72 44.07 12.58
Learned 4 Experiment, Re= 5600, 10600 [13] 58.56 55.51 118.89
Table 3.10: Summary of the learned model coefficients trained using the three training
datasets: full-field DNS at Re= 2800, sparse DNS/LES data at Re= 5600 and 10600,
and experimental data.
L-2 training error in bij. This model is termed ‘Learned 3’ and shown in Table 3.10.
The coefficients are within 15% of the ‘Learned 1’ model, despite using a training
set containing only 4% of the points as used in the full-field DNS training. The
resulting recirculation predictions for Re= (2800, 5600, 10600) are shown in Table 3.7
and compared against the LEVM and Learned 1 models as well as the available
computational and experimental results from the literature.
Next, the experimental dataset [13] is used for training (using the same reduced
sample locations as in training with the DNS/LES dataset). This results in a model
with differing coefficients, especially in the case of C3, though as reported previously,
we observe that the resulting flow field is the least sensitive to T (3) and thus this
difference does not have large implications for the model’s ability to predict recircula-
tion (see Table 3.7). The resultant mean velocity profiles for all three learned models
describe in Table 3.10 are compared against LEVM as well as the experimental and
DNS values in Figure 3.13. It is evident from these plots that the learned models
improve prediction of the reattachment location over LEVM as well as the free flow in
the remainder of the domain. In summary, the sparse regression methodology is capa-
ble of providing algebraic closure of the terms appearing in the RANS equations with






Re= 5600 Re= 10600
Figure 3.13: Velocity profiles for flow through a periodically constricted channel at
Re= 5600 (left column) and Re= 10600 (right column). Each plot shows the learned
model denoted in the caption ( ), LEVM ( ), DNS/LES of [10] ( ), experimental
values from [13] (◦).
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3.5 Conclusion
In this work, a turbulence closure modeling methodology has been proposed as an
alternative to other machine learning techniques, such as NNs. This method is based
upon sparse regression which uses an L-2 norm with an L-1 norm penalty cost func-
tional to produce a compact, algebraic model. Further, the inputs to the optimization
algorithm are specifically tailored in order to ensure form invariance. This is specif-
ically accomplished by arranging the trusted and basis tensorial data into column
vectors, thereby constraining coefficients to be invariant with respect to direction.
By generating a model in this form, several important modeling properties can be
achieved: form (or Galilean) invariance, interpretability, and ease of dissemination.
Using two canonical cases, it was demonstrated that this technique produces results
with model accuracies similar to that of modern NN methodologies, even when using
a drastically reduced training dataset.
Using homogeneous free shear turbulence as a preliminary example, sparse regres-
sion was able to return the LRR-IP model used to generate a synthetic dataset, even
when large amounts of noise were applied. Next, using DNS data for homogeneous
free shear turbulence, sparse regression learned a model that reduces model error by
70% as compared to the existing LRR-IP and LRR-QI models.
In the case of turbulent flow through a periodically constricted channel, sparse
regression uncovered a model that has comparable performance to a modern NN con-
sidering the same flow, however this performance can be achieved using a drastically
minimal dataset and the resultant model form is available in a compact, algebraic
form. Additionally, the learned model demonstrated significant improvements in per-
formance as compared with LEVM for a much higher Reynolds number, and outside
the scope of its training. Further, due to the ability of sparse regression to learn
predictive models using minimal datasets and noisy data (as demonstrated in Sec-
tion 3.3.1), it is an ideal candidate for translating experimental data, which may be
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both noisy and sparse, into accurate models.
Finally, sparse regression assumes complete generality and thus does not strictly
require an existing model upon which to augment. This is an important property for
other open areas of research, e.g., modeling multiphase turbulence [39, 40, 41, 127, 6],
for which existing models are either unavailable or too inaccurate to reliably use as
a baseline model upon which to build. Such an approach can also be applied to
turbulent combustion, in which heat release due to chemical reactions give rise to
‘back scatter’ and existing models based on an energy cascade fail to be predictive
[43, 44].
In future work, integration of Gene Expression Programming (GEP) with sparse
regression may be beneficial for cases in which complex algebraic dependencies upon
the principal invariants become necessary (i.e., coefficients that are either constant or
have simple dependencies on the invariants do not reduce model error sufficiently).
In this event, sparse regression would be employed to determine the most important
basis tensors, and then GEP could be used to determine the functional dependence
of coefficients on the principal invariants.
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CHAPTER IV
Application to Gas-Solid Flows
In this work, model closures of the multiphase Reynolds-Average Navier–Stokes
(RANS) equations are developed for homogeneous, fully-developed gas–particle flows.
To date, the majority of RANS closures are based on extensions of single-phase turbu-
lence models, which fail to capture complex two-phase flow dynamics across dilute and
dense regimes, especially when two-way coupling between the phases is important.
In the present study, particles settle under gravity in an unbounded viscous fluid. At
sufficient mass loadings, interphase momentum exchange between the phases results
in the spontaneous generation of particle clusters that sustain velocity fluctuations
in the fluid. Data generated from Eulerian–Lagrangian simulations are used in a
sparse regression method for model closure that ensures form invariance. Particular
attention is paid to modelling the unclosed terms unique to the multiphase RANS
equations (drag production, drag exchange, pressure strain and viscous dissipation).
A minimal set of tensors is presented that serve as the basis for modelling. It is found
that sparse regression identifies compact, algebraic models that are accurate across
flow conditions and robust to sparse training data.
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4.1 Introduction
Many natural and industrial processes involve the flow of solid particles, liquid
droplets or gaseous bubbles whose dynamical evolution and morphology are intimately
coupled with a carrier fluid. A peculiar behaviour of disperse multiphase flows is
their ability to give rise to large-scale structures (hundreds to thousands of times
the size of individual particles), from dense clusters to nearly particle-free voids (see
figure 4.1). The emergence of spatial segregation in particles can be attributed to a
number of factors, e.g. due to dissipation during inelastic collisions [148, 149], viscous
damping by the fluid [150], preferential concentration of particles by the background
turbulence [69] and instabilities that arise due to interphase coupling [68, 67, 40, 41].
Such large-scale heterogeneity can effectively ‘demix’ the underlying flow, reducing
contact between the phases resulting in enormous consequences at scales much larger
than the size of individual particles, such as hindered heat and mass transfer [70, 151,
152, 56, 6].
The focus of the present work is on modelling disperse multiphase turbulence at
length scales much larger than the particle diameter. Such flows can be categorized
into two broad classes: (i) flows where the turbulence originates in the continuous
phase with the discrete phase modulating the small scales of the turbulence [see,
e.g., 66, and references therein]; and (ii) flows where the turbulence arises due to the
coupling between the discrete and continuous phases. The former is mainly focused
on how the discrete phase modifies the classical turbulence structures seen in single-
phase flows. The latter is the focus of the present work and can be observed in
gas–particle flows when the mass of the particles is of the same order or greater than
that of the gas phase, or in bubbly flows when the bubble volume fraction is high
enough to lead to buoyancy-driven instabilities [e.g. 153, 154, 155].
To date, turbulent particle-laden flows are most often discussed in the dilute limit
where the fluid-phase turbulence interacts with inertial particles without significant
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feedback from the particles. It is well established that dilute suspensions of heavy
particles in isotropic turbulence will preferentially concentrate in regions of high strain
rate and low vorticity [69]. In the presence of a mean body force (e.g. gravity),
particles have been observed to experience enhanced settling as a result of preferential
sweeping, by which the particles tend toward regions of downward fluid motion when
encountering vortical structures in the flow [e.g. 156, 157, 158, 159, 160].
When the particle concentration is sufficiently high, the background flow is largely
controlled by interphase coupling. Under these conditions, particles tend to accumu-
late in regions of low vorticity, resembling preferential concentration that typically
occurs in dilute particle-laden turbulence. However, in the dense limit the vorticity
is generated in shear layers between highly concentration regions (clusters), unlike in
classical preferential concentration where vorticity would exist even in the absence
of the disperse phase [41]. Additional effects contribute to the settling velocity and
spatial segregation of particles in denser suspensions when two-way coupling between
the phases is non-negligible.
Seminal works by G. K. Batchelor have provided theoretical estimates describing
the motion of collections of solid particles suspended in viscous flows [161, 162], in
addition to important insights on the instabilities present in such systems. For ex-
ample, Batchelor [163] demonstrated that small rigid spheres falling under gravity
will give rise to long-range hydrodynamic interactions that result in hindered settling
[161]. In more recent studies, it was demonstrated that at higher Reynolds numbers
and particle concentrations, momentum exchange between the phases results in en-
hanced settling when the mean mass loading, ϕ, defined by the ratio of the specific
masses of the particle and fluid phases, is of order one or larger [41]. In statistically
homogeneous gravity-driven gas–solid flows, the average particle settling speed, V ,
can be approximated as
V = V0 + 〈uf〉p (4.1)
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for Stokes flow [41], where V0 = τpg is the terminal Stokes settling velocity of an
isolated particle with τp the particle response time and g gravity. In this expression,
the phase-averaged fluid velocity, 〈uf〉p = 〈εpuf〉/〈εp〉, is sometimes referred to as the
velocity seen by the particles, where uf is the local fluid velocity aligned with gravity,
εp is the local particle volume fraction, and angled brackets denote a spatial and
temporal average. At sufficient mass loading, fluctuations in particle concentration
can generate and sustain fluid-phase turbulence (as shown in figure 4.1), referred to
here as cluster-induced turbulence (CIT). Because clusters entrain the carrier phase,
uf and εp are often highly correlated, resulting in V > V0.
Due to the breadth of length- and time-scales present in turbulent fluid–particle
mixtures, accurate modelling of industrial and environmental flows remains challeng-
ing. Thus, the Reynolds-averaged Navier–Stokes (RANS) equations are the workhorse
of industry to inform engineering designs and decisions. Because of the importance of
the multiphase physics present in large-scale systems, developing multiphase RANS
closures that are accurate under relevant conditions is critically important.
To date, multiphase turbulence models have largely relied upon extensions to
single-phase models (e.g. [45, 46, 47, 48, 49, 50, 51, 52, 53]) that were derived directly
from the Navier–Stokes equations. It should be noted, however, that multiphase
turbulence does share some commonalities with single-phase flows, especially with
variable-density turbulence. For example, multiphase flows subject to mean shear
can develop velocity fluctuations that strongly modify the mean velocity profiles and
transport properties of the flow [164]. Single-phase, variable-density flows subject to
Rayleigh–Taylor instabilities [see, e.g. 165, 166] develop velocity and density fluctu-
ations similar to those observed in heterogeneous bubbly flows [167]. However, the
main difference between disperse multiphase and variable-density flows is that the for-
mer has a separate velocity for each phase while the latter has a single fluid velocity.
Moreover, momentum coupling by particles introduces velocity fluctuations at small
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scales that further complicates the energy budget of turbulence. By introducing the
slip velocity, i.e., the velocity difference between the discrete and continuous phases,
additional dimensionless parameters, such as the Stokes number and mass loading,
are needed to describe multiphase turbulence.
In contrast to modelling by analogy with single-phase flow, Fox [39] developed the
exact Reynolds-averaged equations for collisional fluid–particle flows. In that work, it
was demonstrated that directly averaging the Navier–Stokes equations fails to capture
important two-phase interactions. Instead, it was demonstrated that phase averaging
the mesoscale (locally averaged) equations results in a set of equations that explicitly
account for two-way coupling contributions. Capecelatro et al. [41] further developed
the Reynolds-averaged formulation of Fox [39] to include transport equations for the
volume-fraction variance, drift velocity and the separate components of the Reynolds
stresses of each phase and particle-phase pressure tensor. While exact, it does lead
to a large number of unclosed terms that require modelling, which is the focus of the
present study.
Accurate modelling of the unclosed terms that remain predictive from dilute to
dense regimes remains an outstanding challenge. Fox [39] proposed closures of the
phase-averaged (PA) terms based largely on single-phase turbulence models without
extensive validation. [42] extended these models to account for near-wall effects in
particle-laden channel flows. Agreement with the turbulence statistics obtained from
simulation data was found to be satisfactory at first order (e.g. PA velocities) but less
so at second order (e.g. PA turbulent kinetic energy). Innocenti et al. [55] drew upon
a probability-density-function approach, along with extensions from single-phase tur-
bulence modelling (particularly in the fluid phase), showing satisfactory agreement
for statistics up to second order. However, the model was restricted to relatively
dilute flows. Due to the large parameter space associated with turbulent multiphase
flows, a reliable modelling approach valid across two-phase flow regimes (e.g. dilute
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to dense limit) remains elusive.
Broadly speaking, extracting new models and understanding of physics from data
has a long history in many diverse areas of science and engineering [see e.g. 168]. In the
last decade, these data-driven techniques have been applied to turbulence modelling
in several ways, including uncertainty prediction and quantification, model calibration
and augmentation and the generation of entirely new models. Several recent works
have utilized machine learning (neural networks are particularly popular [22, 23, 24,
25, 26, 169, 27, 28, 29, 30]) in order to translate large amounts of experimental
or computational data into model closures. Neural networks have shown relatively
exceptional performance outside the region in which they were trained. As a departure
from more traditional modelling techniques, these methods are inserted modularly,
as a ‘black box,’ into an existing flow solver. Thus, while they have displayed a high
level of performance on a wide range of flow conditions, the closure does not satisfy
the interpretability condition necessary for making physical inferences. Further, a
large number of neural network approaches attempt to augment or correct existing
models. However, as discussed above, in the context of multiphase flows appropriate
existing models in which to augment do not exist.
Rather than relying on a best-fit strategy, as done in neural networks, Brunton
et al. [38] developed a strategy based on sparse regression that identifies the underlying
functional form of the nonlinear physics by optimizing a coefficient matrix that acts
upon a matrix of trial functions. While this method requires knowledge about the
physics of the system under configuration (in order to make informed selections of the
trial functions), it can be reasonably assumed that the modeller is not entirely naive.
In fact, traditional modelling techniques have relied nearly exclusively on this notion.
Schmelzer et al. [170], Beetham and Capecelatro [58] recently extended the sparse
identification framework of Brunton et al. [38] to infer algebraic stress models for the
closure of RANS equations. In [170] the models are written as tensor polynomials
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and built from a library of candidate functions. In [58] Galilean invariance of the
resulting models are guaranteed through thoughtful tailoring of the feature space.
In this work, the sparse identification modelling framework of Beetham and Capece-
latro [58] is employed to develop multiphase closure models for homogeneous, gravity-
driven gas–solid flows. Eulerian–Lagrangian simulations are performed across a range
of Archimedes numbers and volume fractions to provide training data. The terms ap-
pearing in the multiphase RANS equations recently derived in Capecelatro et al. [41]
are extracted. We then build a minimally invariant basis set of tensors (i.e. a set of
functional groups that serve as candidate terms in the desired model). Such basis
sets are well established for single-phase turbulent flows [133, 136, 132]; however, an
analogous basis has not yet been determined for multiphase flows. Using this basis
and the sparse regression methodology, the compact functional form of the physics-
based closures are inferred. As we consider exclusively statistically stationary and
homogeneous systems, model realizability [17] is left for future work.
4.2 System description
4.2.1 Configuration under study
In the present study, rigid spherical particles of diameter dp and density ρp are
suspended in an unbounded (triply periodic) domain containing an initially quiescent
gas of density ρf and viscosity νf . Gravity g acts in the negative x-direction. As
particles settle, they spontaneously form clusters. Due to two-way coupling between
phases, particles entrain the fluid, generating turbulence therein. A frame of reference
with the fluid phase is considered, such that the mean streamwise fluid velocity is null.
Given the relative simplicity of the configuration, only a few non-dimensional groups
arise. An important non-dimensional number is the Archimedes number, defined as
Ar = (ρp/ρf − 1)d3pg/ν2f . (4.2)
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Dimensional Quantities
V0 Stokes settling velocity [m/s] (0.02, 0.06, 0.2)
L Characteristic cluster length [m] (5.0, 15.0, 50.0)× 10−4
τp Drag time [s] 0.025
ρp Particle density [kg/m
3] 1000
dp Particle diameter [m] 90× 10−6
ρf Fluid density [kg/m
3] 1
νf Fluid viscosity [m
2/s] 1.8× 10−5
g Gravity [m/s2] (0.8, 2.4, 8.0)
Non-dimensional Quantities
Np Number of particles (610,370, 15,564,442, 30,518,514)
〈εp〉 Mean volume fraction ×10−2 (0.1, 2.55, 5.0)
ϕ Mean mass loading (1.0, 26.2, 52.6)
Fr Froude number (5.6, 16.7, 55.6)
Ar Archimedes number (1.8, 5.4, 18.0)
Computational Quantities
Domain size [m] 0.158× 0.038× 0.038
Grid size 512× 128× 128
Lx/L 316,105,32
Table 4.1: Summary of parameters for the configurations under consideration.
Alternatively, a Froude number can be introduced to characterize the balance between
gravitational and inertial forces, defined as Fr = τ 2p g/dp, where τp = ρpd
2
p/(18ρfνf )
is the particle response time. The Stokes settling velocity for an isolated particle is
given by V0 = τpg. From this a characteristic cluster length can also be estimated a
priori as L = τ 2p g. To ensure the hydrodynamics are independent of the domain size,
the simulation configurations are equal or larger than Case 4 reported in Capecelatro
et al. [98].
To sample the parameter space typical of turbulent fluidized bed reactors [171],
the mean particle-phase volume fraction is varied from 0.001 ≤ 〈εp〉 ≤ 0.05 and
the Archimedes number is varied from 1.8 ≤ Ar ≤ 18.0 by adjusting gravity. Due
to the large density ratios under consideration, the mean mass loading ranges from
O(10)–O(102), and consequently two-way coupling between the phases is expected to
be important. Here, angled brackets denote both a spatial and a temporal average
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(since the flow under consideration is triply periodic and statistically stationary in
time). A list of relevant non-dimensional numbers and other important simulation
parameters are summarized in table 4.1.
4.2.2 Eulerian–Lagrangian training data
The training data presented in this section were generated using the Eulerian–
Lagrangian approach previously described in Sections2.2.3-2.2.5, with the heat and
mass transfer terms treated as null. The simulations were initialized with a random
distribution of particles and run for approximately 100τp until the flow reached a
statistically stationary state. At this point statistics are accumulated over 50τp. In-
stantaneous snapshots of the streamwise fluid velocity and particle position of each
case at steady state are shown in figure 4.1. It can immediately be seen that clus-
ters of particles are generated and entrain the fluid downward. As a consequence
of the frame of reference under consideration, the fluid flows upward in regions void
of particles. Clusters are seen to become more distinct with increasing 〈εp〉. The
effect of Ar on the flow field is less noticeable. As shown in table 4.2, the standard
deviation in volume fraction fluctuations 〈ε′p2〉1/2 increases with increasing Ar, with
ε′p = εp − 〈εp〉, indicating enhanced clustering. Perhaps less obvious, the volume
fraction fluctuations normalized by 〈εp〉 are maximum for the intermediate volume
fraction case (〈εp〉 = 0.025).
Because turbulence in CIT is driven by two-way coupling with the particle phase,
there exist few characteristic scales that can be calculated a priori. However, the
Taylor Reynolds number Reλ = urmsλ/νf and the Stokes number Stη = τp/τη, both
of which must be computed a posteriori, provide insight on the resulting turbulence.
Here urms is the average root-mean-square velocity, λ =
√
15νf/εfurms is the Taylor
micro-scale with εf the viscous dissipation rate and τη =
√
νf/εf is the Kolmogorov

























































































































































































































































































































Figure 4.1: Instantaneous snapshots of fully developed CIT at statistical steady state.
A slice at the centreline in the x–y plane is shown, with particle position (white) and
normalized vertical fluid velocity uf/V0 (colour).
It can be seen that high volume fractions correspond to larger Stokes numbers and
lower values of Reλ. Both Stη and Reλ tend to increase when larger body forces
are applied (i.e. larger Ar). Because fluid velocity fluctuations are generated by
two-way coupling, Reλ > 0 only when 〈εp〉 > 0. That said, Reλ is seen to decrease
with increasing 〈εp〉 for Ar = 1.8 and 5.4. This is likely due to increased dissipation
through drag exchange (see table 4.3). However, this reduction is less dramatic as Ar
increases, and Reλ is seen to be approximately constant at Ar = 18.
4.3 Phase-averaged equations
In this section, we present the phase-averaged flow equations in which we seek to
model the unclosed terms that arise. This system of equations have been previously
derived [41] and is extended here to take into account nonlinear drag effects due to
F in Eq. (2.23).
Phase averaging (PA) is analogous to Favre averaging of variable-density flows
and is denoted by 〈(·)〉p = 〈εp(·)〉/〈εp〉. Fluctuations about the PA particle velocity
are expressed as u′′p = up(x, t) − 〈up〉p, with 〈u′′p〉p = 0. This gives rise to the
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PA particle-phase turbulent kinetic energy (TKE), kp = 〈u′′p ·u′′p〉p/2. Here, up is the
particle-phase velocity in an Eulerian frame of reference. It should be noted that 〈up〉p
is equivalent to the average particle velocity 〈vp〉 (with angled brackets here used to
represent a particle average). Thus, 〈up〉p will be used throughout to characterize the
mean settling velocity of the particle phase. In a similar fashion, the PA operator in
the fluid phase is defined as 〈(·)〉f = 〈εf (·)〉/〈εf〉. Fluctuations about the PA fluid
velocity are given by u′′′f = uf (x, t)− 〈uf〉f . With this, the fluid-phase TKE is given
by kf = 〈u′′′f · u′′′f 〉f/2.
For the statistically stationary and homogeneous flows considered herein, conti-
nuity implies 〈εf〉 is constant and the fluid-phase momentum equation reduces to
〈uf〉f = 0. In the particle phase, the only non-zero component of the averaged






















noting that for gas–solid flows, the terms involving σf,xi and pf are small enough to be
neglected [41]. This implies that at steady state, 〈up〉p ≈ 〈uf〉p + τ ?p g. Here, we incor-
porate the nonlinearities associated with drag in τ ?p = τp/〈Fd〉p, where 〈Fd〉p(〈εf〉, 〈Rep〉)
is the nonlinear drag correction [111] defined using averaged flow arguments. This def-
inition does not include the dependencies on drag covariance terms (i.e. 〈u′′′f F ′′d 〉p and
〈u′′pF ′′d 〉p), however, as shown in table 4.2, these terms have negligible contributions
when describing particle settling, 〈up〉p, and are thus neglected.
The transport equations for the fluid-phase Reynolds stresses can be reduced to
















































































































where the drag production term no longer appears, since it is a gravity-driven phe-
nomenon.
Due to the homogeneity of the flow and symmetry in the directions perpendic-
ular to gravity (y and z directions in this configuration), the unique, non-zero PA


































































































where Θ and σp are the granular temperature and the particle-phase viscous stress
tensor, respectively [41].
Due to the high density ratio in gas-solid flows, pressure exchange (PE) and vis-
cous exchange (VE) are often negligible [41]. Therefore, the overall kinetic energy
balance for CIT includes production due to drag (DP), pressure strain (PS), viscous
dissipation (VD) and drag exchange (DE). As in single-phase turbulence, VD results
from the resolved small-scale velocity fluctuations in the fluid phase. In contrast, the
drag exchange terms involve (i) DE2: viscous dissipation of unresolved fluid veloc-
ity fluctuations (in the viscous boundary layers around individual particles) and (ii)
DE1: energy transferred to the particles at the fluid-particle interface. Sundaram
and Collins [172] showed that the unresolved dissipation arises in the point-particle
model due to the difference between the fluid velocity at the particle location and
the particle velocity. Our previous work [41] showed that the relative contribution of
the interphase energy exchange (De1/(DE1+DE2)) is approximately 22%. Further,
the ratio of resolved to unresolved viscous dissipation was found to be less than 6%
and decreases with increasing Ar. Therefore we do not expect the unresolved viscous




4.4.1 Sparse regression with embedded invariance
The focus of this section is modelling the unclosed terms that appear in the fluid-
phase Reynolds-stress equations (6.5) and (4.5). The data used to inform these clo-
sures, as discussed in Section 4.2.2, is averaged after the flow has become statistically
stationary in time. These values are summarized in the table 4.3. In the streamwise
direction, drag production (DP) is mostly balanced by drag exchange (DE). Pressure
strain (PS) and viscous dissipation (VD) contain fluid-phase residual contributions,
while pressure exchange (PE) and viscous exchange (VE) contain contributions from
both phases. These terms are small compared to DP and DE, but are not negligible
in general. In the cross-stream direction, DE is mostly balanced by PS.
Each unclosed term is considered individually and models are learned using the
sparse regression methodology described in Beetham and Capecelatro [58] and sum-
marized here. In this method, it is postulated that any tensor quantity D can be
modelled using an invariant tensor basis, T, and a set of ideal, sparse coefficients, β̂,
D = Tβ̂. (4.8)
The ideal coefficients are determined by solving the optimization problem
β̂ = min
β
||D− Tβ||22 + λ||β||1, (4.9)
where β is a vector of coefficients that varies depending upon the choice of a user-
specified sparsity parameter, λ and || · ||22 and || · ||1 represent the L-2 and L-1 norms,
respectively. In the case of single-phase turbulence, this methodology can be used
readily with previously derived minimally invariant basis sets [173]. It is helpful to
note that sparse regression is openly available in several software packages, including
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streamwise direction
〈εp〉 PS VD DP DE VE PE
Ar = 1.8
0.0100 -0.004 -0.007 0.03 -0.02 0 0
0.0255 -0.189 -0.122 2.49 -2.75 -0.01 0
0.5000 -0.406 -0.162 6.04 -6.87 -0.04 0
Ar = 5.4
0.0100 -0.021 -0.049 0.15 -0.138 0 0
0.0255 -1.201 -0.482 15.18 -15.71 -0.06 0
0.5000 -2.680 -0.709 39.67 -43.00 -0.29 0
Ar = 18.0
0.0100 -0.106 -0.264 0.81 -0.732 0 0
0.0255 -9.988 -2.097 129.99 -131.1 -0.83 0
0.5000 -22.056 -3.455 317.84 -329.3 -3.32 0
cross-stream directions
〈εp〉 PS VD DE VE PE
Ar = 1.8
0.0100 0.002 -0.0004 -0.002 0 0
0.0255 0.096 -0.0079 -0.171 0.002 0
0.5000 0.219 -0.0140 -0.455 0.012 0.002
Ar = 5.4
0.0100 0.011 -0.0016 -0.01 0 0
0.0225 0.616 -0.0293 -0.83 0.017 0.002
0.5000 1.425 -0.0537 -2.323 0.083 0.007
Ar = 18.0
0.0100 0.053 -0.0052 -0.047 0 0
0.0255 5.144 -0.1102 -5.686 0.183 0.009
0.5000 12.020 -0.2305 -17.637 0.672 0.051
Table 4.3: Averaged terms for each contribution in the fluid-phase Reynolds-stress
transport equations (6.5) and (4.5).
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Table 4.4: Second-order, symmetric, deviatoric tensors available to the multiphase
RANS equations for modelling.
PySINDy [174]. However, to date an analogous basis has not yet been identified
for multiphase flows. Due to the relative simplicity of the system under study (i.e.
symmetry, homogeneity and stationarity), the parameters that may contribute to
such a basis are limited to three tensors: the fluid-phase Reynolds stress anisotropy
tensor, R̂f , the particle-phase Reynolds stress anisotropy tensor R̂p, and a the mean
slip tensor, Ûr (see table 4.4). The mean slip tensor is defined as Ur = ur⊗ur, where
ur = 〈up〉p−〈uf〉f is the slip velocity vector. An important property of this vector is
that in fully developed CIT it is always aligned with the direction of the body forcing
(in this case gravity).
Because the sparse regression methodology postulates the model to be a linear
combination of the basis tensors, this implies that the basis tensors must take on the
same properties as the quantity to be modelled. The four terms under consideration
here are all symmetric and thus the basis tensors must also be symmetric. The three
tensor quantities shown in table 4.4 are used in order to formulate a minimally in-
variant basis by following the procedure described in Spencer and Rivlin [16]. This
set of tensors, along with six scalar invariants, denoted S(i), by definition can ex-
actly describe the Eulerian–Lagrangian data. In the context of the sparse regression
methodology, the ideal coefficients β̂ may be constants or nonlinear functions of the
scalar invariants, S(i).
SectionubsectionResults and discussion Using the set of basis tensors defined
in Section 4.4.1, the sparse regression methodology is employed to identify closures
for the terms appearing in the fluid-phase Reynolds-stress equations (6.5) and (4.5),
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T (1) = I T (2) = Ûr




































T (13)= R̂f T (14)= R̂2f













































S(4)= Ar S(5)= ϕ S(6)= 〈εp〉
Table 4.5: Minimally invariant set of basis tensors and associated scalar invariants.
Here, (·)† = (·) + (·)T denotes the tensor quantity added with its transpose.
based upon the Eulerian–Lagrangian data described in Section 4.2.2. Since flow data
is homogeneous in all three spatial directions and we consider time-averaged data,
each case is zero-dimensional (i.e. a single value).
As seen in table 4.3, the contributions from viscous and pressure exchange are
either null, or relatively small even as mass loading is increased. For this reason,
modelling efforts are directed toward the four remaining terms: drag production,
pressure strain, viscous dissipation and drag exchange. Each is modelled separately,
beginning with drag production as it is the sole source of fluid-phase turbulent kinetic
energy in the absence of mean shear. As seen in Eq. (6.5), it is proportional to 〈u′′′f 〉p,
which is zero in the absence of particle clusters.
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Figure 4.2: Normalized coefficients, β̃ (left axis) and associated model error, ε, ( ,
right axis) for drag production. The three-term and six-term models are described
in equations 4.11 and 4.12, respectively. Terms 1–6, as denoted in equation 4.12, are
represented as , , , , , , respectively. These colors also correspond
with figure 4.4.
4.4.2 Drag production
As input to the sparse regression algorithm, drag production is non-dimensionalized
using the square of the PA particle velocity, 〈up〉2p and the drag time, τp. Because drag
production is symmetric and also contains zero off-diagonal components, the basis set
was restricted to only include terms that are functions of Ûr and I, which also exhibit
this property. While the Reynolds stresses have null off-diagonal components for this
particular configuration, this does not hold in a general sense.
During optimization, as λ is decreased, additional terms are added to the learned





In examining the relationship between model error and model complexity, we observe
that a significant reduction in error is achieved with three model terms and error is
drastically reduced when considering a six-term model. It is also notable that the
most important terms to overall model performance appear in the models with lesser
complexity and remain dominant as subsequent terms are added. This is indicated
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by the behaviour of the normalized coefficients β̃, given as β̂(p)/max β̂(1), where p
denotes the number of terms in the model.
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− 0.26ϕ−2Ûr︸ ︷︷ ︸
term 2
+ 0.22ϕI︸ ︷︷ ︸
term 3
− 0.09ϕ−2I︸ ︷︷ ︸
term 4
+ 0.01ϕ2Ûr︸ ︷︷ ︸
term 5





To illustrate the interplay between model complexity and interaction, we consider
the highly accurate, six-term model (see figures 4.3 (d)–4.3 (f) and Eq. 4.12) and the
simpler, three-term model (see figures 4.3(a)–4.3(c) and Eq. 4.11). In comparing the
performance of these models, we observe that the general scaling and spread of the
data is captured reasonably well with the three-term model, but that the complexity
added in the six-term model makes smaller adjustments that drive down model error.
As shown in figure 4.4, the accuracy of the three-term model is primarily centered on
the streamwise component of drag production (see figure 4.4 (a)); however, it over
predicts the cross-stream components (see figure 4.4 (c)). The six-term model, in
turn, reduces overall model error by more accurately describing both components;
however, this is most pronounced in the cross-stream direction (see figures 4.4 (b)
and 4.4 (d)).
In addition to discovering compact, algebraic models, sparse regression is also ro-
bust to sparse training data [58]. To illustrate this, a model was discovered using a
sparse training dataset corresponding to (Ar, 〈εp〉) = [(1.8, 0.05), (5.4, 0.001), (18.0, 2.55)]
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Three-term model















































































Figure 4.3: Drag production obtained from Eulerian–Lagrangian results (, cross-
stream component and ◦, streamwise components) and model prediction ( , cross-
stream component and , streamwise components). The model corresponds to
Eq. 4.12 with λ = 0.01. The associated model error is ε = 0.01.














and shown compared with the trusted Eulerian–Lagrangian data in figures 4.5 (a)–
4.5(c). It is notable that the sparsely trained model achieves reasonable accuracy
using a subset of the available training points. While additional more challenging
tests of the model are required and reserved for future work, this preliminary result
may suggest model robustness to variations in Ar and particle volume fraction.
The remaining terms, pressure strain, viscous dissipation and drag exchange, ex-
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Figure 4.4: Term contributions for the streamwise component of drag production
for the three-term (Eq. 4.11) and six-term (Eq. 4.12) models, shown for the case
Ar = 5.40 and 〈εp〉 = 0.001. Drag production obtained from the Eulerian–Lagrangian
simulations is shown as the dotted line. Terms 1–6 are represented as , , , ,
and , respectively.
hibit similar performance as drag production and are summarized here. All three
terms are normalized by kf/τp in order to ensure realizability in the Reynolds stresses.
The sparse regression algorithm was given access to constant coefficients as well as
coefficients dependent upon the invariants, S(i), up to order three. It is notable
that while complex nonlinear coefficients were accessible to the algorithm, they were
ultimately not chosen.
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Figure 4.5: Model learned from sparse training data (denoted with grey shaded
boxes). The training and testing error are 0.07 and 0.08, respectively. Using the
convention from previous figures, Eulerian–Lagrangian results (◦, streamwise compo-
nent and , cross-stream components) and model prediction ( , streamwise compo-
nent and , cross-stream components). The sparsely trained model corresponds to
Eq. 4.13.
4.4.2.1 Pressure strain and viscous diffusion
Pressure strain and viscous diffusion both redistribute turbulent kinetic energy


















− 1.62R̂f R̂pR̂p + ϕ〈εp〉
(










respectively. The dominant terms important for capturing the behaviour of pressure
strain across flow parameters are ϕ〈εp〉Ûr and ϕ〈εp〉R̂p and inclusion of only these
two terms results in model error of ε = 0.15.
In the case of viscous diffusion, a four-term model is learned in which the three
terms that persist into the six-term model are ϕ〈εp〉Ûr, ϕ〈εp〉R̂f R̂p and R̂f R̂pR̂p.
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Figure 4.6: Pressure strain Eulerian–Lagrangian results (◦, streamwise component
and , cross-stream components) and model prediction ( , streamwise component
and , cross-stream components). Model corresponds to Eq. 4.14 and results from
λ = 0.3. The associated model error is 0.04.




































Figure 4.7: Viscous diffusion Eulerian–Lagrangian results (◦, streamwise component
and , cross-stream components) and model prediction ( , streamwise component
and , cross-stream components). Model corresponds to Eq. 4.15 and results from
λ = 0.2. The associated model error is 0.07.
The fourth term, ϕ〈εp〉R̂p, is replaced by the three remaining terms that appear in
Eq. 4.15. This reduces model error from 0.29 to 0.07, in a similar manner as described
for drag production.
4.4.2.2 Drag exchange
Drag exchange describes the mechanism by which turbulent kinetic energy is par-
titioned between the phases. For this case, all terms in the model are of nearly equal
importance. A four-term model is learned which excludes ArÛr with an error of
ε = 0.16 as compared with the model error of ε = 0.15 in the case of the five-term
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Figure 4.8: Drag exchange Eulerian–Lagrangian results (◦, streamwise component
and , cross-stream components) and model prediction ( , streamwise component
and , cross-stream components). Model corresponds to Eq. 4.16 and results from
λ = 0.006. The associated model error is 0.15.















For all of the terms considered, sparse regression is capable of uncovering models
with model error to machine precision of zero (associated with λ = 0); however, these
resultant models are substantially more complex and likely would not perform well
outside the scope of training due to overfitting subtle nonlinearities. These models, for
comparison, contain 18 terms for pressure strain, viscous diffusion and drag exchange,
respectively, and 8 terms for drag production.
4.4.2.3 Particle-phase closures
The same procedure as described above was used to formulate closures for each of
the terms appearing in the particle-phase Reynolds stress equations. The resultant


















−4.79 + 4.08ϕ〈εf〉3 − 3.05ϕ〈εf〉
)
Ûr





Here, the particle-phase terms are normalized by the dissipation of TKE in order to
achieve appropriate scaling behavior with respect to time. The associated values of
λ and model error for the pressure strain, viscous dissipation and drag exchange are
given as λ = (0.3, 0.3, 1) and ε = (0.08, 0.10, 0.03), respectively.
4.4.2.4 Summary of the multiphase RANS equations
In this section, we propose a complete set of transport equations for strongly-
coupled gas-particle homogeneous flows, with a simpler set of equations for the trans-
port of the total Reynolds Stresses. This allows for improved stability and robustness.
The closures for individual balance terms are then useful to algebraically decompose
the full Reynolds stresses into individual contributions. This system, along with the
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Here, the coefficients, Cεf , Cεp , C1, C2, C3 and C4, depend upon flow parameters.
These dependencies were learned using the sparse regression algorithm described pre-
viously and are all nonlinearly parameterized by the mass loading according to
Cεf = 0.44〈ϕ〉 − 0.05〈ϕ〉1.5 − 0.21〈ϕ〉−2, (4.24)
Cεp = 0.01〈ϕ〉 − 0.001〈ϕ〉1.5 + 0.02〈ϕ〉−2, (4.25)
C1 = 1.40〈ϕ〉 − 0.18〈ϕ〉1.5 + 2.17〈ϕ〉−2, (4.26)
C2 = 0.18〈ϕ〉 − 0.02〈ϕ〉1.5 + 0.12〈ϕ〉−2, (4.27)
C3 = 1.20〈ϕ〉 − 0.16〈ϕ〉1.5 + 2.03〈ϕ〉−2, (4.28)
C4 = 0.15〈ϕ〉 − 0.02〈ϕ〉1.5 + 0.11〈ϕ〉−2. (4.29)
The fluid drift velocity, defined as ud = 〈uf〉p − 〈uf〉f , requires modelling for
the fluid velocity seen by the particles, 〈uf〉p, as does the particle phase momentum
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−7.8R̂f + 4.6R̂p + 2.2
]
(〈up〉p − 〈uf〉f ) (4.30)
using λ = 1, resulting in a model error of 0.06. Here, we impose that the model be
scaled by the variance of the particle volume fraction, 〈ε′2p 〉, in order to ensure this
quantity approaches zero in the dilute limit.
Finally, since the variance of particle volume fraction is not known a priori, an










4.4.3 Application to transient flow
To assess model realizability, it is imperative to evaluate the transient behavior
that precedes the stationary state. To this end, we generate transient data by using
the statistically stationary solution from the cases described in section 4.2 as an initial





(−g, 0, 0), if t < 0
(g, 0, 0), if t ≥ 0
. (4.32)
This strategy generates temporally evolving data and allows us to apply our mod-
els to a homogeneous flow, while relaxing the assumption of stationarity. Three cases
corresponding to Ar, 〈εp〉 = [(1.8, 0.0255), (5.4, 0.05), (18, 0.001)] were simulated in
order to probe the entire parameter space. The performance of the drag production
model, in particular, is highlighted in figure 4.10 and compared against the transient
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(a) Ar, 〈εp〉 = (1.8, 0.0255) (b) Ar, 〈εp〉 = (5.4, 0.001) (c) Ar, 〈εp〉 = (18, 0.05)

























Figure 4.9: Temporal evolution of drag production obtained from the learned
model 4.12 ( ) and Euler–Lagrange data ( ) for CIT after gravity is reversed
instantaneously.
(a) Ar, 〈εp〉 = (1.8, 0.0255) (b) Ar, 〈εp〉 = (5.4, 0.001) (c) Ar, 〈εp〉 = (18, 0.05)























Figure 4.10: Temporal evolution of mean particle settling velocity obtained from
the multiphase RANS equations ( ) and Euler–Lagrange data ( ) for CIT after
gravity is reversed instantaneously.
EL data for all three cases considered. Finally, the forward solution of the system of
model equations presented is solved for these cases, and the predicted mean particle
velocities are compared with the EL data.
The models described herein are successful for the parameter space studied and
perform exceptionally well on transient data, despite being trained using stationary
data. While care has been taken to ensure asymptotic agreement with the dilute
limit, the robustness of the models applied to denser systems or non-homogeneous
flows is left for future investigation.
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4.5 Conclusions
In this Chapter, the multiphase RANS equations are presented for two-way cou-
pled gas–solid flows. In this class of flows, the coupling between the phases sponta-
neously gives rise to coherent particle structures, which in turn generate and sustain
turbulence in the carrier phase. This phenomenon has important engineering impli-
cations [4, 151, 56, 6] and makes the formulation of closure models that are predictive
across scales and flow conditions challenging.
We apply a newly formulated modelling methodology, sparse regression with em-
bedded form invariance [58], to highly-resolved Eulerian–Lagrangian data for fully-
developed CIT. The benefits of this methodology as compared with Neural Net-
works, which have become increasingly popular, are (1) interpretability of the resul-
tant closures, since they are in a closed algebraic formulation, (2) ease of dissemina-
tion to existing RANS solvers and (3) robustness to very sparse training sets. The
dataset used for model development spans a range of flow parameters, specifically
Ar = (1.8, 5.4, 18.0) and 〈εp〉 = (0.001, 0.0255, 0.05), in order to formulate models
across a range of typical conditions.
Particular attention is paid to the closures for the four dominant unclosed terms
that appear in the fluid-phase Reynolds stress equations – pressure strain, viscous dif-
fusion, drag production and drag exchange. In applying the sparse regression method
to each of these terms individually, we discover compact closures containing between
four and six term that are accurate across the scope of training (model error ranges
from 0.01 to 0.15). Because of the compact nature of the models developed and the
nature of the sparse regression algorithm, we are able to assess the relative impor-
tance of each term and its role in reducing model error. Further, we demonstrate that
even when training on a subset of the Eulerian–Lagrangian data, the methodology
learns a model that remains accurate outside the scope of its training. Additionally,
because of the compact, algebraic formulation of the method, resultant models are
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accessible for interpretation and terms of greater physical significance are easily iden-
tified. These findings suggest that the sparse regression methodology holds promise
for developing closures for more complicated multiphase flows, such as channel, duct
or bubbly flows. Further, since nearly all flows of practical importance involve both
walls and strong shear, future modelling work will focus on near-wall treatments and




On the Thermal Entrance Length in Gas-Solid
Flows
The dissipative nature of heat transfer relaxes thermal flows to an equilibrium
state that is devoid of temperature gradients. The distance to reach an equilibrium
temperature – the thermal entrance length – is a consequence of diffusion and mixing
by convection. The presence of particles can modify the thermal entrance length due
to interphase heat transfer and turbulence modulation by momentum coupling. In
this work, Eulerian–Lagrangian simulations are utilized to probe the effect of solids
heterogeneity (e.g., clustering) on the thermal entrance length. For the moderately
dense systems considered here, clustering leads to a factor of 2–3 increase in the ther-
mal entrance length, as compared to an uncorrelated (perfectly mixed) distribution
of particles. The observed increase is found to be primarily due to the covariance
between volume fraction and temperature fluctuations, referred to as the fluid drift
temperature. Using scaling arguments and Gene Expression Programming, closure is
obtained for this term in a one-dimensional averaged two-fluid equation and is shown
to be accurate under a wide range of flow conditions.
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5.1 Introduction
Internal flow exhibiting purely dissipative heat transfer exchanges heat with walls
or its surroundings and its temperature profile relaxes to an equilibrium. The thermal
entrance length, lth, is defined as the length after which temperature gradients with
respect to non-homogeneous directions vanish. Over the last several decades, the
thermal entrance length has been studied extensively in the context of laminar and
turbulent single-phase flows [see, e.g., 175, 176, 177, 178]. For laminar flow bounded
by constant temperature walls, the entrance length may be estimated by [179]
lth/D = 0.05ReDPe, (5.1)
where ReD is the Reynolds number characterized by the vessel (pipe/duct) width
or diameter, D, and Pr is the Prandtl number. When considering heat transfer in
turbulent flows, the Nusselt number is used to assess when the flow has reached a fully-
developed state. In particular, the entrance length is defined as the length after which
the Nusselt number is within several percent (typically 1 to 5%) of the fully developed
value and can be thought of as the thermal equivalent to a hydrodynamic boundary
layer. While values across this range are used throughout the literature, Sparrow et al.
[175] pointed out that 5% has more utility for comparison with experimental results,
where achieving accuracy within 1 or 2% is challenging. Several models have been
proposed for the Nusselt number in recent years, based upon the thermally evolving,
turbulent pipe flow. Many draw upon the Dittus–Boelter correlation [180], given as
Nu= 0.023Re0.8D Pr
n where n = 0.4 for a heated fluid and 0.3 if it is cooled. Several
other works also formulate dependencies upon the nondimensional length scale L/D
[e.g., 178], where L is the pipe length.
While thermally evolving and wall-bounded, single-phase flows are of great impor-
tance (e.g., cooling systems for nuclear reactors, tube heat exchangers, etc.), many
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applications of interest also contain a disperse phase that exchanges heat with the
fluid. Of particular interest in this work are turbulent and thermally evolving gas–
solid flows. This class of flows is pervasive in nature and industry, spanning ap-
plications from volcanic eruptions [181, 182, 183] to the storage of thermal energy
[152, 184, 185, 186] and the upgrading of feedstock to usable fuels in circulating flu-
idized bed (CFB) reactors. In the case of CFB reactors, cool feedstock particles are
fluidized with a hot gas, with the goal of mixing the phases in such a way that the hot,
fluidizing gas exchanges heat with the particles, thereby initiating their devolatiliza-
tion into usable fuels. In both experimental and computational studies, it has been
observed that particles spontaneously organize into coherent structures (clusters),
thereby reducing contact between the phases, impeding mixing and delaying heat
transfer.
Early experimental work in the 1990s by Louge et al. [187], Ebert and Glicks-
man [188] showed that heat transfer between the particles in a fluidized bed and
surrounding walls is increased by up to an order of magnitude when compared to
single-phase turbulent flow. This increase in heat transfer was even more marked in
denser regions of particles. In the context of a CFB reactor, [189] found that dilute
suspensions of particles have the opposite effect and can impede heat transfer to the
wall. In addition to these experimental works, several contemporary computational
works have demonstrated that coherent structuring of particles may inhibit mixing
between phases and detrimentally impact heat transfer [67, 151, 152, 56, 6]. This phe-
nomenon has important implications for reactor design and efficiency, since reduced
heat transfer performance impacts the thermochemical conversion rate. Despite the
thermal entrance length’s crucial role in properly sizing industrial unit operations,
the effect of solids heterogeneity on this quantity remains largely unknown.
In the last decade, advancements in high performance computing has allowed
for increased access to high-fidelity and large-scale computational studies of complex
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multiphase flows. For example, Lei et al. [190] use progressive filtering of highly
resolved simulations to formulate an improved model for the interphase heat trans-
fer coefficient. Rauchenzauner and Schneiderbauer [191] derive a spatially averaged
Euler–Euler model for heat transfer for wall-bounded, dense gas–solid flows by propos-
ing a drift temperature that represents the fluid temperature fluctuations seen by the
particles, the primary quantity of interest in the present work, and propose closures.
Jofre et al. [192] studied heat transfer in irradiated turbulent dilute gas–solid flow us-
ing a two-step approach similar to the one undertaken in this work. They determined
that the residence time and structure of particles play dominant roles in describing
heat transfer. Another recent work [193] demonstrated that the pseudo-turbulent
heat flux that arises in filtering the heat equation, is an important factor describing
thermal properties. Yousefi et al. [194] employed particle-resolved direct numerical
simulation to probe the heat transfer in particle-laden channels at moderate volume
fractions, demonstrating that the turbulent heat flux dominates large scale thermal
behavior.
While research on multiphase heat transfer is active and growing, the effect of par-
ticle heterogeneity on the thermal entrance length remains an open question. In this
work, the thermal entrance length is examined via Eulerian–Lagrangian simulations
by employing a two-step approach. First a moderately dense isothermal, gas-particle
flow is simulated to generate realistic clustering. Next, the cold-flow simulations are
fed into a statistically one-dimensional domain with a prescribed temperature dif-
ference between the phases at the inlet boundary. From these results, we quantify
the effect of mean solids volume fraction, Péclet number and ratio of heat capacities
on the thermal entrance length and propose scaling relations for both clustered and
uniform gas–solid flows. We then derive the two-fluid heat equations, quantify which
terms are responsible for deviations from an uncorrelated solids phase and propose a
model for the dominant, unclosed term. This model is formulated using both scal-
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ing arguments and Gene Expression Programming and is compatible with existing
two-fluid theory.
5.2 System configuration
In this work, our goal is to examine the effect of realistic multiphase hydrody-
namics on heat transfer and thermal entrance length. To do this, we use a two-step
simulation setup representative of the fully-developed interior of a riser in a CFB reac-
tor. A sketch of this configuration is outlined in Figure 5.1. Here, clustering behavior
is established in an isothermal simulation, which then is fed into a thermally-evolving
domain.
Figure 5.1: A fully developed configuration of particles (cold) and gas (hot) is injected
into the thermal domain. Here, the initially cold particles are shown in the left pane.
On the right, instantaneous snapshots of the fluid phase temperature is shown from
an early time (top) to a fully developed period (bottom).
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5.2.1 Isothermal simulations
Prior to simulating thermally-evolving two-phase flows, the hydrodynamics are
established in a separate set of simulations. We consider three-dimensional, homoge-
neous, fully-developed gas–solid riser flow in the absence of heat transfer. In these
simulations, Np particles each with diameter dp and density ρp are initially randomly
distributed in a quiescent gas with density ρf and kinematic viscosity νf . A body
force (gravity, g) drives the hydrodynamics and the mass flow rate is forced such
that the mean fluid velocity is held at a fixed value, ubulk, mimicking the flow condi-
tions inside a riser. Here, ubulk exceeds the anticipated particle settling velocity, and
opposes the direction of gravity such that the particles are entrained in the fluid.
Due to strong coupling between the phases, the particles form dense clusters that
generate correlation between the particle volume fraction, εp, and fluid velocity, uf .
When in a correlated (clustered) configuration, assemblies of particles experience
enhanced settling, on the order of 2 to 3 times greater than the terminal velocity
of an isolated particle, V0. This increased settling establishes a mean slip velocity
between the phases that is not known a priori [see 40, 59, for more details].
In this configuration, relatively few non-dimensional groups arise. These include
the Galileo number, Ga =
√
(ρp/ρf − 1)d3pg/νf ; the bulk Reynolds number, Rebulk =
ubulkdp/νf ; and the mean mass loading ϕ = ρp〈εp〉/(ρf〈εf〉). Here, εf = 1− εp is the
fluid-phase volume fraction, and angled brackets denote an average in all three spatial
directions and time. The parameters associated with the isothermal simulations are
summarized in Table 5.1, where sets of values denote quantities that are varied in the
simulations. Further details on the set up and flow physics of these simulations can
be found in Beetham et al. [59].
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Dimensional quantities
dp Particle diameter 90 [µm]
ρp Particle density 1000 [kg/m
3]
ρf Fluid density 1 [kg/m
3]
νf Fluid viscosity 1.8×10−5 [kg/m s]
ubulk Bulk fluid velocity (0.42, 2.11, 2.95) [m/s]
g Gravity 0.8 [m/s2]
τp Stokes response time 0.025 [s]
Non-dimensional Quantities
Np Number of particles (610,370, 15,564,442, 30,518,514)
ϕ Mass loading (1.0, 26.2, 52.6)
Ga Galileo number 2.3
〈εp〉 Mean particle volume fraction (0.001, 0.0255, 0.05)
Rebulk Reynolds number (2.1, 10.5, 14.7)
Computational quantities
Domain size (W × L× L) 0.158× 0.038× 0.038 [m]
Grid size (nx × ny × nz) 512× 128× 128
Table 5.1: Summary of relevant parameters for the isothermal simulations.
5.2.2 Thermal simulations
Once a statistically stationary state is reached in time, a snapshot of the isothermal
simulation is then fed into the thermal domain. This domain is initially comprised of
fluid with heat capacity, Cp,f , and thermal diffusivity, κf . At the inlet, the fluid tem-
perature is given a uniform value, Tf,0. In the spanwise directions, periodic boundary
conditions are employed and the domain lengths match the isothermal simulation. In
the streamwise direction, y− z plane data is taken incrementally from the isothermal
snapshot and fed in as an inlet condition at x = 0. Particles are assigned a uniform
temperature, Tp,0 < Tf,0, and heat capacity, Cp,p. After injection, two-way coupling
drives the phases toward thermal equilibrium.
The thermal simulations introduce three additional relevant dimensionless groups:
the Prandtl number, Pr= Cp,fνfρf/κf ; the Péclet number, Pe= dpubulkρfCp,f/κf ; and
the ratio of heat capacities, χ = Cp,p/Cf,p. The parameters used in these simulations
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are summarized in Table 5.2, where sets of values are provided for the quantities that
are varied in the simulations. Using the riser of a CFB reactor as our motivation, we
prescribe the inflow velocity, ubulk, such that the resultant Péclet number corresponds
to typical riser conditions [195]. Three values of χ are considered, corresponding to
the heat capacities of sand [196], Zeolite 4A [197] (a catalyst used in the processing
of conventional oil) and bagasse [96] (a woody pulp biproduct of the commercial
processing of sugarcane commonly used in biomass pyrolysis).
Particle-phase quantities
Cp,p Particle heat capacity (840, 921 2300) [J/kg K]
Tp,0 Initial particle temperature 300 [K]
Fluid-phase Quantities
Cp,f Fluid heat capacity 1.013 [kJ/kg K]
Tf,0 Initial fluid temperature 400 [K]
κf Fluid thermal conductivity 0.0334 [J/m s K]
Non-dimensional quantities
Pr Prandtl number 0.7
Pe Péclet number (1, 5, 7)
χ Ratio of heat capacities (829, 909, 2270)
Table 5.2: Summary of parameters for the thermally evolving simulations.
5.3 Computational methodology
The numerical simulations are solved in a volume-filtered Eulerian–Lagrangian
framework for an incompressible viscous fluid with spherical, rigid particles under-
going heat exchange [81, 56]. The volume-filtered equations and details about the
code used to solve them are described in Secs. 2.2.3-2.2.5. For the configurations
under study here, the mass transfer and chemical kinetics are neglected for the ther-




In this section, we summarize the results of the Euler–Lagrange simulations carried
out using the setup and parameters discussed in Section 5.2 and the computational
framework laid out in Section 5.3. We begin by reporting high level observations
of both the cold-flow and thermal simulations, and then show profiles for the mean
temperatures and quantify the thermal entrance length for each case. Finally, we pro-
pose scaling relations for the thermal entrance length corresponding to uncorrelated
(uniform) particles and another that takes clustering into account.
5.4.1 Flow visualization
Three cold-flow (isothermal) simulations are performed using the parameters sum-
marized in Table. 5.1. Instantaneous snapshots are shown in Figure 5.2. Beginning
from an initially random distribution of particles, particles fall under gravity while
the mean mass flow rate of the gas phase is held constant, allowing for a mean slip
velocity between the phases to be established and a statistically stationary state to
be reached after approximately 50τp. The degree of clustering is seen to vary as the
volume fraction is increased. Dense suspensions of particles entrain the gas phase
downward, resulting in so-called jet bypassing (high-speed upward flow in regions
devoid of particles). At this point, the fluid-phase turbulent kinetic energy is pro-
duced by wakes behind clusters and shear layers at the edge of clusters, referred to
as fully-developed cluster-induced turbulence (CIT) [40, 41].
In the thermal simulations, cool particles and hot gas from fully-developed CIT are
injected into the thermal domain and heat transfer is enabled between the phases. As
shown in Figure 5.3, the cool centers of dense clusters persist far into the domain and
cool the surrounding fluid, while regions of dilute particles are heated more rapidly
and have a minimal effect in cooling the fluid. This behavior is observed to be more
dramatic for lower volume fraction and low Péclet number. Not surprisingly, as the
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Figure 5.2: The isothermal simulations begin with an initially random distribution
of particles (left) and evolve into a statistically stationary state characterized by
clustering (middle 3 panels). These clusters generate and sustain turbulence in the
fluid phase. Clusters entrain the fluid as they fall resulting in upflow in regions void
of particles (right panel).
volume fraction is increased, the increase in mass loading of cold particles can more
rapidly cool the surrounding gas, though hot spots still appear in regions devoid of
particles. This behavior is shown in Figure 5.4.
5.4.2 The thermal entrance length
To quantify the thermal entrance length, we extend the definition from single-
phase pipe flow to the configuration under consideration. Since both phases relax to
an equilibrium temperature, a nondimensional thermal entrance length, lth, can be
defined as the location after which the difference between the mean temperatures is
within 5% of the inlet temperature difference, or









Fluid & Particle  
Temperature
Figure 5.3: Hot (red) gas and cold (blue) particles are fed into a hot, quiescent
thermal domain. From top to bottom: (a) When the particle phase is uncorrelated
(uniformly distributed), the thermal entrance length is shorter as compared with a
correlated (clustered) configuration of equal solid-phase volume fraction. (b) Clusters
generate heterogeneity in the velocity (not shown) and temperature fields and (c)
dilute regions of particles are heated rapidly, while denser clusters of cold particles
persist further into the domain. Images correspond to a instantaneous snapshots for
〈εp〉 = 0.001, Pe = 5 and χ = 829. A high-resolution video of this image can be found
in the supplementary materials.
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and x̂ = d/dp is the nondimensional streamwise position.




























Figure 5.4: Temperatures are compared for the three volume fractions under study
(〈εp〉 = 0.001, 0.0255 and 0.05, from left to right) and (Pe, χ) = (5, 829). The top row
shows the mean temperature profiles for a uniform distribution of particles ( , )
and the Euler–Lagrange simulations ( , ), where the shaded regions represent the
±σ, where σ is the standard deviation. The bottom row shows the fluid temperature
in the region between the inlet and x̂ = lth. Red corresponds to high temperature
and blue to low. The contours denote εp = 2〈εp〉.
The thermal entrance lengths for the clustered, Euler–Lagrange results are com-
pared with the development lengths for a uniform distribution of particles of equiva-
lent mean volume fraction, l0th (see Figs. 5.4 and 5.5). By making this comparison, the
effect of heterogeneity on interphase heat exchange can be isolated. Further, since the
effect of clustering appears as a subgrid scale term in coarse-grained models [191, 56],
the ratio of these quantities highlights the errors associated with neglecting these
contributions.
For the cases considered, it is observed that the thermal equilibrium temperature
is lowered with increasing volume fraction, owing to the increased mass loading of cool
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particles as previously discussed. Additionally, the thermal entrance length decreases
with increasing volume fraction, but in all cases, the presence of clusters acts to in-
crease the thermal entrance length as compared with an uncorrelated distribution of
particles. This can be seen in greater detail in Figure 5.3 and is primarily a conse-
quence of the reduced contact with a hot fluid phase, making clustered particles less
effective at cooling the surrounding fluid than lone particles. Finally, in Figure 5.4,
the shaded regions represent ±3 standard deviations from the mean temperature.
This variation in temperature is greater in the fluid phase as compared with the par-
ticle phase, and the overall variation in temperature reduces with increasing volume
fraction.
In Figure 5.5, the entrance length obtained from the simulations are normalized
by l0th, as previously mentioned, and compared against volume fraction, Pe and χ.
Here, we observe that for all the configurations considered, the entrance length for
clustered particles is between 2 and 3 times longer than a uniform distribution, but
that this relationship is complexly related to volume fraction and Péclet number, in
particular. Notably, the development length increases non-monotonically with parti-
cle volume fraction for moderate and high Péclet numbers, which is likely explained
by similar behavior observed in the normalized standard deviation of the volume frac-
tion,
√
〈ε′2p 〉/〈εp〉, a measure of the degree of clustering [see 59]. Finally, we observe
that the ratio of heat capacities, χ, has a relatively minimal effect on the thermal
entrance length for clustered flows as compared with the entrance length for unclus-
tered flows, l0th. This is shown in the inset panels in Figure 5.5 and indicates that the
thermal entrance length for clustered flows does not change significantly as compared
l0th. This implies that models for capturing heterogeneous behavior should depend
only on 〈εp〉 and the Péclet number.
Finally, we compute l0th over a range of volume fraction, Péclet , Reynolds and

























Figure 5.5: The entrance length normalized by the entrance length for a uniform
distribution of particles of equivalent volume fraction (top). Here, Péclet numbers 1,
5 and 7 are denoted by squares, circles and triangles, respectively. The inset bottom
two plots examine the effect of χ, where white, light gray and dark gray denote
χ = (829, 909, 2270).
length for a uniform distributions of particles,
l0th = 0.108 Rebulk Pr 〈εp〉−1. (5.4)
In this expression, the existence of the particles augments the single-phase expres-
sion (5.1) by a factor of 0.216〈εp〉−1. This quantifies the observation that the entrance
length increases with decreasing solids volume fraction and increasing Reynolds num-
ber. Here, this increase is nearly exponential with respect to volume fraction and
linear with respect to Rebulk. The l-2 norm of the error of the scaling relation for
Rebulk ∈ [0.2, 22] and 〈εp〉 ∈ [0.001, 0.5] is 0.02. A similar scaling relation can be
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+ 0.108 Rebulk Pr 〈εp〉−1, (5.5)
where the variance in volume fraction is informed by a modified version of the model
developed by Issangya et al. [198] given as
√
〈ε′2p 〉 = 1.48〈εp〉 (0.55− 〈εp〉) . (5.6)
In this expression, the first coefficient differs from the original model of Issangya et al.
[198], 1.584, to fit our data more accurately. The model (5.5) returns the scaling for
an unclustered configuration, l0th, when particles are uncorrelated (i.e., 〈ε′2p 〉 = 0).
This scaling relation has a normalized l-2 error norm of 0.04 for the data considered
in this study.
In the following section, we quantify the terms responsible for the complex behav-
ior we observed in the thermal entrance length and propose closure to predict it over
a range of conditions.
5.5 Modeling
In the previous section, we demonstrated that the thermal entrance length for
clustered flows varies significantly from their uniform flow counterparts. Additionally,
we observed that these differences depend complexly on the mean particle volume
fraction as well as the Péclet number. To quantify the effect that correlated phases
has on this phenomenon, we first derive the one-dimensional, two-fluid heat equations.
Next, we evaluate the contributions of each of the terms appearing in the thermal
balance and propose models for the dominant unclosed term.
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5.5.1 One-dimensional heat equations
For the configurations under consideration, the flow is statistically stationary in
time, statistically homogeneous in the spanwise directions and thermally evolving
in the streamwise direction. This implies that all quantities of interest are one-
dimensional in x. To formulate the associated 1D heat equations, we first nondimen-
sionalize the heat equation, then conduct volume fraction-weighted (phase) averaging.
Nondimensionalization is carried out by selecting the particle diameter, dp, as a char-
acteristic length scale and the inlet bulk velocity, ubulk, as a characteristic velocity.
Details on both of these derivations can be found in A and B.
Beginning with the fluid-phase heat equation (2.17), the nondimensional fluid




(εfθf ) + Pe
∂
∂x̂
(εf ûfθf ) = εf
∂2θf
∂x̂2
− 6Nuεp (θf − θp) , (5.7)
where x̂ = x/dp, ûf = uf/ubulk and t̂ = t/(dp/ubulk). The particle-phase heat equa-
tion (2.25) can be similarly nondimensionalized. First, the particle phase heat equa-
tion is rewritten in the Eulerian sense by conducting a change of frame from the
Lagrangian particle heat equation and projecting it to the Eulerian grid (see A).














+ 6Nuεp (θf − θp) , (5.8)
where, χ is the ratio of heat capacities.
Next, Reynolds averages (denoted with angled brackets) in time and the span-
wise directions are applied in order to treat these expressions as statistically one-
dimensional. In doing so, the time derivative is null and due to periodicity in the y−
and x− directions, gradients and divergence operators reduce to full derivatives with
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+ 〈6Nuεp (θf − θp)〉. (5.10)
As will be discussed later, the diffusion terms are found to have a minimal contribution
to the thermal balance in both phases, but they are included here since the Péclet
numbers are O(1). In cases of very large Péclet number, however, the diffusion term
can be eliminated a priori due to the factor 1/Pe that multiplies it.
Due to the presence of the volume fraction on all terms, a phase average defined as
〈(·)〉f = 〈εf (·)〉/〈εf〉 and 〈(·)〉p = 〈εp(·)〉/〈εp〉 (as described in Fox [39]) is convenient
to invoke. This process substantially reduces the number of terms present as compared
with strict Reynolds averaging.
In these expressions, angled brackets without a subscript, 〈(·)〉, denote a Reynolds
average in time and the cross stream directions (i.e., y and z). Here, fluctuations
from Reynolds averages are denoted as (·)′ and fluctuations from the particle and
fluid phase averages are denoted as (·)′′ and (·)′′′, respectively. This yields a coupled
system of two-fluid equations that may be utilized to model macroscopic heat transfer
(noting that the solution of the momentum equations is trivial for the configuration
















〈Nu〉p (〈θf〉f − 〈θp〉p)︸ ︷︷ ︸
Term 2
+ 〈Nu〉p〈θ′′′f 〉p︸ ︷︷ ︸
Term 3
























〈Nu〉p (〈θf〉f − 〈θp〉p)︸ ︷︷ ︸
Term 2
+ 〈Nu〉p〈θ′′′f 〉p︸ ︷︷ ︸
Term 3






The terms in these expressions can be categorized as purely fluid, purely particle
and mixed. The terms on the left-hand side of the particle and fluid equations rep-
resent convection and diffusion and are purely fluid and purely particle, respectively.
Terms 1 and 6 are scalar fluxes, which are unclosed and traditionally modelled by
classical gradient diffusion models (e.g., the Boussinesq approximation). While these
methods are successful in single-phase flows, they have been shown to fall short of
being predictive in the context of highly anisotropic, multi-phase flows [164]. Finally,
the interphase heat exchange terms (Terms 1–5), are the same across the fluid and
particle phase descriptions, with the exception of a constant factor of ρf/(ρpχ) that
appears in the particle phase equation and a factor of 〈εp〉/〈εf〉 in the fluid phase. For
brevity, these two factors are referred to as C1 and C2 henceforth. Of the interphase
heat exchange terms, only Term 2 is a function of solution variables (〈θf〉f , 〈θp〉p) and
are therefore closed. Term 3 includes a covariance between volume fraction and fluid
temperature fluctuations, 〈θ′′′f 〉p, which has been shown to be the main contributor to
hindering heat transfer in temporally evolving, homogeneous systems [56]. Terms 4
and 5 are cross correlations between phase temperature and Nusselt number.
In the absence of clustering (e.g., no correlation between temperature and volume
fraction), the only terms that remain are convection, diffusion and Term 2. Following
from the definition of the phase average, 〈θf〉f = 〈θf〉 + 〈ε′fθ′f〉/〈εf〉, thus, in an
uncorrelated, homogeneous system, 〈θf〉f is equivalent to 〈θf〉 and 〈θp〉p = 〈θp〉) since
cross correlations are null.
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Figure 5.6: Balance of terms contributing to the phase averaged fluid temperature as
given in Eq. (5.11) for Pe = 5, χ = 829. In each of the three volume fractions (0.001,
0.0255 and 0.05 from left to right), three dominate the thermal behavior: Convection
(blue), Term 2 (orange) and Term 3 (red).
5.5.2 Thermal budget
To guide our modeling efforts, we now evaluate which of the terms appearing in
(5.11) and (5.12) have leading order effects. As such, the balance of these terms is
shown in Figure 5.6 for the illustrative case of Pe = 5 and 〈εp〉 = 0.0255. This demon-
strates that for the configuration under consideration, thermal behavior is dominated
by convection, Term 2 and Term 3. Of these terms, only the fluid phase tempera-
ture fluctuations as seen by the particles, 〈θ′′′f 〉p (defined as the ‘drift temperature’ in
Rauchenzauner and Schneiderbauer [191]), requires modeling and is equivalent across
both phases.
5.5.3 Closure of the drift temperature
In this section, we propose a closure model for 〈θ′′′f 〉p and equivalently, 〈ε′pθ′f〉
(see C). As previously mentioned, and by definition of the phase average, the
phase averaged temperatures are comprised of the Reynolds averaged temperature
plus the cross correlation between volume fraction and temperature (i.e., 〈θf〉f =
〈θf〉 + 〈ε′fθ′f〉/〈εf〉). Because of this, specifying boundary conditions for the heat
equations in terms of phase-averaged quantities cannot be done a priori without an
additional closure for these contributions. Rather than providing additional closures
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(one each for 〈ε′pθ′p〉 and 〈ε′fθ′f〉), we note that for the configuration under study,
the cross correlations are constant with respect to the streamwise direction and only
shift the temperature solution by this amount. In other words, the thermal entrance
length is equivalent when considering either the phase averaged or Reynolds aver-
aged temperatures, but the Reynolds averaged formulation does not require special
treatment for the boundary conditions, as they are specified as the same for clustered
and unclustered flows. (See C for more details).
Due to the equivalency of 〈ε′pθ′f〉 and 〈θ′′′f 〉p, the model proposed herein is suit-
able for use in simulations for which the solution variables are phase-averaged or
Reynolds averaged (demonstrated in Figure 5.8 where the proposed model detailed in
Section 6.4 is used in forward solutions of both sets of state variables). Thus implying
it is appropriate for use in a general two-fluid solver in which the hydrodynamics and
thermodynamics evolve simultaneously. Of course, in this situation, additional clo-
sures are required for the fluid and particle momentum equations in order to capture
cross correlations.












where Ñu denotes the Nusslet number computed using the correlation proposed by
Sun and Zhu [171] and mean quantities as arguments. As detailed in C, all of the
unclosed Reynolds averaged terms are null, except for the cross correlation between
particle volume fraction and the fluid-phase temperature fluctuations arising from
Term 3, as was observed for temporally evolving gas-particle flows from Guo and
Capecelatro [56].
This result points to the fact that cross-correlations between volume fraction and
temperature shift the phase averaged temperature from the Reynolds averaged tem-
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perature (e.g., 〈θf (x̂)〉f = 〈θf (x̂)〉 + 〈ε′fθ′f〉), where in these configurations the cross
correlations are constant with respect to x̂.
In formulating the closure for 〈ε′pθ′f〉, we observe that all configurations considered






+ C1 (〈θf〉 − 〈θp〉)
)
= b (〈θf〉 − 〈θp〉+ 1) (5.14)
where b is a constant coefficient, which may depend upon 〈εp〉, χ and Pe. Owing to





(〈θf〉 − 〈θp〉) (〈θf〉 − 〈θp〉+ 1)) (5.15)
and the system of equations is given as
d〈θf〉
dx̂
= −C1 (〈θf〉 − 〈θp〉) + b (〈θf〉 − 〈θp〉) [(〈θf〉 − 〈θp〉) + 1] (5.16)
d〈θp〉
dx̂
= C2 (〈θf〉 − 〈θp〉)−
C2
C1
b (〈θf〉 − 〈θp〉) [(〈θf〉 − 〈θp〉) + 1] . (5.17)
The open-source, Gene Expression Programming (GEP) MATLAB code of Sear-
son [199], is leveraged to learn the dependence of b on operating parameters. The
resultant model was selected from the models learned using a population size of 300,
with 500 generations and a maximum number of genes per individual of 6. The GEP
algorithm was provided with the value of b and associated 〈εp〉 and Pe for each train-
ing case (all three volume fractions, all three Péclet numbers and χ = 829) and was
permitted to evolve expressions from the following mathematical operations: mul-
tiplication/division, addition/subtraction, exponential/log, and square/cube. The
resultant learned model for b is given as
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Figure 5.7: Three example instances each of model performance ( , ) on training
data (top row) and testing data (bottom row), as compared to the mean quantities
from Eulerian–Lagrangian data ( , ).
where the inclusion of the variance of volume fraction,
√
〈ε′2〉, in the expression for b
ensures proper asymptotic behavior in the limit of no clustering (i.e., Term 3 vanishes
in the case of a uniform distribution of particles), which is modeled according to (5.6).
Figure 5.7 highlights the forward solution of the proposed model and the forward
solution for a uniform distribution of particles. Both are compared against the mean
Euler–Lagrange data. The top and bottom rows show three representative training
and test cases, respectively. Since the ratio of heat capacities was observed to have
a minimal effect on entrance length as discussed in Section 5.4, perturbations in χ
were reserved for the testing set.
Additionally, the predicted entrance lengths for the uncorrelated forward solution
and the forward solution with the proposed model for b is summarized in Table 5.3 and
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Figure 5.8: The learned model (shown as ( , ) and described in Eq. (5.18))
demonstrates improved prediction of thermal entrance length as compared to the
Euler–Lagrange results ( , ) in both the Reynolds-averaged (left) and the phase-
averaged formulations (right). The forward solution using the assumption of uni-
formly distributed particles is shown as ( , ), and is the same in both plots since
phase averaging and Reynolds averaging are equivalent when the phases are uncorre-
lated.
compared against the Euler–Lagrange results. We find that using an assumption of
uniformly distributed particles results in an under prediction of the thermal entrance
length between 40 and 70%. This highlights the importance of incorporating local
particle heterogeneity in reduced-order (coarse grained) models. The proposed model
demonstrates improved performance, predicting the thermal entrance length within
3.6%, on average for the training dataset and within 8.6% for the testing dataset.
To make physical connections with the resultant model, it is helpful to introduce
a new variable representing the temperature difference between the phases, 〈θ∆〉 =
〈θf〉−〈θp〉, and corresponding transport equation. This definition and some algebraic
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χ Pe 〈εp〉 lth l0th lmodelth ε0 εmodel
840
1
0.001 258.9 108.0 214.3 0.6 0.026
0.0255 36.0 12.0 32.5 0.7 0.095
0.005 15.4 8.6 15.4 0.4 0.00
5
0.001 1,059.5 558.9 1,114.4 0.5 0.045
0.0255 128.6 46.3 152.5 0.6 0.053
0.005 66.9 25.7 66.9 0.6 0.000
7
0.001 1,681.8 780.1 1,555.0 0.5 0.084
0.0255 173.2 63.4 210.9 0.6 0.020
0.05 90.9 32.6 94.3 0.6 0.000
Testing Dataset
921
1 0.0255 39.4 1.2 32.5 0.7 0.174
5 0.001 1,177.8 584.6 1,164.1 0.5 0.095
2300
1 0.0255 36.0 1.2 32.5 0.7 0.014
5 0.001 1,582.4 848.6 1,695.5 0.5 0.060
Table 5.3: Summary of thermal entrance lengths normalized by dp for clustered gas–
solid flows and associated model errors. The learned model was trained on data
for χ = 840. Remaining cases were reserved for testing. On average, the entrance
length predicted using an uncorrelated particle-phase assumption is under predictive
by 58%, while the prediction from the learned model predicts entrance length within
5.1%, where the mean training and testing errors are 3.6% and 8.6%, respectively.








































where we note that the equation for the mean temperature difference is of the same
form as the logistic equation, i.e., dA/dx = kA(1−A/L). In this sense, L is frequently
referred to as the limiting factor, or carrying capacity, of the system and k is the
growth rate. In the context of heat transfer for particle-laden flows, bifurcation points
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exist when either 〈θ∆〉 = 0 or 〈θ∆〉 = L. For this system and boundary conditions, the
only physically relevant bifurcation occurs when the temperature difference is null.
This point is a stable attractor, ensuring that all realizations with physical boundary
conditions and parameters will relax to thermal equilibrium.
Finally, the growth rate (which in this case is a negative value, indicating decay
to equilibrium) is given as −(C1 +C2) + b(C1−C2)/C1. In the event of no clustering,
the rate reduces to the uncorrelated growth rate −(C1 +C2), thus demonstrating that
the presence of clusters impedes the rate at which the phases approach equilibrium.
Written in this form, it can also be observed that the fluid- and particle-phase growth
rates differ by a factor of (−C1/C2), when clustering is present. Further, due to the
dependence of b on volume fraction and Péclet number, the model quantifies the
complex interplay of volume fraction and Péclet number on thermal entrance length.
This effect is visualized in Figure 5.9, where we observe that for low Péclet numbers,
variations in volume fraction have a greater effect on the value of b. Similarly, at high
volume fraction, changes in Péclet number (particularly between 0 and 1) also result
in large changes in b. Conversely, at high Péclet number and as volume fraction
approaches null, b only changes slightly. Further, since b implicates heat transfer
impedance, one can expect longer thermal entrance lengths for lower volume fractions
at higher Péclet numbers and lower particle volume fractions.
5.6 Conclusions
In this work, high resolution Euler–Lagrange simulations were leveraged to under-
stand the effect of heterogeneity on the thermal entrance length. These computations
enabled the quantification of the complex dependency of the entrance length on rele-
vant simulation parameters, Péclet number, volume fraction and ratio of phase heat
capacities. In addition, we compared the thermal entrance length for clustered and
uniform distributions of particles and found that clustering causes a 2 to 3 fold in-
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Figure 5.9: The modeled quantity, b (5.18), shown with respect to 〈εp〉 and Pe.
crease in lth. To capture this effect, we propose a scaling relation for lth in Eq. (5.4)
(for uniform distribution of particles) and Eq. (5.5) (for clustered) that bares resem-
blance to scaling laws for the thermal entrance length of single-phase flows, but with
an additional factor to account for the presence of particles.
To identify the physics responsible for the change in thermal behavior of clustered
flows, we derive the 1D two-fluid heat equations and evaluate which terms dominate.
This analysis demonstrated that the delay in heat transfer is described entirely by the
covariance between volume fraction and fluid temperature fluctuations, also known
as the ‘drift temperature.’ Since this quantity is sensitive to variations in Péclet
number and mean particle volume fraction, but is minimally sensitive to the ratio of
heat capacities, we then leverage scaling arguments and Gene Expression Program-
ming to propose a closure. The resultant model captures the complex dependency
of the drift temperature on Pe and 〈εp〉 and reduces the error in predicting thermal
entrance length by 90% as compared to predictions that neglect heterogeneity. We
also note that the proposed model is appropriate for use in both the Reynolds aver-
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aged and phase averaged formulations of the heat equations, making it a suitable for




Toward More Efficient Modeling: Blending Sparse
Regression with Gene Expression Programming
In recent years, there has been an explosion of machine learning techniques for tur-
bulence closure modeling, though many rely on augmenting existing models. While
this has proven successful in single-phase flows, it breaks down for multiphase flows,
particularly when the system dynamics are controlled by two-way coupling between
the phases. In this work, we propose an approach that blends sparse regression and
gene expression programming (GEP) to generate closed-form algebraic models from
simulation data. Sparse regression is used to determine a minimum set of functional
groups required to capture the physics and GEP is used to automate the formula-
tion of the coefficients and dependencies on operating conditions. The framework is
demonstrated on a canonical gas–solid flow in which two-way coupling generates and
sustains fluid-phase turbulence.
6.1 Introduction
In the last decade, data-driven approaches have become the predominant tool
for developing turbulence models [21]. Of these approaches, Neural Networks (NNs)
have gained a considerable amount of traction [22, 23, 24, 25, 26, 21, 27, 28, 29, 30].
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In contrast, a relative minority of approaches have elected to pursue strategies that
enable a compact, algebraic closure. Formulating models in this way has several
important properties including increased interpretability, ease of dissemination and
straightforward integration into existing solvers. These techniques generally fall into
two categories, (1) symbolic regression and (2) gene expression programming.
In the case of sparse regression, Brunton et al. [38] developed a strategy based
on sparse regression that identifies the underlying functional form of the nonlinear
physics by optimizing a coefficient matrix that acts upon a matrix of trial functions.
This construct has the important benefit of including the user in the modeling pro-
cess through selection of the trial functions. Schmelzer et al. [170], Beetham and
Capecelatro [58] recently extended the sparse identification framework of Brunton
et al. [38] to infer algebraic stress models for the closure of the Reynolds-averaged
Navier–Stokes (RANS) equations. In Schmelzer et al. [170], the models are written as
tensor polynomials and built from a library of candidate functions. In Beetham and
Capecelatro [58], Galilean invariance of the resulting models are guaranteed through
thoughtful tailoring of the feature space.
Gene expression programming (GEP), a data-driven technique inspired by the
Darwinian concept of survival-of-the-fittest, heuristically evolves symbolic models
until error is reduced beyond a threshold. In recent years, this strategy has gained
attention in the turbulence modeling. For example, GEP has demonstrated success
in the contexts of modeling large eddy simulation (LES) subgrid scale closures [200],
boundary layer theory [201], turbulent pipe flow [202] and informing RANS closures
[203, 204].
While these data-driven techniques have been increasingly utilized for modeling
single-phase turbulence, their application to multiphase turbulence modeling is still
relatively uncharted. Despite this, multiphase flows present a rich and diverse class
of problems for which machine learning can prove useful. Due to the large param-
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eter space frequently attributed to such flows, traditional modeling techniques have
historically failed, especially beyond dilute regimes, where models extended from
single-phase turbulence break down [see, e.g., 39, and discussion therein]. This di-
vergence from single-phase turbulence theory can be attributed to the fact that at
moderate volume fractions, particles generate turbulent kinetic energy (TKE) at the
smallest scales. This is the direct antithesis to the classical notion of the turbu-
lent energy cascade. Additionally, numerous practical applications span regimes from
dilute to dense particle loadings, motivating the need for models that are accurate
across regimes. This motivates the need for methodologies capable of formulating clo-
sures ‘from scratch,’ rather than augmenting existing models. These challenges, along
with the societal importance and pervasiveness of these flows, make them excellent
candidates for improvements in data-driven modeling techniques.
In this work, we propose a blending modeling approach which combines the
strengths of both sparse regression and GEP to inform multiphase turbulence clo-
sures in a way that leverages the physical knowledge of the modeler and automates
the determination of model components for which physical insight is not obvious or
does not exist. To demonstrate the utility of such an approach, we present a simple
configuration in which strong two-way coupling between fluid and particles generates
and sustains turbulence. This configuration has been discussed extensively in prior
work [see, e.g., 40, 41, 58, for more exhaustive details] and serves as a case study here.
6.2 Methodology
It is well established [17] that any tensor quantity, Dij, can be exactly described




β(n)T (n)ij , (6.1)
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where β(n) represents the n-th coefficient associated with a corresponding basis tensor,
T (n)ij . The coefficients may range in complexity from constants to nonlinear functions
of the principal invariants of the tensor bases. For many configurations, this infinite
sum can reduced to a finite sum by leveraging the Cayley–Hamilton theorem. This
results in a reduced set of tensors termed a minimal invariant basis [e.g., 16]. Using
knowledge of the system physics, a minimal invariant basis can be derived. Once this
basis is established, modeling can be broken into two tasks: (1) Which of the basis
tensors are most important for capturing the physics at play? and (2) How do the
coefficients depend on principal invariants or system parameters?
Sparse regression has been shown to be successful at addressing the first task
[58, 59] and works well for the second task when constant coefficients are sufficient.
However, when the system has a complex and large parameter space, as is the case
for multiphase turbulence, constant coefficients are no longer sufficient for capturing
physics across scales. In this situation, sparse regression is not an efficient method
for determining the form of the coefficients and requires the modeler to supply all
potential test functions to the algorithm manually. While this has important benefits
for embedding physics-based reasoning and properties into the resultant model (e.g.,
form invariance), it implies a tedious, ‘guess-and-check’ exercise if physics-based ar-
guments can no longer be used to supply test functions. In the present method, we
propose to offload this work to a gene expression algorithm when naivity in functional
form is unavoidable. This effectively automates the process of evaluating trial func-
tions for the coefficients, while preserving the benefits of using sparse regression to
inform the tensorial building blocks of the model.
The method can be summarized by three distinct modeling steps, as shown in
Figure 6.1, and outlined here for data spanning s unique conditions in the parameter
space (in the context of multiphase, turbulent flows, these parameters might include
solids volume fraction, Reynolds number, etc.):
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Figure 6.1: The modeling methodology has three steps: (1) Sparse regression identifies
the important basis tensors, (2) OLS squares provides the ideal coefficients for each
of the data sets for each of the identified bases and (3) GEP collapses the ideal
coefficients for each case into a compact, algebraic closure.




||D− Tβ||22 + λ||β||1 (6.2)
and assuming constant coefficients. Each base associated with a nonzero coef-
ficient in β̂ is deemed to be ‘essential’ and is retained in the final model. The
surviving bases are then condensed into a subset of T, denoted T⊂.
2. For each of the s conditions, compute the ideal constant coefficients associated
with the p essential bases, using Ordinary Least Squares (OLS):
β̂⊂s = min
β̂⊂s
||Ds − T⊂s β⊂s ||22, (6.3)
where β̂⊂s is of size p× 1, Ds is size q × 1, where q is the amount of data in the
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dataset (e.g. the number of time steps) and T⊂s is size q × p. Note that both
T⊂ and D require tensorial data to be reorganized as vertical vectors [see 58,
for details]. After this process has been done for all s conditions, concatenate
each of the β̂⊂s vectors into a matrix of size p× s.
3. Finally, provide each p-th row of β̂⊂ and matrix of parameters, P, associated
with the s conditions as input to the GEP algorithm. The resulting functional
model for β̂⊂ effectively collapses the vector of discrete values for β̂⊂ to a con-
tinuous, closed form with algebraic dependence on system parameters.
This modeling flow is illustrated in Figure 6.1, where s = 3 and p = 2 for demon-
stration purposes.
6.3 Case study description
Multiphase flows span large parameter spaces, making modeling challenging. Thus,
we use a simple gas–solid flow in which two-way coupling between the phases drives
the underlying turbulence as a case study to evaluate the effectiveness of the proposed
modeling framework. In this configurations, rigid spherical particles are suspended
in an unbounded (triply periodic) domain containing an initially quiescent gas. As
particles settle under the influence of gravity, they spontaneously form clusters. Due
to momentum exchange between phases, particles entrain the fluid, generating tur-
bulence therein. A frame of reference with the fluid phase is considered, such that
the mean streamwise fluid velocity is null. Key non-dimensional numbers that char-
acterize the system include the Reynolds number, the Archimedes number, defined
as
Ar = (ρp/ρf − 1)d3pg/ν2f . (6.4)
Alternatively, a Froude number can be introduced to characterize the balance between




the particle response time.
The mean particle-phase volume fraction is varied from 0.001 ≤ 〈εp〉 ≤ 0.05 and
gravity is varied from 0.8 ≤ g ≤ 8.0. Here, angled brackets denote an average in
all three spatial dimensions and time. Due to the large density ratios under con-
sideration, the mean mass loading, ϕ = 〈εp〉ρp/ (〈εf〉ρf ), ranges from O(10)–O(102),
and consequently two-way coupling between the phases is important. A large enough
domain with a sufficiently large number of particles is needed to observe clustering.
To enable simulations on this scale, we use an Eulerian–Lagrangian approach [81].
Fluid equations are solved on a staggered grid with second-order spatial accuracy and
advanced in time with second-order accuracy using the semi-implicit Crank–Nicolson
scheme. Particles are tracked individually in a Lagrangian frame of reference and
integrated using a second-order Runge–Kutta method. Particle data is projected to
the Eulerian mesh using a Gaussian filter described in Capecelatro and Desjardins
[81].
Derivation of the single-phase RANS equations is done by directly averaging the
Navier–Stokes equations. Derivation of the multiphase RANS equations, however,
will retain additional physics if averaging is performed on the volume-filtered Navier-
Stokes equations [39]. Volume fraction weighted averages, or phase averaging (PA),
analogous to Favre averaging of variable density flows, has previously been derived
[41]. For the relatively simple configuration used here, which is homogeneous in
all spatial directions, statistically stationary in time and symmetric in the counter-
gravity direction, the transport equations for the fluid-phase Reynolds stresses can
be reduced to two unique, non-zero components. In the streamwise direction this
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Where up is the particle-phase velocity in an Eulerian frame of reference. Here,
〈(·)〉p = 〈εp(·)〉/〈εp〉. Fluctuations about PA terms are denoted with a double prime.
In a similar fashion, the PA operator in the fluid phase is defined as 〈(·)〉f = 〈εf (·)〉/〈εf〉.
Fluctuations about the PA fluid velocity are given by u′′′f = uf (x, t) − 〈uf〉f . With
this, the fluid-phase TKE is given by kf = 〈u′′′f · u′′′f 〉f/2.
It is notable that all the terms appearing on the right hand side of (6.5) are
unclosed and require modeling. This work has already been carried out using sparse
regression exclusively in Chapter IV [59]. Here, we select the drag production term
to demonstrate the present methodology. This term is chosen due to its importance
in this class of flows. In the absence of mean shear, it is the only source of fluid-phase
TKE. Additionally, all components of the drag production tensor are identically zero,
except for the contribution in the gravity aligned direction. This condition often
presents challenges for modeling.
6.4 Results and discussion
We now demonstrate the modeling methodology presented in Section 6.2 on the
multiphase case study summarized in Section 6.3, focusing on the drag production
term, RDP, in particular. Here, we follow the three modeling steps as outlined previ-
ously.
In the first step, we conduct modeling of drag production using sparse regression
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with embedded invariance and the assumption of constant coefficients to inform the
bases that comprise the reduced set, T⊂. The model consisting of the reduced basis
tensors is given as
RDP = β1I + β2Ûr, (6.6)
where Ûr is a tensor formulated using the mean slip velocity between the phase, I is
the identity tensor and the coefficients, β1 and β2, have functional dependency upon
configuration parameters that are unknown and cannot be informed by physics-based
reasoning.
Next, we evaluate the ideal constant coefficients for each unique configuration
studied, by conducting OLS and allowing the coefficients, β1 and β2 to take on unique
values for each configuration. In other words, the values of β1 and β2 associated with
the case for 〈εp〉 = 0.001 and g = 0.8 need not be the same as the values for 〈εp〉 = 0.05
and g = 2.4.
As described in Section 6.2, the ideal coefficients are arranged into two vectors:
one for each of the basis tensors, I and Ûr. Each vector of ideal coefficients is used
as input, along with the associated parameters and invariants, to the GEP algorithm
[199]. Here, the GEP algorithm selects models that reduce the R2 between the ideal
coefficient values and the candidate models, which are all functions of the parameters
and invariants. This effectively collapses the vector of ideal coefficients to a single,
compact algebraic expression.
The resultant model learned from this methodology is given as
RDP =
(













, and the basis tensor, Ûr
is defined by the normalized slip tensor. This slip tensor is given as the outer product
153
of the mean slip velocity, (〈up〉p − 〈uf〉f ) ⊗ (〈up〉p − 〈uf〉f ). The two other basis
tensors, R̂f and R̂p, are the anisotropic stress tensors associated with the fluid and
particle phase, respectively. In terms of solution variables, the mean phase velocities
are solved by associated momentum equations and the Reynolds stresses are informed
by transport equations in the multiphase RANS equations [see 59]. This model has





This is comparable performance to the model learned using sparse regression exclu-
sively (ε = 0.013), however, the proposed method does not require a manual selection
of trial functions for the coefficients, thus making it far more efficient from a modeling
perspective.
As a counter argument to the blended modeling approach, we also allowed the
GEP algorithm to learn the full model (i.e., the mean values of drag production,
all 24 basis tensors, the principal invariants and configuration parameters from the
Euler–Lagrange simulations were provided to the GEP algorithm as input). The
learned model is given as







Û2rR̂f + (Û2rR̂f )T
)2
〈εp〉2 − 30.4,
with associated error 0.13 (an order of magnitude higher than the blended or sparse
regression only approach). This degradation in performance can be attributed to
the fact that the model now depends upon R̂p and R̂f , the particle and fluid-phase
Reynolds stress tensors, in addition to Ûr. On a fundamental level, since the drag
production is a gravity-based phenomenon (i.e., TKE is generated solely due to the
presence of gravity in this configuration), we can anticipate that Ûr would be the
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predominant tensor from the basis for describing the physics. Additionally, since the
Reynolds stresses contain nonzero diagonal entries, including these terms makes it
difficult to drive the cross stream directions of the drag production model to zero.
Finally, and perhaps most importantly, GEP does not enforce the relation that resul-
tant model be linear with respect to the basis tensors. The stipulation of linearity in
the basis tensors is critical for ensuring form invariance in the resultant model and
for ensuring a physics-based description of the data, as described by (6.1). These
results suggest that sparse regression and GEP are both needed in order to select a
minimal set of tensors to describe physics and automate the complex dependencies




7.1 Summary of achievements
This work summarizes several key achievements: (1) The quantification of the
role heterogeneity plays on heat transfer and thermochemical conversion, (2) The
development of a modeling methodology capable of producing multiphase turbulence
closures that are accurate across regimes and (3) Several proposed models, for both
single phase as well as two–way coupled, gas-solid turbulence.
In Chapter II, an Eulerian-Lagrangian study was conducted to examine the effect
of heterogeneity on the thermochemical conversion of biomass to biofuel. This work
found that multiphase behavior (i.e. the formation of clusters) results in a delay of
heat transfer and conversion of biomass to biofuel. Stemming from this, at typical
residence times, it was found that a model assuming a uniform particle phase and
perfect mixing resulted in a 33% over prediction of biofuel yield.
In Chapter III, a modeling framework was developed by extending and modifying
the sparse regression strategy employed in Brunton et al. [38] to turbulence modeling
for the first time. This method has the following key features:
1. Consistency with the concept that any tensor can be represented as a linear
function of basis tensors and coefficients, which also ensures the resultant model
is form invariant.
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2. Results in a compact, algebraic model, due to the sparsity promoting nature
of the cost function, that can be formulated ‘from scratch’–without reliance on
another model as a starting point.
3. Easily interpretable and transportable to other users and forward solvers, owing
to the compact, algebraic nature of the models.
Additionally, the sparse regression modeling framework was validated for synthetic
data, demonstrating that it can accurately return a known model, even when artificial
noise was applied. It was then employed to learn new models for canonical turbulent
flows: Homogeneous free shear turbulence and turbulence over periodic hills. In each
of these configurations, sparse regression learned a model that was more accurate
than the existing LEVM model and had comparable accuracy with NN-based mod-
els. However, the models learned using sparse regression maintained interpretability,
invariance and ease of use and dissemination. Further, this work trained models both
for algebraic closure of the anisotropic stress tensor as well as models for an unclosed
term appearing in the transport equation of the Reynolds stresses.
Finally, this work demonstrated that the sparse regression methodology was ro-
bust to both noise and sparsity in the training dataset, suggesting that it would be
successful at informing closures from experimental data, and was accurate at predict-
ing flows outside of it’s training set (e.g., flow over a backward facing step).
In Chapter IV, the sparse regression modeling frame work from Chapter III was
employed to develop models for the terms appearing in the multiphase transport
equations for the Reynolds stresses. In this work, a minimal invariant tensor basis
was developed to describe the fluid- and particle-phase Reynolds stresses for the
first time. Additionally, models for each of the unclosed terms appearing in the
transport equations was proposed, along with closures for the transport of turbulent
kinetic energy and dissipation in both phases. These models demonstrated excellent
performance when tested on a temporally evolving set of test datasets, especially
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considering no other models had previously existed that displayed this degree of
accuracy across the considered range of mass loadings.
In Chapter V, an Eularian–Lagrangian framework was employed to investigate
the effect of clustering on the thermal entrance length. This work formally defined
the thermal entrance length for gas-solid flows for the first time. Further, the complex
dependence of thermal entrance length on volume fraction and Péclet; number was
quantified and scaling laws for both correlated (clustered) and uncorrelated (uniform)
particle phases were proposed for the first time. The one-dimensional, two-fluid heat
equation was derived, and the relative importance of each term was assessed. This
gave rise to the identification of the fluid drift temperature as the sole unclosed
term of importance for correlated flows. Given this result, scaling arguments and
gene expression programming were leveraged to propose a new closure capable of
predicting thermal behavior in coupled, gas-solid flows.
In Chapter VI, a modified version of the the sparse regression methodology pre-
sented in Chapter III was proposed. This new methodology blends sparse regression
with gene expression programming and is the first blended modeling strategy of its
kind. By leveraging these two techniques, the important properties of sparse regres-
sion, namely the integration of knowledge of physics and model properties such as
frame invariance, are maintained while the formulation of the functional form of the
coefficients is automated by the GEP algorithm. Since the functional dependence of
the coefficients can rarely be informed by physical inferences, offloading this work to a
naive, heuristic algorithm makes the modeling process more streamlined and efficient.
The contributions listed above are also in print or have been submitted for pub-
lication in the following:
1. Beetham, S., Capecelatro, J. (2019) Biomass pyrolysis in fully-developed tur-
bulent riser flow. Renewable Energy. 140, 751-760.
2. Beetham, S., Capecelatro, J., (2020) Formulating turbulence closures using
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sparse regression with embedded form invariance. Physical Review Fluids. 5,
084611.
3. Beetham, S., Fox, R.O., Capecelatro, J., (2021) Sparse identification of mul-
tiphase turbulence closures for coupled fluid-particle flows. Journal of Fluid
Mechanics. 914, A11.
4. Beetham, S., Lattanzi, A., Capecelatro, J., (2021) On the thermal entrance
length of moderately dense gas-particle flows. International Journal of Heat
and Mass Trasnfer. sumbitted.
5. Beetham, S., Capecelatro, J., (2022) Multiphase turbulence modeling using
sparse regression and gene expression programming. Proceedings of the Inter-
national Union on Theoretical and Applied Mechanics Symposium. submitted
Also published during my PhD studies, but not contained within this thesis is the
following manuscript:
6. Verner, S. N., Garikipati, K. (2018) A computational study of the mechanisms
growth-driven folding patterns on shells, with application to the developing
brain. Extreme Mechanics Letters 18, 58-69.
7.1.1 A note on the universality of learned models
A principal challenge of any data-driven modeling effort, is assessing the appli-
cability, or universality, of the learned model. While it cannot be known a priori if
any model will be accurate across every flow condition, a few steps can be taken to
assess the goodness of a model or predict reach of its predictability. First, because
the learned models here are in compact, algebraic form, model properties, such as
stability or equilibrium values, can be assessed. These model attributes can identify
conditions under which a model may require further training/refinement or regimes
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in which it is likely to perform well. Further, integration into existing solvers can be
treated in such a way that the solver uses the learned model in regimes that in which
it has been trained and tested. In all other regimes, a baseline model can be used.
This strategy mitigates the risk of incorporating new models in regions far outside its
scope of training.
7.2 Looking forward to future work
7.2.1 Developing multiphase models from a wider parameter set
The focus of the work in Chapters IV and VI was on gas-particle flows, with
a fixed density ratio of 1000. In order to formulate models with a wider range of
applicability, future work will expand the density ratio parameter to include liquid-
gas flows, which have a much smaller density ratio. In this work, the blended sparse
regression and GEP methodology will be leveraged to extend the multiphase RANS
models proposed in Chapters IV and VI to multiphase flows ranging from bubbly flow
to gas-solid flow.
7.2.2 Penalizing sparse regression to ensure model stability
In this work, the sparse regression modeling methodology was demonstrated to
be able to embed important model attributes, such as form invariance. To extend
this notion, another important model quality is stability and the ability to embed
this property during the modeling process will be instrumental in ensuring learned
models are well posed in the context of a forward solver. In order to achieve this,
an additional penalty will be added to the sparse regression cost function which
minimizes the spectral radius of the resultant model, i.e.,
β̂ = min
β
||D− Tβ||22 + λ1||β||1 + λ2||ρ(A)||22, (7.1)
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where ρ(A) denotes the spectral radius of A, the operator matrix associated with
the linearized system of equations for the forward solver (e.g., Ax = b). Here, the
formulation of A is dependent upon discretization choices in the forward solver and
assumes that the model Tβ is accounted for as a part of the system and not as
a forcing term appearing in b. In this cost function, two optimization parameters
appear (λ1 and λ2) and can be tuned independently.
7.2.3 Formulating closures for near-wall effects and bi-disperse flows
In order to increase the utility of the closures presented in this work, the modeling
methodologies presented here will be leveraged to formulate models that can accom-
modate more realistic flow conditions, as seen in a configuration such as a circulating
fluidized bed reactor (see Chapter II) such as near wall effects and a bi-disperse
particle phase. The approach will follow what was presented in this work: highly re-
solved Eulerian-Lagrangian simulations will be leveraged to isolate key physics (e.g.,
particle laden channel and duct flow can be utilized to isolate near wall effects and
homogeneous CIT with bi-disperse particles can isolate the physics associated with
inhomogeneity in particle parameters). Then, this data can be used as input to the





Non-dimensionalization of the Heat Equation
The volume-filtered fluid temperature equation is given by
∂
∂t
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This results in the following expression,
∂
∂t
(εfρfCp,fTf ) +∇ · (εfρfCp,fufTf ) =
εf∇ · (κf∇Tf ) +
6εpκfNu
d2p
(Tf − Tp) . (A.4)
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Finally, we define a timescale using dp/ubulk and a non-dimensional time as t̂ =
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Finally, a non-dimensional velocity is defined as ûf = uf/ubulk and the final non-
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+ 6Nuεp (θf − θp) . (A.11)
The particle phase heat equation (Eq. (2.25)) can be similarly nondimensionalized.
First, the particle phase heat equation is rewritten in the Eulerian sense by conducting
a change of frame from the Lagrangian particle heat equation and projecting it to the
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where, χ is the ratio of heat capacities.
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APPENDIX B
Development of the 1D Heat Equation
The fluid-phase energy equation is given as
∂
∂t
(εfρfCp,fTf ) +∇ · (εfρfCp,fufTf ) = εf∇ · (κf∇Tf ) +Qinter. (B.1)
We conduct Reynolds averaging with respect to the cross-stream directions and time,





〈εfufTf〉 = 〈Qinter〉. (B.2)
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Substituting these definitions into the heat equations and noting that a phase average
166

















〈εpNu (Tf − Tp)〉 (B.6)
Both sides can be simplified further. Working first with the left hand side, we




〈(〈uf〉f + u′′′f )(〈Tf〉f + T ′′′f )〉f = −
6κf
d2p
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Turning now to the right hand side, we notice that a phase-average with respect
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While the phase-averaged equations have mathematical utility as this significantly
reduces the number of terms as compared with Reynolds averaging, proposing models
in for the phase-averaged equations in the context of the present study requires ad-
ditional closure for boundary conditions, since the correlation between temperature
and volume fraction fluctuations at the inlet to the thermal domain cannot be known
a priori. To maintain consistency in boundary conditions in comparing models for
correlated and uncorrelated flows, we shift to the Reynolds averaged descriptions of
the surviving terms in the phase averaged equations. For the fluid-phase, this exercise











































where Ñu denotes the Nusslet number computed using the correlation proposed by
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Sun and Zhu [171] and mean quantities as arguments. As shown in the detailed
panels of Fig. C.1, all of the unclosed Reynolds averaged terms are null, except for
the cross correlation between particle volume fraction and the fluid-phase temperature
fluctuations arising from Term 3, as would be expected from Guo and Capecelatro












This result points to the fact that cross-correlations between volume fraction and
temperature shift the phase averaged temperature from the Reynolds averaged tem-
perature (e.g., 〈θf (x̂)〉f = 〈θf (x̂)〉 + 〈ε′fθ′f〉), where in these configurations the cross
correlations are constant with respect to x̂. Thus, the model proposed herein is
suitable for use in simulations for which the solution variables are phase-averaged
or Reynolds averaged (see Fig. 5.8). This also implies that the proposed model is
appropriate for use in a general two-fluid solver in which the hydrodynamics and ther-
modynamics evolve simultaneously. Of course, in this situation, additional closures
are required for the fluid and particle momentum equations in order to capture cross
correlations.
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Figure C.1: Upper left: Of the terms appearing in the phase-averaged, fluid-phase
energy equation, three dominate the thermal behavior: Convection (blue), Term 2
(orange) and Term 3 (red). Terms 4 (black, dotted) and 5 (black, dashed) are nonzero,
but balance each other exactly. Colored breakout panels of the three dominate terms
detail the contributions to each of these in terms of Reynolds averaged quantities. Of
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