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Network virtualization is a very new research area fuelled by the advances in machine 
virtualization technology. Network virtualization encompasses machine virtualization 
and transport network virtualization and provides end-to-end virtualized networks which 
facilitate different use cases like network sharing, service-specific networking, testing 
etc. Due to the novelty of the technology, this dissertation starts with looking at the 
concept itself by developing an analogy with an already well-understood concept like 
machine virtualization. Following that, the dissertation looks at outlining a problem 
space, use cases and requirements in the form of automatic creation of virtual networks, 
end-to-end isolation guarantee, extension to wireless networks and the necessity of a 
holistic management and orchestration architecture.  
Consequent research works focus on the requirements derived for telco-grade 
virtualization-based network systems. Polynomial time Virtual Network Embedding 
(VNE) algorithm is developed for automatic virtual network creation, with a focus on 
telco-grade network protection. The proposed VNE gives embedding solution for 
recovery from simultaneous telecom site failures. The evaluation of the proposed VNE 
shows the high quality of its solution and, efficiency in resource usage and embedding 
success rate. 
This dissertation then addresses the end-to-end isolation guarantee requirement. It 
investigates the lack of isolation support in conventional transport plane protocols. 
Conventional transport plane protocols cannot accommodate multiple instances of 
networks, i.e. virtual networks and as a result, the isolation is lost. An OpenFlow-based 
admission control scheme for conventional transport protocol is developed, prototyped 
and evaluated. The results show that the OpenFlow-based admission control module at 
the edge of a wide area transport network is sufficient to ensure isolation in an end-to- 
end basis. 
The concept of network virtualization is then extended to wireless Mobile Ad-hoc 
Networks (MANET). Appropriate use case for the virtualization of MANET is proposed 
and a Layer 3 (IP layer)-based service-specific networking method is developed. 
Extensive simulation-based evaluation proves the validity of the proposed scheme and, 
shows that the service-specific virtualization of MANET stabilizes MANET on a 
per-service basis and improves packet delivery ratio. 
Finally, this dissertation proposes a holistic management and orchestration architecture 
which encompasses the technical output of this research work as well as telecom 
operators other requirements to realize a fully automated, low complexity management 
of a telco-grade network virtualization infrastructure, and cross-domain orchestration of 
the resources and virtual networks. The proposed architecture clearly identifies 
necessary management functional blocks and interfaces. It scopes the technical output 
of this research work and operators operational requirements within the architecture, 
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Proliferation of smartphones, Augmented Reality (AR) and Virtual Reality (VR) type 
applications and etc. are expected to generate enormous amount of traffic in mobile 
operators networks [1]. Figure 1.1 presents the dramatic increase in global mobile traffic, 
especially in the domain of video and web traffic. To reap benefit from this traffic growth, 
and to harvest the underlying business opportunity, this traffic growth has to be 
mastered without increasing network costs in terms of both Capital Expenditure 
(CAPEX) and Operational Expenditure (OPEX).  
Current mobile network operators fully own and operate their network infrastructure. Full 
ownership allows for the freedom and flexibility of control and management of the 
network. However, huge human and financial efforts are invested in order to correctly 
plan and deploy the network equipment, configure and maintain it, and finally operate it 
in order to provide the required network services to the end customers. With the 
deployment of different access and core technologies e.g., Universal Mobile 
Telecommunications System (UMTS), Long Term Evolution/Evolved Packet Core 
(LTE/EPC) [2], which require changes in the access and/or core network, the cost 
pressure on the mobile operators greatly increases, in terms of both CAPEX and OPEX. 
At the same time, ever increasing client demands in terms of network resources and 
heterogeneity of deployed services, each with its special requirements, add to the strain 
of a network operator. While these demands have been addressed so far by network 
overprovisioning, the diminishing Return On Investment (ROI) and the inherent 
inefficient use of resources of such solutions increase the operator’s financial burden. 
Besides, telecom operators overprovision network basing on peak load which is only 
observed few times a day. For the rest of the time, the resource remains unused. This 
also adds to the burden of an operator. 
As a natural consequence, a new viable business model emerges in which two or more 
mobile operators share a common network infrastructure. This reduces deployment and 
operation costs, and decreases the time to market [3]. Market surveys suggest that 
different types of network sharing solutions are currently deployed by over 65 percent of 
European mobile operators. These solutions bring cost savings of up to 40 percent in 
terms of CAPEX, and up to 15 percent in terms of OPEX over a five-year period [4]. 
Similar surveys predict that network sharing solutions will be preferred by 60 percent of 
mobile operators worldwide when it comes to deploying LTE. 
While network sharing solutions are already available, as either standardization efforts 
or concrete vendor products [5], they do not fully address the requirements of future 
mobile operators. Such requirements include extending the scope of sharing, increasing 
the isolation/separation in both the data and control planes among operators, along with 
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the privacy and security of their operations, and increasing the flexibility and dynamicity 
in accommodating different services with special requirements e.g., in-network 
processing, caching contents inside the network etc. In that regard, network 
virtualization is becoming a potential enabler that can meet these requirements. 
 
 
Figure 1.1 : Application traffic in Cisco global mobile traffic predictions 2013–2018 
 
The concept of network virtualization was developed in order to remove the stagnation 
in network innovation. Over the last decades, there was little innovation in the 
networking arena. One of the main reasons is the difficulty of introducing any new 
technology in the Internet [6]. The Internet or even a nationwide telecom network is so 
large that it is extremely difficult to introduce something new into it. The sheer scale and 
the interdependencies among different components of a network also affect the 
innovation cycle itself. It is very much possible to develop an idea and the consequent 
prototype in a laboratory. However, it is not possible to test it in a testbed which is as 
large as a commercial network, whether it’s the Internet or a national telecom network. 
However, developing large-scale general purpose testbed is extremely costly. Besides, 
testing under-developed technologies is a risky task as it may take the whole testing 
infrastructure down. Therefore, it is necessary to be able to test new networking 
technologies but with proper isolation so that a malfunctioning technology cannot affect 
the availability of the whole testbed infrastructure. Network virtualization can be used to 
develop such testbed. 
The coexistence of test networks by means of virtualization has a significant implication 
to network sharing for cost reduction. The same method, developed for large scale 
common testbed facility, if applied properly with high reliability, can achieve the network 
sharing in the commercial telecom arena. In order to investigate such proposition, a new 
concept like network virtualization needs to be analysed in terms of its constituent 
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components, its positioning in the technological landscape, its capability and use cases. 
At first, I present the main components of network virtualization. 
1.2 Network Virtualization and its Components 
Virtualization inherently provides isolation as seen in machine virtualization e.g. Virtual 
Machine (VM) implementations. Network virtualization is the concept of virtualizing all 
resources in a network i.e. compute, storage and transport, and connecting them to 
form an end-to-end Virtual Network (VN). Following the isolation characteristics of each 
virtualized component, the resulting VN becomes an isolated entity. Thus, multiple VNs, 
coexisting on the same Physical Network Infrastructure (PNI) are isolated from each 
other and do not affect each others operation.  
This concept became very fitting to the general testbed for testing new technologies. 
Each VN, also known as ‘a slice’, can be allocated to the testing and experimentation of 
one technology. If it malfunctions, it still is contained within the slice and the rest of the 
testbed infrastructure remains unaffected, thus functional. GENI [7] is an example of 
such testbed infrastructure. The concept of slicing and its usage could be found in [8] as 
well. 
As explained above, network virtualization encompasses the virtualization of all 
elements of a network. Taking a mobile cellular network [9] as an example, it mainly 
consists of three distinct components, namely 
Computing Nodes: 3GPP mobile core nodes e.g. S/P-GW, MME and servers e.g. web 
servers, video distribution servers, DHCP, DNS etc. These provide computing and 
storage resources 
Transport network: Routers, switches and wired/wireless links which constitute the 
transport network and provide transport resources. 
Base stations: Wireless Base stations (BTS), in strict sense, is a special 
implementation of routing/switching function. However, it is a very special 
implementation and virtualization of a BTS is very different than the other components 
because of its real-time response and high availability requirements. That’s why it has 
been listed as a separate component. However, in this research, it is out-of-scope in this 
dissertation and remains as a topic for future investigation. 
These different components have been shown in Figure 1.2. The key point here is that 
fact that the concept and the implementation technology for the above three elements 
are different and are explained in the next sections. 
1.2.1 Node virtualization 
In this dissertation, node refers to computing machines e.g. servers, 3GPP mobile core 
nodes, personal computers etc. which provides computing resources. It holds Layer 41 
(TCP Layer) and above of the OSI reference model.  
In a conventional i.e. non-virtualized node deployment, the Software (SW) part i.e. the 
Operating System (OS) and the applications (e.g. web service, MME application) 
running on top of the OS is tightly coupled with the underlying Hardware (HW). This SW 
part (surrounded by grey rectangles in Figure 1.3) fully occupies the HW.   
                                                   
1 In this dissertation, Layer # will refer to the Layers in OSI reference model. 
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In comparison, as shown as the virtualized node in Figure 1.3, one way of virtualizing 
such node elements is to insert a ‘Virtualization layer’ in between the HW and the SW 
components of a node. The virtualization layer decouples the SW elements from the 




Figure 1.2: Different components of a 4G mobile cellular network 
 
In technical term, hypervisor e.g. Xen [10], VMware [11] implements the virtualization 
layer. The hypervisor presents an abstracted view of the HW to the VM above as if the 
HW is fully occupied by the VM. The hypervisor can accommodate multiple such VMs 
and presents such abstracted view of the HW to each of them. The hypervisor ensures 
isolation among the VMs by separating and/or scheduling requested HW resources for 
the VMs. The VMs do not realize that they are sharing the hardware. 
 
Figure 1.3: Node virtualization 
 
Decoupling the SW from the HW and the isolation among the SW components facilitate 
the coexistence of multiple VMs even with incompatible OSs, e.g., Windows and Linux 
on the same node (Figure 1.3). This HW sharing improves resource usage efficiency 
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and reduces HW infrastructure cost. As the VMs are not tied to the HW, they can 
migrate, known as VM migration, from one physical node to another physical node. VM 
migration has its use cases in failure avoidance/recovery, network topology 
reconfiguration for load balancing etc. 
1.2.2 Transport network virtualization 
A transport network is made up with switching elements e.g. Layer 2 (L2) switches, 
routers etc. and transport media e.g. optical fibres, wireless link etc. There is a control 
plane which determines how data would be transported from sources to destinations i.e. 
how the data forwarding plane would execute its function of forwarding. The control 
plane consists of routing protocols e.g. Routing Information Protocol (RIP) [12], Open 
Shortest Path First (OSPF) [13], error control mechanisms e.g. Internet Control 
Message Protocol (ICMP) [14], Quality-of-Service (QoS) provisioning mechanism e.g. 
DiffServ [15] and other functionalities necessary to establish end-to-end data delivery 
paths and a successful completion of the data delivery process meeting its quality 
requirements. 
In TCP/IP networking [16], the control plane of a transport network is relatively a static 
entity. Most of the protocols used here have been standardized. Another feature of the 
conventional transport network architecture and deployment is that the control plane is 
distributed. Each router holds the control plane (Figure 1.4.a) and exchanges control 
messages with each other for topology discovery, populating routing tables, route 
lifecycle management, error control and etc.   
 
 
a. Architecture of conventional transport network 
 
 
b. Architecture of SDN 
 
Figure 1.4: Transport network virtualization 
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In conventional transport network, due to the distributed nature of the control plane, 
achieving dynamicity is quite difficult. Changing a route involves distributed control 
message exchange over a Wide Area Network (WAN) and takes time to converge. It is 
also very difficult to introduce new technologies as it affects, in principle, all the 
switching elements in a transport network. This is an expensive task. Above all, 
conventional transport networks were not designed to accommodate multiple instances 
of networks. This means that a conventional transport network cannot distinguish 
multiple VNs, each having their own routing protocol, topology and resource 
requirements. Thus, it cannot guarantee the isolation required among the VNs. If 
conventional transport networks are used, the isolation achieved by the node 
virtualization would be lost in the transport network and we would fail to achieve an 
end-to-end VN. 
In comparison, Software-Defined Networks (SDN) decouple the control plane from the 
data forwarding plane, and centralizes it. The centralized control entity is called an SDN 
Controller (the Control node in Figure 1.4.b). This has two benefits. Firstly, new 
innovation could be deployed with ease only at one place i.e. the SDN Controller. 
Secondly, the data forwarding plane can be made with cheaper HW, whose sole 
responsibility would be to transfer data efficiently. Replacing the forwarding plane 
becomes easier, whereas in the conventional transport network, replacing a switching 
device is costly as replacement of both the control and data forwarding parts are 
necessary. 
Routing decisions are taken at the SDN Controller which has the complete view of the 
switch topology. Therefore, compared to the shortest path routing principle in TCP/IP 
networks, in SDN, routes with other attributes (e.g. available resources, congestion 
avoidance etc.) could be easily constructed. The SDN Controller, upon deciding a route, 
instructs the switches involved through the Controller-switch interface (control plane in 
Figure 1.4.b). Each switch forwards packets based on such instruction from the 
Controller. 
OpenFlow [17] is an implementation of the SDN architecture (Figure 1.4.b) and comes 
with a detailed specification. It performs its control task on a per-flow basis. Flows can 
be dynamically defined by taking into account any header combination in Layer 2-4. 
Each flow can be treated separately and thus, isolation in between two flows is possible. 
As explained above, custom data forwarding paths could be constructed on a per-flow 
basis which can realize different topologies for different VNs. As such, SDN can be used 
to virtualize transport network, which, in combination with node virtualization explained 
in Section 1.2.1, can realize multiple VNs which are isolated from each other. 
 
1.3 Research Focus 
In this Chapter, the necessity of network virtualization for telecom networks has been 
explained. Two main component technological areas in virtualization have also been 
introduced. Virtualization bases itself on isolation, but ways to achieve isolation differs in 
computing node virtualization and transport network virtualization.  
Network virtualization is a new research area. This dissertation aims at being 
comprehensive in analyzing network virtualization from a conceptual point-of-view, 
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investigate the usefulness of the concept, and addresses technical challenges in virtual 
network creation and wide area transport network virtualization. Then the concept of 
network virtualization is extended to mobile wireless networks to improve 
communication quality. Finally, a management and orchestration architecture is derived 
for telecom operators which encompasses all research output generated in this work.  
The rest of the dissertation is organized as follows. In Chapter 2, use cases of network 
virtualization in telecom are presented to justify investment in research and the 
consequent commercial usage of the technology. Chapter 3 thoroughly analyses the 
concept of network virtualization by comparing it with node/host virtualization2 and 
draws the problem space. Chapter 4 proposes automatic creation of end-to-end virtual 
networks by utilizing Virtual Network Embedding (VNE) techniques. Chapter 5 proposes 
mechanism to virtualize large-scale wide area transport network on legacy transport 
protocols. Chapter 6 extends the concept of network virtualization to Mobile Ad-hoc 
Networks (MANET) for quality improvement. Chapter 7 takes a reference use case and 
derives a management and orchestration architecture for network virtualization for its 
use in telecom operators network. Chapter 8 summarizes the contributions of this 
dissertation, shows potential future direction of network virtualization research and 


















                                                   
2
 Machine, node, host virtualization would be used interchangeably in this dissertation. 
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Network virtualization is an end-to-end concept which is yet to be fully achieved in the 
commercial arena. However, node virtualization is quite a matured concept and has 
already seen commercial service roll out in the form of Cloud Computing Environment 
[18] e.g. in datacenters. OpenFlow specification [19] is also stable and many products 
are available in the market. In this section, I provide available solutions on 
Cloud/datacenter management and Software-Defined Network (SDN). 
 
2.2 Cloud Computing 
A Cloud computing environment is made up with numerous server hardware i.e. 
Physical Machines (PMs). The hardware resource is virtualized by using hypervisors 




Figure 2.1: Cloud computing environment 
 
Amazon EC2 [20] provides Cloud services to enterprise, as well as individual customers. 
Customers rent hardware resources and occupy them by their own VMs. Customers 
access their VMs by WAN, the Internet. 
From the service description above, a Cloud requires a robust management system 
which performs management of the VMs and internal networks, management of the 
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compute, storage and network resources, Authentication, Authorization and Accounting 
(AAA), fault management and other necessary tasks. Such management system is 
called a Cloud Management System (CMS).  
There are proprietary CMS e.g. VMware vCenter [21] as well as Open Source CMS e.g. 




OpenStack is an Open Source Software (OSS) which provides Cloud computing 
platform and manages it. Its primary target is public and private Clouds. Although its 
different components may overlap with other functional blocks of the ETSI NFV E2E 
Architecture Framework [23], it is primarily considered as a candidate for the Virtualised 
Infrastructure Manager (VIM). OpenStacks primary business model is 
Infrastructure-as-a-Service (IaaS) [24].  
 
2.2.1.1 OpenStack Services 
Service provided by OpenStack focuses on Compute, Storage and Network services by 
using the respective Cloud resources. Along with that, it provides user-friendly access to 
users as well as authentication services for secure Cloud computing.  





Figure 2.2: Service architecture of OpenStack 
 
a. Dashboard Service: This provides a web-based front to the user of OpenStack 
services. Through this service, a user/administrator can use/administer other 




OpenStack services listed below. The underlying functional block that realizes this 
service is called Horizon. 
b. Compute Service: Among three resources found in a Cloud computing 
environment or datacenter, compute service realizes an execution environment for 
VMs. In OpenStack, Nova provides such compute service.  
c. Network Service: In a Cloud computing environment or data center, VMs need to 
be internally connected. VMs need network connection to outside world as well. 
Such (virtual) networking service is provided by Quantum (at present, replaced by 
Neutron). 
d. Block Storage Service: VMs require storage to store/retrieve data necessary for 
applications running in the VMs. Cinder is a block storage service which provides 
storage volume to Nova. 
e. Image Service: VMs come with their images which are used to instantiate the 
respective VMs. In OpenStack, such images are stored in Glance. 
f. Object Storage: The actual virtual disk files referred by Glance is stored in the 
object storage service Swift.  
g. Authentication Service: For access control and security, Keystone provides 
authentication service to all other services mentioned above. 
End users can interact with OpenStack services through Horizon web interface. 
However, users can interact with each service individually as well, through the 
Application Programming Interface (API) of each service.  
In order to realize a complete Cloud solution encompassing computing, networking and 
storage resources, OpenStack services interact with each other through their public 
APIs. 
 
2.2.1.2 OpenStack Implementation 
Services described above are implemented by different functional blocks in OpenStack. 
Details of the functional blocks are given below, 
a. Dashboard: It’s a modular web application through which OpenStack services are 
accessed by end users or administrators. It is easily customizable according to end 
users need. 
b. Compute: Computing resources are the most frequently used resources and the 
other two Cloud resources i.e. networking and storage are there to support 
computing resources. In OpenStack, Nova provides compute service. It translates 
end user requests into running VMs. By means of VMs, computing resources are 
consumed. Nova performs this task with the following functions: 
- nova-api: End user API calls are received and responded by nova-api. Along with 
OpenStack original Compute API, it supports Amazon’s EC2 [20] and special 
Admin API. The special Admin API is used for administrative purpose by an 
administrator with proper privilege. Some policy enforcement e.g. quota checking 





Figure 2.3: The OpenStack logical architecture 
 
- nova-compute: It’s a worker daemon creates and terminates virtual machine 
instance using hypervisors APIs. Example of hypervisors APIs are XenAPI for 
XenServer/XCP [25], libvirt [26] for KVM or QEMU, VMwareAPI for VMware [27]. 
nova-compute process accepts actions from a queue and then issues necessary 
system commands e.g. launch KVM instance. In parallel, it updates respective 
states in the database associated with such actions. 
- nova-volume: It manages the creation, attaching and detaching storage volumes 
to compute instances. nova-volume can use volumes from iSCSI, Rados Block 
Device in Ceph [28] and other storage providers. Cinder eventually replaces 
nova-volume. 
- nova-network: It receives networking tasks from the queue and then executes 
tasks to setup the requested network e.g. setting up bridging interfaces, changing 
iptables etc. This functionality is now performed by Quantum. 
- nova-schedule: this process takes a virtual machine request from the queue and 
determines on which server it should run on.  




- queue: the queue works as a central hub for passing messages between 
daemons. It could be any AMPQ message queue e.g. Apache Qpid [29]. 
- SQL database: this database stores build-time and runtime state for a Cloud 
infrastructure. State information includes instance types available for use, 
instances presently in use, available networks and projects. OpenStack Nova 
can support any database supported by SQL-Alchemy [30]. However, widely 
used databases are sqlite3 [31], MySQL and PostgreSQL. sqlite3 is 
recommended for only testing and development works. 
- console: Nova also provides console services to end users. End users can 
access their virtual instances console via a proxy. Several daemons are involved 
in this service e.g. nova-console, nova-novncproxy and nova-consoleauth. 
Nova needs to interact with other services to accomplish its task. It interacts with 
Keystone for authentication, Glance for VM images and Horizon for web interface. 
For Glance, the API process can upload and query Glance while nova-compute 
downloads images for launching a VM. 
c. Network: Quantum provides “network connectivity as a service” in between Nova   
defined network interfaces. This service allows users to create their own networks 
and then attach interfaces to them. Quantum is built on a plug-in architecture and 
therefore, it is highly configurable. Through these plug-ins, OpenStack can 
accommodate different networking equipment and software in the Cloud it is 
managing. Quantum high-level workflow is presented below, 
- quantum-server: it accepts API requests and then forwards them to the 
appropriate quantum plugin to be executed 
- plugins execute the requests such as creating ports, allocating IP addresses etc. 
Plug-ins differ depending on the vendor and the technologies used in a Cloud. 
Quantum has plug-ins and agents for Cisco virtual and physical switches, Nicira 
NVP products [32], NEC OpenFlow products, Open vSwitch [33], Linux bridging 
and Ryu Network OS [34]. 
- The common agents are Layer 3 (IP layer), Dynamic Host Configuration Protocol 
(DHCP) IP addressing and other specific plug-in agents. 
- Quantum uses a messaging queue to route information between quantum-server 
and various agents explained above, as well as database to store networking 
state. 
Quantum interacts mainly with Nova in order to provide network connectivity for 
Nova instances. 
 
d. Object Store: OpenStack Object storage service is provided by Swift. Swift has a 
distributed architecture to prevent any single point of failure. This helps it to scale 
horizontally. Swift has the following components, 
- swift-proxy-server: This receives incoming requests via the OpenStack Object API 
or HTTP. Requests include file to upload, modification to metadata, container 
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creation etc. It also provides files or container listing to web browsers. This proxy 
server can use optional cache to improve its performance.  
- Account servers manage object store service accounts 
- Container servers manage the mapping of containers i.e. folders within the object 
store service 
- Object servers manage actual objects i.e. files on the storage medium. 
- Number of periodic processes perform housekeeping tasks e.g. replication 
services for consistency and availability of stored information, auditors, updaters 
and reapers. 
 
e. Image Store: Image storage management is provided by Glance. Glance 
components are 
- glance-api: it receives Image API calls for image discovery, image retrieval and 
image storage 
- glance-registry: stores, processes and retrieves metadata about images e.g. size, 
type among others. 
- A database to store image metadata. 
- A storage repository to store actual image files. Swift is usually used as the image 
repository. In addition to swift, Glance supports usual filesystems e.g. RADOS 
block devices [28], Amazon S3 and HTTP.  
Similar to Swift, there are periodic processes which runs on Glance to support 
caching. Examples are replication services, auditors, updaters and reapers. 
As Figure 2.3 shows, Glance plays the central role in the overall 
Infrastructure-as-a-Service (IaaS) service. It accepts API calls for images or image 
metadata from Nova components and end users and can store disk files in the 
object storage service Swift. 
 
f. Identity: Keystone provides a single point of integrated policy, catalog, token and 
authenticate services in OpenStack. Keystone functionalities are, 
- it processes API request and provide configurable catalog, token and identity 
services. 
- Keystone functions have pluggable backend which allows for different ways to use 
a particular service. Standard backend support are available for LDAP/SQL [35], 
Key Value Stores (KVS) [36] etc. 
 
g. Block Storage: Cinder block storage API allows for manipulation of volumes, 
volume types and volume snap shots. Cinder separates out the block storage 




- cinder-api: receives API requests and routes them to cinder-volume to be 
executed 
- cinder-volume: executes the API requests forwarded by cinder-api. This includes 
reading or writing to the Cinder database to maintain state, interacting with other 
processes e.g. cinder-scheduler through a message queue and directly on block 
storage hardware and software. It can interact with variety of storage providers by 
means of appropriate drivers. Currently, drivers are available for IBM, SolidFire, 
NetApp, Nexenta, Zadara, linux iSCSI and others. 
- cinder-schedular: similar to nova-scheduler, the cinder-scheduler daemon selects 
the optimal block storage provider node to create a requested volume on. 
Cinder will mainly interact with Nova, providing volumes for its instances i.e. VMs. 
 
2.2.1.3 Virtual Machine Provisioning 
OpenStack Compute service “Nova” is the tool with which an end user can orchestrate a 
Cloud including instantiating and terminating VM instances, managing networks and 
control access to the Cloud by defining users and projects. Nova can control an IaaS 
Cloud computing platform. Nova does not include any virtualization software itself. It 
defines drivers that interact with underlying virtualization mechanism that runs in users 
host OS. 
a. Hypervisors: Nova requires a hypervisor. It controls the hypervisor through an API 
server. A hypervisor selection has different criteria e.g. budget requirements, 
necessary features and technical specifications.  
OpenStack does most development with KVM and X-based hypervisors. A detailed 
list of supported hypervisors and features can be found in [37]. OpenStack allows for 
using multiple hypervisors in different zones. Solutions that could be used with Nova 
are KVM, Linux Containers (LXC), QEMU, User Mode Linux (UML), VMWare 
vSphere, Xen/XCP and Bare Metal. 
b. Users and Tenants (Projects): OpenStack Nova defines Tenants who share a 
common IaaS Cloud system. Role-based access assignments are used. Roles 
control actions that a user is allowed to perform. An example of role could be that a 
user cannot allocate a public IP address without admin role. Accordingly, users on 
one Tenant cannot access the images of another Tenant.  
OpenStack uses the concept of Tenant to refer to isolated resource blocks, 
consequently allocated to different users/customers. A Tenant consists of separate 
VLAN, volumes, instances/VMs, images, keys and users. For Tenants, quota controls 
are available to limit the following resources, 
- number of volumes which could be created 
- total size of all volumes within a project 
- number of instances/VMs that could be launched 
- number of processor cores that can be allocated 
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- floating IP addresses: assigned to any instance when it is launched so that 
the instance has the same publicly accessible IP address 
- fixed IP addresses: assigned to the same instance every time it boots, 
publicly or privately accessible, typically used for private management 
purposes 
c. Images and Instances: Images are disk images which are templates for virtual 
machine (VM) file systems. Glance is responsible for the storage and management of 
images within OpenStack. Instances are the individual VMs running on physical 
computing nodes. Nova manages these instances. Any number of instances could be 
instantiated/started from a single image. Each instance i.e. VM is run from a copy of 
the base image. So, runtime changes made by a VM do not change the image it has 
started from. Snapshots of a running VM can be taken which create a new image 
based on the current disk state of a particular VM. 
A set of virtual resources known a “flavour” must be selected prior to starting a VM. 
Flavour defines the number of virtual CPU e.g. CPU cores, amount or RAM and the 
ephemeral disks a VM could possess. OpenStack has a number of pre-defined flavours 
which could be edited by an administrator. Users must select an available flavour for 
their VMs. 
Additional resources e.g. persistent volume storage, public IP address may be 
added/removed from running VMs.  
Below is an example of the lifecycle of a typical virtual system within an OpenStack 
Cloud to illustrate the concepts described above. 
 
2.2.1.4 Lifecycle of an Instance in OpenStack 
Compute and storage resources are consumed by VMs. An outline of VM launch in 
OpenStack is given below, 
a. Initial State: In Figure 2.4, the Image Store has some number of predefined VM 
images. It is fronted by the image service Glance. In the Cloud, there are available 
compute node with available virtual CPU (vCPU), memory and local disk resources. 









b. Launching a VM: In order to launch an instance of a VM, the user selects an image, 
a flavour i.e. necessary resources, and other optional attributes. In this example, 
the selected flavour gives a root volume, and additional ephemeral storage. The 
user has also opted to map a volume from the cinder-volume store to the third 
virtual disk, on this instance (Figure 2.5). 
 
 
Figure 2.5: Launching a VM instance 
   
The OpenStack system copies the base image from the image store (Swift) to local 
disk which is used as the root disk of the instance i.e. vda in this example. The 
system also creates a new empty disk image to present as the second disk vdb. 
The second disk is an empty disk with ephemeral life. It is destroyed when the 
instance i.e. the VM is deleted. The compute node attaches to the requested 
cinder-volume using iSCSI (in this example) and maps this to the third disk vdc as 
requested. The vCPU and memory are provisioned and the VM is booted from the 
first drive. The instance runs and consequently changes data on the disks. It is 
possible to backup the storages outside the local disk. 
c. End State: Once the VM is not necessary anymore, it could be deleted. In that case, 
all states related to the VM in question is reclaimed, except the persistent volume. 
The ephemeral storage is purged. vCPU and memory resources are de-allocated. 
However, the image remains unchanged.  
 
2.2.2 Summary 
OpenStack have received a large support from the IT community and evolved to be a 
prominent Cloud Management System (CMS). Telecom community has shown 
significant amount of interest in it for its robustness and versatility. Similar to other OSS 
solutions, it is still evolving as Cloud computing itself is an expanding field. At this stage, 
OpenStack still lack telecom-grade Quality-of-Service (QoS) support for networks, VM 
mapping based on specific hardware requirements e.g. network acceleration support, 
operational policy management, among others. In order to use it in commercial telecom 




2.3 Software-Defined Networks (SDN) 
SDN decouples the control plane of a transport network from its forwarding plane. The 
control plane, called as the SDN Controller, is a centralized entity. The SDN Controller 
has interfaces to the SDN switches to send control instruction. 
From a service development and provisioning point of view, SDN provides API to 
business applications (Figure 2.6). New business applications can also be developed by 
using such APIs. The control layer also enables innovation in creating new network 
services. Compared to a closed box conventional transport architecture, the openness 
envisioned in SDN facilitates innovation as well as easy deployment of new 
technologies. 
At present, OpenFlow is a well-known SDN implementation. Below, I present the 
functionalities and the specification of OpenFlow. 
2.3.1 OpenFlow 
From terminology point of view, the Controller in OpenFlow (OF) is called the OpenFlow 
Controller, and the switches are OpenFlow switches. The OF Controller takes 
admission control and routing decisions. The switches performs data forwarding based 
on such decisions which are conveyed through the OF Controller-switch interface. 
OF performs its data transfer in flow unit. In OF, a flow could be defined by any 
combination of the header fields shown in Figure 2.7 (see [19] for the complete list). 
 
 
Source: Software-Defined Networking: The New Norm for Networks, ONF Whitepaper, Apr 2012.  
 
Figure 2.6: SDN service architecture 
. 
This means, the combination of Ethernet Source Address and IP Destination Address 
can define a flow which is an independent flow than the one defined as the combination 
of IP Source Address, TCP Source and Destination Ports. These two flows could be 
treated differently, thus isolated from each other. Note that in both of the examples, 
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forwarding decisions are not taken any more only by the IP Destination Address. This 
enables us setting up different routes for the flows even if they have the same IP 
Destination Address. Being able to define flows and the treatment of the flows in this 
way give us unprecedented flexibility in realizing resource allocation and dynamicity in 




Figure 2.7: OpenFlow flow definition 
 
Details on OF Controller and switch functionalities are presented in the following 
sections.  
 
2.3.1.1 OpenFlow Controller 
The OF Controller determines how a flow would be treated (forwarding routes, in-switch 
processing etc.) in the OF switch network. The first packet of a flow for which no 
forwarding rule exist yet, is sent to the Controller by the Ingress OF switch. The OF 
Controller takes an admission decision and opens up a flow entry for the flow in the 
switches residing on the route determined by the Controller. Consecutive packets from 
the flow are then processed and forwarded by the switches based on the flow entries 
created.  
OF Controller communicates with OF switches by OF Protocol (Figure 2.7) and have a 
separate channel for that. Controller to switch messages are: 
a. Feature: The Controller can request the identity and capabilities of a switch by 
sending a feature request. 
b. Configuration: The Controller can set and query configuration parameters in a 
switch by this. 
c. Modify-State: Used to manage state in a switch. Primary purpose is to add, delete 
and modify flow and group entries in OF tables and to set switch port priorities 
d. Read-State: Used to collect information from the switch e.g. current configuration, 
statistics etc. 
e. Packet-out: Used by the Controller to send packets out of a specified port on a 
switch, or to forward packets received via Packet-in messages. 
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f. Barrier: Barrier request/reply messages are used by the Controller to ensure 
message dependencies or to receive notification for completed operations. 
g. Role-Request: Role-Request messages are used by the Controller to set role of its 
OF channel, or to query the role. This is useful when a switch is connected to 
multiple Controllers 
h. Asynchronous-Configuration: Used to set filter on the OF channel on which 
asynchronous messages the Controller wishes to receive, or to query the filter. 
Useful when the switch is connected to multiple Controllers. 
OF Controller executes its role by using the messages above in managing the OF 
switches. 
 
2.3.1.2 OpenFlow Switch 
An OF switch [19] performs packet lookups and forwarding. The switch communicates 
with the Controller and the Controller manages the switch using ‘OF Protocol’. An 
external channel is used for the OF Protocol.  
 
 
Figure 2.8: Components of an OpenFlow switch 
 
As shown in Figure 2.8, an OF switch consists of one or more ‘flow tables’ and a ‘group 
table’. It also has an ‘OF channel’ to an external OF Controller. 
In order to add, update, and delete ‘flow entries’ in flow tables, the Controller uses the 
OF Protocol. These operations can be performed both reactively i.e. in response to 
packets, or proactively beforehand. Each flow table in the switch contains a set of flow 
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entries. Each flow entry consists of ‘match fields’, ‘counters’, and a set of ‘instructions’ to 
apply to matching packets. 
Matching starts at the first flow table and may continue to additional flow tables. If a 
matching entry is found, the instructions associated with the specific flow entry are 
executed. For a no match scenario, a table-miss flow entry can be configured. 
Depending on such entry, a packet for which no match was found, can be forwarded to 
the Controller over the OF channel, dropped or continue to the next flow table. 
Instructions associated with each flow entry either contain actions or modify processing. 
Actions included in instruction describe packet forwarding, packet modification and 
group table processing. Pipeline processing instructions send packets to subsequent 
tables for further processing and allow information, in the form of metadata, to be 
communicated between tables.  
Flow entries forward packets to either a physical or a logical port. Packets could also be 
forwarded to reserved ports defined by OF Switch Specification [19]. Reserved ports 
may specify generic forwarding actions such as sending to the Controller, flooding, or 
forwarding using non-OF methods. The logical ports mentioned above may specify link 
aggregation groups, tunnels or loopback interfaces. 
Actions associated with flow entries may direct packets to a group, which specifies 
individual processing e.g. broadcasting/multicasting. Such groups could be used for 
more complex forwarding e.g. multipath, fast reroute and link aggregation. Groups can 
perform directing multiple flows to a single identifier e.g. IP forwarding to a common next 
hop.  
The group table contains group entries. Each group entry contains a list of ‘action 
buckets’ with specific semantics dependent on the group type e.g. ‘Required’ or 
‘Optional’. A switch is not required to support all group types but the ‘Required’ ones in 
[19]. The actions in one or more action buckets are applied to packets sent to a group. 
 
a. Flow table: An OF flow table consists of flow entries. Each flow table entry contains: 
  - match field: used to match against packets. This consist of the ingress port and 
packet headers, and optionally metadata specified by a previous table 
  - priority: matching precedence of the flow entry 
  - counters: to count packets matched 
  - instructions: to modify the action set or pipeline processing 
  - timeout: maximum amount of time or idle time before a flow is expired by the switch 
  - cookie: opaque data value chosen by the Controller. May be used by the Controller 
to filter flow statistics, flow modification and flow deletion. Not used when processing 
packets.  
b. Flow removal: Flow entries are removed from flow tables in three ways. It could be 
removed either by a request from the Controller, via the switch flow expiry mechanism, 
or by the optical switch eviction mechanism.  
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The switch flow expiry mechanism is run by the switch and is based on the state and 
configuration of flow entries. Each flow entry has an idle_timeout and a hard_timeout 
associated with it. If the hard_timeout field is non-zero, the switch must note the flow 
entry’s arrival time as it may need to evict the entry later. A non-zero hard_timeout 
field causes the flow entry to be removed after the given number of seconds 
regardless of how many packets it has matched.  
If the idle_timeout field is non-zero, the switch must note the arrival time of the last 
packet associated with the flow, as it may need to evict the entry later. A non-zero 
idle_timeout field causes the flow entry to be removed when it has matched no packet 
in the given number of seconds. 
c. Instructions: Each flow entry contains a set of instructions that are executed when a 
packet matches the entry. There are two types of instruction defined in [19] – required 
and optional. A switch is required to implement at least the required ones. The list of 
required instructions is given below: 
- Write-Actions action(s): merges the specified action(s) into the current action set. 
If the action of the given type exists in the current set, overwrite it, otherwise add it. 
- Goto-Table next-table-id: indicates the next table in the processing pipeline. The 
table-id must be greater than the current table-id. OF switches with only a single flow 
table are not required to implement this instruction. 
 
d. Action Set: Each packet has an associated action set. A flow entry can modify the 
action set using a Write-Action instruction associated with a particular match. The 
action set is carried between tables. When the instruction set of a flow entry does not 
contain a Goto-Table instruction, pipeline processing stops and the actions in the 
action set of the packet are executed. Execution order of the actions are 
predetermined and follows the following order: 
   i. copy Time-To-Live (TTL) inwards: apply this action 
   ii. pop: apply all tag pop actions 
   iii. push-MPLS: apply MPLS tag push action 
   iv. push-PBB: apply Provider Backbone Bridges (PBB) tag push action 
   v. push-VLAN: apply VLAN tag push action 
   vi. copy TTL outward: apply this action 
   vii. decrement TTL: apply this action 
   viii. set: apply all set-field actions 
   ix. qos: apply all qos actions 
   x. group: apply the actions of the relevant group (in the same order as this list) 
   xi. output: if no group action is specified, forward the packet on the port specified by 




e. Actions: An OF switch is required to perform the following actions: 
   - Output: the Output action forwards a packet to a specified OF port 
   - Drop: there is no explicit expression to represent Drop. Drop is executed when the 
action set associated to packets have no output action specified. 
 - Group: Process packet through the specified group.  
The details specification of OF can be found in [19]. 
 
2.3.2 Summary 
OpenFlow is seeing its usage in Clouds/datacenters. Besides its support to VM 
migration by dynamic flow switching, it also solves the maximum number of VLAN 
problem (maximum number of VLAN possible is 4096).  
However, the centralized OF Controller can become a bottleneck and have scalability 
problem. OF also provides limited Quality-of-Service (QoS) feature and for these reason, 
applicability of OF to large scale WAN a is research challenge. 
 
2.4 Conclusions 
In this Chapter, some enabling technologies indispensable for network virtualization 
have been introduced. From an end-to-end perspective, not all elements have reached 
maturity. As seen in the Cloud computing business, virtualization is seeing 
commercialization in different isolated areas in networking paradigm and business. 
However, while addressing network virtualization, the end-to-end perspective must be 
pursued to realize the full benefit of it. 
In the next Chapter, I will further analyse network virtualization to draw the problem 
space for overall research direction in network virtualization, derive use cases and the 





Chapter 3  
 
Analysis of Network Virtualization, Commercial 





Different virtualization-based solutions started to appear in testbed deployments around 
the world e.g. GENI [7], VITUOSITY [38] etc. Isolation and programmability features of 
virtualization made it suitable for testbeds. 
A testbed is used by multiple users. Previously, a testbed was time-shared among its 
users as simultaneous usage was not possible. And often, new and unreliable 
technologies are tested which can take the testbed down. This makes a testbed 
unavailable until the problem is fixed in the testbed, as well as in the new technology 
which is being tested.  
Virtualization simultaneously solved the time-sharing as well as the testing of immature 
technology problems. Virtualization can create multiple isolated networks in a testbed. 
As seen in machine virtualization in the form of Virtual Machines (VMs) which can be on 
the same physical machine but completely isolated from each other, an end-to-end 
network can also be isolated. This is called a slice. By removing the underlying physical 
resources allocated to a slice, a slice could be deleted at any time. It could be deleted 
by software-centric approaches. 
In testbeds, a slice is allocated to a user. Only the user of the slice can use the slice. 
Multiple slices can then be simultaneously used by multiple users, thus shortening 
testing time as well as improving the usage efficiency of such testbeds. 
The isolation feature was specially suitable for testbeds. If a technology under test 
malfunctions, it is still contained within its slice and cannot affect other slices on the 
same testbed infrastructure. 
Experimental slices are simple compared to end-to-end commercial networks in terms 
of services offered and management tasks performed. Whereas testbed slicing is a 
good start point to understand commercial telecom network virtualization, it is not 
sufficient to understand all the implications and the problem space. 
In order to understand network virtualization, I compare it against well-known machine 
virtualization and provide multiple analogies in the next sections to scope it in a problem 
space.  
 
3.2 The Operating System 
Computer systems e.g. a server, consists of one or multiple processors, multiple levels 
of memory e.g. level 1, level 2 cache, Random Access Memory (RAM) etc., persistent 
storage e.g. hard disks, flash, and Input/Output (I/O) interfaces e.g. keyboard, screen, 
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Network Interface Cards (NICs). It is a very complex and heterogeneous system. 
However, such complexity and heterogeneity are undesirable to a programmer who 
wishes to write programs that run on a diversity of computer systems.  
In order to decouple the hardware complexity from the application software, a layer of 
software is placed in between the hardware and the application that wishes to use the 
hardware. This software layer is called an Operating System (OS). The OS abstracts 
the hardware thus hiding its complexity and heterogeneity, and presents easier and 
well-defined interfaces to the application above.  
The main functionality of an OS is to provide the application or an executing process 
with a simple set of instructions. An application process accesses the desired hardware 
resources through the instruction set provided by the OS. The results of the hardware 
execution are reported back to the application through the OS, hence closing the 
access loop. The OS is positioned in this loop as a simplifying intermediary.  
On a conceptual level, an OS achieves its functionality by providing an abstraction of 
the hardware capabilities of the underlying hardware such as CPU, memory, I/O etc. It 
also allows for multi-programming and timesharing, which enable parallel execution of 
multiple processes. These concepts are implemented by providing a library of system 
calls and interrupt routines. The system calls can be grouped together into access to 
hardware and file system, process management and inter-process communications.  
In addition, an OS may allow for different properties for the processes it manages. 
Some examples are prioritizing processes e.g. nice value in UNIX, guaranteeing 
response time e.g. real time operating systems, accounting for resource usage e.g. in 








3.3 The Network 
A network provides connectivity between the end-points of a communication session. 
The network path in between the end-points transports information generated by the 
end-points. End-points are computer systems as explained above. The information to 
be transmitted is sent down the network stack at an end-point to the physical network 
path that connects the end-point to the rest of the network. The information is delivered 
to the receiving end-point, which traverses the network stack at the receiving end-point 
to reach the application on top. The protocol stacks hides the network distance between 
the end-points and abstracts various heterogeneous transmission media in the network 
path. The physical transmission media could be a mixture of wireline and wireless links 
interconnected by switching hardware devices e.g. Layer 2 switches, routers etc. The 
protocol stack hides the heterogeneity of this diverse transport media and abstracts the 
accessing principle. Such abstraction provides simpler and homogenous access 
mechanism to an application wishing to access the network. Such abstraction includes 
addressing, flow/error control, multiplexing, switching/routing etc.  
The application process that wishes to transmit some data to its remote peer hands over 
this data to the protocol stack. The protocol stack uses the system primitives e.g. listen, 
connect, send, disconnect to open a communication session to the remote end-point i.e. 
peer, transfer the data, close the session and execute other necessary control tasks for 
a successful completion without bothering the application above. The destination 
end-point also uses the system primitives to receive the data. Thus, this data transfer to 
a remote end-points remains transparent to the applications above on both the source 
and destination end-points. 
In addition, like the OS, a network also provides value-added services in the form of 
connection-oriented/connection-less sessions, Quality-of-Service (QoS) guaranty for 
the data transfer process. 
 
3.4 Mapping between the Operating System and the 
Network 
Starting from the assumed equivalence made in the sections between an executing 
process and an end-to-end communication session, an analogy can be drawn between 
an OS on a single host, and a network which is an information delivery infrastructure. 
A process is the unit of execution in an OS, which consumes hardware resources, and 
the execution output is given back to the application that generated the process. In a 
similar way, the end-to-end communication session consumes the network physical 
resources in order to enable the data flow between, and offer an output to the 
communication end-points. From this point of view, the main functionality of an OS, e.g. 
providing access to hardware resources for an executing process, is similar to the 
functionality of a network, e.g. to provide network physical resources to an end-to-end 
communication session. 
In this framework, child processes created by an OS are similar to the session 
establishment and maintenance procedures performed by the techniques for data 
transfer and synchronization in an OS solve problems that also occur in multiparty 
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conference calls and synchronization of multiple streams in the network, and the 
process scheduling (multi-programming and time-sharing) functionality in an OS is 
similar to the multiplexing operations inside the network. 
While the previous paragraph attempts an analogy between the OS and the network on 
a functionality and conceptual level, in terms of execution of this functionality, 
similarities can be drawn too. System calls generated by the OS and executed through 
the libc library are comparable to the service primitives offered at the interface between 
the application and the network through the Service Access Point (SAP). Just like an 
executing process accesses the hardware resources through the OS system calls, the 
application end-points access the physical network through the SAP and the service 
primitives it offers (Figure 3.1). 
Schematically, similarities between an OS and a network, exploited in this analogy, can 
be represented as in Figure 3.2. The analogy is made as a preparation step for our 
understanding of Network Virtualization (NV) from the viewpoint of machine 
virtualization. I expect that the concept, mechanisms and use cases of machine 
virtualization can be exploited to derive the design space and potential use cases for 
network virtualization, and helps us create a unified framework in which current 




Figure 3.2: Analogy between the OS and network functionality 
 
3.5 Benefits of Machine Virtualization 
In computing, virtualization is a broad concept that refers to the abstraction of computer 
resources. It was first used in the ‘60s when the idea of time-sharing appeared. Around 
the same time, IBM Watson Research Center started a project called the M44/44X 
Project. The work involved testing this “time sharing’’ concept where virtual machines 
(44X) were created to image the main machine, the IBM 7044 (M44). Soon after came 
the Virtual Machine Monitor (VMM) giving the ability to create multiple virtual machines, 
each instance capable of running its own operating system. Now, over four decades 
later, we are extrapolating on the fundamental technologies of virtualization, creating 
new, more efficient ways to manage resources and deliver services. 
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The historical main advantage of virtualization is the implementation of time-sharing 
mechanisms, which at their turn lead to increased efficiency in using the available 
physical resources. Furthermore, the concept of isolation is also inherent in the 
deployment of virtualization, perceived either from the point of view of easy deployment 
of bundled applications, or as run-time isolation of parallel incompatible applications 
running on the same physical infrastructure. 
Virtualization rendered for the first time the operating system independent of the 
underlying hardware. This feature opened the way for software portability from one 
hardware entity to another. The resulting isolation, if properly exploited, can reduce 
system downtime significantly. Malicious or poorly written programs are isolated in such 
a way that they cannot influence the rest of the system functionality, hence increasing 
the robustness and protection of the overall system. These concepts spawn a number 
of benefits exploited so far by service providers and everyday users, such as in, 
a. Coexistence of Operating Systems on the same machine: A virtual machine 
installed on a single host machine allows the installing and parallel functioning of 
two or more separate OSs. In turn, this allows the user of this machine to run 
different OS specific applications, without requiring yet another dedicated hardware 
for each OS. 
b. Protection: Virtualization limits the communication between processes running on 
different virtual machines, hence isolating processes from each other. For example, 
the effect of malware can be limited, without affecting the hardware or other 
applications running outside the specific virtual environment. 
c. Operating System research: Virtualization allows for the developing and 
debugging of a new instance of an OS on the same hardware. This allows for new 
research ideas to be implemented and tested. 
d. Software testing and runtime debugging: Virtualization offers a stable and 
convenient way to create a reproducible environment for software testing. This 
provides an easy way to test and debug new software before and during 
deployment into production environments. 
e. Optimization of hardware utilization: Virtualization hardware equipment can 
accommodate multiple processing/computing environments. Using this, it is 
possible to aggregate multiple virtual servers on the same physical machine, up to 
capacity which results into reduced hardware number and cost. Such use case is 
seen in Cloud computing business. 
f. Job Migration: Executing processes can be moved transparently from one 
hardware system to another. In case of system failure, machine virtualization 
enables the transparent migration of running processes to a different machine thus 
ensuring service availability. Job migration can also be used for load balancing and 
energy saving my moving jobs to lowly loaded machines or consolidating jobs to 




g. Virtual Storage: By using virtualization, storage becomes independent of the 
services it is used for, and the management becomes easier as administration and 
maintenance could be done without any regard to the user services.  
h. Easy deployment of bundled applications: Deployment of special applications is 
not straightforward as they are tied to specific versions of OS libraries. The 
application may not run properly if the underlying OS is different. Virtualization 
solves this problem because incompatible applications can be put into separate 
virtual machines. Full ISO images containing the appropriate OS together with the 
necessary application can easily be deployed in one virtual machine, without 
changing current configuration of the host machine. This can avoid problems like 
“DLL Hell”.  
i. Separation of code license agreement: The isolation offered by a virtual machine 
enables proprietary code to be cleanly separated from GPL code and its license 
requirements. This facilitates the production of fully GPL-compliant product. 
 
3.6 Benefits of Network Virtualization 
I assume a general architecture for network virtualization as shown in Figure 3.3, which 
is business-centric. Resource accumulated from the Infrastructure Providers by the 
Virtual Network Provider are given to the Virtual Network Operator on which, Service 
Provider provides services to the Virtual Network Users. The diversity of underlying 
resources provided by multiple Infrastructure Providers are transparent to the Virtual 
Network Operator. Network virtualization is a method of combining available resources 
in a network and then splitting up available bandwidth into channels. Each channel is 
independent from the others, each of which can be assigned or reassigned to a 
particular server or device in real time. The idea is that virtualization disguises the true 
complexity of a network by separating it into manageable parts. I consider the access to 
the network via Service Access Points (SAP), the exact location of which is orthogonal 
to this discussion, be it in the core network or a socket-like interface on a host. 
Starting from the benefits of the concepts for virtualization as presented earlier, I show 
general use cases for network virtualization. I replace machine virtualization by network 
virtualization and deduce example use cases from there. 
a. Coexistence of networks: The core concept of network virtualization lies on 
creating multiple logical networks on the same physical substrate network. Each 
logical network is called a virtual network. Isolation is possible in between these 
networks. This isolated facilitates the deployment of multiple, sometimes conflicting 
networking technologies on the same physical network. Examples are different and 
incompatible routing protocols like RIP [12], OSPF [13], multiple generations of 
cellular network like 3G and 4G on the same physical network infrastructure. 
b. Protection: Isolation is a great tool for protecting an entity from its surrounding. 
Different virtual networks may have different protection features such as access 
control, traffic encryption etc. One such isolated, encrypted, access controlled 
network can be used, for example, for banking transactions. Adding access control 
also on the servers joining such a network can be used to create a safer Internet for 
children from bottom up.  
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At present, virtual private networks (VPN) are the most prominent way to realize 
secure and protected communication over a public network. Regardless to whether 
PPTP, L2TP or IPSec is used, the basic principle is tunnelling by means of header 
encapsulation. User data, including or excluding the IP header is encrypted. 
Additional headers e.g. PPP, GRE, IP etc. are then appended with the encrypted 
user packets for authentication and routing purpose. The contents of the user 
packet, including original source and destination IP addresses, remain transparent 
to the core transport network. Although VPN protects the secrecy of the user data, it 
is a point-to-point solution which isolates a session rather than a network. A 
network is a multipoint-to-multipoint entity. The objective of network virtualization is 





Figure 3.3: General architecture for network virtualization 
 
c. Network research: The concept of network virtualization emerges from the need 
for large scale general purpose multi-user testbed for next generation network 
research. As testbed are used for testing emerging and unstable technologies, 
malfunctioning often takes the testbed down. The isolation characteristics of 
virtualization guarantees that the malfunctioning of one experiment confined within 
a virtualized slice i.e. network cannot affect other experiments in other virtualized 
networks running in parallel. It cannot take the whole physical testbed down. An 
example of this is NSF GENI [7] mentioned in the previous chapter. 
d. Network testing and debugging: Operators, owning networks with a nation-wide 
reach, lack large scale testing facilities where they can sufficiently test their new 
services before commercially deploying them in the servicing network. By using 
virtualization technologies, it is possible to create slices in operators servicing 
nodes and create a testing facility as large as the commercial servicing network. 
This has two effects. Firstly, owning costly testbed facilities becomes unnecessary. 
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Secondly, it allows an operator testing its under-development services in a 
commercial scale network which enables the operator having a better and more 
realistic testing before the release of the service. Isolating this virtual network for 
testing from the commercial slice guarantees resiliency to the commercial slice from 
malfunction in the test slice. The same concept can be used to experiment with 
deployed applications in order to pinpoint hard-to-trace runtime problems. A 
Proof-of-Concept of this could be found in [39]. 
e. Optimization of hardware utilization: By dynamically allocating virtual network 
nodes to the physical substrate, the existing hardware can be utilized by multiple 
virtual networks up to capacity which can minimize cost for Infrastructure provider. 
Virtualizing network nodes allows for sharing where different administrators can 
administer their slice only. The problem of resource mapping between physical 
substrate and the virtual networks is currently one of the most actively pursued 
problems in academic research and has been addressed in Chapter 4 of this thesis.  
f. Job Migration: In network virtualization, one slice could be allocated to a job. A 
slice could be a virtual network where virtual machines (VM) are connected by 
virtual links. Slices can migrate from one network location to another by using VM 
and virtual link migration techniques. This provides an easy way to re-configure a 
network without any necessity of re-wiring which is a cumbersome task in network 
operation. Slice migration can create a completely different network topology on the 
fly. Such feature can be utilized in topology optimization in commercial networks or 
for creating topology for experiments in academia [7]. Such migration can also be 
used to reduce downtime during network update and upgrade operations [40]. 
g. Virtual Storage: Current network abstractions do not include storage of permanent 
state as main feature of the network. However, if we change the boundary of the 
abstraction to include content delivery as a part of core network service, e.g. 
Contents Delivery Networks (CDN) and Peer-to-Peer (P2P) networks, virtualization 
can help retrieve contents from the same logical addresses, regardless of its 
physical location. In fact, virtualization can help adapt the physical location of 
contents according to their access pattern, e.g. flash crowds, local news etc. 
h. Bundled Network Service Deployment: The equivalent of an application in a 
network is a service. Many network services require service-specific network 
architecture. Network architecture for WLAN, sensor networks, corporate internet 
are different from each other. If different services are deployed simultaneously on a 
physical infrastructure, the resulting network architecture supporting all deployed 
services could become overly complex, both in service delivery and operation. This 
problem could be alleviated by deploying services ensuring isolation among each 
other i.e. in different virtual networks. 
i. License management: Network virtualization not only facilitates separation of 
different classes of quality of service agreements, but also allows different traffic 
routes due to different peering agreements. For example, one could ensure that 
certain traffic does not get routed through networks the data should not stray into. 
The traffic in question could be data sensitive for security reasons, or media 
streams for which the distributor has rights only in certain countries. In this regard, 
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methods of service-based network virtualization by using multi-layer traffic 
engineering on GMPLS have been shown in [41]. 
The expected improvement brought by network virtualization lie in the domain of 
improved flexibility, decoupling of service from the network [42], reduced management 
cost or energy consumption [40].  
On the other hand, potential disadvantages of network virtualization include loss of 
multiplexing gain, extra complexity of inter-slice management operation, and the 
cumbersome interaction among in-slice management system, inter-slice management 
system and the management system of the physical infrastructure. Such architectural 
aspects have been addressed in Chapter 7. 
 
3.7 Characteristics and Levels of Virtualization 
Based on how a hypervisor mediates between guest OS (OS in a VM) and the hardware, 
virtualization can be classified in different categories. The hypervisor exposes an 
interface that represents hardware can be used to host full-fledged operating systems 
(guest OS). On the other hand, there are virtual machines that run on top of operating 
systems, and there execution environments for individual programs are written in byte 
code e.g. Java virtual machines. Along with that, there is a type of hypervisor that 
implements the concept of paravirtualization. Paravirtualization exposes a hardware-like 
interface, but requires the guest OS to be modified in order to explicitly call functions 
inside the hypervisor. This removes some overhead from full virtualization where the 
hypervisor tries to truly mimic the hardware. 
The hypervisor may either run stand-alone like a micro-kernel or supported by a host 
operating system. However, most commercially available hypervisors make use of a 
host operating system that allows for easy management and installation of the guest 
operating systems. 
The hypervisor assigns dedicated resources to each guest OS, thus isolating them from 
each other. As a result, processes running in different guest OSs cannot communicate 
with each other using the usual OS primitives of semaphores, signals, pipes or shared 
memory (shared memory is recently being investigated for faster inter-VM 
communications). In general, guest OSs/VMs need to rely on network transport services 
to communicate with each other, even when they are on the same physical host. 
Programs running in VMs representing a byte-code execution environment have a wider 
variety of communication mechanisms to choose from. Such features are usually an 
integral part of the execution environment e.g., .NET remoting. 
Below, I present three main categories of machine virtualization and their different 
implementations and usages. I try to map presently available network virtualization 
concepts and implementations to these three categories of machine virtualization 
concepts as well as their implementations. Different network virtualization concepts 
have been summarized well in [43]. This mapping is primarily based on how OS 
processes and network sessions access the machine hardware and network 
infrastructure, respectively. For the network perspective, I consider a network as an 
information delivery infrastructure and concentrate on how a session is accommodated 
within it.  
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3.7.1 Full Virtualization 
A full virtualization completely decouples the guest OS from the hypervisor. In this case, 
a guest OS needs no modification and can be installed above a hypervisor. VMWare 
ESX [11] is an example of full machine virtualization. Multiple virtual machines, each 
with a guest OS can run in parallel but in isolated from each other. Each VM can have 
their own applications running on top of their respective guest OSs. The resources are 




Figure 3.4: Full network virtualization: Internet in a slice 
 
I map Internet in a slice to such full virtualization concept. As a design principle, the 
architects of GENI plan to incur zero overhead to the user of a particular slice so that the 
user can run her/his software/applications inside the slice without any modifications of 
her/his software/applications in order to use the slice. Ideally, the user does not have to 
use any slice-specific network protocol stack (Figure 3.4).  
Layer 3 (L3) Virtual Private Networks (VPN), when implemented in a Provider Edge 
(PE) solution [43], also falls into this category. In L3-VPN, the customer end system 
needs no modification of its protocols. PE routers create and maintain the VPN 
connections and ensure isolation of the VPN tunnels inside the network. Multi-Protocol 
Label Switching (MPLS) and other forms of transport network tunnelling solutions fall 
into this category as well, since the end users/applications do not require any 
modification in them. 
 
3.7.2 Paravirtualization 
This implementation requires the guest OS to be modified for the hypervisor. For 
machine virtualization, XEN [10] is a paravirtualization solution. From network 
virtualization point of view, L3-VPN Customer Edge (CE) solutions [43] can be put as a 
paravirtualization solution. For L3-VPN CE solutions, customer system has to establish, 
maintain and isolate its sessions. Customer site needs to be modified with CE routers. 
In this regard, Layer 2 (L2) VPN is also similar as L2-switch at the session generating 
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host side has to modify the session, i.e. tagging to receive VPN service from L2 




Figure 3.5: Network paravirtualization: Layer 2 and 3 tunneling 
 
The overlay networking concepts are similar to paravirtualization in machine 
virtualization. The Application Layer (L7) needs special addressing and flow control to 
receive desired services from the transport network, e.g., transparency, overlay 
maintenance and other services a transport network does not provide in general. The 
Open Signalling approach [43] is also similar as the user has to adapt its applications to 
the API provided by the underlying abstraction layer.  
 
3.7.3 Execution Environments for VM over the Host OS 
Java Virtual Machine (JVM) and Microsoft Common Language Runtime are two 
examples of such virtualization techniques. The VM execution environment offers a 
hardware independent instruction set that is responsible for translating Java byte code 
or Intermediate Language Code to machine language. 
Historically and inherently, a network can be considered as a virtualized environment of 
such category. All application sessions are in general isolated, and receive different 
treatment according to the QoS requirements (best effort excluded) mentioned by the 
originator of the session i.e. the application or the end system. In general, all traffic is 
transported on the Internet Protocol (IP) which can be seen as the common Virtual 
Machine Execution Environment in machine virtualization. It adapts the application to 
the hardware in a machine and hides the heterogeneity of hardware, whereas IP hides 
the underlying transport technology and any application session can then transparently 
transported over IP being oblivious of the heterogeneity of the end-to-end transport 
infrastructure. The network has always been a virtualized multi-user space. Cellular 
network even isolate sessions on a per-user basis, where GTP tunnels are setup in a 
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per-user basis in order to perform user servicing based on user subscription and 
application characteristics (Figure 3.6). Using GTP also helps in doing the mobility 




Figure 3.6: User session isolation in mobile cellular networks 
 
3.8 Limitation of this Analogy 
Like with any analogy, it is easy to get carried away and forget that this analogy is done 
only for one particular purpose, which is to structure existing work on network 
virtualization and explore potential use cases and implementation architectures. 
Similarly, this analogy should only be construed to represent a conceptual mapping 
within its scope. 
There are a number of issues in which the analogy does not hold up. The most 
important ones in my opinion are listed below. 
 The concept of geography gives an additional constraint in networking that does not 
have an equivalence in an operating system. 
 Virtual memory concepts on the operating system side do not fully map, as the 
prevalent network abstraction does not consider saving permanent state as a 
salient network feature. However, since storage becomes important in some 
architectures envisioned for future networks, the benefits brought by virtualization 
should be revisited. 
 Back-up concepts from the operating system do not map in their common sense. In 
the network, memory is associated to end points, hence the back-up functionality is 
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taken outside the network. Network back-up would imply saving configuration and 
management state of the network at a given time. 
 Resources in an operating system used by one process usually belong to one 
administrative domain, while resources used by one session in networks usually 
belong to multiple administrative domains. 
 I/O concepts from the operating system have no equivalent in networking, as 
sessions only establish communication between the end points. 
Even though it is not possible to deduce architectural recommendations from this 
analogy, my approach still provides a way to structure the design space for network 
virtualization via comparison, as we have seen earlier. It also provides a way to map the 
virtualization concepts/benefits from one domain to the other, and structure the possible 
use cases for network virtualization accordingly. At the same time, some of the 
limitations of this analogy give rise to new research questions. 
 
3.9 Open Issues and Research Directions 
The places in which my analogy breaks down can be exploited to define new research 
directions. Whenever a mapping fails because an aspect exists in networks or OSs only, 
a fundamental issue could possibly be identified. The most striking difference between 
networks and OSs is the importance of geographic location. A concrete research issue 
directly influenced by this difference relates to the energy consumption optimization of 
the discussed system. The geographic location of network nodes must be taken into 
account when trying to optimize power consumption, in order to satisfy possible network 
QoS/coverage guarantees. Network topology and user geographical positioning are 
core issues in network virtualization, while their OS counterparts (datacenter 
architectures) only play a major role in the case of the biggest of datacenters. 
A second issue relates to the benefits of storage virtualization in future network 
architectures. While the concept of storage is not fully defined in present networks, it is 
a fundamental building block of new network paradigms and algorithms, e.g. CDNs, 
P2P networks, Delay Tolerant Networks (DTNs), or energy-saving buffer-and-burst 
networks. Virtualizing storage could improve the performance of such systems, by 
making it independent of the address space and physical location. 
Once content is brought into the network, back-up becomes more important, as simply 
bootstrapping individual network elements from configuration files may not restore the 
full network functionality. Network virtualization could simplify network back-up by 
requiring distributed check-pointing only for one virtual network, which might make the 
problem more tractable. 
Finally, another key difference between the network and the OS is that, even though 
OSs are multiuser, they are still under the same administrative domain. On the contrary, 
networks usually span multiple administrative domains. OS virtualization potentially 
deals with multiple administrative domains on top of the virtualization layer, e.g. hosting 
for Amazon’s EC2, while network virtualization would have to deal with different 
administrative domains also below the virtualization layer. How multiple virtualization 
techniques can coexist in different administrative domains of the infrastructure providers, 
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is a question future research will have to answer in order to realize the benefits of 
end-to-end virtualization. 
 
3.10 Use Cases of Network Virtualization for Telecom  
Machine virtualization has seen its usage in sandboxing for software testing, Operating 
System (OS) development, host machine sharing for resource usage efficiency etc. In 
the previous section, I have presented general benefits of network virtualization which 
encompasses use cases from testbed to software product delivery. In this section, I 
focus on telecom operator and its business and explain use cases viable in the telecom 
sector. 
 
3.10.1 Network sharing 
At present, each network operator owns their own physical network infrastructure. Each 
operator provides services e.g. voice calls, video distribution, web services etc. on their 
own physical network. However, as networks are designed to accommodate peak traffic 
load, each operators network is underutilized when the traffic is below the peak load. In 
many cases, network resources are over-provisioned. This makes the resource usage 
efficiency even lower. 
The primary reason of why each operator opts to own its own network is the 
independency of operation. Owning an independent physical and service networks 
allows an operator to perform operation without any influence from any third party. If 
operational independence can be guaranteed, sharing a physical network infrastructure 
will bring great economical gain by means of co-investment and improved resource 
usage efficiency. 
Network virtualization facilitates such operational independence. By using the isolation 
principle, it is possible to create multiple virtual networks which are independent of each 
other. By designing smart operation system based on the isolation principle, it then 
become possible to provide operational independence to the user of each virtual 
network mentioned above. Such architecture is presented in Chapter 7 which allows for 
sharing a common physical network infrastructure but still be able to perform operation 
of a virtual network without being affected by the owners/operators of other virtual 
networks residing on the same physical infrastructure. Operators of each virtual 
networks would not realize the existence of other virtual networks. Such sharing 
reduces CAPEX because the physical network infrastructure can be built by investment 
from multiple parties, reduces OPEX because each Virtual Network Operator (VNO) 
does not need to operate the physical network devices e.g. servers, routers which 
altogether reduces Total Cost of Ownership (TCO) [46] while providing services to end 
customers. 
 
3.10.2 Multi-generation Networks 
Sharing a physical network infrastructure is a business strategic decision which is also 
depends on national regulation. It is therefore difficult to realize. However, operators, 
specially the cellular mobile operators own and operate multiple generations of cellular 
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networks. At present, LTE/EPC, called 4G is the most recent generation of network 
which succeeds the 3rd Generation (3G) mobile cellular network. However, such 
succession does not occur in one day, rather, takes years. In the mean time, these 
different generations of mobile cellular networks coexist and operated simultaneously. 
In Japan at present, most operators own and operate both 3G and 4G networks and 
thus, have two physical network infrastructures for each generation. However, from 
physical network requirements point-of-view, both generations have similar if not the 




Figure 3.7: Network (NW) sharing in multi-generation cellular networks 
 
In this context, network virtualization can enable accommodating multiple generations of 
cellular networks in one physical network infrastructure (Figure 3.7). Virtualization of 
cellular Base stations (BTS) can even enable sharing a BTS [5] for multiple generations 
and wireless frequencies. Unlike network sharing introduced in the previous section, 
such sharing takes place within the same company, hence, easier to make business 
and strategic decisions on network deployment and the consequent operation and 
service provisioning for end customers. 
 
3.10.3 β-Slice 
Testing new services before commercial release is an important task for network 
operators. Each new services, as well as network technologies e.g. new network 
protocols are needed to be tested thoroughly before releasing for end customer usage. 
This requires an operator as well as the developing vendors owning huge testing 
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facilities which is enormously costly. However, no testing facility is as large as a 
nation-wide commercial network. This means that a network service cannot be tested at 
such a large scale until it is publicly released in a nation-wide commercial network. 
 
Figure 3.8: β-slice for service testing 
 
Besides, network operators cannot be sure whether a new service would be well 
received by the end customers, thus successful until the proper release of the service to 
the public. If the service does not become successful, investment made on the service 
is largely wasted. It also takes significant amount of effort as well as cost to 
de-commission the service out of market. 
As network virtualization enables us to create isolated slices i.e. virtual networks, it can 
enable a network operator create a testing slice to test under-development, 
not-yet-matured β version services on a nation-wide virtual testbed (Figure 3.8). A 
network operator may even make such β version open to public use and can monitor 
the popularity of the service. Bug fixing from real life operation can be done in parallel. It 
has two effects. Firstly, the testing can be done on a scale equalling a nation-wide 
commercial network. Secondly, an operator can know before-hand whether the service 
would be popular or not. Based on such pre-release bug-fixing and customer response, 
an operator can effectively decide whether to migrate the service to commercial release 
or de-commission it at an early stage. This improves service lifecycle maintenance and 
reduces cost. 
 
3.10.4 Service-specific Networking 
Applications like voice, video, Virtual Reality (VR), Augmented Reality (AR), 
Machine-to-Machine (M2M) communications, sensors, vehicular communications, net 
gaming, tele-surgery etc. have made a typical voice only telecom network to an 
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extremely heterogeneous multi-service network. Each application has its own 
requirements. It ranges from extremely real-time tele-surgery to best-effort web data 
transfer, from narrow-band voice to high-definition video. So far, due to the low 
per-service usage, all services are accommodated in a monolithic physical as well as 
service network. However, with the proliferation of smart phone as well as broadband, 
per-service usage is on the rise. Therefore, serving all services by a monolithic service 
network is becoming extremely difficult due to the versatility of the application 
requirements and growing number of per-service users. 
Service-specific virtual network is the concept of decoupling service networks from the 
physical infrastructure network and isolating them in order to meet their resource as well 
as operational requirements. Virtual networks could be set up on a per service basis, 
e.g., individual virtual networks for voice, video, tele-surgery, best-effort web data 
transfer and etc. (Figure 3.9). Each virtual network can be created based on required 
Bandwidth (BW), end-to-end latency, service topology etc. Resources among such 
service-specific virtual networks could be dynamically adjusted based on demand and 
traffic volume. Along with the benefit explained above, ease of service deployment, 
independent operation are worth mentioning as potential benefits to an operator. 
Along with the use cases described above, many other use cases exist for an interested 
telecom operator [47]. Some other examples are secured network for banking, isolated 





Figure 3.9: Service-specific virtual networks 
 
3.11 Requirements from the Use cases 
The use cases presented in the previous section present new requirements which must 
be met if the use cases are to be commercialized. In the next sections, I present the 




3.11.1 Virtual Network Creation 
Decoupling the software part of the network from the Physical Network Infrastructure 
(PNI) requires separate design policy and the consequent deployment method. The PNI, 
with cables and server machines, is a static entity. However, virtual networks for 
different generations of cellular networks or for different services need to be designed 
and planned on an on-demand basis where, topology and resource requirements for 
each virtual network would be different from the other. As such virtual networks need to 
generated on-the-fly because of the on-demand nature of the use cases, a nation-wide 
virtual network needs to be planned and instantiated in minutes order. Automating such 
virtual network creation is the starting requirement of the use cases. 
 
3.11.2 Isolation among Virtual Networks 
As the use cases suggest, multiple virtual networks would co-exist on the PNI. It is 
relatively easier to guarantee isolation in compute domain (servers/hosts) due to the 
maturity of machine virtualization technology e.g. Virtual Machine (VM). However, 
ensuring full isolation in the Wide Area Network (WAN) is a difficult task. The 
requirement over here is to guarantee isolation on an end-to-end basis. 
 
3.11.3 Management and Orchestration 
Network virtualization brings new items to be managed, orchestrated and operated. So 
far, network operation did not distinguish in between software and hardware. Due to the 
separation between hardware and software, such monolithic operation would not be 
applicable anymore. PNI operation and the virtual network operation need to be 
performed independently. Fault in any of them must not affect the other. Besides, 
resources as well as operational orchestration over multiple resource (compute, 
transport, storage) and virtual network domains need to be performed to create an 
end-to-end virtual network, and then simultaneously operate multiple of them. Such 
architecture does not exist to this date and requires new investigation.  
 
3.12 Conclusions 
In this chapter, a specific way of addressing the network virtualization research domain 
has been presented, starting from a conceptual analogy between an operating system 
and a network. A number of use cases for network virtualization from use cases for 
virtual machine monitors have been derived. Some of these use cases are already 
known in the research literature, some novel to my knowledge, leading to interesting 
research directions.  
Within this analogy, I argue that there may not be one single network virtualization 
technology superior to all others. Similar to virtual machines executing below or above 
an operating system, virtualization may take place within the network elements or only 
outside. Thus, equating network virtualization to a hypervisor for the Internet falls short 
of describing the implementation options available to realize the desired benefits. This 
analogy can be used as a predictive model for network virtualization use cases. As an 
outlook, I take the liberty to predict, in analogy to OS virtualization, that the first network 
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virtualization use case in widespread introduction would be related to increased 
flexibility of network management and deployment, rather than network sharing among 
multiple operators. 
Based on a general analysis of a network virtualization, I have also provided 
commercially viable use cases for telecom operators. Such use cases are 
indispensable if a new technology is to be widely accepted and commercially deployed. 
Based on the use cases, I also derived requirements that need to be met in order to 
realize the use cases technically. In the following chapters, I would address the 












































Chapter 4  
 





Network virtualization has gained large momentum in the research community over the 
recent years and now moving to commercialization. In the IT sector, it saw deployments 
in Cloud computing environments and datacenters. Telecom operators are also 
becoming more and more interested in it, finding out use cases [47] in the ease of 
deployment of nodes like MME, S/P-GW [9], scaling of such nodes based on loads 
rather than peak load based deployments [48], dynamic topology reconfiguration for 
disaster avoidance and recovery [49], among others. 
Network virtualization consists of computing node virtualization and communication 
link/path virtualization. This creates virtualized end-to-end networks on a Physical 
Network Infrastructure (PNI). Virtual Machine (VM) virtualizes computing nodes, and 
Software-Defined Networking (SDN) can virtualize communication links/paths (see 
Chapter 2). The key features of virtualization are isolation among virtualized entities i.e. 
VMs and Virtualized Links (VLs), and decoupling software from hardware. Isolation 
among virtualized entities enables the coexistence of multiple Virtualized Networks 
(VNs) in the same PNI e.g. different generations of cellular network [46]. The 
independence of software e.g. VM from the underlying hardware enables on-the-fly 
network creation, which takes years at present in physical network deployments. The 
PNI is a static entity. On top it, VNs with different topologies, computing and link 
resources can be created, operated and removed on-demand. This enables faster 
network deployment, reduces occupying resources when not necessary and thus 
improving resource usage efficiency of a PNI to maximize revenue. Such decoupling 
between software and hardware also enables VMs and VLs migration [50]. Such 
characteristics can be used to migrate critical network facilities, when virtualized, to 
safer location during natural disasters. 
Such automated and on-demand VN generation can be performed by Virtual Network 
Embedding (VNE) techniques. A VNE request consists of a VN topology, necessary 
computing and link resources e.g. number of VMs per computing node in the requested 
topology, link Bandwidth (BW), delay and other requirements. A VNE algorithm then 
finds out the best possible mapping i.e. embedding solution of such requests on a PNI.  
VNE is an NP-hard problem [51]. Many heuristics have been proposed to come up with 
workable polynomial time solutions. In the existing solutions, network resiliency i.e. fault 
avoidance and recovery are largely absent. Many schemes are available for path 
protection in the form of multi-path redundancy. However, site e.g. Cloud/datacenter 
protection schemes are not available. Network paths are stateless and if paths are lost, 
service does become unavailable. However, it does not destroy user or operational data. 
If a site is destroyed, uncountable amount of user and network operation data are lost.  
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In this chapter, a polynomial time VNE algorithm for telecom operators site protection is 
proposed. My objective is to come up with a solution which can provide protection for all 
sites in an operators network [52]. There is no less critical site for an operator, who are 
bound by regulatory constraint on service availability of 99.999%. This results into a 
downtime of less than 5 minutes a year [53]. The conventional 1+1 protection scheme 
employed by the telecom operators are based on such constraint. Unlike the available 
site protection schemes which address single site failure at a time, my objective is to 
provide solution for simultaneous multiple site failures. This comes from our experience 
from the earthquake/tsunami in March 2011 in Japan, where network operators 
experienced large-scale network failure over a prolonged period of time. 
 
4.2 Related Works 
ViNEYard [7] proposes VNE algorithms where node mapping is coordinated with link 
mapping. They formulate the VNE as a Mixed Integer Linear Program (MIP). As MIP is 
computationally intractable, they relax the integer constraints to obtain a Linear 
Program (LP) which can be solved in polynomial time. However, they use location as a 
requesting parameter in VNE request. This limits the embedding location of a VNE 
request. It potentially overloads a certain locality of a physical network infrastructure 
whereas other parts of the infrastructure may remain underutilized. They also use 
Multi-Commodity Flow (MCF) which embeds a virtual link over multiple physical paths 
by path splitting. This increases the success rate of a VNE. However, till to this date, 
path splitting in real commercial public network is not supported. Routers does not keep 
multiple paths to a certain destination and even if they do, do not use simultaneously for 
the same session. Beside, sending packets of the same session over multiple paths 
leads to packet reordering problem in the end host, as different packets arrives in 
different order due to different lengths of the paths. Packets out of sequence are usually 
discarded. 
Authors in [54] present two site protection schemes. Sites could be Cloud computing 
environments or datacenters, as in my scheme. 1-redundant scheme proposes to use a 
common backup site for other sites. K-redundant scheme finds out backup for K number 
of sites, which are considered important. For a telecom operator, there is not site that is 
not important, as it comes with regulatory service availability conditions as well. Besides, 
the K-redundant VNE which is closest to my objective, does not explicitly find out paths 
in between primary and backup sites. As the backup methods for the real data is not 
mentioned, it is not clear how a primary site will backup its data to its backup site. If 
Virtual Machine (VM) migration techniques are used, a path to migrate the VMs may not 
exist when it would become necessary. Besides, VM migration at present takes 
significant time [55], which does not satisfy telecom operators downtime threshold.  
Authors in [56] propose VNE algorithm to realize survivability during single region 
failures. They assume multiple failures but sequentially rather than simultaneously. The 
objective is to find out a backup site with minimum link cost from the site affected by a 
regional failure. Besides, backup locations are found after the failure, which could be 
late and come with significantly long down time. In addition, this approach will not be 
able to handle simultaneous regional failures. 
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A shared backup scheme has been proposed in [57]. It optimizes the backup resources 
necessary for a given VNE request. Different site nodes work as each others backups. 
The optimization leads to the sharing of backup resources among multiple site nodes. 
This leads to losing any backup when sites performing as each others backup fail 
simultaneously. 
In the exiting literatures, path protection schemes have been exhaustively investigated. 
Solution for single link failure has been presented in [58], as the authors consider 
multiple simultaneous link failures a rare event. As dedicated backup links are a waste 
of resources, they propose two shared link backup schemes, an on-demand one and a 
pre-allocated one.  
A reactive backup method for protection against single link failures has been proposed 
in [59]. Each physical link BW is divided and reserved for primary flow embedding and 
the rest for accommodating backup flows for potential future failures. During a physical 
link failure, a reactive optimization is performed to reallocate the flows on the failed link 
to the rest of the network. However, during large-scale natural disasters, multiple links 
can simultaneously fail which increases the complexity of single link-based schemes as 
these then have to find out backup of numerous links at the same time. 
Authors in [60] consider the migration of the end-nodes of a path to realize path 
protection. In such a scheme, end-nodes e.g. servers are migrated to recover from the 
path failure it was previously connected to. Although site protection is not the objective 
here, this scheme has similarity to my proposal. However, I opt to seek for migration 
destination and path beforehand, rather than after a failure occurs in order to realize 
telco-grade stringent service availability requirement. 
Path protection is a necessary feature for overall network resiliency. Although 
end-to-end path protection is not explicitly addressed in this proposal, above schemes 
can easily be integrated in my proposed scheme to realize path protection in correlation 
with site protection. 
 
4.3 Modelling and Problem Formulation 
In future operational networks, a VNE request will come from a Virtual Network 
Operator (VNO) who wishes to provide service using the PNI. Figure 4.1.a shows a high 
level operational view of such process [46]. Operators Network Operation System will 
receive such VNE request, and embed them in the PNI. The PNI consists of two 
components: the sites and the core transport network. The site nodes can be physical 
servers or Virtual Machines (VMs) which are used to host the services upon the request 
from a VNO. I envision that the site nodes with computation and storage capabilities can 
be used to host services like 3GPP core network nodes, e.g. MME, S/P-GW etc. The 
site nodes will be deployed in Cloud computing environment or datacenters in the PNI, 
as shown in Figure 4.1.a.  
The graphical interpretation of the scenario explained above is shown in Figure 4.1.b. 
The Clouds around the grey core transport network in Figure 4.1.a are modelled as site 
nodes. The numbers shown in Figure 4.1.a beside these represent their capacity, such 
as the number of VMs this site can accommodate at the moment. The grey core 
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transport network consists of switching nodes and links connecting them as shown in 




a. Network operation for VNE 
 
 
b. Graphical representation of VNE 
 
Figure 4.1: VNE request embedding 
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4.3.1 Network Model 
The entire PNI can be modelled as a graph 𝐺𝑝 = (𝑉𝑝, 𝐸𝑝), where 𝑉𝑝 and 𝐸𝑝 represent 
the set of vertices/nodes and the set of links within the PNI, respectively. I use |𝑉𝑝| to 
denote the number of nodes in the set of 𝑉𝑝. I use 𝑛𝑝
𝑖  to refer to node 𝑖 which belongs 
to set 𝑉𝑝, ∀𝑛𝑝
𝑖 ∈ 𝑉𝑝. A link between node 𝑖 and 𝑗 is given by 𝑒𝑝(𝑖, 𝑗), and ∀𝑒𝑝 ∈ 𝐸𝑝. 
The adjacency matrix of 𝐺𝑝 is given by 𝐴𝑝, which is a |𝑉𝑝|  × |𝑉𝑝| matrix. If there is an 
incident link between node 𝑖 and 𝑗, 𝐴𝑝(𝑖, 𝑗) = 1; otherwise, 𝐴𝑝(𝑖, 𝑗) = 0.  
Bidirectional graph is assumed in this work, hence 𝐴𝑝(𝑖, 𝑗) = 𝐴𝑝(𝑗, 𝑖). A path from node 
𝑖 to 𝑗 is denoted as 𝑝(𝑖 → 𝑗), which is the collection of the links along the path. The 
path length is given by |𝑝(𝑖 → 𝑗)|. 𝑖 and 𝑗 represent a set of sources and destinations, 
hence 𝑝(𝑖 → 𝑗) is the set of paths containing all the combinations of the sources and 
destinations. 𝑃𝑝 represents the set of all the feasible paths within 𝐺𝑝. Therefore, 
if ∀𝑛𝑝
𝑖 , 𝑛𝑝
𝑗 ∈ 𝑉𝑝, 𝑝(𝑖 → 𝑗) ∈ 𝑃𝑝. 
The set of switching nodes within the core transport network is given by 𝑉𝑠 and the set 
of site nodes are represented as 𝑉𝑟, hence we have 𝑉𝑝 = 𝑉𝑠 ∪ 𝑉𝑟 on condition that 
𝑉𝑠 ∩ 𝑉𝑟 = ∅. 
Node capacity is specified by a 1 × |𝑉𝑝| array 𝐶𝑝, in which, the capacity of node 𝑖 is 
𝐶𝑝(𝑖) and {𝐶𝑝(𝑖) ∈  ℝ ∶  𝐶𝑝(𝑖) ≥ 0}. 
The link BW is specified by a |𝑉𝑝|  × |𝑉𝑝| matrix 𝐵𝑝. If link 𝑒𝑝(𝑖, 𝑗) ∈ 𝐸𝑝, its available 
BW is given by 𝐵𝑝(𝑖, 𝑗), where 𝐵𝑝(𝑖, 𝑗) ∈ ℝ
+; otherwise, 𝐵𝑝(𝑖, 𝑗) = 0. The available BW 
on a path 𝑝(𝑖 → 𝑗) is denoted by 𝑓𝑝
𝑖→𝑗
, the value of which is limited by the intermediate 
link that has the minimum BW as, 𝑓𝑝
𝑖→𝑗 = min (𝐵𝑝(𝑖, 𝑣1), … 𝐵𝑝(𝑣|𝑝(𝑖→𝑗)|−1, 𝑗)), where  𝑣𝑖 
for ∀𝑖 ∈ [1, |𝑝(𝑖 → 𝑗)| − 1], is an intermediate node on the path. 
 
4.3.2 Virtual Network Embedding Request 
The VNE request can come in different granularities. If a VNO wishes to operate its 
virtual network at router level and above, it can send a request in that detail. As this 
work is about site protection, I assume that a VNO sends its embedding request at site 
granularity. A VNE request consists of VN nodes and links, which can also be 
represented by an undirected graph 𝐺𝑣 = (𝑉𝑣 , 𝐸𝑣) with adjacency matrix 𝐴𝑣. Besides 
the VN topology, the VNE request also provides the requirement constraints in terms of 
node capacity 𝐶𝑣, link bandwidth 𝐵𝑣 and delay limits 𝐷𝑣. Delay can be defined by 
round trip time (RTT) or hop count. I assume that the dominant factor of delay is the 
processing time when packets pass through a switching node, hence I use hop count as 
a parameter to model delay. Figure 4.1.b provides an example of a VNE request, which 
consists of four nodes with capacity, link BW, and delay requirements. Once a VNE 
request arrives, it will be mapped to the PNI, which means that a number of site nodes 
will be selected within the PNI, and the bandwidth among the site nodes will be reserved 
for hosting service and communication purposes. 
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To host telecom nodes like 3GPP core network nodes in VNs, carrier-grade availability 
is compulsory. The embedded VNs should be survivable and recoverable from site 
failures. 
Providing 1+1 backup for all the protected sites is one solution to achieve this required 
high availability. Therefore, along with one primary site, one backup site is also needed 
for mapping a VN node. The backup site can be in hot-standby and the running service 
states are synchronized between the primary and backup sites all the time, hence the 
backup site can take over the service immediately without interruption if the primary site 
is down. However, the backup mechanism is out of the scope of this work. In this work, I 
only focus on how to select and inter-connect the backup and primary sites. 
 
4.3.3 Problem Formulation 
The VNE problem can be considered as a process with two stages: VN node mapping 
and VN link mapping. In the first stage, VN nodes are mapped to site nodes in the PNI 
using function, ℳ𝑛: 𝑉𝑣  ↦  𝑉𝑟. In order to achieve 1+1 site protection for VN node 𝑖, a 
primary site node 𝑛𝑟
𝑖𝑝
and a backup site node 𝑛𝑟








∈  𝑉𝑣 , ∀𝑛𝑟
𝑖𝑝 , 𝑛𝑟
𝑖𝑏  ∈  𝑉𝑟, 𝑛𝑟
𝑖𝑝 ≠  𝑛𝑟
𝑖𝑏        (1) 
In the second stage, the feasible paths between all the mapped site nodes are 
established by using function ℳ𝑙: 𝐸𝑣  ↦  𝑃𝑝, where, 
 
ℳ𝑙(𝑒𝑣(𝑖, 𝑗)) =  𝑝 (ℳ𝑛(𝑛𝑣






 ∈  𝑉𝑣        (2) 
 
To guarantee the seamless service migration in the site failure scenario, for instance for 
a VNE request with two nodes and one link as shown in Figure 4.2.a, we have to 
explicitly search for two primary and two backup nodes, and six links in between all the 
primary and backup nodes to enable 1+1 site protection as illustrated in Figure 4.2.b. 
This would be the conventional method to handle 1+1 site protection. Hence, the total 
required BW to embed one VN link is the summation of the reserved BW on all the six 
links. The required backup BW for the path between the primary and backup nodes 
might be smaller than the requested BW on the primary path, which depends on the 
selected backup mechanism as I mentioned before, or an explicit request from the VNO. 
For simplicity, I assume that the required backup BW is the same as the requested BW 
for the primary path. ℳ𝑙(𝑒𝑣(𝑖, 𝑗)) defined in (2) is a path set with two kinds of paths: 
data communication path set ℳ𝑙
𝑐(𝑒𝑣(𝑖, 𝑗)) and backup path set ℳ𝑙
𝑏(𝑒𝑣(𝑖, 𝑗)) where 
ℳ𝑙
𝑐(𝑒𝑣(𝑖, 𝑗)) = {𝑝(𝑖𝑝  →  𝑗𝑝), 𝑝(𝑖𝑏  →  𝑗𝑏), 𝑝(𝑖𝑝  →  𝑗𝑏), 𝑝(𝑖𝑏  →  𝑗𝑝)}  and ℳ𝑙
𝑐(𝑒𝑣(𝑖, 𝑗)) =
{𝑝(𝑖𝑝  →  𝑖𝑏), 𝑝(𝑗𝑝  →  𝑗𝑏)}. The VNE request embedding issue can be formulated as an 








(𝑖, 𝑗) ( ∑ |𝑝(𝑥 →  𝑦)|
𝑝(𝑥 → 𝑦) ∈ ℳ𝑙
𝑐(𝑒𝑣(𝑖,𝑗))
+  ∑ |𝑝(𝑥 →  𝑦)|
𝑝(𝑥 → 𝑦) ∈ ℳ𝑙
𝑏(𝑒𝑣(𝑖,𝑗))
)  




𝐶𝑣(𝑖) ≤ min(𝐶𝑟(𝑖𝑝), 𝐶𝑟(𝑖𝑏)), ∀𝑛𝑟
𝑖𝑝 , 𝑛𝑟
𝑖𝑏  ∈  𝑉𝑟    (4) 
𝑓𝑝
𝑖𝑝 → 𝑖𝑗 ≥  ∑ 𝐵𝑣(𝑖, 𝑗),
|𝑉𝑣|
𝑗=1,𝑗 ≠𝑖  ∀𝑛𝑣
𝑖 , 𝑛𝑣
𝑗  ∈  𝑉𝑣     (5) 
𝑓𝑝
𝑥 → 𝑦 ≥  𝐵𝑣(𝑖, 𝑗), 𝑝(𝑥 →  𝑦)  ∈ ℳ𝑙
𝑐(𝑒𝑣(𝑖, 𝑗))    (6) 
|𝑝(𝑥 →  𝑦)|  ≤  𝐷𝑣(𝑖, 𝑗), 𝑝(𝑥 →  𝑦)  ∈ ℳ𝑙
𝑐(𝑒𝑣(𝑖, 𝑗))    (7) 
∑ ( ∑ 𝐵𝑣(𝑖, 𝑗)
𝑝(𝑥 → 𝑦) ∈ℳ𝑙
𝑐(𝑒𝑣(𝑖,𝑗))
1𝑝(𝑥 → 𝑦) (𝑒𝑝(𝑢, 𝑣))
𝑒𝑣(𝑖,𝑗)∈ 𝐸𝑣
+  ∑ ∑ 𝐵𝑣(𝑖, 𝑗)1𝑝(𝑥 → 𝑦)(𝑒𝑝(𝑢, 𝑣))
|𝑉𝑣|
𝑗=1,𝑗 ≠𝑖𝑝(𝑥 → 𝑦) ∈ℳ𝑙
𝑏(𝑒𝑣(𝑖,𝑗))
)  ≤  𝐵𝑝 (𝑢,𝑣) 
                                                                   (8) 
 
Node and Link Constraints: 
 
𝑥𝑖,𝑗 ∈ {0, 1}, ∀𝑛𝑣
𝑖 ∈  𝑉𝑣 , ∀𝑛𝑟
𝑗 ∈  𝑉𝑟     (9) 
𝑥𝑖,𝑖𝑝 = 1, 𝑥𝑖,𝑖𝑏 = 1, ∑ 𝑥𝑗,𝑖𝑝 = 0
|𝑉𝑣|
𝑗=1,𝑗 ≠𝑖  𝑎𝑛𝑑 ∑ 𝑥𝑗,𝑖𝑏 = 0
|𝑉𝑣|
𝑗=1,𝑗 ≠𝑖    (10) 
?̃?𝑢𝑣  ∈ {0, 1}, ∀𝑛𝑝
𝑢, 𝑛𝑝
𝑣  ∈  𝑉𝑝, ∀𝑒𝑝(𝑢, 𝑣)  ∈  𝐸𝑝    (11) 
∑ ?̃?𝑖𝑘𝑖: 𝑒𝑝(𝑖,𝑘) ∈ 𝐸𝑝 −  ∑ ?̃?𝑘𝑗𝑖: 𝑒𝑝(𝑘,𝑗) ∈ 𝐸𝑝 =  {
−1, 𝑘 = 𝑠, 𝑛𝑟
𝑠  ∈  𝑉𝑟
1, 𝑘 = 𝑑, 𝑛𝑟
𝑑  ∈  𝑉𝑟
0, 𝑘, 𝑛𝑠
𝑘  ∈  𝑉𝑠 
   (12) 
                                         𝑝(𝑠 →  𝑑)  ∈  𝑃𝑝                                              
 
Equation (4) represents the capacity constraint from a VNE request, which means that 
the selected primary and backup site nodes should have sufficient capacity to host it. 
Equation (5) is the BW constraint for the path between the primary and backup site 
nodes, which are mapped from VNE node 𝑖. It implies that the reserved BW for this 
path is the summation of all the incoming and outgoing traffic from VN node 𝑖. Equation 
(6) and (7) are the BW and delay constraints for the communication paths. Equation (8) 
implies that the total BW of all the flows passing through the physical link 𝑢 →  𝑣 is 
limited by its available BW 𝐵𝑝(𝑢, 𝑣) , in which 1𝐴(𝑎)  is an indicator function and 
1𝐴(𝑎) = 1 if 𝑎 ∈ 𝐴, otherwise, 1𝐴(𝑎) = 0. 
In equation (9), 𝑥𝑖,𝑗 is a binary variable, which is 1 if site node 𝑗 is selected as a 
primary or a backup node for VN node 𝑖. Otherwise, it is zero. Equation (10) ensures 
49 
 
that one site node can only accommodate one VN node (primary or backup) for one 
VNE request. ?̃?𝑢𝑣 introduced in equation (11) is also a binary variable which is equal to 
the indicator function 1𝑝(𝑥 → 𝑦)(𝑒𝑝(𝑢, 𝑣)) defined in equation (8). 
Equation (12) limits that, for all the intermediate switching nodes on the path 𝑝(𝑠 →  𝑑), 




Figure 4.2: 1+1 site protection illustration 
 
4.4 Proposed Scheme: VNE for Telco Site Protection 
As mentioned in the previous section, I aim at realizing the telco-grade 1+1 protection 
scheme for all telecom sites. 1+1 site protection is expensive in terms of bandwidth. 
This is because the required bandwidth is not only reserved from the primary to primary 
sites, but also the path between primary to backup, and backup to backup sites to 
handle any number of primary site failures. Therefore, my main objective is to reduce 
the bandwidth consumption to embed the VNE requests. 
At first, I select potential candidate site nodes in the PNI with enough resources to 
accommodate the requested nodes. In the second step, I form primary-backup site 
node pairs based on a predefined network distance in between them. Once such 
candidate pairs for each VN node have been selected, the problem space is 
significantly reduced. Then, I embed the links among the pairs which satisfy both the 
BW and delay requirements from the VNE request. Multiple candidate pairs give the 
flexibility to find out viable paths and optimize BW consumption. 
 
4.4.1 Primary-Backup Pair Searching  
I consider all the computing and storage resources (physical/virtual machines) 
connected to the same access router as one logical site node. This is because 
computing resources connected to the same router would become unavailable if the 
router is down. Therefore, I model the PNI such that each switching node does not 
attach more than one site node. To be fault-tolerant, a VN node needs to be mapped to 
two site nodes to form a primary-backup pair. Therefore, the path length between the 
primary and backup site nodes should be equal or higher than 3. Moreover, I limit the 
path length between the primary and backup site nodes by a threshold 𝑑𝑡ℎ. This is a 
learning from the tsunami in 2011 that the primary and backup sites should be 
50 
 
sufficiently apart to avoid failure at the same time. Hence, we have one more constraint 
for objective (3). For a candidate primary-backup pair of VN node 𝑖, we have, 
 
                         3 ≤ |𝑝(𝑖𝑝  →  𝑖𝑏)|  ≤  𝑑𝑡ℎ         (13) 
 
The primary-backup node distance constraint 𝑑𝑡ℎ  is a network operational parameter 
which can be determined by a VNO. It should be noted that 𝑑𝑡ℎ is not a compulsory 
constraint. In order to geographically distribute primary and backup sites, a backup site 
node can also be considered even though the path length between the primary-backup 
pair is longer than 𝑑𝑡ℎ. However, a large value of primary-backup pair path length may 
increase communication cost for service backup to achieve site protection and network 
downtime while migration from primary to backup sites due to longer network distance. 
Searching all the candidate primary-backup pairs for all the VN nodes is time and 
computing resource consuming, and it is also unnecessary especially for a large scale 
PNI. Greedy node mapping algorithm is applied here for primary and backup site nodes 
mapping. For a VN node 𝑖, its capacity requirement is 𝐶𝑣(𝑖) and its BW requirement is 
the summation of the BW required from all its incident links ∑ 𝐵𝑣(𝑖, 𝑗) 
|𝑉𝑣|
𝑗=1,𝑗 ≠𝑖 . I first sort 
the VN nodes according to their required capacity in decreasing order as 𝑉𝑣 =
{𝑛𝑣
1𝑐 , 𝑛𝑣
2𝑐 , … 𝑛𝑣
|𝑉𝑣|𝑐} and use this sequence to map the VN nodes to the site nodes in the 
PNI. The rationale behind this is that it is more difficult to embed a node with high 
capacity requirement than a low capacity VN node. Site nodes with sufficient capacity 
are considered as candidates for VN node mapping and any two candidate site nodes 
form a candidate primary-backup pair. However, searching the optimized primary- 
backup pair is complex in terms of computing resource and time. Geographical 
constraints could be added to assist site node selection like in [51], but they are not 
considered here due to space constraints. I simply limit the number of selected site 
nodes per each VN node by a fixed number 𝑛𝑛𝑚 (e.g. 𝑛𝑛𝑚 = 5). In the next step, the 
candidate pairs are sorted according to the hop count in increasing order. If several 
pairs have the same hop count, the pair with higher capacity is put on top of the pair with 
lower capacity. I choose the first 𝑛𝑡ℎ pairs as the selected primary-backup pairs. If the 
number of candidate pairs is smaller than 𝑛𝑡ℎ, all the pairs are selected. For a VN node 
𝑖, it has 𝑛𝑖 candidate primary-backup pairs, where 𝑛𝑖  ≤ 𝑛𝑡ℎ. 
All the site nodes in the candidate primary-backup pairs is given by 𝑉𝑝𝑏
𝑖 = ⋃𝑥=1
𝑛𝑖 {𝑖𝑝𝑥 , 𝑖𝑏𝑥}, 
where 𝑖𝑝𝑥 and 𝑖𝑏𝑥 represents the primary and backup nodes from the 𝑥
𝑡ℎ candidate 
pair respectively. Primary and backup nodes can be randomly decided within the 
primary-backup pairs or based on their capacity, for instance, a node with higher 
capacity is the primary node. I assume that each VN node within one VNE request can 
only be mapped to one site node. Therefore, after establishing 𝑉𝑝𝑏
𝑖 , all the nodes within 
𝑉𝑝𝑏
𝑖  are removed from the site nodes as 𝑉𝑟 = 𝑉𝑟⋂(𝑉𝑝𝑏
𝑖 )𝑐, where (𝑉𝑝𝑏
𝑖 )𝑐 is the absolute 
complement of 𝑉𝑝𝑏
𝑖 .  
The searching of primary-backup pairs for the rest of VN nodes continues within the 
updated set of 𝑉𝑟 until all the VN nodes form their own primary-backup pair sets. 
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Primary-backup paths are found in this step as described above. By combining them 
with the primary-primary paths, I ensure a complete connectivity between all nodes in 
two primary-backup pairs. The pseudo code of this Primary-Backup Pair Searching 
(PBPS) algorithm is shown in Algorithm 1. 
 
 
PBPS Algorithm Pseudo-code 
 
4.4.2 VN Link Embedding 
After selecting the primary-backup pairs for the VN nodes, the VN links between VN 
nodes are mapped to the paths on the PNI. 
a. Link embedding based on link degree: VN links are mapped sequentially based 
on the node degree of the VN nodes. First, I sort the VN nodes according to their 
node degrees in the decreasing order 𝑉𝑣 = {𝑛𝑣
1𝑙 , 𝑛𝑣
2𝑙 , … , 𝑛𝑣
𝑖𝑙 , … , 𝑛𝑣
|𝑉𝑣|𝑙}. The VN links 
are mapped from higher node degree VN nodes to lower node degree VN nodes. I 
assume that the node degree of VN node 𝑖  is 𝑘  and the node IDs of its 
neighbours are denoted as 𝑖1, 𝑖2, … , 𝑖𝑘. All the VN links that pass through the same 
VN node, e.g. 𝑒𝑣(𝑖, 𝑖
𝑥) for ∀𝑥 ∈ [1, 𝑘], have the same priority for mapping. In my 
52 
 
algorithm, I sort 𝑖𝑥  in increasing order and map 𝑒𝑣(𝑖, 𝑖
𝑥)  using the sorted 
neighbour sequence. In the next step, the shortest paths between all the candidate 
pairs are established. Constraint-based Shortest Path First (CSPF) [61] can be 
used to determine the path with sufficient BW between all pairs. If the path length of 
a candidate pair cannot satisfy (13), this pair is removed from the candidate pair set. 
For a certain VN node, the BW constraint for its primary-backup pair is the 
summation BW of all links passing through this VN node. 
This has two effects. Firstly, it correlates the node embedding with the link 
embedding. There is no point of selecting a node as a candidate which only has 
enough node capacity but not enough BW for ingress/egress links. Secondly, as 
explained below, I only find out primary-primary paths in the PNI for inter-VN node 
link embedding. 
b. Joint embedding of primary and backup paths: Using the conventional 1+1 site 
protection approach as shown in Figure 4.2.b, a mesh needs to be created among 
primary and backup networks to ensure connectivity during any number of site 
failures. For example, for the VNE request of two connected nodes of A and B, in 
the conventional approach, we need to find out A and B, their respective backup 
nodes A’ and B’, and then interconnect all four of these. In my proposed algorithm, I 
only connect the primary-backup pairs A-A’ and B-B’, and then I connect the 
primary nodes A-B, as shown in Figure 4.2.c. 
In this way, I reuse a part of the primary-primary path to ensure connectivity among 
all four nodes. Thus, recovery is possible if both A and B fail simultaneously, or if 
any of them fails. The rationale behind this is, if the primary and backup sites are 
not too far away from each other (which would perform badly while migrating from 
primary to backup nodes), the paths in between two primary nodes and their 
backups would overlap for a large section. Therefore, to map two VN nodes, finding 
out three paths would suffice. If B fails, the path can be switched to B’ from the 
intersection point of A-B and B-B’. Path searching between primary sites is a 
standard routing problem, which can be solved by many existing shortest path 
algorithms [61]. CSPF is used in this work for route discovery in the PN, in which 
the required BW is the constraint. If the shortest path found in this way does not 
meet the delay requirement, I conclude that the other paths wont. 
The conventional approach practically embeds the VNE request twice, and then 
connects the nodes in the primary network with nodes in the backup network in a 
mesh. Therefore, number of paths (𝑃𝑐𝑜𝑛) for a VNE request 𝐺𝑣 = (𝑉𝑣 , 𝐸𝑣) in worst 
case would be, 




To the contrary, in the proposed scheme, I only find out the paths requested in a 
VNE request and additionally, the paths in between the primary-backup pairs. 
Therefore, number of paths (𝑃𝑛𝑒𝑤) in my scheme would be, 
𝑃𝑛𝑒𝑤 = 𝐸𝑣 + 𝑉𝑣 
which is much smaller than 𝑃𝑐𝑜𝑛 when 𝑉𝑣 is large. 
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c. Embedded link adjustment: After mapping the VN nodes, the VN link embedding 
process may not be successful in one trial. For instance, site node 𝑖 and 𝑗 are 
selected for VN node mapping, but there is no path that can be found between them 
after running CSPF because of BW scarcity. If this scenario occurs during the VN 
link embedding process, instead of using the BW constraint, I find out all paths 
between site nodes 𝑖 and 𝑗 that meet the delay constraint. I first take the shortest 
one and check if it overlaps with any previously embedded paths. If there are 
overlapping links, I check if releasing the previously embedded path could help 
releasing enough BW to embed the current path. If not, I go to the next shortest 
path between site nodes 𝑖 and 𝑗, and do the same as above. If releasing the 
previously embedded path can help to embed the current one, I release the 
previous one, embed the current VN link and re-embed the previous VN link as has 
been explained before (Section 4.4.2). In order to avoid an algorithm loop, I mark all 
the overlapped links in the PNI. If further VN link embedding overlaps on such 
marked links again, I exit the algorithm and declare a failure. This is because 
releasing a previously embedded path going through the marked links means that 
the released path will not have any other option to be embedded. If all the paths 
satisfying delay constraints do not overlap with any previously embedded paths, 
path searching fails, which means that there is no path available in the PNI with 
enough BW to meet the requirement.  
 
4.4.3 Algorithm Complexity Discussion 
The algorithm complexity should be considered for node selection and link selection 
separately. For node selection, let us assume that there are m virtual nodes and n 
physical nodes, in which I assume that there are cn resource nodes and (1 − c)n 
switch nodes. For each virtual node, we go through all possible resource nodes (with 
linear complexity O(n)) and for each selected resource node, we run the shortest path 
search to find a backup (with complexity O(𝑛2)). Therefore, the primary and backup site 
nodes searching for one virtual node has the complexity of O(n) + O(𝑛2), which is 
O(𝑛2).  
For m virtual nodes, we have complexity m ∗ O(𝑛2), which is O(𝑛2) if m is a constant 
number. For link selection, my proposed algorithm selects the shortest path between 
two primary nodes, therefore, it has the same complexity as shortest path search i.e. 
O(𝑛2). Therefore, the summation of two parts is still O(𝑛2) + O(𝑛2), which is O(𝑛2).  
 
4.4.4 Performance Evaluation 
In this section, I provide the simulation-based evaluation results of my proposal and 
compare it against the conventional approach to achieve 1+1 site protection. 
 
4.4.4.1 Simulation Settings 
a. Physical network: To evaluate the performance of my algorithm, I have 
implemented a MATLAB based discrete event simulator. I randomly generate |𝑉𝑠| 
switching nodes in a circular area to form the core transport network. Each 
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switching node selects the five closest neighbours in terms of distance as its direct 
neighbours. I also generate |𝑉𝑟| site nodes, which are randomly attached to one of 
the switching nodes. Any two site nodes cannot attach to the same switching node. 
The major simulation related parameters are listed in Table 4.1. The capacity and 
bandwidth of each site node and switching node are uniformly distributed within the 
range [100, 300] and [100, 200] respectively. 
b. VNE request: For one VNE request, the number of requested VN nodes is set to a 
fixed number 3, and the probability of connectivity between every two VN nodes is 
0.5. If all the nodes within the VN graph are not connected via single or multiple 
hops, the VN graph is regenerated. The bandwidth and capacity requirement is 
uniformly distributed within the range [1, 5]. The delay limit for a VNE request is set 
to 10 hops. The path length limit between a pair of primary and backup site nodes is 
4 hops. The number of selected primary and backup candidate pair 𝑛𝑡ℎ is set to 1. 
 
Table 4.1: Simulation Parameters 
 
Parameter Value 
Physical node capacity [100, 300] 
Physical link bandwidth [100, 200] 
Node capacity in VNE request [1, 5] 
Link bandwidth in VNE request [1, 5] 
Number of nodes in VNE request [2, 5] 
Link delay limit in VNE request 10 hops 
Primary-backup node distance 4 hops 
Link probability in VNE request 0.5 
 
4.4.4.2 Evaluation Results 
In this section, I evaluate the performance of my proposed algorithm to achieve 1+1 site 
protection. I simulate the arrival of VNE requests as discrete events. To test the 
maximum number of VNE requests that can be embedded in a PNI, I do not define the 
lifetime of a VNE request. Hence, once a VNE request is embedded in the PNI, it will 
remain in the network for the rest of the simulation. 
 
a. Overall comparison: To evaluate the performance of my proposal, I use primary 
path length as an indicator, which is the summation of the hop counts from all the 
primary paths of a VNE request. I compare the averaged results after 50 iterations, 
for the heuristics with the optimal results derived from exhaustive search of all the 
primary-backup possibilities from the analytical model. The analytical model is built 
based on the conventional approach, which requires full mesh between all the 
primary and backup sites. In this study, the number of site nodes is fixed to 10, and 
the number of switching nodes is changed from 13 to 22. Table 4.2 shows the 
results obtained from these three approaches. What should be noticed is that, to 
compare the bandwidth consumption efficiency from different VNE solutions, I use 
the same node mapping mechanism for primary-backup pair selection in both 
conventional and my proposed algorithms to eliminate the influence from the VN 
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node embedding. That is also the reason why the primary path lengths for these 
two algorithms are the same as listed in Table 4.2. The optimal solutions are 
obtained by searching the complete problem space, hence they indicate that the 
results are not only optimized for node mapping but also for link mapping. The 
optimal results are a little better than the heuristic algorithms, but the required 
computing resources and computing time cannot be neglected. 
 
Table 4.2: Comparison of the best, conventional and proposed solution 
 
Number of switching nodes 13 16 18 22 
Analytical model (best solution) 6.86 7.76 7.44 8.22 
Conventional approach 9.3 9.7 10.06 10.78 
New algorithm (my proposal) 9.3 9.7 10.06 10.78 
 
b. Bandwidth consumption: As emphasized before, bandwidth usage is one of the 
main metrics to evaluate the VNE algorithm efficiency. Therefore, I compare the 
Bandwidth (BW) consumption for each VNE request by using the conventional 
algorithm and my proposal. I set up a PNI with 50 switching nodes and 20 site 
nodes. In order to test the overall capability of the PNI to host the VNs, within one 
simulation run, I input 20 VNE requests to one PNI sequentially in both the 
embedding algorithms. If one VNE request can be embedded, its requested site 
node capacity and link bandwidth will be reserved for this VNE request. Otherwise 
this VNE request will be dropped. Figure 4.3.a depicts the bandwidth consumption 
for each VNE requests within one simulation run. A VNE request that is generated 
earlier is associated with a smaller sequence ID as shown in the X-axis in the 
figures. The Y-axis is the allocated BW within the PNI for each VNE request with 
backup solution. If a VNE request is rejected, the assigned bandwidth is set to zero. 
The results shown in the Figure 4.3 indicate that my proposed algorithm consumes 
much less bandwidth to embed a VNE request and it can also accept more VNE 
requests than the conventional algorithm due to its better resource allocation 
efficiency. To gain better understanding about the algorithm performance, the 
simulation was repeated 200 times. For all the embedded VNE requests, the 
average bandwidth consumption for the embedded VNE request with the same 
sequence ID is shown in Figure 4.3.b, which indicates that the conventional 
algorithm reserves around three times the bandwidth compared to my proposed 
algorithm. Moreover, the reserved bandwidth fluctuates more while using 
conventional algorithm than in my proposed algorithm.  
c. Path length: Based on the same simulation setup described above, the total 
primary path length (paths from primary site to primary site) and backup path length 
(paths from backup site to backup site) has been investigated for each VNE request. 
The results are shown in Figure 4.4.a. As shown in the figure, for both conventional 
and my proposed algorithms, the primary path length is not always shorter than the 
backup length. This is due to the fact that I setup the role of primary and backup 
nodes (based on the site node capacities) before the link embedding. Therefore, 
the primary path length is not necessarily shorter than the backup path length. As I 
can also see, by using my proposed algorithm, the path length of the backup path 
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has a higher probability of being longer than the primary path. This phenomenon 
occurs because, after assigning the primary backup pairs for a VNE request, I first 
select the shortest path in between the primary-primary site nodes which satisfies 
the BW requirement. By doing so, the primary path is always the optimized solution. 
Due to the fact that my proposed algorithm tries to reuse part of the primary path to 
reduce the bandwidth reservation for backup paths, the selection of backup paths is 
not optimized. This may result in longer backup path lengths than the primary paths. 
In this work, I do not optimize the backup path length. During a failure and the 
consequent service migration, the path to the backup PNI node could be optimized 
step-by-step. In such cases, a new primary backup site pair can be formed, or the 
failed primary site node can become the backup site node after its recovery and an 
unnecessary migration back to it can be avoided. I will address this in my future 
work. The average path length for each embedded VNE request with the same 
sequence ID is shown in Figure 4.4.b, which is based on 200 simulation runs. It also 
indicates that the average backup path length of my proposed algorithm is longer 




a. Sequential embedding of VNE requests 
 
b. Average bandwidth consumption 
 
Figure 4.3: Comparison of bandwidth consumption between the conventional approach 




d. VNE request acceptance ratio: In order to gain better understanding about the 
above obtained results from Figure 4.3.b and Figure 4.4.b, the VNE request 
acceptance ratio is plotted in Figure 4.5, which is defined as the ratio between the 
total number of accepted VNE requests (successfully embedded) and the total 
number of simulation iterations for this setup, which is the summation of all 
successfully embedded and unsuccessfully embedded VNE requests. As shown in 
the figures, it indicates that my proposed algorithm sees mild decrease in 
acceptance rate as number of VNs increases in the network. In comparison, the 
decrease shown by the conventional algorithm is more dramatic. This is because 
more VNE requests are embedded in the PNI, less resources are left to embed the 
later VNE requests (having higher sequence ID). In my scheme, I require much less 
resource than the conventional scheme, hence the VNE request acceptance ratio 
tends to be higher. In comparison, the conventional scheme fails to come up with 
embedding solution when resources become scarce. 
 
  
a. Path length in embedded VNE requests 
 
 
b. Average path lengths in embedded VNE requests 
 






e. Physical network scale influence: The topology of a PNI will also influence the 
VNE performance to a certain extent. To review the PNI scale influence, I apply a 
core transport network with a grid topology. The number of switching nodes is set to 
5x5, 6x6, 7x7 and 8x8 in different simulation scenarios. Moreover, the number of 
site nodes is varied from 10, to 15 to 20, and they are randomly attached to the 
switching nodes. The results shown in Figure 4.6 are the mean value after 100 
iterations in order to average the randomness effect. The number of VNE requests 
is set to 30 in each run of the simulation. I further compared the VNE request 
acceptance ratio under different scale of transport network and the results are 
shown in Figure 4.6.a, my proposed algorithm has a much higher VNE request 
acceptance ratio than the conventional approach for VNE. When the network size is 
increased, the acceptance ratios drop in both cases, which is more obvious by 
using my proposed algorithm than the conventional algorithm. There are two 
reasons for this drop in VNE acceptance ratio. On condition that the number of site 
nodes within the PNI is fixed, once the core transport network becomes larger, the 
average distance between site nodes is also increased. Hence, the first reason for 
VNE request drop is due to the fact that the path length between the selected site 
nodes cannot satisfy the delay constraint specified in the VNE request. This is the 
direct influence from the PNI topology. The second reason for VNE request drop is 
simply because the BW within the PNI is not sufficient to host the VNE requests. 
When I further investigate the reasons of the VNE request drop by using these two 
algorithms, I find out that the VNE request drop in my algorithm is mainly due to the 




Figure 4.5: VNE requests acceptance ratios in the conventional approach and the 
proposed algorithm 
 
As shown in the figures, the results also indicate that the amount of site nodes also has 
certain impact on the acceptance ratio, i.e. the more site nodes we have, and the better 
acceptance ratio is obtained due to the high diversity of site nodes. However, once the 
amount of resource nodes is over certain threshold, there are no obvious changes on 
acceptance ratio, because the impact from the amount of switch nodes dominates the 
number of VNE requests that can be embedded.  
As shown in Figure 4.6.b and Figure 4.6.c, I depict the average primary and backup 
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path length for the embedded VNE requests with different PNI sizes. As shown in the 
figures, compared to the backup path length, the difference of primary path lengths 
between my proposed algorithm and the conventional algorithm is smaller than the 
difference in the backup path lengths between these two algorithms. My proposed 
algorithm tends to have a longer average path length in all simulation setups. The 
reason has been discussed above, which is due to the distribution of site nodes and 















c. Relationship between network scale and path length in embedded VNE requests 
 
Figure 4.6: Physical network scale influence on embedding performance 
 
4.5 Realization under NFV Context 
My proposed virtual network embedding algorithm can be used not only to embed 
virtual networks under the PNI context, but also under the network function virtualization 
(NFV) context. ETSI’s NFV activities are formed by major operators and vendors to 
tackle these problems by consolidating network equipment on industry standard high 
volume hardware locating in datacenters [62]. One Virtualized Network Function (VNF) 
may contain multiple sub-components which are run in different virtual machines. These 
virtual machines could be located in the same datacentre or in multiple datacenters 
according to the VNF deployment requirements and policies. Even though this is a 
different VNE use case, such deployment can also be done using my proposed 
algorithm. For instance, one VNF deployment request might contain only one network 
function but multiple sub-functions, or it could be a request to embed a chain of VNFs 
and each of the VNFs may contain multiple sub-functions as shown in Figure 4.7. No 
matter for what the scenario is, the VNE request can be formed as 𝐺𝑣 = (𝑉𝑣 , 𝐸𝑣) as 
explained in Section 4.3.2.  
 
 
Figure 4.7: VNF chaining example 
 
Figure 4.8 is the NFV implementation reference architecture proposed by ETSI NFV 
[63]. The embedding request is sent to the NFV Orchestrator (NFVO), which will trigger 
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the embedding decisions on VNF managers, which manage the lifecycles of VNF 
instances, and Virtualized Infrastructure Manager (VIM), which control and manage the 
compute, storage and network resources. Being different from the physical network 
modelling introduced in Section 4.3.1, the infrastructure under the NFV context refers to 
the datacentre networks, which are normally consisted by different type of switches, e.g. 
core switches, aggregation switches and top of the rack switches, and all the switches 
are setup certain pre-defined topology, e.g. two/three-tier tree, fat-tree, etc. If multiple 
datacenters are involved to deploy one VNF or one VNF chain, the Transport Network 
(TN) is also involved in the picture. In this case, the embedding needs to be done in two 
steps. Step 1 is the top tier embedding, which locates the suitable site nodes and links 
within the TN that interconnect site nodes. Step 2 is local embedding, meaning, for each 
site node, the required resource is located in the granularity of VMs. If multiple VMs are 
involved, links within the datacenter need to be calculated and reserved in order to 
interconnect these VMs. Therefore, the infrastructure graph for physical network 
𝐺𝑝 = (𝑉𝑝, 𝐸𝑝) should be updated accordingly by taking switches with different types and 
capabilities into consideration. If TN is not involved, the VNE algorithm can be run in 
VIM. If multiple VIMs and the TN in between are involved in the system, the top tier VNE 
can run in the NFV Orchestrator for global network protection, and the local one in VIM 





Figure 4.8: NFV reference architectural framework 
 
4.6 Conclusions 
In this chapter, a heuristic algorithm which realizes VNE for 1+1 site protection has been 
proposed and evaluated to meet telco-grade network protection and service availability 
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requirements. Path splitting is not used to relax the problem, as path splitting is 
unrealistic in operational networks. In addition, I also distinguish in between server 
nodes and switching nodes, as a server node cannot be mapped on a switching node. 
The proposed algorithm achieves sound correlation between the node and link 
embedding, consumes less bandwidth and provides higher success rate than the 
conventional approach. The evaluation results also show that the proposed algorithm 
performance in finding out a VNE solution is close to the theoretical ceiling. Potential 
future works include extending the proposed VNE algorithm to perform VN node 
mapping over multiple sites for further site resource optimization, and backup path 







Chapter 5  
 





Network virtualization facilitates network sharing [46] and already saw 
commercialization in the Cloud computing area [20]. By using host virtualization 
technologies like KVM, Xen or VMware, isolation can be achieved in the Cloud or 
datacenter. For the network domain inside a Cloud, Layer 2 VPNs [64] or OpenFlow 
(OF) [17] can be used to achieve isolation. However, we run into a problem when we 
consider isolation in wide area networks (WAN). Present Wide Area Networking (WAN) 
protocols e.g. Multi-Protocol Label Switching (MPLS) [65] cannot provide isolation in 
between two networks on the same Physical Network Infrastructure (PNI). Which 
means that the theoretical VNE solutions presented in Chapter 4 cannot be achieved in 
practice in real networks. At present, the usage of virtualization friendly OpenFlow (OF) 
is not suitable for large-scale nation-wide transport networks due to scalability and 
performance issues. Besides, replacing all existing routers and switches with OF 
switches at once is not cost effective for an operator.  
On the contrary, MPLS [65] is a widely used transport protocol in operator networks due 
to its scalability and Quality-of-Service (QoS) support [66] [67] [68]. MPLS uses labels to 
distinguish communication sessions. Being able to distinguish sessions enables MPLS 
to provide fine-grained QoS to the sessions. However, MPLS cannot support multiple 
network instances, i.e., VNs in this context. MPLS can setup tunnels for different QoS 
classes, but it cannot isolate traffic from two VNs in the same QoS class.  
To summarize the problem, the isolation among Virtualized Networks (VNs) would be 
lost if MPLS is used as it is. The result is traffic from one VN can consume resources 
from another VN within the same QoS class which violates Service Level Agreement 
(SLA) with the VNs.  
Figure 5.1 shows the necessity of isolation within the same QoS classes, taking 4G and 
5G cellular networks as examples. To explain further, when 4G and 5G are 
accommodated in the same physical infrastructure, in this case, in the transport domain 
by means of virtualization, isolation in between 4G traffic and 5G traffic is the 
requirement. By using isolation provided by virtualization, the expectation is that both 
4G and 5G traffic will receive their Bandwidth (BW), delay and other QoS guarantee. As 
an example, for a certain QoS class which carries voice traffic, as shown in Figure 5.1, 
distinction between 4G voice traffic and 5G voice traffic within the same QoS class is 
now necessary. Otherwise, it will not be possible to ensure 4G voice traffic receiving 
their fair share as well as 5G voice traffic. In MPLS, such distinction within the same 






Figure 5.1: Necessity of isolation within the same QoS Class 
 
On the other hand, OpenFlow has limited QoS features at present. For instance, the 
OpenFlow wire protocol does not provide means for configuring queue policing. 
However, it enables minimum and maximum rate limiting meters per flow. This is an 
interesting property for providing traffic shaping at the edge of the network, but is not 
sufficient to provide carrier-grade QoS in the transport network. 
OpenFlow and MPLS, both have their inherent virtualization and QoS friendly properties. 
As replacing the whole WAN switches and modifying MPLS are not practical and 
cost-effective approaches, a combined OpenFlow-MPLS architecture to realize isolation 
among VNs within the same QoS class would be the most pragmatic approach. In this 
light, I propose using OpenFlow as an admission control module to the MPLS network, 
thus ensuring a full use of the existing MPLS functionality to guarantee carrier-grade 
QoS requirements in the core of the network. The OpenFlow Controller can keep 
per-VN reservation information. Based on this information, it allows traffic from a 
particular VN to enter the MPLS network when bandwidth (BW) for that QoS class for 
that VN is available. The MPLS domain remains unaware of the fact that it is 
transporting traffic from multiple VNs in the same QoS class. The core of my proposal 
does not require any modification of neither OpenFlow nor MPLS. However, I also 
propose some extensions which could be easily programmed in the OF Controller to 
reduce overall admission control latency in the proposed architecture. 
 
5.2 Related Works 
In order to bring flexibility to the MPLS domain, authors in [69] propose an OpenFlow 
control plane on top of the MPLS forwarding plane. They define an OpenFlow 
Processing Engine (OPE) which sets up packet forwarding rules in the hardware-based 
flow tables of the MPLS switch. This shall essentially enable an MPLS switch to play 
multiple roles simultaneously. Although they do not explicitly mention QoS support, I 
believe that a programmable OPE could perform per-VN QoS based flow/session 
admission. However, in order to commercially deploy this, an operator either needs to 
replace the MPLS switches with newer hardware, or create new interfaces to the MPLS 
switches. Both of these are difficult to realize due to high expenses in replacing MPLS 




Authors in [70] discuss the idea of an inter-domain gateway architecture based on 
OpenFlow, where the domains use heterogeneous transport technologies. They 
propose to generate the same MPLS Forwarding Equivalent Class (FEC) over multiple 
Autonomous Systems (AS) or network domains. In MPLS, the QoS treatment and the 
consequent labels for a packet is determined by its FEC. The OF Controller performs 
this task and determines the label stack for multiple domains. Border OF switches 
perform label replacement at the AS boundaries. This proposal does not require 
replacing existing deployed transport switches and is thus inline with my goal. However, 
FEC determination and label distribution is inherently an MPLS task, and centralizing 
these at an OF Controller have significant scalability and resiliency issues. This then 
makes the OF Controllers expensive and creates single point of failure in the system. 
Authors in [71] propose a generalized version of OF which understands MPLS/GMPLS. 
Similar to [70], they also consider heterogeneous transport technologies and propose a 
comprehensive network operating system framework which can control and manage 
MPLS/GMPLS networks along with OF switches. Although the recent OF specification 
1.4.0 [19] includes flow/session matching based on MPLS labels, extending OF to 
understand all transport protocols will make OF switches complex and expensive.  
Finally, it is worth mentioning MPLS-VPN [72]. This is a Virtual Private Network (VPN) 
mechanism for isolating networks in an MPLS domain. It uses two stacked MPLS labels. 
The inner label identifies an end-to-end VPN connection and the outer label is used to 
forward packets in the core MPLS switches. Although providing VPN is orthogonal to 
QoS support, the top label could be used to distinguish different QoS classes as well. 
However, such solution does not solve the isolation within the QoS classes that I 
address in my proposal. 
 
5.3 MPLS Bandwidth Constraint Models 
MPLS DiffServ-aware Traffic Engineering (DS-TE) [68] defines different QoS classes 
and priority levels, and makes per-class bandwidth (BW) allocation on network links. 
Two different constraint models have been defined to control BW allocation to different 
QoS classes. These are the Maximum Allocation Model (MAM) [73] and the Russian 
Doll Model (RDM) [74]. Below, I present an overview of the two models and propose a 
way to accommodate multiple VNs in such models. 
 
 
Figure 5.2: MAM and RDM Bandwidth Constraint Models in MPLS  
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5.3.1 Maximum Allocation Model (MAM) 
The MAM allocates a maximum amount of reservable BW to a QoS class and in 
principle, BW sharing among QoS classes is not possible (overprovisioning the classes 
can allow for an uncontrolled sharing). This makes admission control easier as only 
per-QoS class BW control is necessary. 
However, unused BW of one QoS class cannot be allocated to another QoS class and 
thus, some available BW could be wasted. As an example in Figure 5.2.a, three QoS 
classes, namely 𝐶0, 𝐶1 and 𝐶2, have strict BW allocation. Residual BW is not shared 
among them. Assuming 𝐶0 is the highest priority class and 𝐶1 is the next one, if BW is 
available from 𝐶0 as some point, this cannot be allocated to 𝐶1 or 𝐶2 classes even if 
demands for 𝐶1 or 𝐶2 go beyond their respective pre-allocated bandwidth. As BW is 
not shared among QoS classes, priority control is not necessary either in MAM. 
 
5.3.2 Russian Doll Model (RDM) 
The RDM increases BW usage efficiency by enabling BW sharing among QoS classes. 
BW is allocated to a group of classes. Priority levels can also be defined within each 
group. This enables a data session with a lower QoS class to use the residual BW of a 
higher QoS class. However, when the higher QoS class wants to use its BW, e.g., on 
the arrival of a new session, sessions from the lower QoS class will be preempted in 
order to free up enough BW for the arriving higher priority data session. For instance, in 
Figure 5.2.b, BW has been allocated to a group of three classes - 𝐶0, 𝐶1 and 𝐶2. 𝐶0 is 
the highest priority class, 𝐶1 is the next one, and 𝐶2 is the lowest priority QoS class. 
𝐶1 can use the residual BW of 𝐶0 in absence of 𝐶0 traffic. However, if a new 𝐶0 
session arrives, sessions from 𝐶1 will be preempted to free up resources for the 𝐶0 
session. It is the same for the case when 𝐶2 sessions use bandwidth allocated to 𝐶1 or 
𝐶0. 
RDM allows accommodating multiple VNs at the expense of adding extra complexity to 
handle preemptions. Mere preemption of a lower priority QoS session is not enough. In 
the way it is implemented now, leaving this task to the MPLS domain may create 
inter-VN QoS class preemption issues due to the lack of knowledge about the reserved 
bandwidth per VN and classes. The preemption has to be performed within one VN 
itself.  
To explain further, there are different preemption schemes available. However, the 
basic principle is to preempt one or more sessions from lower priority classes to 
accommodate sessions from higher priority classes. Without the knowledge of per-VN 
classes presently accommodated into the MPLS domain, a lower priority session from a 
different VN can be preempted to accommodate a higher priority session from another 
VN. The preemption has to take place within the same VN. 
Mapping incoming IP traffic to a particular MPLS QoS class is an implementation matter. 
Traffic marking for the QoS classes is not explicitly defined in MPLS DS-TE. However, 
there are two methods of marking QoS classes in MPLS: EXP-inferred-class 
Label-Switched Path (E-LSP) and Label-inferred-class LSP (L-LSP) which I present 
below along with Figure 5.3. 
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a. E-LSP: An MPLS header (shim header) has 3 EXP bits. The EXP field thus enables a 
single label to identify up to eight QoS classes. 
b. L-LSP: In this mode, the label in the MPLS shim header, in combination with the EXP 
bits are used to define a particular QoS class and its preemption priority. In this case, 
one label identifies one QoS class. EXP bits can be further used to determine 
preemption priority. 
DiffServ Codepoints (DSCP) defined in RFC 2474 [75] and RFC 3260 [76] from an IP 
network are mapped to ELSP or L-LSP to provide the desired QoS support of an IP 




Figure 5.3: MPLS Label 
 
5.4 Proposed Scheme 
In order to provide per-VN QoS guarantee, I introduce an admission control mechanism 
using OF. My proposed architecture is shown in Figure 5.4. Each OF domain consists of 
multiple OF switches and at least one OF Controller. The Controller is the decision 
engine which instructs the OF switches on how to treat a data flow, e.g., forward, drop, 
etc. In my architecture, the OF domain works as an ingress and admission point to the 
MPLS domain. All data sessions that wish to be transported over the MPLS domain 
have to first be admitted by the OF Controller. 
 
5.4.1 Overall Architecture 
An operators MPLS transport domain is quite large, consisting of numerous MPLS 
switches. There are numerous ingress/egress points to the MPLS domain as well. 
Therefore, admission control by only one or a few OF domain is not sufficient to ensure 
inter-VN isolation over the whole MPLS domain. 
Here, I present the operational system architecture illustrated in Figure 5.4.  
Each operators network has an Operational Support System (OSS) which is 
responsible for configuration, run-time operation, policy control, fault management, and 
other FCAPS management of the whole network. Figure 5.4 has been presented 
focusing on the transport network within the context of this work. 
The dotted lines show control channels in between the OSS and transport domains. 
Through this control connection, during the bootstrap, the OSS configures the MPLS 
domain as well as the OpenFlow (OF) domains. Such configuration includes setting up 
different QoS classes, maximum available bandwidth (BW) per-QoS class, preemption 
policy etc. in the MPLS domain.  
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As will be explained in details in the next section, the OF domains require to know the 
QoS provisioning policy i.e. number of classes, max BW in each class etc. to perform 
per-VN admission control. There could be two approaches for such QoS policy 
information exchange, as presented below: 
 
a. Centralized approach: All control information is exchanged through the OSS. In 
general, Network Elements (NE)/domains maintain northbound interfaces to the 
OSS. Therefore, QoS policy information from the MPLS domain could be passed on 
to the OF domains through the OSS. The merit of this approach is it does not require 
any modification to existing technologies and network deployment. The demerit is 
that the OSS becomes a single-point-of-failure and a scalability issue could arise if 
too much information need to be transmitted through the OSS. 
 
b. Distributed approach: In this approach, MPLS domain exchanges QoS policy 
information directly with the neighboring OF domains. This greatly simplifies the 
scalability issue and removes any single-point-of- failure from the system. However, 
this requires extension in both MPLS and OF control plane i.e. new control 
interfaces in between to enable them to exchange control messages. 
 
OF-MPLS interfacing for QoS policy exchange is outside the scope of this work. 
Although I propose few extensions in MPLS and OF which reduces response latency 
and enhance security in between the vulnerable OF-MPLS connection based on the 
distributed approach explained above, it would be more practical from cost and 
deployment difficulties point of view to employ the centralized approach. Existing OSS 
systems are designed with extreme High Availability (HA) standard and therefore, OSS 
failure is extremely rare if not impossible phenomenon. Besides, a centralized entity like 
OSS is best positioned to ensure uniformity of VN resource reservation states at each 
OF domain. Doing this in a distributed manner would require designing another control 









In the following sections, the details of the proposal on guaranteeing per-VN QoS for 
multiple VNs on the same transport infrastructure is presented. 
 
5.4.2 VN setup 
To make this admission decision, the OF domain requires knowledge on the MPLS 
domain’s QoS policy. This policy information is thus transmitted from the MPLS domain, 
as explained in the previous section. It contains data about the BW constraint model, 
the number of QoS classes supported, and the maximum reservable BW per class in 
the MPLS domain. In addition, the OF domain can also collect information about the 
currently available BW per QoS class from the MPLS domain. 
The operator or user of each virtual network that wishes to use the MPLS switching 
domain needs to request resources to the relevant OF domains. For ease of 
understanding, I restrict myself to one domain, in the example shown in Figure 5.5, OF 
domain A. A VN request states which QoS classes it requires and the desired maximum 
BW per QoS class. If the RDM model is in use, it also states the priorities among QoS 
classes. The Controller of the edge OF domain compares the VN resource request 
against the available MPLS domain QoS policy information. If enough resources are 
available, the VN resource request is admitted and an entry for this VN is opened at the 
Controller. Such table, e.g., Table 5.1 holds information on the number of admitted QoS 
classes per VN, maximum BW allocated to the combination of QoS classes defined by 
the BW constraint model (RDM in this example), and available BW in those combination 
of QoS classes (not necessary in MAM). There could be other VNs already admitted in 
the MPLS domain. In such cases, the Controller takes into account the previous 
reservations while calculating residual resources, i.e., BW for each QoS class 
requested. 
 
Assuming that the MPLS domain supports three QoS classes – 𝐶0, 𝐶1 and 𝐶2 – for 
MAM, the accommodation of VNs should follow Equation 1: 
 
𝐶𝑖(𝑚𝑝𝑙𝑠) ≥ ∑ 𝐶𝑖(𝑉𝑁𝑛)𝑛              (1) 
 
while for RDM, Equation 2 applies: 
 
∑ 𝐶𝑖(𝑚𝑝𝑙𝑠) ≥ ∑ 𝐶𝑖(𝑉𝑁𝑛)𝑖,𝑛𝑖       (2) 
 
where 𝐶𝑖 represents the bandwidth of a particular QoS class 𝑖; 𝑖 and 𝑛 are identifiers 
for QoS classes and VNs, respectively. Hence, 𝐶𝑖(𝑉𝑁𝑛) denotes the bandwidth used by 
𝑉𝑁𝑛 on class 𝑖, and 𝐶𝑖(𝑚𝑝𝑙𝑠) is the class 𝑖 bandwidth in the MPLS domain. 
An example of accommodating multiple Virtual Networks (VNs) in MAM and RDM has 
been illustrated in Figure 5.6. 
As shown in Figure 5.5, the OF switch connects the traffic sources and destinations 
to/from the ingress/egress MPLS edge routers. When a traffic source of a particular VN 
wants to create a new session over the MPLS domain, a session establishment request 
is sent from the source to the destination. When this request arrives at the OF switch, it 
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is forwarded to its respective OF Controller [19] as the first packet is always forwarded 










Figure 5.6: Accommodation of multiple VNs with isolation guarantee  
 
The session establishment request includes information about the desired QoS class 
and the amount of BW necessary for this connection. The Controller consults its VN 
state in Table 5.1 to check whether enough BW is available for this particular VN and 
QoS class to accommodate the request. 
If enough BW is available, the Controller instructs the OF switch to open a flow entry 
and forward this session establishment request to the MPLS domain. From there, the 
MPLS domain is responsible for admitting the session according to its own session 
admission, forwarding, and resource reservation procedures [68] [77] [78]. If the 
establishment of the connection is successful which can be confirmed by MPLS tunnel 
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setup confirmation message from the MPLS domain, the Controller which made the first 
admission decision, updates the Available BW column of its VN state table (Table 4.1) 
accordingly on an intra-VN QoS class basis. Note that such an update is also performed 
in case the session is terminated by a session termination reply. In that case, Available 
BW increases. If not enough BW is available for the requested session, the Controller 
instructs the switch to drop the session establishment request. Thus, it is not forwarded 
to the MPLS domain. In addition, a “BW unavailable message” can be issued to the 
source of the session establishment request to notify it about the cause of rejection. 
This can be done by the Controller itself or it can instruct the switch to send this 
message. Sending the “BW unavailable message” will require new addition to 
OpenFlow specification [19]. 
 
 
Table 5.1: Per-VN reservation state for RDM 
 
VN ID QoS Class Max BW Available BW 
𝑉𝑁𝑜 
𝐶𝑜   
𝐶1 + 𝐶0   
𝑉𝑁1 
𝐶𝑜   
𝐶1 + 𝐶0   
…. …. …. …. 
𝑉𝑁𝑛 
𝐶𝑜   
𝐶1 + 𝐶0   
𝐶2 + 𝐶1 + 𝐶0   
 
 
As explained above, the admission decision is straightforward in MAM as BW sharing is 
not supported. Either a session is admitted or rejected. No preemption is necessary. 
However, for RDM, session preemption needs to be checked. When a new session 
establishment request arrives, besides its QoS class and BW requirement, the priority 
level of the session is also checked at the Controller. If the allocated BW to this QoS 
class is being consumed by sessions from lower priority QoS classes, sessions from 
this lower priority QoS class need to be dropped. The particular policy of selecting 
appropriate sessions for such a preemption is itself a research area and outside the 
scope of this work. 
When the Controller selects some particular sessions for preemption, it instructs the OF 
switch to drop the sessions mentioning the flow IDs of those sessions. As a result, the 
OF switch will stop the forwarding of data packets from those respective sessions to the 
MPLS domain. Resources could be freed in the MPLS domain upon the expiration of 
the reservation lifetime [77], or by observing the absence of data packets after a 
pre-determined time elapses. Both features are available in the MPLS control plane. 
Such timer information could also be exchanged in between the MPLS domain and the 
OF domain beforehand. The OF domain can then decide when to admit the new 
session. 
However, waiting for timer expiration could prove lengthy for realtime applications, e.g., 
voice calls. To facilitate faster removal of session resource reservations, I propose an 
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extension of removing MPLS domain BW reservation from the OF domain. MPLS 
switches can issue PathTear message [78] towards the destination to remove BW 
reservation state for a particular flow. In my proposal, the OF Controller, through the OF 
switch, can issue PathTear messages towards the ingress MPLS LER for the sessions 
it selected for preemption. This will initiate an immediate removal of the BW resources in 
the downstream MPLS switches. Note that in order to perform this task, the OF domain 
needs a security association [79] with the MPLS domain. The core of my proposal does 
not require any modification to the already standardized and deployed MPLS domains. 
Only simple modifications are required in the MPLS control plane engine in order to 
process the proposed extensions. I use the programmability of the OF architecture to 
deploy the admission control mechanism in the OF Controller. Thus, the MPLS domain 
remains unaware of the multiple VNs provisioned. The same is true for the OF domain. 
The OF architecture does not require any modification as well. Only for the extension 
described above, extra feature in OpenFlow would be necessary. As OF is still evolving, 





Figure 5.7: Experimental setup  
 
5.5 Evaluation 
In this section, the practical feasibility of the proposal is evaluated in a network 
prototype. Special focus is put on achieving isolation within a QoS class without 
modifying the MPLS domain. 
The topology of the prototype is shown in Figure 5.7. All hosts and MPLS routers are 
implemented as virtual machines with Ubuntu 12.04 OS on a VMware hypervisor in a 
HP blade center 520. MPLS routers are implemented based on the MPLS Kernel 
extension on top of Debian 4 [80]. In the prototype, I emulate the behavior of the 
OpenFlow switch and Controller. The decisions on session admission are pre- 
programmed in the testbed. This simplified setup results in a tight control over 
admission decisions and allows us to study the MPLS domain’s behavior without 
interference from the OpenFlow domain. 
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The links were generated by defining VLANs in between the two connecting interfaces 
in a CISCO 4500 series Layer 3 (L3) switch. These VLANs are transparent to the 
IP/MPLS transport layer. I assume a total link bandwidth of 6.3 Mbps. 
 
Table 5.2: Preconfigured bandwidth for the virtual networks for MAM and RDM 
 









In the proposed scenario, traffic flows of different QoS classes and from different virtual 
networks are generated. Host A and B are in virtual network one (VN1) and Host C and 
D are in virtual network two (VN2). The distribution of bandwidth among these virtual 
networks is set according to Table 5.2. That is, I define two QoS classes, C0 and C1, 
which are allocated 40% and 60% of the bandwidth in the MPLS domain, respectively. 
C0 is of higher priority than C1. The bandwidth per class and per virtual network is then 
split as shown in the third and fourth columns of Table 5.2. Note that in the RDM case, 
lower priority classes are allowed to use bandwidth from higher priority classes when 
such bandwidth is available. Note also that 100% bandwidth corresponds to fully 
utilizing the link capacity, which in the prototype is set to 6.3 Mbps. The experiment is 
set up as follow. A number of sessions from the two virtual networks and with different 
QoS classes are generated at different time instants. I test both:  
 a) when the MPLS is managing the QoS but without knowledge of the per-VN allocated 
bandwidth admission control (referred in the graphs as “without proposed admission 
control”), and  
 b) when my admission control is in place (referred in the graphs as “with proposed 
admission control”). The traffics corresponding to the sessions were generated using 
the Mausezahn (mz) traffic generator [81]. Two scenarios were tested with different 
bandwidth requests from the sessions as shown in Table 5.3. In both scenarios, four 
sessions are scheduled at different times. At 𝑡1, a session from VN1 of class C1; then at 
𝑡2, a session from VN2 of class C1; and so forth. Between Scenario 1 and Scenario 2, 
the bandwidth requested by each one of them changes. The first scenario was tested 
for both MAM and RDM, whereas the second scenario was only tested for RDM, as 
preemption is only an RDM-specific feature. 
The packets transmitted by each of the admitted sessions were traced between LSR 
and LER 3 by means of tcpdump [82], and based on this the actual bandwidth capacity 






Figure 5.8 shows the results when the MAM scheme is used for both without (see 
Figure 5.8.a) and with my virtualization aware admission control mechanism (see Figure 
5.8.b). 
 




Scenario 1 Scenario 2 
𝑡1 VN1-C1 30% 20% 
𝑡2 VN2-C1 40% 60% 
𝑡3 VN1-C0 20% 20% 
𝑡4 VN2-C0 20% 20% 
 
 
In the first case without per-VN admission control, at time 𝑡1 the VN1-C1 session is 
admitted. This violates the allocated maximum bandwidth of 20% for this virtual network 
and QoS class by allowing 30%. Due to this, at 𝑡2, the VN2-C1 session is blocked as 
not enough bandwidth of QoS class C1 is available in the MPLS domain, although it 
should have been admitted according to the allocate bandwidth per VN and class (see 
Table 5.2). Figure 5.8.b shows the results with the proposed admission control in place. 
The graph shows that the first session VN1-C1 which was incorrectly admitted in the 
previous case, is now blocked as the requested 30% of bandwidth violates the allocated 
20% for that VN and QoS class. As a result, the VN2-C1 request at 𝑡2 can be properly 
admitted as it complies with the allocated bandwidth. This experiment thus shows that 
the proposed virtualization-aware admission control executes the proper QoS 
virtualization policies when the MAM bandwidth allocation model is used in the MPLS 
domain. 
 





b. With proposed admission control 
 




This section shows the results when RDM is considered in the MPLS network domain. 
Recall that in this case, a lower priority session may use available bandwidth from 
higher priority classes, but if conflicts come up, then the lower priority sessions are 
preempted. 
The results for scenario 1 “without” and “with” my proposed mechanism are shown in 
Figure 5.9.a and 5.9.b. In both configurations, sessions VN1-C1 at 𝑡1 and VN2-C1 at 
𝑡2 are accepted because they comply with the allocated bandwidth using the RDM 
model. Differences occur for session VN1-C0 at 𝑡3. In the non-virtualization aware case, 
this session is admitted without dropping any other running session. However, this 
violates the bandwidth limit of 40% imposed on VN1 by using up to a total of 50% 
bandwidth 3 . In a virtualization aware scenario, i.e., according to the proposed 
mechanism, this limit is respected and isolation provided. The VN1-C0 session is 
admitted, but session VN1-C1 of the same virtual network needs to be dropped 
because it is consuming the bandwidth reserved for a higher priority class. 
Even more interesting is what happens at 𝑡4 in both Scenario 1 and Scenario 2. In the 
“without” case shown in Figure 5.9.a, session VN2-C0 is admitted, but because there is 
no knowledge on per-virtual network QoS provisioning state, session VN1-C1 from the 
other virtual network is dropped. The preemption policy used here is to preempt the 
lowest number of lower priority sessions which frees up sufficient amount of bandwidth 
to accommodate a higher priority session. VN1-C1 is preempted here because it 
                                                   
3
 This relates to the argument of loss of multiplexing gain in virtualization. As virtualization 
provides isolation, this also leads to loss of multiplexing gain. In this case, the unused 
resources from one virtualized network is wasted even when resources are scarce in other 
virtualized networks. In this scenario, as the isolation is broken, bandwidth utilization goes 
up to 90% showing multiplexing gain.  
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consumes 30% of the bandwidth which is sufficient enough to accommodate VN2-C0 
which requires 20% bandwidth. As such, this represents a clear violation of the virtual 
network isolation guarantees. The same happens in Figure 5.9.c wherein the same 





















d. With proposed admission control in Scenario 2 
 
Figure 5.9: Efficiency of the proposed admission control scheme in RDM 
 
To the contrary, with the proposed mechanism sessions only from the same VN are 
preempted, which avoids undesired preemption of sessions from other VNs. In Figure 
5.9.b, VN1-C1 is preempted by accepting session VN1-C0 at 𝑡3, instead of by another 
VN session at 𝑡4 as in Figure 5.9.a. Furthermore, in Figure 5.9.d, VN2-C1 is preempted 
at 𝑡4 when accepting session VN2-C0 from the same virtual network. Comparing the 
graphs between the “without” and “with admission control”, it may seem that the 
proposed mechanism performs worse in terms of total bandwidth allocated. However, in 
the proposed mechanism, the isolation per QoS and among virtual networks is ensured, 
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hence representing a real benefit if, e.g., a network operator needs to guarantee the 
isolation among virtual networks possibly from different customers. 
 
5.6 Conclusions 
In this chapter, I have proposed a mechanism to provide per-virtual network isolation 
and QoS support in the wide area MPLS transport domain. I utilize the programmability 
of OpenFlow together with the carrier-grade QoS support of MPLS to complement the 
two in realizing telco-grade virtual networks. The core of the proposal does not require 
complex modifications neither in MPLS nor in OpenFlow. I have also proposed some 
extensions which will make the proposed scheme perform even better. By means of a 
prototype, the benefit of such a scheme is validated in guaranteeing isolation.  
In future, it is necessary to perform a more detailed performance analysis over a larger 
network and study the interactions between OpenFlow and MPLS, as well as examine 
how the same QoS isolation proposed in this chapter could be achieved outside the 





Chapter 6  
 





Network virtualization has been considered mainly for wired and static network so far. 
Creation, operation and termination are much easier and predictable when the Physical 
Infrastructure Network (PNI) is static. VNE algorithms, presented in Chapter 4 assume 
that the PNI does not change during its solution finding process. If PNI topology and 
resource state changes, solution derived by a VNE algorithm based on previous state 
would not bear any meaning.  
In this Chapter, I investigate a meaningful context of network virtualization for networks 
where topology and resources states constantly change. Mobile Ad-hoc Networks 
(MANET) are examples of such networks. In this Chapter, I introduce MANET and its 
characteristics, investigate use cases for MANET virtualization and propose methods to 
realize such use cases. 
 
6.2 Mobile Ad-hoc Networks (MANET) 
MANET consists of mobile data communication terminals e.g. mobile phones, laptop 
computers, sensors, cars and any other terminal capable of performing data 
communication over wireless media. 802.11 family [83], Bluetooth [84] etc., due to their 
ubiquitous availability, are often used as the wireless media to connect to a 
neighbouring mobile node. All mobile nodes having an Application Layer (Layer 7) can 
be sources and destinations, and all terminals work as wireless routers, receiving a data 
packet from an upstream node, and forwarding it to a downstream node towards the 
destination, based on routing protocols e.g. Advanced On-demand Distance Vector 
(AODV) [85], Optimized Link State Routing Protocol (OLSR) [86] etc.  
MANET can play an important role when conventional network infrastructures are not 
available, for example, during/after natural disasters, battlefields etc. MANETs can also 
be used to augment or supplement network infrastructure e.g. in network gaming 
among neighbouring terminals.  
Due to the mobility of the nodes involved, the topology of a MANET changes constantly. 
All wireless transmission media have transmission ranges. Therefore, wireless links to a 
neighbouring node breaks if the node goes out-of-range due to mobility. Besides, 
MANET generally employs the unlicensed Industrial, Scientific and Medical (ISM) 
wireless bands. Besides the mobile nodes themselves, many electrical equipment at 
home and outside uses the ISM bands which causes interference. Unlike cellular 
networks, MANET does not have any centralized control entity and therefore, very little 
could be done to mitigate such interference and affect of noise. For these reasons, 
wireless links in MANET are very error-prone and its resources vary even if the 
transmitter and receivers relative distance does not change. These all makes MANET 
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an unpredictable, difficult to model, low quality, best-effort type of communication 
infrastructure where data delivery to destinations cannot be guaranteed. 
 
6.3 Challenges in MANET 
In order to be able to utilize MANET as a viable alternative of communication during 
natural disasters, or to augment telecom operators network, MANETs data delivery 
must be improved. In Layer 3 (IP Layer), data delivery can be measured by Packet 
Delivery Ratio (PDR), which is the ratio of IP packets transmitted from a source and 
packets from those transmitted are actually received error-free at the intended 
destination. Along with that, in order to make MANET pseudo telco-grade, service 
differentiation is necessary. High-priority services e.g. voice, emergency notification 
during disasters need to be prioritized over low-priority services like web browsing. This 
issue becomes even more critical while the resource scarcity of MANET is taken into 
account. The limited transmission resources of the wireless links, and the battery 
constrained processing resources of the mobile terminal needs to be efficiently utilized 
for service differentiation and improve PDR. 
 
6.4 Virtualization of MANET 
As presented in the previous Chapters, network virtualization means isolating a part of a 
Physical Network Infrastructure (PNI) node and link resources and group them to form a 
virtually isolated end-to-end network on top of the PNI. Use cases of network 
virtualization have been presented in Chapter 3.  
In the context of MANET, above mentioned principle of virtualization does not make 
practical sense. This is because of the scarcity and variability of MANET physical 
resources. Resources isolated at time 𝑡 may not exist at time 𝑡 + 1. Therefore, I 
consider hard isolation and reservation of resources done in conventional static PNI are 
not practically feasible in MANET.  
As mentioned in the previous section, the challenge I am addressing is the service 
differentiation in MANET to improve PDR on a per-service basis. In that regard, I 
consider the Service-specific Networking use case in Chapter 3.  
Service-specific Networking creates different Virtual Networks (VNs) for different 
services. One network could be for voice communications, another could be for video 
transmissions and so forth. The benefit is service-differentiation by means of resource 
guarantee, mitigating interference from other services load and administrative 
behaviour, and service-specific light-weight control and management. Although such 
use case also means hard resource isolation in the context of static PNI, the purpose is 
to guarantee Application Layers, i.e., service requirements e.g., guaranteed delivery, 
meeting delay, jitter requirements etc.  
As hard resource reservation do not make a practical sense in MANET, taking the 
above into account, I consider soft reservation of resources in MANET. The purpose is 
to create service-specific networks in MANET, without making any hard reservation and 
isolation of resources for the services in question. The objective is to improve 
per-service PDR in MANET by employing the concept of service-specific networking. 
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6.5 Approaches to the Problem 
A service is recognizable from Layer 3 and above. Below Layer 3 is dedicated to 
efficient forwarding of an IP datagram4. Therefore, I investigate Layer 3 or above to 
realize service-specific networks in MANET. 
In MANET, routing protocols are used to find out routes in between a source-destination 
pair. Finding out service-specific routes would be a promising way of realizing such 
service-specificity in unstable MANET. In doing so, I focus on a particular characteristics 
of MANET wireless links which is significantly responsible for low PDRs in MANET. This 
is the Grey Zone [87] problem in wireless transmission links. I explain Grey Zone below. 
 
6.5.1 Grey Zone 
Wireless signal experiences attenuation and path loss over distance due to Large Scale 
Fading [88]. Bit Error Rate (BER) increases over distance [87]. Seeing from the IP Layer, 
Packet Error Rate (PER) increases over distance if packet size becomes larger, as 
larger packets have higher number of bits in them. Irrecoverable error in only one bit 
discards the whole packet which could be few hundreds of bits large. However, this 
error rate and distance relationship is not entirely linear. Within a transmission range 𝑟, 




Figure 6.1: Grey Zone in wireless transmission area 
 
The width of Grey Zone depends on the packet sizes. In order to investigate this 
relationship, I use the QualNet commercial network simulator [89]. QualNet provides a 
closer to reality wireless propagation model [90]. Under the two-ray ground propagation 
model and 802.11b radio (see Table 6.2 for details), I investigate the width of Grey Zone 
for different packet sizes. One source and one destination mobile node were used but 
without mobility. The destination mobile node is moved 5 meters manually and 100 
                                                   
4
 Packet will refer to IP datagrams in this Chapter. 
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packets of different sizes are transmitted for each distance. The result is presented in 
Figure 6.1.b.  
In this simulation in a very ideal, zero-interference condition, the width of Grey Zone is 
found to be approximately 50 meters. It was found out that the Grey Zone for a 1024 
byte packet is 15 meters wider than that of a 64 byte packets. This practically means 
that the maximum length of a wireless link for a 1024 byte packet is, in this simulation, 
15 meters shorter than the longest link for a 64 bytes packet. An wireless link that has a 
higher probability of delivering a 64 byte packet, in the Grey Zone area, does not have 
the same probability, actually lower, for a larger size of data packet.  
This phenomenon has significant affect on PDR in MANET. In MANET, routes are 
established by using routing protocols like AODV, OLSR etc. Route search packets e.g. 
AODV Route Request (RREQ) are only 24 byte long. Such smaller control packets 
come from the conventional networking custom of not wasting precious bandwidth by 
control and management tasks. Although it does not create any adverse effect in wired 
or well planned and controlled wireless cellular networks as network is quite static, such 
small control packets create an asymmetry in between the control plane which finds out 
routes, and the data plane which transports the data on those routes. As shown in 
Figure 6.1, routes found by a 24 byte long RREQ packet, often fail to transport larger 
packets. Application data packets are usually much larger. I explain such asymmetry in 
details in the following section by taking AODV as an example. 
 
6.5.2 Route Establishment in MANET 
AODV [85] is an on-demand routing protocol particularly designed for MANET. Unlike 
link state protocols like OLSR, it does not maintain route information proactively, rather, 
finds out a route only when a mobile node has some data to send to a destination 
mobile node. In such a case, the source terminal initiates the route search procedure. 
As shown in Figure 6.2, the source mobile node broadcasts a RREQ message. 
Neighbouring mobile nodes receive the RREQ message and checks if any other RREQ 
has been received before with the same sequence number. If so, the RREQ is 
discarded to avoid loops. If the sequence number is unique, the intermediate mobile 
nodes keep a pointer to the mobile nodes through which they received the RREQ, and 
forward the RREQ by broadcasting. This process is repeated by the mobile nodes until 
it is received by the destination node. The destination node then unicast a Route Reply 
(RREP) back to the source node. All intermediate nodes have a pointer to the node 
towards the source, thus, the unicast RREP reaches the source node. In this way, 
routes are found in MANET. 
AODV employs the shortest path as a route. The shortest path is measures by the 
lowest number of hops. If multiple routes are found, route with the lowest number of 
hops is selected. This inadvertently means routes consisting of the longest links would 
be selected as they would have the minimum number of hops (Figure 6.2).  
The longer a link is, the higher the probability would be that the receiver mobile node is 
in the Grey Zone. Taking the packet sizes into account, longer links found by a 24 byte 
packet would have very high probability of being in the Grey Zone for larger packet 





Figure 6.2: Route search procedure in AODV 
 
 
6.6 The Proposal: Service-specific MANET 
In order to realize service-specific networks in MANET, I focus on the difference in 
packet sizes generated by different applications. Table 6.1 shows packet sizes of 
different applications in our daily life. 
 
Table 6.1: Packet sizes in different applications 
 
Application Packet Size [Byte] 
Voice 22~162  
Sensors 100~1024 
TFTP 512 
Web data 1024~ 
 
As could be understood from Table 6.1, packet sizes are much larger than the 24 byte 
RREQ of AODV. To solve this asymmetry in between the control plane and the data 
plane with the ultimate objective of improving PDR by service-specific virtual networks, I 
propose to use RREQ as large as the data packet size for which a route is being sought 
for. If the application packet size is 64, 40 dummy bytes are appended to the 24 byte 
RREQ at the source to make it the same length as the application data packets (Figure 
6.3). After that, the RREQ is broadcasted and route discovery is performed as explained 
in Section 6.5.2. 
Using a RREQ the same size as of the data packets solves the asymmetry in between 
the control plane and data plane in MANET. As the length of a wireless link depends on 
the packet sizes it is transporting, by using different sizes of RREQ, I find out the most 
suitable routes for each packet size, thus, creating service-specific networks in MANET. 
Routes carrying small voice packets would be different from routes carrying large web 
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data packets. The network for transferring voice service, albeit transient, would 
obviously employ longer wireless links, whereas, the network for web data transfer 
would employ shorter wireless links. This achieves my objective of virtualizing MANET 
by means of service-specific networking use case (Chapter 3) which eliminates 
interference from different services in the same part of network and transparently 




Figure 6.3: Proposed extension of RREQ in my proposal 
 
Figure 6.4 provides the flow chart, where the steps highlighted by dotted rectangles are 
the addition in my scheme on top of AODV stack. In principle, I add only one step. 
“Determine data packet size” is performed at Layer 3 anyway, to write it down into the IP 
packet length field of the IP header. Based on that, “resize RREQ” simply appends 
appropriate length of dummy bytes to make the RREQ as large as the data packets 
coming down from Layer 7 (Application Layer). This addition could be performed by 
adding few lines of codes and therefore, my proposal could be implemented without 
much effort. 
I do not resize the RREP. However, if the application is a bi-directional application, e.g. 
voice, the RREP could also be resized in the same way. 
In this proposal, I recommend not to use the “Route Cache” function of AODV. The 
Route Cache function stores a previously found route in a cache. Any intermediate 
mobile node, upon receiving a RREQ, checks its cache and if there is route entry 
available for the intended destination, replies back that a route is available. I do not use 
it due to the transient nature of MANET. There is a high possibility that the 
characteristics of the route (e.g. wireless link length) have changed since the route was 
first found and may not be appropriate for the application right at this point of time. 
Hence, I suggest not to use cached old routes. 
 
6.7 Evaluation 
In order to investigate the performance of my proposal to create service-specific virtual 
networks in MANET, I carried out extensive simulation in QualNet [89] commercial 
network simulator to evaluate the efficiency of the proposed method. 
25 ,50, 100 and 200 nodes were placed in a 2000x2000 square meter area. 10 CBR 
sessions were generated among randomly selected source-destination pairs. Data 
packet sizes used were 64, 128, 256, 512 and 1024 bytes. Simulation period was 200 
seconds and application sessions were generated randomly within this period. Each 
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session was 10 seconds long with a transmission rate of 10 packets/sec. Node speeds 
were 0, 1, 5, 10 and 15 m/sec. I used default 802.11 MAC (Layer 2) and PHY (Layer 1) 
parameters provided by the simulator. Besides these, in order to investigate the 
performance of my scheme under congested scenarios, I performed the same 
evaluation as explained above but with 20 CBR sessions within the same simulation 
period. The details of the simulation scenarios are presented in Table 6.2. My purpose 
is to establish different routes based on application packet sizes to realize 




Figure 6.4: Flow chart of my proposal on AODV 
  
I compare my scheme against original AODV [85] as my scheme is a network layer (L3) 
solution. Besides, most existing works (presented in Section 6.8) are independent of 
any routing protocol and heavily depend on MAC and PHY layer properties which make 
it difficult for us to make a straight forward comparison. 
Results shown in this section are the averages over 100 runs. For clarity, the cases for 
node speed of 1 m/sec (pedestrian speed) and packet sizes of 64,512 and 1024 bytes 
are presented, except Figure 6.12 where Packet Delivery Ratio (PDR) for all the packet 
sizes under different node speeds are presented.  
I also present the performance of my scheme under different data transmission rates in 
Figure 6.13 for the packet size of 1024 bytes. 
The suffix “O" points to the results when original AODV was used and "M" shows the 
cases when my proposal of modified RREQ was used. 1024_M shows the cases when 
RREQs of 1024 bytes were used for the same size of data. Results from original AODV 





Table 6.2: Simulation parameters 
 
Parameter Value 
Simulation Period 200 Seconds 
Area 2000 X 2000 Square Meter 
Number of Mobile Nodes 25, 50, 100, 200 
Node Placement Random 
Mobility Model Random Way Point 
Node Speed 0, 1, 5, 10, 15 Meter/Second 
Pause Time 2 Seconds 
Application Type Constant Bit Rate (CBR) 
Number of Sessions 10, 20 
Packets per Session 100 
Packet Transmission Rate 10 Packets/Second 
Data Packet Sizes 64, 128, 256, 512, 1024 Bytes 
Routing Protocol AODV 
Layer 2 (MAC) MAC802.11 
Data Rate 2 Mbps 
RTS/CTS Off 
Short Packet Transmit Limit 4 
Long Packet Transmit Limit 7 
Layer 1 (PHY) 802.11b 
Transmission Power 15.0 dBm 
Receive Sensitivity -89 dBm 
Propagation Limit -111.0 dBm 










6.7.1 Route Establishment 
In Figure 6.6, I plot the number of sessions started successfully in original AODV and 
my proposal. The Number of sessions started i.e., cases where end-to-end routes were 
found for the packet sizes of specific services is lower in low node density because of 
the lack of physical routes. In my scheme, number of successful end-to-end route 
establishment is lower for all the packet sizes in low node density. The difference is 
higher for larger packet sizes. This is because of the use of larger RREQs in my scheme 
which cannot be transported over longer links. As a result, routes that are unable to 
transport the same size of data packets were prevented from being found. I consider 
this a positive result. I consider it better not to establish an application session at all than 
to admit it but not able to satisfy its requirements for the lifetime of the session. Again, a 
decrease in the number of sessions with increasing packet length shows the 
conformance of my proposal to the discussion in Section 6.6. In the case of 20 sessions, 
the ratio between successful sessions in original AODV and my proposal remains 
similar (Figure 6.6.b). 
 
a. 10 sessions 
 
 
b. 20 sessions 
 
Figure 6.6: Number of sessions successfully started 
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This decrease in route establishment does not decrease network connectivity. Routes 
that were not found for a applications with larger packet sizes can still be found for 
applications for smaller packet sizes. 
 
6.7.2 Packet Delivery Ratio 
Figure 6.7 shows the Packet Delivery Ratio (PDR) under different number of nodes or 
node densities. The PDR is determined according to the number of sessions started as 








Where, D is the number of packets successfully delivered to the destinations, s 
distinguishes the number of total sessions i.e. 10 or 20, S is the number of sessions 
started successfully and T is total packets per session i.e., 100. Unlike many existing 
research proposals where PDR is calculated against only the packets transmitted from 
the source, I take a per-session approach. Even if only one packet is transmitted from 
the source, I consider the 99 packets not transmitted in the session as lost. 
PDR decreases for larger packet sizes in original AODV. Performance is worse in lower 
node densities as links are longer. These long links, which can transport the 24 bytes 
long original AODV's RREQ, at the end, fail to transport data packets which are much 
larger in size. As could be understood from Figure 6.7, 50 nodes in the simulated area is 
the most unstable scenario where, most number of long and unstable links are found 
and adopted to routes in original AODV. However, my scheme improves PDR in all 
node densities. The improvement is more prominent in the low node density large 
packet size region. The highest improvement achieved was 27% (30% for 20 sessions) 
here. 
When node density is low, links between nodes are longer. As my proposal only selects 
those links that can carry a particular size of data packet when making an end-to-end 
route, packets losses are prevented beforehand which result into higher PDR. 
This proves the usefulness of creating service-specific virtual networks in MANET. 
Depending on the packet sizes, some routes are not established when the routes are 
not suitable for the service applications. When appropriated routes are found, my 
proposal achieves higher PDR comparing to service-independent routing approaches in 
MANET. 
 
6.7.3 Link Layer Retransmission 
In Figure 6.8, I plot the number of link layer (Layer 2) retransmissions against different 
node densities. I achieve a remarkable performance improvement here which is not 
visible in Figure 6.7. I observed a 16%-76% reduction in link layer retransmissions in my 
proposal. This, in conjunction with the result in Figure 6.7 shows my proposal's ability to 
select appropriate links which greatly reduces link layer retransmission but still improves 
the end-to-end packet delivery. 
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In the case of 20 sessions, 83% reduction in link layer retransmissions was observed 
(Figure 6.8.b) in the best case (node number: 25, packet size: 1024bytes) and on an 
average over all the scenarios here, the proposed scheme achieved a 45% reduction in 
Link layer retransmission. 
 
 
a. 10 sessions 
 
 
b. 20 sessions 
 
Figure 6.7: Packet Delivery Ratio (PDR) 
 
In higher node densities, PDR in original AODV improves as percentage of stable links 
(i.e. links short enough to carry all packet sizes) increases in the physical network due 
to closer proximity among nodes. When node number is 50, link layer retransmissions 
are the highest which shows the instability of this scenario as also mentioned before. My 




a. 10 sessions 
 
 
b. 20 sessions 
 
Figure 6.8: Link layer retransmission 
 
The great reduction in link layer retransmission not only reduces processing and battery 
resource consumption from the low power mobile nodes but also saves significant 
wireless bandwidth. 
 
6.7.4 Control Plane Performance 
In Figure 6.9, I plot the number of route error (RERR) messages generated by the 
nodes to inform route failures. In my scheme, I achieve a 9%-63% reduction in the 
number of end-to-end route failures comparing to original AODV. In the case of 20 




a. 10 sessions 
 
 
b. 20 sessions 
 





a. 10 sessions 
 
 
b. 20 sessions 
 
Figure 6.10: Duplicate RREQ received 
 
In the case of 25 nodes in the simulated area, the number of route failures is low for 
original AODV. This is due to the reason that the number of established routes are also 
low. At node number 50, route failures increase and I consider it the most unsuitable 
node density in this simulation in realizing communication services in MANET. After this 
point, the number of route failures decreases as node density becomes higher and 
inter-node distance becomes shorter. For this reason, it takes longer for the mobile 
nodes to leave each others transmission area which leads to lower number of route 
failures.    
In Figure 6.10, I show the total number of duplicate RREQs received by all the nodes 
during the simulation period. As node numbers become higher, this number is 
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understandably high in both the cases. Duplicate RREQs are discarded after reception. 
I reduce the number of duplicate RREQ to 12%-55% comparing to original AODV. 
When 20 sessions were used, 83% reduction was observed in the best case, where the 
average reduction was 48% over all the scenarios. 
This is due to the large size of the RREQs used in my scheme which are naturally 
dropped over long links. As a result, number of RREQ flooding also decreases as 
intermediate nodes receive fewer numbers of RREQs to forward. This reduces 
bandwidth wastage and spares the nodes from unnecessary processing of these 
duplicate RREQs. 
Figure 6.11 shows the number of control bits necessary to deliver one data bit to the 
destination. Total control bits include all the controls signals i.e., RREQ, RREP, RERR 
and the link layer retransmissions of the data frames. Here, I observe a mixed result. In 
my proposed scheme, the worst case (node number: 200, packet size: 64bytes) 
produces a 52% higher overhead in terms of bandwidth consumption. The best case 
(node number: 25, packet size: 1024 bytes) achieves a 44% lower overhead. 
Comparing to original AODV, overhead increases for small data packet sizes in higher 
node densities. In higher node densities, links are physically shorter in one hand, and 
small packets travel longer distances on the other. For these reasons, enlarging the 
control packets, e.g. larger RREQ in this proposal performs less efficiently comparing to 
its performance in delivering larger data packets in sparse wireless networks from the 
overhead point of view. 
In the case of 20 sessions, the best case (node number: 25, packet size: 1024 bytes) 
produces 24% less overhead comparing to original AODV (Figure 6.11.b). However, 
overhead is quite high for large packet sizes in high density area. As has been 
explained above, high node density inherently makes wireless links stable because of 
closer proximity among nodes. In such cases, original AODV type protocols which do 
not explicitly create service specific networks, nevertheless, perform relatively well. 
Although my scheme improves PDR and reduces many control messages and link layer 
retransmissions in all the scenarios, bandwidth consumed by these large control 
packets exceeds original AODV in highly dense mobile wireless networks. However, as 
my scheme is application-oriented, it can be adaptively used even when the node 
density is high for applications requiring high network performance. 
 
6.7.5 Effect of Node Speed 
In Figure 6.12, in order to investigate the performance of my scheme in various node 
speeds, PDRs against node speeds are plotted. The number of nodes is 100 in this 
case and results for all the packet sizes used in this simulation are presented. 
My proposal performs remarkably well here even in high node speeds. In low speed, I 
found low PDR. This is because the longer and unstable links adopted to end-to-end 
routes remain unchanged for longer period. When mobility becomes higher, these links 
have higher probability of either becoming stable because of growing proximity between 
the nodes, or being replaced more often by more stable links. The improvement in 
Figure 6.12 comes from the fact that my scheme is capable of selecting shorter links. 
Nodes on the ends of the links, being closer to each other, take longer time to move 
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away from each other's transmission range and thus give a longer lifetime to the 
resulting application-specific end-to-end route. 
 
 
a. 10 sessions 
 
 
b. 20 sessions 
 
Figure 6.11: Control overhead 
 
6.7.6 Affect on Wireless Transmission Rate 
The 802.11 standard provides multiple data transmission rates. For 802.11b, data 
transmission rates used in this investigation are 1, 2, 5.5 and 11 Mbps. In this evaluation, 
higher PER was observed in higher transmission rates. The decrease in wireless 
transmission radius because of the increase in transmission rate is one of main reason 
[91]. As the broadcast control packets are sent at a lower bit rate (1-2 Mbps), links 
confirmed by these control packets often fail to transport data packets sent at a higher 
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rate. I have investigated my scheme's performance under all the data transmission rates 
in 802.11b when the number of nodes is 100 and nodes speed is 1meter/sec. The result 




a. 10 sessions 
 
 
b. 20 sessions 
 
Figure 6.12: Affect of node mobility 
 
The proposed scheme provides higher PDR under all the data transmission rates. The 
reason is easier to understand if I consider the decrease in transmission radius due to 
larger packet sizes, and due to higher transmission rate separately. Higher transmission 
rates reduce the transmission radius, and larger packet sizes reduce it even further. My 
scheme overcomes the larger packet size issue and improves PDR. In addition to 
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providing higher PDR, my scheme thus also helps in sustaining higher data 
transmission rates. This is because of the fact that, dynamic transmission control 
scheme like Auto Rate Fallback (ARF) reduces the transmission rate to a lower one 








b. 20 sessions 
 




6.8 Related Works 
Virtualization of MANET is a little addressed area, even less for service-specific 
networking in MANET. In this section, I introduce prior works on finding appropriate 
wireless links in MANET for data communications. 
Associativity Based Routing (ABR) [92] [93] [94] proposes selection of links based on 
their history. A wireless link is considered usable if it has existed beyond a certain 
threshold value of time. This threshold value is determined from the relative speeds and 
transmission ranges of nodes and beaconing interval. Although nothing is particularly 
said on how node speeds are measured, to implement this, mobile nodes have to be 
equipped with devices to measure speed. This is an expensive requirement even with 
the high-end mobile nodes available at present. Again, transmission radius is an 
important factor while determining the stability threshold. Transmission range of every 
neighbour equipped with different wireless standards and operating at different 
transmission powers would be sufficiently difficult to determine and acquire. 
Signal Stability based Adaptive Routing (SSA) [95] takes received signal strength as the 
link usability parameter. Every node periodically broadcasts bacons which are received 
by neighbouring nodes. The received signal strengths of these beacons are recorded at 
the receiving nodes. When the received signal strength is above a predefined threshold 
for a predefined number of consecutive transmissions, the link is considered strongly 
connected (SC), and weekly connected when otherwise. The network layer (Layer 3) is 
fed with this information and is used in routing. Route Request message is forwarded by 
the intermediate nodes only if it is received over a SC link. Thus, the end-to-end route 
becomes the connection of SC links only. 
Advanced Signal strength-Based link stability Mode (ASBM) [96] adds signal strength 
'differentiated value' with SSA to determine links applicability. Signal strength 
‘differentiated value' is the difference between the last two consecutive signal strength 
values. If it is positive, ASBM concludes that the physical proximity of the transmitting 
and the receiving nodes is becoming closer. It adopts links to a route if they either 
satisfy SSA criteria or the ‘differentiated value' is positive. 
Authors in [97] propose SSA+ to complement SSA's inability to perform well in high 
density-high mobility (HDHM) and low density-low mobility (LDLM) scenarios. In the 
HDHM scenario, a proactive recovery is initiated. When the received signal strength on 
a link goes below a predefined threshold, the upstream node on the link searches for 
stable neighbours to switch the route locally. The LDLM scheme is very similar to the 
improvement proposed in [96] but does not reject a link if the ‘differentiated value’ is 
merely negative. A link is rejected only when the ‘differentiated value’, is negative and 
this negativity is greater than a threshold. This implies that two nodes are moving away 
from each other but at a slow pace and the link in between them would still be usable 
but for a shorter period. 
Authors in [88] take a MAC/PHY layer approach to find out links to achieve higher PDR. 
They use Signal-to-Noise Ratio (SNR) as the determining parameter. The average over 
the accumulated SNR values of the recent past is weighted against a weighting factor 
called ‘forgetting factor’ to determine the present stability of a link. Every node 
continuously performs this task and maintains a Neighbour Link Stability Table (NLST). 
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The NLST keeps record of the Weighted SNR to all the neighbours and is reflected in 
route calculation. 
Authors in [98] integrate received signal strength with mobility to make link stability 
prediction more accurate. It assumes a mobility model where velocity is considered 
constant within a very short epoch and changes only at the beginning of the next epoch. 
Only relative mobility is considered. The authors argue that if initial received signal 
strength, inter-node distance and velocity state are known, future signal strengths can 
be computed in advance by considering all possible transition in future epochs. 
However, determining relative velocity is costly. This proposal also has limited 
applicability in indoor environment due to the limitation of distance measurement from 
signal strength in indoor environment [99]. 
The above-mentioned approaches which try to predict link lifetime from past 
observation or history often fail to cope with the high mobility and dynamic nature of 
MANET. It is quite difficult to acquire a reliable history on any link in MANET, where 
nodes are not only mobile but also frequently join and leave the network. Besides, 
authors in [100] present a comprehensive study on link stability and lifetime modelling 
where it is shown that link lifetime depends on the mobility model. This makes it even 
more difficult for the history-based schemes to draw a reliable conclusion on a links 
residual lifetime where nodes follow different mobility models.  
Besides, the threshold-based schemes, eliminating sub-threshold links from the 
network undermine the full potential of the network. The sub-threshold links can also 
come to good use, e.g., for small packet transmission or low bit rate applications. 
Many proposals have focused on achieving stability in MANET by using location 
information. Inter-node distance is the main parameter here and when this has a smaller 
value, the link is considered stable and long-living. However, determining own location 
in an infrastructure-less network is not an easy task. Authors in [101] divide a network 
into grids. A grid is treated as a virtual cluster. A node, residing near the centre of the 
grid, is selected as the head which is responsible for packet routing and control. The 
position of the cluster head, the Grid Header (GH) is determined by Global Positioning 
System (GPS) device. Nodes near the centre of the grid are considered long-living as 
they would need longer time to leave the grid. 
Authors in [102] also employ a similar technique and use GPS to determine location. 
Although GPS has become a ubiquitous feature in smart phones, many other mobile 
devices (e.g. laptop computers) lack a GPS in them. This also has drawbacks in an 
indoor environment. Besides, MANET is expected to be organized in arbitrary locations, 
space and time. Making and maintaining a grid on-the-fly in such cases is extremely 
difficult and takes time to converge. 
Works presented in this section aim at finding out long-living, shorter links which are 
stable enough to avoid packet loss. Links selected by such stability-based scheme 
ultimately leads to over-usage of the links and congestion, whereas my proposal 
distributes different sizes of packets to different routes and achieves a better load 





In this chapter, I have presented a novel but simple approach to realize service-specific 
virtual networks in transient MANET. I showed the relationship in between packet sizes 
and wireless transmission range. Based on that, I proposed to use packet sizes to 
determine appropriate routes in MANET. To realize this, control packets, e.g., AODV 
RREQs were resized while finding out route for a specific application. My proposal of 
resizing appropriate control packets could be realized quite easily and in Layer 3 only, 
without involving any other Layer. Extensive simulation shows that the proposed 
service-specific virtual networking approach achieves higher PDR and reduces wireless 
resource consumption in MANET, with little control overhead.  
Extension of this work involves reducing control overhead further and investigating its 
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The purpose of this Chapter to introduce a management and orchestration architecture, 
taking the flexible and dynamic network sharing among multiple network operators 
(Chapter 3.10.1) as a model case. Such sharing is also possible for accommodating 
multiple generations of cellular networks, β-slice use case, network sharing by different 
organizations of the same company, among others.  
This architecture model [46] [103] is based on a connected, end-to-end Physical 
Network Infrastructure (PNI) that can be fully shared with the help of network 
virtualization technologies. The isolation properties of the virtualization technology help 
us expand the scope of network sharing (Figure 7.1), increase the operators savings in 
terms of Total Cost of Ownership (TCO), and address the requirements of future 
sharing solutions. It ensures the flexibility and freedom of network operation, which 
conventional sharing schemes fail to provide. In this Chapter, 
• A survey on existing network sharing solutions is presented. These solutions are 
classified, and the advantages and challenges are analysed for mobile telecom 
operators deploying them. 
• The scope of the network sharing paradigm is extended by presenting a set of 
advanced requirements on the fourth generation (4G) and beyond Next Mobile Network 
(NMN) [104]. These requirements are based on mobile traffic and service trends, and 
on emerging virtualization technologies. 
• A Next Mobile Network (NMN) architecture which encompasses management and 
orchestration of VNs and fulfils the identified requirements with a view on network 
sharing by means of virtualization is presented, and potential technologies for 
implementing it is discussed. 
 
7.2 Available Network Sharing Solutions 
Network sharing reduces deployment and operation costs, and decreases the time the 
operators need to bring new technologies to customers [3]. Network sharing can be 
viewed from two perspectives: geographical and technological [5]. 
 
7.2.1 Geographical Classification 
From the geographical point of view, network sharing can take various aspects 
depending on the business model intended and the already independently covered 
areas by the involved mobile operators. 
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The dimensions of network sharing can be characterized as, 
a. Standalone: Two or more network operators own and control their respective 
physical network infrastructure. No network sharing or interaction between 
operators exists (outside roaming agreements). 
b. Full split: Each operator covers a specific non-overlapping geographical region, 
and each operator extends its own area of operation by using the other operator’s 
network. This scenario is interesting for operators of similar strengths who want to 
enter roaming agreements to extend their network coverage. 
c. Unilateral shared region: One mobile operator has full control over the network 
infrastructure in one region, and a new greenfield operator enters the market by 
utilizing this existing infrastructure. This model lowers the barrier for new business 
entrants, and allows existing operators to better capitalize on their installed 
resources. This is the present Mobile Virtual Network Operator (MVNO) model. 
d. Common shared region: Two operators of similar sizes want to have a presence 
in the same region, but they still decide to share the infrastructure. This scenario is 
mostly attractive in rural areas where the estimated revenues are lower, so 
operators need to carefully plan their investment. 
e. Full sharing: Two or more mobile operators decide to fully share their network, 
either access, core, or both, in order to render the operations and management of 
the network more efficient. 
 
7.2.2 Technological Classification 
From the technological point of view, network sharing solutions today mostly 
concentrate on the access network, which is the most costly part of a mobile operator’s 
network. The range of solutions encompasses, 
a. Passive Radio Access Network (RAN) sharing: This implies the collocation and 
sharing of sites for antenna towers. Two or more mobile operators decide to install 
their own antennas/base stations at the same site and share the costs for site 
construction and renting. Possibly the tower site operations and construction can be 
outsourced to third party companies. 
b. Active RAN sharing: This implies two or more mobile operators sharing the same 
antennas/base stations. The operators can pool together their spectrum resources 
and operate them in parallel according to predetermined resource allocation 
agreements. The Third Generation Partnership Project (3GPP) standardizes the 
necessary procedures for such operations in [2] as the RAN is the primary focus of 
3GPP. The other parts of the network can be shared by present transport 
technologies (e.g., IP forwarding).  
c. Roaming based sharing: When one network operator relies on another operator’s 
coverage on a permanent basis. The two operators can decide to either share only 
the access network, pool spectrum resources or not, or extend the sharing to some 
parts of the core network. A detailed list of network sharing solutions, together with 











Site sharing Passive Operators collocate their 
own equipment 
Very simple, does not require 
operational coordination 
among operators. Support 




Passive Operator share the same 
mast, or rooftop 
Operators have their own 
antennas. Results in high 




Active One operator leases a part 
of its spectrum to another 
Improves spectrum efficiency. 
Solves spectrum scarcity. 
Antenna 
sharing 
Active Antenna and all related 
connections are shared 
Passive site elements are 
shared as well 
Base Station 
(BS) sharing 
Active Operators maintain control 
over logical Node Bs/BSs 
Can operate on different 
frequencies. Fully 
independent. 
RAN sharing Active RAN resources (antennas, 
cables, BS etc.) are 
combined and shared 
Separate logical networks and 
wireless spectrum. 
RNC sharing Active Radio Network Controller 
(RNC) physical resources 
(node etc.) are shared 
Operators maintain logical 




Active MSCs and SGSNs are 
shared 
Have regulatory and technical 




Active Transport network (fiber 
etc.) is shared 
Regulatory issues exist. 
Applicable to rural areas. 
Roaming Active Operators networks are in 
different geographical 
region 
Pool geographical region to 
expand coverage 
MVNOs Active Virtual operators lease the 
infrastructure from another 
operator i.e. Mobile 
Network Operator (MNO) 




7.3 Advantages and Challenges 
Table 7.2 summarizes the main advantages and challenges of current network sharing 
solutions. The main advantages, as discussed before, concentrate around the reduction 
of CAPEX/OPEX for the mobile operators (infrastructure cost, deployment cost, 
operations cost, maintenance and energy costs). Operators can improve their cost 
efficiency and better utilize the available network resources. Furthermore, sharing 
solutions can lead to improved perceived network and services quality by extending an 
operator’s coverage or increasing its capacity. They can also allow operators to focus 
on their core competencies and business focus, by outsourcing infrastructure relevant 
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operations. All these advantages can help an operator to better position its business in 
the overall competitive environment. 
On the other hand, deploying network sharing solutions can be challenging for the 
involved mobile operators. Besides the explicit implementation of the desired technical 
solution with the accompanying cost, operators must also take into account regulatory 
issues, which might differ from country to country. At the same time, the operation 
model must be updated, and some of its aspects need synchronization with the sharing 
partners. This involves an extra degree of risk, and might need adjustment in the 
operator’s business strategy, both short and long term. Finally, sharing solutions might 
need the involvement of a trusted third party, which installs and operates the shared 
infrastructure, and acts as a broker among the sharing operators. Such a solution 
comes inherently at the cost of losing some of the operational control of the network 
operators, and reorganization of the involved departments. 
 
Table 7.2: Advantages and challenges in network sharing 
 
Advantages Challenges 
Risk management with vendors Need taller towers 
Reduce CAPEX/OPEX May limit competition 
Improve bottom line Can be used to undermine smaller 
competitors 
Improve network quality Need advanced sharing tools 
Manage resources efficiently Needs detailed ground work 
Improve cash flow Need organizational changes 
New opportunities to increase 
revenue for incumbents 
Interworking challenges 
Facilitates cost efficiency Need third party vendors 
Improve business focus Risk of losing control. CAPEX in 
deploying network sharing solutions 
 
 
7.4 The Next Mobile Network Evolution 
The mobile cellular network is a fast moving network compared to the Internet. NTT 
DOCOMO, INC. introduced 3G in Japan in 2001 with a downlink bit rate of 384 kb/s. It 
has introduced LTE/EPC in 2010 with a downlink bit rate of 300 Mb/s. This represents 
an increase in bit rate of almost 750 times in 9 years. As the projected target of NMN 
deployment is 2020, I anticipate that 5 Gb/s and above will easily be available in the 
RAN (Figure 7.2). The architecture of NMN is primarily based on the requirements 
derived from such high bit rates in the RAN part. Below, I briefly describe the most 
important PNI elements of NMN: the Advanced Mobile Access (AMA), Optical Mobile 
Network (OMN), and Service Composition Network (SCN), along with the promising 
future component technologies. 
 
7.4.1 The Advanced Mobile Access  
The RAN part of the NMN architecture is the AMA. I anticipate the AMA to be based on 
4G/5G cellular systems, standardized by 3GPP. AMA has two main characteristics: 5 
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Gb/s or higher access speeds and smaller cell sizes. Both of these will affect the 
requirements posed to the core network. AMA has its own control and management 
plane in the form of Non-Access Stratum (NAS) signalling, Radio Resource Control 




Figure 7.1: Network splitting and mutual isolation by virtualization 
 
7.4.2 The Optical Mobile Network  
The core network in the NMN is the OMN, built on optical transport technologies. The 
increase in wireless access bit rate, and the availability of femto and picocells and other 
portable Base Transceiver Stations (BTSs)5 will increase the number of RAN devices 
that must be connected to the core in a given country. Taking Japan as an example, 
100,000 BTSs during NMN deployment is a conservative estimate. Operators must take 
into account this high number of BTSs and their capacity when they dimension their 
transport network. By 2020, I estimate the need of a core network capable of sustaining 
a petabit-per-second class of traffic. This traffic will be generated by applications like 
video or live location-based services, and boosted by higher user consumption, 
encouraged by flat-rate billing plans and newer mobile terminals. 
                                                   
5 BS, Node B, BTS are used interchangeably in this dissertation. 
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In order to transport such high traffic, I can only see optical switching and transport as a 
potential candidate for the future. High traffic brings two constraints in the core network: 
the total necessary bandwidth, and the energy consumption of the present 
power-hungry electric routers. Optical switching and transport technology can solve 
these two problems simultaneously [105]. In this regard, Passive Optical Networks 
(PONs) are suitable for connecting numerous BTSs in a cheaper but more 
bandwidth-efficient way. Generalized Multiprotocol Label Switching (GMPLS) [106] is a 
good candidate for the control and management in an optical transport network.  
However, optical technologies are less flexible than their electric counterparts, when it 
comes to intelligent and dynamic routing decisions (e.g., during path failure). This is due 
to the fact that optical switching, such as variants of Wavelength Division Multiplexing 
(WDM), are done in the physical layer in λ units. One way of addressing this is to mix 
electrical switches with optical ones, where the electrical switches act as cluster heads. 
This will provide a regional flexibility in the otherwise rigid transport network. The O&M 
system can then instruct the electrical cluster heads to manage their surroundings in the 
desired way. 
Other challenges arise from the fact that optical switching and transport is most efficient 
when traffic aggregation is maximum. This is a difficult criterion for a mobile operator, as 
mobile traffic is highly localized and dynamic due to user mobility. Smaller cell sizes 
increase handover further, and user traffic has to be frequently and dynamically 
de-aggregated to track the mobile users. 
With this respect, the placement of traffic aggregators becomes a planning problem that 
must take user mobility into account. Too much dynamicity will not be possible due to 
the inherent inflexibility in optical switches (e.g., the unavailability of optical logical 
units). 
 
7.4.3 The Service Composition Network 
The SCN is the service platform for the future. Unlike conventional service development, 
where thousands of lines of codes need to be manually written over a period of months 
if not years, the SCN will provide service enablers as ready-to-use service components. 
Here, the key point is the composition of multiple enablers to form or enrich a service. 
As distributed service components, in the form of enablers, have to interact with each 
other to make a meaningful service, we can call this service platform itself a network. At 
present, elements of a SCN do not come with a standardized or well-known control 
protocol. However, Rich Communication Suite (RCS) [107] or IMS can evolve as a 
control and management framework for such a platform. 
 
7.4.4 Requirements for Sharing Solutions 
The huge cost of deploying an NMN, described above, will make network sharing 
solutions even more appealing in the future. Besides the requirements imposed on 
current network sharing solutions, enhanced future solutions shall also fulfil the evolved 
requirements of future mobile operators. The following requirements are derived from 
mobile traffic trends, service predictions, and mobile technology directions. 
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a. Requirements for industrial hosting: First, I briefly discuss the industrial 
requirements (carrier-grade) for network sharing among operators. High reliability 
and high quality are two of the most important factors influencing the successful 
operation of network operators. The isolation property of virtualization will 
guarantee network service quality by separating the coexisting networks’ 
operations, thus reducing interference among services. Additional scaling/failover 
techniques can also provide higher reliability. Similarly, fast response time and low 
delay for in-network processing of the transported data flows and control messages 
are important requirements. Link virtualization for providing end-to-end 
transmission links, and centralized/distributed/hierarchal processing services 
enabled by server virtualization are some of the features that may fulfil these 
requirements. 
Last, the security/privacy level among the sharing network operators must be taken 
into account. The overall system should provide no opportunity for information leaks 
or control takeover by another operator, and should ensure the privacy protection of 
the individual operations. Inherently, virtualization technologies can satisfy these 
features.  
b. Extended network sharing scope: Current network sharing solutions as 
summarized earlier mainly function within the scope of the access network. Their 
primary benefit is CAPEX and OPEX savings for the mobile operators, with 
additional efficiency gains in spectrum resource utilization in some cases. In this 
respect they are suitable for rural areas with low population density, where the 
revenue for network services is lower. Technically, these solutions function by 
means of pooling and splitting the spectrum resources, regulated through fixed 
Service Level Agreements (SLAs) and roaming agreements. To the best of my 
knowledge, no solution currently exists for splitting of the whole end-to-end mobile 
network. At the same time, I am unaware of any solution that offers dynamic and 
flexible sharing of the infrastructure among operators, on timescales smaller than 
the current times needed for contract agreement and implementation (currently on 
the order of months or years). NMN architecture should address these limitations as 
a higher degree of sharing results in more cost saving. 
c. Full isolation for data and control plane among virtual network operators: 
While the data plane in network sharing solutions can mostly be isolated among the 
operators involved through the use of separate data bearers defined in 3GPP 
specifications, the control and management plane of the common network 
infrastructure mostly remains common and accessible to all players. As a first 
consequence of this fact, the involved network operators have access to the same 
pool of control messages and can influence the functioning of the network (e.g., 
usage of sensitive network resources and customer information). In this respect, a 
full isolation of the operation of the different parties remains impossible. As a 
secondary consequence, the security and privacy of one operator’s customers 
cannot be guaranteed and protected from the sharing, possibly malicious, operators. 
Third party solutions are developed in order to address these shortcomings, in 
which the maintenance and operation of the network infrastructure is outsourced to 
a trusted party. While this approach can solve the previously mentioned limitations, 
depending on the signed agreements with the third party management entity, it 
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might defeat the original purpose of the network sharing idea (i.e., to cut costs for 
the operators). The requirement is to achieve full isolation in both the data and 





Figure 7.2: ITU wireless access speed prediction 
 
d. Possibility for virtual network customization: Current network sharing solutions 
offer limited options to mobile operators, and especially greenfield operators, in 
terms of functional optimization for specific deployed services. As there is no pure 
concept of data and control plane isolation among the operators sharing the 
infrastructure, the entities involved are forced to use the same communication and 
control protocols. 
However, operators desiring to use the network infrastructure in order to deliver 
specialized services to mobile clients might prefer the use of special transmission 
protocols, developed particularly for the targeted services. An example of such a 
scenario is a video service provider who wants to offer a multimedia streaming 
service for mobile clients. The current TCP/IP protocol stack, while still functional, is 
not optimized for video delivery, and additional/replacement protocols could be 
used for better performance (e.g., UDP, RSVP, SCTP). Currently, such an option is 
unavailable. The latest technologies (e.g., node and network virtualization), which 
enable full separation between entities sharing the same infrastructure equipment 
and hence allow for protocol stack differentiation among the players, are not 
leveraged in current network sharing solutions. This architecture should leverage 
on current technologies in order to allow for full virtual network customization. 
e. Combined control plane for end-to-end network sharing: The three main 
planes of NMN, as described earlier, come with separate control and management 
planes. Besides, the 3GPP network elements (e.g., xGSN/AGW) have their own 
control and management functionality [2]. At present, separate in-house O&M 
systems operate and manage these entities, and tasks are delegated to multiple 
departments within an operator. No single (i.e., integrated) O&M system exists that 
can holistically do resource control and management on an end-to-end basis (i.e., 
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from the RAN to the application servers). As my objective is to facilitate network 
sharing over all the network planes, orchestration over these separate O&M 
systems is necessary. Therefore, we require a mediator functionality between the 
above-mentioned physical infrastructure and service providers, such as Virtual 
Network (VN) operators who share the physical infrastructure, to perform such 
orchestration over multiple technological as well as service domains. The proposed 
mediator, named the Network Configuration Platform (NCP), is the most novel 
architectural building block for future network sharing solutions and is explained in 
the next section. 
 
7.5 The Network Configuration Platform: Management 
and Orchestration 
I introduce NCP to decouple the physical infrastructure from the users of the 
infrastructure. As multiple operators will share the infrastructure, I consider this 
decoupling indispensable. The first responsibility as well as novelty of NCP is the 
consolidation of the three control and managements planes of AMA, OMN, and SCN so 
that end-to-end resource management can become possible and by a single entity. It 
holds Interfaces (I/Fs) with each control plane in the Physical Network Infrastructure 
(PNI). NCP will not directly do link management or server migration, but will ask the 
respective control planes (e.g., GMPLS or RAN O&M) to reserve resources at a coarser 
granularity. The granularity of such resource management and control, and its 
consequent administration within NCP (PNI topology database [DB] in Figure 7.3) is an 
open issue. My vision is that the resources in the physical network are virtualized, and 
NCP holds the information on the virtualized level and does the administration on this 
abstraction. The finest granularity would be every physical link, switch, and node being 
visible to NCP, and the administration being executed at this level. A coarser 
abstraction level could be an MPLS virtual circuit (VC), and IP routers that are the 
endpoints of the VCs, and end hosts. There is no difference between the PHY control 
planes and NCP in the former case. In the latter case, physical network control planes 
take care of each physical entity, whereas NCP administers only the coarser abstraction 
level visible to it. The different abstraction levels affect the scalability of NCP and must 
be determined not only by technical optimization results but also by business cases and 
usage scenarios. For example, an MVNO may only want to see the mobile terminals 
and application servers. Another operator who developed a proprietary routing protocol 
may want to see the routers/switches as well. A mobile operator planning to deploy a 
new generation of cellular technology would want to see the 3GPP network elements 
and RAN. The VN creator generates such abstraction levels, and they are stored in VN 
DB (Figure 7.4). 
NCP can provide a VN to a VN operator in two ways: upon request from the operator or 
by its own advertisement. In the former case, NCP receives resource reservation 
requests from the operator; specifically, from the VN O&M in each operator. A request 
translation and adaptation is necessary based on available resources in the PNI DB, 
and the VN creator generates an image of the virtual network and stores it in the VN DB. 
VNE algorithm proposed in Chapter 4 would be used to perform this task.  
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However, when the NCP advertises different VNs as a service, it holds multiple 
abstraction levels for the physical resources and advertises them to the interested 
parties. VN operators can choose a specific abstraction level that suits their purpose 
and ask NCP for reservation. One uniform Resource Description Language (RDL) 
needs to be developed (many exist already but need functional completeness and 
standardization), through which VN operators submit their resource requirements and 
SLAs to NCP.  
Based on the abstraction level in the VN DB, a virtual resource aggregator module 
computes physical resources necessary in the AMA, OMN, and SCN. As these are 
controlled and managed by separate control planes, respective resource Controllers are 
informed by the vertical resource aggregator on what has to be reserved and the 
monitoring principles for the reservation. Resource Controllers interact with the 
respective control plane to execute the resource reservation.  
After resources have been duly reserved i.e., an end-to-end virtual network has been 
formed, access to the resources is handed over to the VN operator. The VN operator 
holds the information about the part of the network it has rented in its VN DB. The VN 
operator controls and manages its share by its own O&M (e.g., QoS control), and NCP 
does not intervene unless asked. Monitoring and operation for SLA maintenance is an 
important issue here and is addressed in Section 7.5.2. 
 
7.5.1 Interfaces 
Three general interfaces (I/Fs) between the architecture components are necessary and 
have to be standardized for vendor-independent deployment. These are briefly 
explained below. 
a. I/F between PNI domains and NCP: The I/F is needed so that NCP can unify the 
separate control planes, issue resource reservation requests to the infrastructure, 
and perform dedicated monitoring and management. Extensions of the physical 
infrastructure control protocols will pass resource availability, reservation, and 
network health information to NCP. NCP will convey reservation requests, 
monitoring commands through this I/F. Such resource control and monitoring 
commands will be sent separately to separate network domains. The consolidation 
of resources over all three domains (i.e., SCN, OMN, and AMA) is NCP’s 
responsibility, and the respective domains remain unaware of the other domains 
from the control point of view.  
b. I/F between NCP and VN O&M: The I/F is used to convey network requirements 
from the VN operators to NCP, and to advertise virtual resources from NCP toward 
potential VN operators. 
c. I/F between the VN operator and the PNI domains: This I/F is used by a VN 
operator to access the parts of the network domain that are allocated by NCP in the 
form of a VN. Network software installation, service performance, and data plane 
monitoring are performed through this I/F. Each I/F could include more than one 
functional interface. One feature of such I/Fs would be to implement the 
virtualization technique presented in Chapter 4 to realize virtualized Wide Area 
110 
 
Network (WAN) transport plane. Detailed specification of the I/Fs are an open issue 




Figure 7.3: General NMN Architecture with NCP 
 
 
7.5.2 Monitoring and Operation 
As isolation by virtualization is the enabling technology for network sharing, some new 
problems arise in the operation of the whole architecture.  
The physical infrastructure is controlled and managed by its own control protocol and is 
not visible to NCP in all its details. A VN operator also cannot see the bare physical 
infrastructure. On the other hand, neither NCP nor the physical infrastructure can see 
inside a VN operator’s resources and its data plane. Therefore, this separation in 
network control and management makes SLA violation difficult to detect, or at least 
delays the process. A data path inside a VN operator can be affected by failure in 
physical infrastructure (e.g., link breaks due to cable cut off or a server shut down 
because of hardware malfunctioning). NCP can only know it if it is performing resource 
management at that abstraction level. A VN operator also cannot see it as it does not 
have access to physical devices and transmission lines. It only sees its data path is 
broken or an application server is down. It will start a system health check and has to be 
sure that the faults are not due to problems in its routing protocol or application software 
or any resources it brought into its share. Only then can it report to NCP that there is an 
SLA violation, and NCP will ask the PNI control plane to detect the cause of the failure. 
This is an open issue and needs serious investigation. The isolation by virtualization 
envisioned in the research community may not be easy to achieve for the reason 
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explained above. External monitoring might be necessary to ensure trust among the 
involved parties. 
 
7.5.3 Enabling Technologies 
There are several methods available for link virtualization. Some potential candidates 
are λ-level Layer 1 (L1) Virtual Private Networking (VPN) and Layer 2/2.5/3 (L2/L2.5/L3) 
tunnelling [106]. All these levels can be holistically managed by GMPLS, which is a 
good candidate to generate multiple levels of link/path abstraction necessary in NCP. 
However, GMPLS cannot run multiple networks at the same time and needs extensions 
(Chapter 5 addresses such problem). OpenFlow and Flow Visors can also virtualize 
links/paths at the flow level [17] as has been introduced in Chapter 2, and are good 
candidates for OMN virtualization where the Controller node can sit in NCP. However, 
for this, OpenFlow requires significant extensions for optical networking. 
For nodes such as application servers and 3GPP network elements, well established 
host virtualization technologies can be deployed, as we have seen in the Amazon EC2 
Cloud [20]. However, so far these concepts have not been used in a nationwide, 
integrated network virtualization scenario, where virtual networks must be fully isolated.  
Telecom nodes are stateful and requires five 9s availability. Cloud Management System 
(CMS) has failure avoidance features e.g. VM migration techniques. However, VM 
migration techniques are not sufficient to guarantee such stringent service availability 
requirement. Along with that, scalability and ease of control and management aspects 
have to be investigated in order to utilize such methods in network virtualization and the 
consequent reconfiguration of such networks to ensure five 9s commercial operator 
networks. 
One promising approach is the Elastic Core Architecture (ECA) [48] which decouples 
the user and session state from the session processing. By doing so, it becomes much 
easier to migrate and scale telecom nodes as states are available from any location and 
node in the network. However, such scaling might have impact on the 3GPP 
architecture and interfaces, as peering nodes would need reconfiguration to handle 
peering node migration and scaled instances. 
An implementation of the proposed NMN architecture could be found in [108]. 
 
7.6 Discussion and Open Issues 
The proposed new architecture for network sharing based on virtualization technologies 
is expected to address the limitations of current sharing solutions. However, in order to 
transform this architecture into a viable cost-effective platform, some open issues 
remain. 
a. The depth of virtualization: Virtualization technologies can be applied at different 
levels of the protocol stack for the network links, and at different levels of the 
machine architecture for the network nodes and servers. Virtualization at each level 
is characterized by certain features, performance metrics, and cost of 
implementation and maintenance. Furthermore, it influences the level of 
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functionality transfer from the infrastructure providers to the VN operators. A careful 
trade-off of all these issues must be considered when deriving a full end-to-end 
solution for network sharing. 
b. Interface implementation: As mentioned before, three different types of interfaces 
are required in order to realize the proposed architecture. While for the 
implementation of some of these interfaces communication protocols already exist, 
some new protocols must be derived. Especially, the representation, request, and 
reservation of virtual resources (e.g., through means of a resource description 
language) at different abstraction levels must be standardized to facilitate the 
implementation of the interfaces between virtual network Controllers, NCP, and 
physical network domains.  
c. The unified control plane: One of the largest tasks of the NCP is to unify the 
control of the different physical network domains. This will be a challenging task, as 
currently each network domain operates under its own control protocol, which is, 
moreover, technology-dependent. Finding the right abstraction for each control 
plane, defining the interactions among these planes, and deciding the extent to 
which the NCP takes over the individual control planes is a large research issue. 
d. Inter-VN-operator mobility management: As the VN operators in the proposed 
architecture get access to physical network resources in an isolated way, their 
handling of user services and user management will also be separated. With this 
respect the roaming of users among different VN operators must be addressed by a 
new paradigm, which takes into account the new features of the proposed 
architecture. This scenario in the mobile network is analogous to the inter-VN 
interaction case for fixed networks.  
e. Cost of virtualization: Decoupling the control and management from physical 
network operation and physical network usage through virtualization reduces the 
control and management complexity in each player (i.e., VN operator, NCP, and 
PNI). However, new building blocks like NCP, and additional technical components 
like network-wide hypervisors, and extensions of PNI control protocols, will increase 
CAPEX compared to the available network sharing solutions explained earlier. The 
servicing cost for the end users (e.g., a mobile phone subscriber) will be determined 
by the total cost (i.e., TCO of PNI, NCP, and VN operators added together). In the 
highly competitive mobile market, end users’ subscription fees must not rise without 
valid justification. Virtualization brings new qualitative dimensions in network 
sharing and the consequent operation. However, the cost analysis of such a 
scenario is highly important, as no operator will follow such a business scenario 
unless its cost effectiveness is proven. 
 
7.7 Conclusions 
In this Chapter, a management and orchestration architecture with an emphasis on 
network sharing for reduced TCO has been presented. The shortcomings of available 
sharing technologies have been vividly explained, and virtualization has been proposed 
to overcome such shortcomings. As virtualization increases O&M complexity, the 
mediator entity NCP was introduced in order to decouple the O&M of running a physical 
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infrastructure, slicing the infrastructure to create virtual end-to-end networks, and 
operating such virtual networks. I do not restrict the architecture to sharing only among 
mobile operators, but also with fixed network operators by segmenting the network into 
three functional planes. There are many enabling technologies available today that will 
be handy in realizing such a virtualized network. 
Realizing NMN in a nationwide commercial networking context is a formidable task, and 
many open issues, mentioned in this Chapter, need to be addressed. No single player 
can answer all the issues, and collaboration among academia, vendors, and operators 
is indispensable to realize such futuristic, highly functional, value-added networks. 
In order to address the above challenges, European Telecommunications Standards 
Institute (ETSI) has established an Industry Specification Group (ISG) called Network 
Functions Virtualisation (NFV). ETSI NFV ISG brought a diverse range of telecom as 
well as IT players which is producing standard recommendation for telecom network 
virtualization [63]. Many of the interfaces pointed out in the architecture have been 



























In this dissertation, I have analysed network virtualization from a conceptual point-of- 
view. TCP/IP networking have always provided an abstraction layer and facilitated a 
multi-user environment which allows for the sharing of the underlying physical network 
infrastructure. Therefore, while compared to machine virtualization, it is not a new 
concept per-say and not a new technology itself. However, network virtualization which 
promulgates machine virtualization with transport network virtualization does bring a 
new execution environment for network services. Such multi-user, isolated execution 
environment can provide new flexibility in network operation in terms of service 
deployment, resource management and network maintenance. The concept of network 
virtualization brings new use cases into the scenario which have the potential of 
changing telecom business drastically and reducing Total Cost of Ownership (TCO). 
The use cases presented in this dissertation were thoroughly analysed in order to derive 
requirements for telecom networks. Such requirements are automatic Virtual Network 
(VN) creation to reduce network planning complexity, isolation among VNs to eliminate 
interference among coexisting VNs and, holistic management and orchestration of the 
VNs and the physical network infrastructure to ensure operational independence among 
the involved entities. The focus of this research work has been on meeting these 
requirements.  
By using network virtualization, VNs can be generated on-demand as opposed to 
conventional months-long telecom network deployment phase. This is because VNs are 
completely software entities now and can be instantiated on-the-fly on a physical 
network infrastructure. This facilitates faster service network deployment, as well as 
termination, thus freeing up resources in the physical network infrastructure. Such VN 
creation on a physical network infrastructure can be automated by Virtual Network 
Embedding (VNE) techniques. VNEs take VN instantiation request as an input, and 
provide a solution on how best it could be mapped onto the physical network 
infrastructure. VNE is an NP-hard problem.  
In this dissertation, I have proposed a heuristics VNE for embedding VNs but with 
sufficient redundancy so that multiple simultaneous failures at telecom sites can be 
recovered. A 1+1 protection scheme was considered. 1+1 protection schemes are 
standard in telecom which requires to provide a five 9s service availability. I have 
formulated the proposed VNE in Mixed Integer Linear Program (MILP) which is NP-hard, 
and relaxed the node embedding requirements. The link embedding was also relaxed 
by using Constraint-based Shortest Path First (CSPF) which is sufficient in practical 
network operation. Evaluation of the proposed VNE shows that it provides solutions 
close enough to the theoretical threshold. The evaluation also shows that it consumes 
much less bandwidth, and higher embedding success rate while compared to 
conventional schemes. The proposed VNE provides solution in polynomial time. 
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However, when we take the theoretical VNE solution to practical network for 
implementation and operation, we run into a problem. The problem occurs in Wide Area 
Networks (WAN). Conventional WAN protocols e.g. Multi-Protocol Label Switching 
(MPLS) cannot provide isolation among VNs. This means that isolation among virtual 
links overlapping on the same physical link would be lost. As a result, the benefits of 
network virtualization would be lost unless end-to-end isolation is provided to VNs. 
In order to ensure isolation in WAN protocols, I proposed using OpenFlow (OF) as an 
admission control module to WAN. MPLS was considered as the WAN protocol as it has 
wide-spread usage in telecom due to its finer Quality-of-Service (QoS) and traffic 
engineering features. In my proposal, per-VN resource reservation states are kept in OF, 
which takes a session admission decision based on available resources on a per-VN 
basis. The MPLS domain remains unaware of this. Such transparent mechanism also 
means that already standardized and widely deployed MPLS does not require any 
change in it, which saves huge replacement cost. A prototype was built to implement 
this proposal which proved its validity and better performance in ensuring end-to-end 
isolation among VNs. 
Network virtualization, including VNEs and end-to-end isolation, has been considered 
so far mainly in wireline networks where underlying physical network topology and 
resource state do not have unpredictable changes. VNEs take a static physical network 
topology and resource state as the target embedding environment. End-to-end isolation 
also assumes so. However, there are networks where both the topology and resource 
state frequently change. Mobile Ad-hoc Networks (MANET) are such networks. Due to 
its variable network state, delivering data to the destination is the main challenge. 
In this research work, I extended the concept of network virtualization beyond wireline 
networks and proposed novel method to realize service-specific virtual networks on top 
of MANET. Different services have different characteristics and requirements. Therefore, 
creating per-service data delivery networks would provide soft isolation to the services 
by employing appropriate routes suited to the service characteristics. In this 
investigation, I used data packet sizes to determine data delivery routes. MANET 
routing protocol was improved based on this proposal. Extensive simulation performed 
showed that the proposed service-specific networking approach improves data delivery 
ratio and decrease wireless resource consumption. The proposed scheme needs to 
work only in Layer 3 (IP layer) and therefore, independent of underlying Layer 2 (MAC) 
and Layer 1 (PHY). 
Finally, no network system is complete without a control and management architecture 
which operates the network system. In the context of network virtualization, such 
architecture is called a management and orchestration architecture, where the 
orchestration means the cross-domain management of resources and VNs. 
Virtualization creates newer entities to be managed. It includes but not limited to 
software based multiple VNs and the hardware-based physical network infrastructure. 
From resource point-of-view, there are compute, storage and network resources to be 
orchestrated as well. As a large aspect of network virtualization is network sharing, a 
mediator is necessary among the sharing the entities and the resources being shared. 
In this regard, I proposed a management and orchestration architecture in the form of 
Network Configuration Platform (NCP), which addresses the management of the 
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entities mentioned here, performs orchestration over the resource domains, and 
mediates between a sharing user and the virtual as well as physical network 
infrastructure resources. The proposed architecture introduces necessary management 
functional blocks, and defines interfaces among the management functional blocks and 
network resources. A significant part of the proposed management and orchestration 
architecture worked as a reference in global standardization. 
The contents of this dissertation are generated from research works performed during 
the early era of network virtualization when the concept of network virtualization was at 
an incubation phase. This research work not only contributed to solve some 
fundamental technical issues in realizing telco-grade network systems on network 
virtualization, but also helped in shaping and positioning the concept itself in the overall 
networking technology domain.  
Chapters of this dissertation provide future research directions in different technical 
areas. In order to realize a complete network virtualization-based telecom network 
system, further research needs to be performed on designing virtualization-friendly 
telecom nodes which can migrate and scale by design, large-scale Software-Defined 
Networks (SDN) without SDN Controller bottlenecks, extensions of virtualization in 
wireless networking, designing technology-independent universal control plane for 
transparent accommodation of heterogeneous control planes brought by virtualization, 
and the completion of the management and orchestration architecture for automatic, 
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