Clustering MTS is a difficult task that has to be performed in several application fields. We propose a method based on the coefficients of vector autoregressive (VAR) models and differential evolution (DE) that may be applied to sets of stationary MTS. Results from a simulation experiment that includes both linear and non linear MTS are displayed for comparison with genetic algorithms (GAs), principal component analysis (PCA) and the k-means algorithm. Part of the Australian Sign Language (Auslan) data are examined to show the comparative performance of our procedure on a real world data set.
Introduction
MTS are of chief interest in a large set of application fields, e.g. econometrics, environmental sciences, seismology, medicine, data mining, speech recognition, video image analysis. Surveys are for example [7] and [8, 9] . Often data are collected by automatic devices (sensors, electronic transaction documents, the Internet) and a large amount of information is available. The standard organization for MTS is a rectangular array with m rows (series components, variables, locations) and n columns (observations taken at regular time intervals). Clustering is a common device which is used to reduce a large set of MTS to a smaller set of MTS representative of homogeneous groups. We assume that data are unlabeled, so that we have to check the existence and find the groups using only the available data. We examine in this paper the features that may be computed from the popular VAR model estimated matrices of coefficients. We observe for motivating such a choice that such features are simple and effective for clustering stationary MTS and may be easily and quickly computed by least squares. Many other features have been suggested. PCA of similarity matrices has been proposed for developing procedures for MTS classification [17, 14, 1] . Extensions of spectral measures for MTS have been discussed by [5] . The approach introduced by [9] splits the clustering procedure into two steps. In the first step each MTS is converted into a sequence of discrete values. In the second step either the dynamic time warping or a symmetric version of the Kullback-Leibler distance is computed from the discrete data. Many algorithms are available to cluster a set of features, in general a set of unlabeled data (see, e.g., [6] ). Most efficient specially for complicated large data set have been found the meta heuristic methods (see, e.g., [16] ) which solve the clustering problems put in terms of an optimization problems with respect to some cluster internal validity index (see, e.g., [3, 11] ). In particular the most used meta heuristic for clustering maybe are the GAs often in the presence of multiple objective functions (see, e.g., [2] ). However DE ( [15] ) seems more suited to deal with real valued potential solutions, and we suggest using this method for clustering MTS. The paper is organized as follows. In Sect. 2 the features that we use for clustering are introduced. The DE method is illustrated in Sect. 3. In Sect. 4 a simulation study is reported that support the use of the AR weights and DE for clustering MTS. An application to a well-known set of real world data is presented in Sect. 5. Sect. 6 concludes.
The Autoregressive Weights for Multivariate Time
Series
, where t is a discrete valued time index, be a real valued m-dimensional MTS which admits the VAR infinite representation
where the Π i are m × m matrices of coefficients and a t is a m-dimensional white noise with zero mean and variance covariance matrix Σ a . Examples of such MTS are the popular finite order stationary VAR, the invertible vector movingaverage (VMA) and the finite order stationary and invertible vector AR and MA (VARMA) models. Given a MTS data set {x 1 , x 2 , . . . , x n } a finite order L VAR may be fitted to x t with L large enough to obtain a good approximation of Eqn. (1) . [10] suggested a test of hypothesis for every pair of MTS in a given set based on the VAR parameter coefficient matrices estimatesΠ i , i = 1, . . . , L. Let π i be the column vector obtained by stacking the columns ofΠ
A set of measurements that may be used to characterize the MTS is the vector
. These measurements may be viewed as an extension to the multivariate framework of the AR distance index introduced by [12] for univariate time series. We call these measurements as the features of interest that may capture the characteristic behavior of each MTS in a given set. A distance measure, e.g. the Euclidean metric, between two feature vectors may be assumed as the distance between the respective MTS.
Differential Evolution Based Clustering
Most clustering algorithms which include centers evolution use GAs. The contribution of the present paper aims at showing that DE is a better choice than GAs if, as it is the case with the AR distance here, chromosomes with real valued genes are employed. DE is a population based method that evolves a population of potential solutions through a sequence of generations. Each solution is a vector x = (x 1 , x 2 , . . . , x m ) ∈ R m which at each generation undergoes the DE process. A vector v 0 (called the base vector) different from x is selected randomly in the population. Then two other vectors v 1 and v 2 are randomly selected and their difference is scaled by the scale factor F ∈ (0, 1). A new potential solution u called mutant is computed u = v 0 + F (v 1 − v 2 ) and recombined with the initial individual vector x to produce an offspring vector y by means of uniform crossover. This means that each element of y is assumed equal to the corresponding element of the mutant u with a fixed probability p c or equal to the original element of the vector x with probability (1 − p c ). Finally y replaces x in the population if a better value of the objective function is obtained. Basically the population size remains the same during the whole DE process. More details and variants may be found in [13] . For implementing the examples in the following Sect. 4 and 5 we used the Matlab code from [13] modified for the purpose of clustering MTS. The population consists in a set of vectors with length g × m 2 L, where g is the number of cluster and m 2 L the total number of the VAR coefficients. Each vector encodes a sequence of g centers that represent clusters of the sequences of AR weights computed from the MTS data set. We implemented the fuzzy clustering method with objective function the FCM index J m for which GAs have been proposed ( [3] ). The centers evolution includes the update that takes place in the FCM algorithm as soon as the new clusters have been defined and produces an improvement of the rate of convergence to the optimal solution. The same device has been included in the GAs clustering that we use for performance comparison.
Experiments on Artificial Data Sets
In the following simulation experiments the AR weights are computed by fitting a VAR(L) to each artificial MTS in a given set. Then we compare the procedure based on DE, GAs, PCA and the k-means algorithm. Comparison is made in terms of the misclassification error rate (MSCR) and the modified Rand index (MRI) ( [4] ). As a first experiment, a set of 2-dimensional artificial time series data of length 100 has been generated as in [9] from the bivariate VARMA models Three clusters were produced, the first one by the VAR(1) obtained by setting in Eqn. (2) Θ = 0, the second one by the VMA(1) with Φ = 0, and the third one by the full VARMA(1,1) model (2) . The procedure suggested in Liao (2007) is reported to produce, in 9 runs, some misclassification that arises from confusion between the VAR(1) model and the VARMA(1,1) model. We generated 300 artificial MTS, 100 for each cluster. We run our procedure for 1000 replications using the features computed as the AR weights obtained by fitting a VAR(2) model to each MTS. On such features the DE, GA, PCA and k-means clustering algorithms have been applied. The three clusters have been recovered almost exactly by the first two algorithms. PCA and k-means produce inferior results, with MSCR about 1% and MRI slightly less than 0.9. We run a similar but more difficult simulation experiment by generating 3-dimensional time series and using in Eqn. (2) a stronger AR structure and a weaker MA structure, so as to make more likely a possible confusion between MTS in clusters 1 and 3. We obtained the results displayed in Table 1 . According to both cluster external validity indexes the DE gives better results than GA in terms of both average and standard error. The 3 clusters are recovered satisfactorily with MSCR about 3%, and MRI greater than 0.9. Both PCA and k-means give inferior results in all respects. Then the proposed procedure has been checked on a set of non linear MTS generated by 2 two-regime bivariate threshold models (VTAR). The VAR features have been computed of order 5 and DE performance is quite satisfactory as the cluster structure is exactly recovered while other algorithms show higher MSCR and lower MRI. This experiment shows that our method is able to deal with non linear as well with linear MTS. For all simulation experiments we may explain the better performance of DE based clustering of MTS VAR coefficients as in DE the feasible solutions are put in terms of real valued alleles. DE has been developed since its beginning to deal with real valued solutions while theory and practice of GAs mainly rely on binary encoding of the solutions. On the other hand, clustering MTS by using PCA reduces the size of the data set and saves computation time but it seems unable to distinguish between underlying models with an accuracy comparable to GAs or DE. The standard errors of the estimates are reported in parentheses.
The Australian Sign Language Data
This data consists of sample of Auslan signs. 27 examples of each of 95 Auslan signs were captured from a native signer using high-quality position trackers. Each vector time series has 15 components series while the length varies from 45 to 60 data points. The data have been downloaded from the UCI Machine Learning Repository (http://archive.ics.uci.edu/ml). As in [9] only 5 samples of each of the words 'alive', 'all', 'boy', 'cold' from the directory 'john4' have been used for illustration purpose and only the first 11 numeric variables are used. However we considered only the variables 1-4 to avoid singularity of the variance covariance matrices, as variables 5 and 6 have constant values equal to −1 and variables 7 − 11 have values that are very similar each other. The DE, GA, PCA and k-means algorithms have been applied on the feature set which included the VAR weights computed as the estimates of the matrix coefficients of a VAR(2) model fitted to each one of the 20 4-dimensional MTS. On Table 2 results are evaluated according to the MSCR and the MRI. DE outperforms the remaining algorithms. The word 'cold' is correctly recovered by both DE and GA for all the 5 samples. The words 'alive' and 'all' are recognized for 4 out of 5 samples and the word 'boy' for 3 out of 5 samples by DE. The GA, on the other hand, displays some confusion between the words 'alive' and 'boy'. The procedure suggested by [9] too makes a specific error in mistaking one of the 'boy' signs as an 'all' sign. 
Conclusions
A method based on AR distance and DE has been proposed for clustering stationary MTS. Results from a simulation experiment seem quite satisfactory in comparison with GAs and PCA based clustering and the k-means algorithm and support the use of our procedure for clustering linear and non linear MTS. The execution time for a set of 300 MTS with 100 observations each is on the average 0.359 sec for feature extraction while, for the clustering procedure, 1.578 sec for DE, 3.094 sec for GA, 0.871 sec for PCA and 0.015 sec for k-means. So DE seems to attain a fair trade-off between speed and performance. An application to some data from the Auslan data set confirms the better performance of our procedure with respect to competing alternatives.
