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PARAMETER SENSITIVITY ANALYSIS OF DYNAMIC ICE SHEET
MODELS ∗
GONG CHENG† AND PER LO¨TSTEDT†
Abstract. The velocity and the height at the surface of a dynamic ice sheet are observed. The
ice sheets are modeled by the full Stokes, SIA and SSA equations. The sensitivity of the observed
quantities at the ice surface to parameters in the models, e.g. the base topography and friction
coefficients, is analyzed by first deriving the time dependent adjoint equations. Using the adjoint
solutions, the effect of a perturbation in a parameter is obtained. The adjoint equations are solved
analytically and numerically and the sensitivity is determined in several examples in two dimensions.
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1. Introduction. In computational models for the flow of ice in glaciers and
continental ice sheets, it is necessary to choose models and supply parameters for
the sliding between the ice base and the bedrock. Direct observations of the basal
conditions by drilling holes in the ice are not feasible except for a few locations.
Instead, the data for the sliding models are inferred from observations of the surface
elevation and velocity of the ice from aircraft and satellites, see e.g. [18, 29]. How to
do this is an important question because the basal sliding is a key uncertainty in the
assessment of the future sea level rise due to melting ice [25].
The flow of ice is well modeled by the full Stokes (FS) equations, see [6]. They form
a system of partial differential equations (PDEs) for the stress and pressure in the ice
with a nonlinear viscosity coefficient. The domain of the ice is confined by an upper
surface and a bottom either resting on the bedrock or floating on sea water. The
boundary conditions at the upper surface of the ice and at the floating part are well
defined. For the ice in contact with the bedrock, a friction model with parameters
determines the sliding force. The sliding depends e.g. on the topography at the ice
base, the friction between the ice and the bedrock, and the meltwater under the ice.
The upper, free boundary of the ice and the interface between the ice and water are
advected by equations for the height and the interface.
The computational effort to solve the FS equations is quite large and there is often a
need for approximations. The FS equations are simplified by integrating in the depth
of the ice in the shallow shelf (or shelfy stream) approximation (SSA) [6, 15]. The
spatial dimension of the problem is reduced by one with SSA compared to FS. The
shallow ice approximation (SIA) is a good approximation in the inner parts of an ice
sheet where vertical shear stresses dominate over the longitudinal stresses in the ice
flow [6, 37].
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The friction law is often of Weertman type [36] but other friction models are also
considered [33]. The model for the relation between the sliding speed and the pressure
and the friction at the bed is discussed in [19, 31]. It is not clear how to formulate a
relation that is generally applicable. When the parameters in the sliding model in the
forward equation are unknown but data are available such as the surface velocity and
elevation of the ice, an inverse problem is solved by minimizing the distance between
the observations and the predictions of the PDE model with the parameters. The
gradient of the objective function for the minimization is computed by solving an
adjoint equation as in [1, 38]. With a fixed thickness of the ice, the adjoint of the FS
equation is derived in [24] and for SSA with a frozen viscosity in [16].
The basal parameters are estimated from uncertain observational data at the surface
in [4, 12] and initial data for ice sheet simulations are found in [23] using the same
technique as in [24]. The sensitivity of the ice flow to the basal conditions is inves-
tigated in [10] with the adjoint solution. Part of the drag at the base may be due
to the resolution of the topography. The geometry at the ice base is inferred by an
inversion method in [22]. The difficulty in separating the topography from the sliding
properties at base in the inversion is also addressed in [14, 32]. Considerable differ-
ences in the friction coefficient in the FS and SSA models are found after inversion in
[26]. By linearization of the model equations, a transfer operator is derived in [7, 8]
and it is shown in [9] how the topography and the friction coefficients are affected by
measurement errors at the surface.
It is noted in [34] that the friction coefficient varies in space and time. The time
scales of the variations are diurnal [28], seasonal [30], and decennial [13]. The time it
takes for the surface to respond to sudden changes in basal conditions are determined
analytically and numerically in [8] with SIA, SSA, and FS. These papers indicate that
it is not sufficient to infer the friction parameters from the time-independent adjoint
to the FS stress equation but to include also the time dependent height advection
equation in the inversion.
In this paper, we study how perturbations in the sliding conditions and the topogra-
phy at the base of the ice are affecting observations of the height of the ice and the
velocity at the surface for the FS, SIA, and SSA models. The friction law is due to
Weertman [36]. The sensitivity to perturbations of the parameters in FS and SSA is
determined by solving an adjoint problem of the same kind as for inverse problems
with a fixed ice thickness in [16, 24]. The difference here is that the adjoint of the time
dependent advection equation for the height is also solved allowing height observa-
tions and the influence is evaluated of the adjoint height in the adjoint solution. The
adjoint equations follow from the Lagrangian of the forward equations after partial
integration. Analytical solutions to the adjoint equations are determined in two di-
mensions (2D) under simplifying but reasonable assumptions making the dependence
of parameters explicit. The sensitivity in SIA solutions is found algebraically without
solving differential equations. Conclusions are drawn in the final section. Extensive
numerical computations are reported in a companion paper [2].
2. Ice models. The full Stokes equations in glaciology are system of nonlinear
PDEs for the flow of ice on the ground and ice floating on water [6]. The nonlinearity
is due to the viscosity of the ice according to Glen’s flow law [5]. The ice is assumed to
be isothermal and obeys a friction law at the contact surface between the ice and the
bedrock. The upper surface of the ice is a moving boundary and satisfies an evolution
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equation for the height of the ice. In the SIA and the SSA equations, the low aspect
ratio of an ice-sheet/shelf, i.e. the thickness scale divided by the length scale, is used
to simplify the FS equations.
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Fig. 1. A schematic view of an ice sheet in the x−z(left panel) and x−y(right panel) plane. The
grounding line is at x = xGL. Left: The upper surface Γs is at z = h(x, y, t), the grounded boundary
Γb is at z = zb(x, y, t) = b(x, y) for x < xGL, and the floating boundary Γw at z = zb(x, y, t) for
x > xGL. Right: The grounded part of the base is Γb and the floating part is Γw separated by the
grounding line γGL.
2.1. Full Stokes equation. Let u1, u2, and u3 be the velocity components of
u = (u1, u2, u3)
T in the x, y and z directions and x = (x, y, z)T in three dimensions
(3D). Vectors and matrices are written in bold characters. The horizontal plane is
spanned by the x and y coordinates and z is the coordinate in the vertical direction.
Let the subscript x, y, z or t denote a derivative with respect to the variable. The
height of the upper surface is h(x, y, t), the z coordinates of the bedrock and the
floating interface are b(x, y) and zb(x, y, t), and the ice thickness is H = h − b, as
shown in Figure 1.
The strain rate D and the viscosity η are given by
(2.1) D(u) = 12 (∇u +∇uT ), η(u) = 12A−
1
n (trD2(u))ν , ν = 1−n2n ,
where trD2 is the trace of D2. The rate factor A in (2.1) is dependent on the tem-
perature and Glen’s flow law determines n > 0, here taken to be n = 3. The stress
tensor is
(2.2) σ(u, p) = 2ηD(u)− Ip,
where p is the pressure and I is the identity matrix. The domain occupied by the ice
is Ω with boundary Γ whose outward pointing normal is n. If x ∈ Ω then (x, y) ∈ ω
in the x− y plane. The upper boundary is Γs at the ice surface. The vertical, lateral
boundary has an upstream part Γu where n ·u ≤ 0 and a downstream part Γd where
n · u > 0. The lower boundary at the bedrock is Γb and the floating boundary is Γw.
They are separated by the grounding line γGL defined by (xGL(y), y) by assuming the
ice mainly flows along the x-axis. If x ∈ Γu or x ∈ Γd then (x, y) ∈ γu or (x, y) ∈ γd
where γ = γu ∪ γd is the boundary of ω. The definitions of these domains are
(2.3)
Ω = {x|(x, y) ∈ ω, b(x, y) ≤ z ≤ h(x, y, t)},
Γs = {x|(x, y) ∈ ω, z = h(x, y, t)},
Γb = {x|(x, y) ∈ ω, z = b(x, y), x < xGL(y)},
Γw = {x|(x, y) ∈ ω, z = zb(x, y, t), x > xGL(y)},
Γu = {x|(x, y) ∈ γu, b(x, y) ≤ z ≤ h(x, y, t)},
Γd = {x|(x, y) ∈ γd, b(x, y) ≤ z ≤ h(x, y, t)},
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and a schematic view in the x− y plane is shown in the right panel of Figure 1.
In two dimensions (2D), x = (x, z)T , ω = [0, L], γu = 0, and γd = L where L is the
horizontal length of the domain.
The basal stress on Γb is related to the basal velocity using an empirical friction
law. The friction coefficient has a general form β(u,x, t) = C(x, t)f(u) where the
coefficient C(x, t) is independent of the velocity u and f(u) represents some linear or
nonlinear functions of u. For instance, f(u) = ‖u‖m−1 with the norm ‖u‖ = (u ·u)1/2
introduces a Weertman type friction law [36] on ω with a Weertman friction coefficient
C(x, t) > 0 and an exponent parameter m > 0. Common choices of m are 1/3 and 1.
The density of the ice is denoted by ρ, the accumulation/ablation rate on Γs by a, and
the gravitational acceleration by g. A projection [24] on the tangential plane of Γb is
denoted by T = I− n⊗ n where the Kronecker outer product between two vectors a
and c or two matrices A and C is defined by
(2.4) (a⊗ c)ij = aicj , (A⊗C)ijkl = AijCkl.
With h = (hx, hy,−1)T (in 2D h = (hx,−1)T ), the forward equations for the height
and velocity are
(2.5)
ht + h · u = a, on Γs,
h(x, 0) = h0(x), x ∈ ω, h(x, t) = hγ(x, t), x ∈ γu,
−∇ · σ(u, p) = −∇ · (2η(u)D(u)) +∇p = ρg, ∇ · u = 0, in Ω(t),
σn = 0, on Γs,
Tσn = −Cf(Tu)Tu, n · u = 0, on Γb,
where h0(x) is the initial height and hγ(x, t) is a given height on the inflow boundary.
The boundary conditions of the velocity on Γu and Γd are of Dirichlet type such that
(2.6) u|Γu = uu, u|Γd = ud,
where uu and ud are some known velocities. In a special case where Γu is at the ice
divide, the horizontal velocity is set to u|Γu = 0, and the vertical component of σn
also vanishes on Γu.
2.2. Shallow shelf approximation. On the ice shelf and the fast flowing re-
gion, the basal shear stress is negligibly small and the horizontal velocity is almost
constant in the z direction [6, 15, 27]. The 3D FS problem (2.5) on Ω can be simpli-
fied to a 2D problem with x = (x, y) ∈ ω by SSA, where only the horizontal velocity
components u = (u1, u2)
T are considered. The viscosity for the SSA is
(2.7) η(u) =
1
2
A−
1
n
(
u21x + u
2
2y +
1
4
(u1y + u2x)
2 + u1xu2y
)ν
=
1
2
A−
1
n
(
1
2
B : D
)ν
,
and the vertically integrated stress tensor ς(u) is defined as
(2.8) ς(u) = 2HηB(u),
where B(u) = D(u) + ∇ · u I with ∇ · u = tr D(u). The Frobenius inner product
between two matrices A and C is defined by
(2.9) A : C =
∑
ij
AijCij .
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Let n be the outward normal vector of the boundary γ = γu ∪γd and t the tangential
vector such that n · t = 0. The friction law is defined as in the FS case where
the basal velocity is replaced by the horizontal velocity since the vertical variation is
neglected in SSA. An example is Weertman’s law defined by β(u,x, t) = C(x, t)f(u) =
C(x, t)‖u‖m−1 with a friction coefficient C(x, t) ≥ 0. In Figure 1, ω = Γb ∪ Γw and
γu = Γu, γd = Γd.
The ice dynamics system is
(2.10)
ht +∇ · (uH) = a, 0 ≤ t ≤ T, x ∈ ω,
h(x, 0) = h0(x), x ∈ ω, h(x, t) = hγ(x, t), x ∈ γu,
∇ · ς − Cf(u)u = ρgH∇h, x ∈ ω,
n · u(x, t) = uu(x, t),x ∈ γu, n · u(x, t) = ud(x, t),x ∈ γd,
t · ςn = −Cγfγ(t · u)t · u, x ∈ γg, t · ςn = 0, x ∈ γw.
The inflow and outflow normal velocities uu ≤ 0 and ud > 0 are specified on γu and
γd. The lateral side of the ice γ is split into γg and γw with γ = γg ∪ γw. There
is friction in the tangential direction on γg which depends on the tangential velocity
t ·u with the friction coefficient Cγ and relation fγ . The structure of the SSA system
(2.10) is similar to the FS equations in (2.5). However, the velocity u is not divergence
free in SSA and B 6= D due to the cryostatic approximation of p.
In the case where an ice shelf or a grounding line exists, the floating ice is assumed
to be at hydrostatic equilibrium in the seawater. A calving front boundary condition
[27, 35] is applied at γd by the depth integrated stress balance
(2.11) ς(u) · n = 1
2
ρgH2
(
1− ρ
ρw
)
n, x ∈ γd,
where ρw is the density of seawater. With this boundary condition, a calving rate uc
can be determined at the ice front.
2.3. Shallow ice approximation. For the area far away from the ice domes
and the grounding line, the shear stress in the horizontal plane dominates the ice flow.
A first order approximation of FS can be made by neglecting the shear stress in the
vertical plane and the normal deviatoric stress based on the hydrostatic approximation
[11, 20]. The length scales in the vertical and the horizontal directions, H and L, vary
by orders of magnitude for a continental ice sheet such that ε = H/L ∼ 10−2 − 10−3.
This fact is utilized when the SIA equations are derived.
Assuming that the rate factor A of the ice sheet is constant, the horizontal velocities
u1, u2 and the volume flux Q can be written in a closed form as
(2.12)(
u1(x, t)
u2(x, t)
)
= −Cb(ρgH)θ−λ‖∇h‖θ−1∇h
− 2n+1A(ρg)n‖∇h‖n−1∇h(Hn+1 − (h− z)n+1),
Q(x, y, t) =
(
Q1
Q2
)
=
∫ h
b
(
u1(x, t)
u2(x, t)
)
dz
= −Cb(ρgH)θ−λH‖∇h‖θ−1∇h− 2(n+2)A(ρg)n‖∇h‖n−1∇hHn+2,
where Cb ≥ 0 is the basal sliding coefficient with a different interpretation than the
friction coefficient C in (2.5) and θ and λ are the sliding exponents. Depending on the
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base conditions, (θ, λ) are for example (3, 2), (3, 1) and (1, 0) [6]. In this formulation,
the volume flux is locally determined by the surface gradient ∇h and the thickness
of the ice H. The height evolution is governed by an equation similar to the height
equation in (2.5)
(2.13)
ht +∇ ·Q = a, 0 ≤ t ≤ T, x ∈ ω,
h(x, 0) = h0(x), x ∈ ω, h(x, t) = hγ(x, t), x ∈ γu,
assuming that b(x, y) is constant in time. Replacing the volume flux Q by (2.12), the
dynamics of the ice sheet under SIA is modeled by a nonlinear PDE (2.13) for the
unknown h(x, y, t).
3. Adjoint equations. We wish to determine the sensitivity of a functional
(3.1) F =
∫ T
0
∫
Γs
F (u, h) dx dt
to perturbations in the friction coefficient C(x, t) at the base of the ice and the topog-
raphy b(x) when u and h satisfy the FS equations (2.5) or the SSA equations (2.10).
We introduce a Lagrangian L(u, p, h; v, q, ψ; b, C) for a given observation F with the
forward solution (u, p, h) to (2.5) or (u, h) to (2.10) and the corresponding adjoint
solutions (v, q, ψ) or (v, ψ). The adjoint solutions solve the adjoint equations to the
FS and SSA equations. These equations will be derived using the Lagrangian in this
section and Appendix A.
The effect of the perturbations δC and δb in C and b on F is given by the perturbation
δL in the Lagrangian
δF = δL
= L(u + δu, p+ δp, h+ δh; v + δv, q + δq, ψ + δψ; b+ δb, C + δC)
−L(u, p, h; v, q, ψ; b, C).
Examples of F (u, h) in (3.1) are ‖u−uobs‖2, |h−hobs|2 in an inverse problem to find b
and C to match the observed data uobs and hobs at the surface Γs as in [4, 12, 21, 24],
or F (u, h) = 1T u1(x, t)δ(x − x∗) with the Dirac delta at x∗ to measure the time
averaged deviation of the horizontal velocity u1 at x∗ on the ice surface Γs with
F =
∫ T
0
∫
Γs
F (u, h) dx dt =
1
T
∫ T
0
u1(x∗, t) dt.
The duration of the observation is determined by T .
3.1. Full Stokes equation. The definition of the Lagrangian L for the FS
equations is found (A.15) in Appendix A where (v, q, ψ) are the Lagrange multipliers
corresponding to the forward equations for (u, p, h). In order to determine (v, q, ψ),
the so-called adjoint problem is solved
(3.2)
ψt +∇ · (uψ)− h · uzψ = Fh + Fu · uz, on Γs,
ψ(x, T ) = 0, ψ(x, t) = 0, on Γd,
−∇ · σ˜(v, q) = −∇ · (2η˜(u) ?D(v)) +∇q = 0, ∇ · v = 0, in Ω(t),
σ˜(v, q)n = −(Fu + ψh), on Γs,
Tσ˜(v, q)n = −Cf(Tu) (I + Fb(Tu)) Tv, on Γb,
n · v = 0, on Γb,
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where the derivatives of F with respect to u and h are
Fu =
(
∂F
∂u1
,
∂F
∂u2
,
∂F
∂u3
)T
, Fh =
∂F
∂h
.
The adjoint viscosity and adjoint stress [24] are
(3.3)
η˜(u) = η(u)
(
I + 1−nnD(u):D(u)D(u)⊗D(u)
)
,
σ˜(v, q) = 2η˜(u) ?D(v)− qI.
The tensor I has four indices ijkl and Iijkl = 1 only when i = j = k = l and 0
otherwise. In general, Fb(Tu) in (3.2) is a linearization of the friction law relation
f(Tu) in (2.5) with respect to the variable Tu. For instance, with a Weertman type
friction law, f(Tu) = ‖Tu‖m−1, it is
(3.4) Fb(Tu) =
m− 1
Tu ·Tu (Tu)⊗ (Tu).
The ? operation between a four index tensor A and a two index tensor or matrix C
is defined by
(3.5) (A ?C)ij =
∑
kl
AijklCkl.
The perturbation of the Lagrangian function with respect to a perturbation δC in the
slip coefficient C(x, t) is
(3.6) δF = δL =
∫ T
0
∫
Γb
f(Tu)Tu ·Tv δC dx dt
involving the tangential components of the forward and adjoint velocities Tu and Tv
at the ice base Γb.
The detailed derivation of the adjoint equations (3.2) and the perturbation of the
Lagrangian function (3.6) are given in Appendix A from the weak form of the FS
equations (2.5) on Ω, integration by parts, and by applying the boundary conditions
as in e.g. [17, 24]. The adjoint equations consist of the equations for the adjoint
height ψ, the adjoint velocity v, and the adjoint pressure q. Compared to the steady
state adjoint equation for the FS equation in [24], an advection equation is added in
(3.2) for the Lagrange multiplier ψ(x, t) on Γs with a right hand side depending on
the observation function F and one term depending on ψ in the boundary condition
on Γs. The adjoint height equation of ψ can be solved independently of the adjoint
stress equation since it is independent of v. If h is observed then the adjoint height
equation must be solved together with the adjoint stress equation. Otherwise, the
term ψh vanishes in the right hand side of the adjoint stress equation and the solution
is v = 0 with δF = 0 in (3.6).
3.1.1. Time-dependent perturbations. Suppose that u1(x∗, t∗) is observed
at (x∗, t∗) at the ice surface and that t∗ < T , then
u1(x∗, t∗) = F =
∫
Γs
∫ T
0
F (u) dx dt,
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with
F (u) = u1δ(x− x∗)δ(t− t∗), Fu1 = δ(x− x∗)δ(t− t∗), Fu2 = Fu3 = 0, Fh = 0.
The procedure to determine the sensitivity is as follows. First solve the forward
equation (2.5) forward in time for u(x, t). Then solve the adjoint equation (3.2)
backward in time for t ≤ T with ψ(x, T ) = 0 as final condition. The solution for
t∗ < t ≤ T is ψ(x, t) = 0 and v(x, t) = 0. Denote the unit vector with 1 in the i:th
component by ei. At t = t∗ we have
σ˜(v, q)n = −e1δ(x− x∗)δ(t− t∗)− ψh,
in the boundary condition in (3.2). For t < t∗, σ˜(v, q)n = −ψh. Since ψ is small
for t < t∗ (see subsection 3.1.3), the dominant part of the solution is v(x, t) =
v0(x)δ(t− t∗) for some v0.
When the slip coefficient is changed by δC, then the change in u1(x∗, t∗) is by (3.6)
(3.7)
δu1(x∗, t∗) = δL =
∫ T
0
∫
Γb
f(Tu)Tu ·Tv δC dx dt
≈
∫
Γb
f(Tu)Tu ·Tv0 δC(x, t∗) dx.
In this case, the perturbation δu1(x∗, t∗) only depends on δC at time t∗.
Suppose that the height h(x∗, t∗) is measured at Γs. Then
F (h) = h(x, t)δ(x− x∗)δ(t− t∗), Fh = δ(x− x∗)δ(t− t∗), Fu = 0.
The solution of the adjoint equation (3.2) with σ˜(v, q)n = −ψh at Γs for v(x, t) is
non-zero since ψ(x, t) 6= 0 for t < t∗. In a seasonal variation, there is a time dependent
perturbation δC(x, t) = δC0(x) cos(2pit/τ) added to a stationary time average C(x).
The time constant τ could be e.g. 1 year. Assume that f(Tu)Tu·Tv is approximately
constant in time (e.g. if u varies slowly, then ψ ≈ const and v ≈ const for t < t∗).
Then the observation at the ice surface varies as
(3.8)
δh(x∗, t∗) = δL =
∫ T
0
∫
Γb
f(Tu)Tu ·Tv δC(x, t) dx dt
≈
∫ t∗
0
cos(2pit/τ) dt
∫
Γb
f(Tu)Tu ·Tv δC0 dx
=
τ
2pi
sin(2pit∗/τ)
∫
Γb
f(Tu)Tu ·Tv δC0 dx.
When the friction perturbation δC is large at t∗ = 0, τ/2, τ . . . the effect on h(x∗, t∗)
vanishes. If the middle of the winter is at nτ, n = 0, 1, 2, . . ., then the middle of
the summer is at (n + 1/2)τ . The friction is at its maximum in the winter and at
its minimum in the summer when the meltwater introduces lubrication. There is no
change of h(x∗, t∗) in the middle of the summer, δh(x∗, t∗) = 0, but C + δC has its
lowest value then. If h(x∗, t∗) is measured in the summer and compared to a mean
value h(x), then δh(x, t∗) = 0 and the wrong conclusion would be drawn that there
is no change in C if the phase shift between δC and δh in (3.8) is not accounted for.
A 2D numerical example is shown in Figure 2 with τ = 1 year and δC(x, t) =
0.01C cos(2pit) in an interval x ∈ [0.9, 1.0] × 106 m where the ice sheet flows from
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x = 0 to L = 1.6× 106 m. The grounding line is at xGL = 1.035× 106 m. The details
of the setup are found in [2]. The ice sheet is simulated by FS with Elmer/Ice [3] for
10 years. The perturbations in δu1 and δh oscillate regularly with a period of 1 year
after an initial transient and are small outside the interval [0.9, 1.0]×106. An increase
in the friction, δC > 0, leads to a decrease in the velocity and δC < 0 increases the
velocity. There is a phase shift ∆φ in time by pi/2 between δu and dh as predicted by
(3.7) and (3.8). The weight in (3.8) for δC0 changes sign when the observation point
is passing from x∗ = 0.9× 106 to 1.0× 106.
The phase shift ∆φ between the surface observations and the basal perturbations is
investigated in [7] with a linearized equation and Fourier analysis. It is found that
∆φ = −pi/2 between δC and δh for short perturbation wave lengths in the steady
state as in Figure 2.
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Fig. 2. Observations at x∗ = 0.85, 0.9, 0.95, 1.0, 1.02 × 106 m with FS in time t ∈ [0, 10] of
δu1(blue) and δh(red) with perturbation δC(t) = 0.01C cos(2pit) for x ∈ [0.9, 1.0]× 106 m.
3.1.2. The sensitivity problem and the inverse problem. There is a re-
lation between the sensitivity problem and the inverse problem to infer parameters
from data. Assume that (vi∗, q
i
∗, ψ
i
∗), i = 1, . . . , d, solves (3.2) with Fu = e
iδ(x − x∗)
or Fh = δ(x − x∗). With Fu 6= 0, Fh = 0 we have d = 2 (3) in 2D (3D) and with
Fu = 0, Fh 6= 0 we have d = 1. Consider a target functional F for the steady state
solution with weights wi(x∗) multiplying δui∗ in the first variation of F . Using (3.6),
δF is
(3.9)
δF =
∫
ω
d∑
i=1
wi(x∗)δui∗ dx∗ =
∫
ω
d∑
i=1
wi(x∗)
∫
Γb
f(Tu)Tu ·Tvi∗ δC dx dx∗
=
∫
Γb
f(Tu)Tu ·T
(∫
ω
d∑
i=1
wi(x∗)vi∗ dx∗
)
δC dx.
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It follows from (3.2) that (wi(x∗)vi∗(x), wi(x∗)q
i
∗(x), wi(x∗)ψ
i
∗(x)) is a solution with
Fu = wi(x∗)eiδ(x− x∗) or Fh = w(x∗)δ(x− x∗). Therefore, also(∫
ω
wi(x∗)vi∗ dx∗,
∫
ω
wi(x∗)qi∗ dx∗,
∫
ω
wi(x∗)ψi∗ dx∗
)
is a solution with Fu =
∫
ω
wi(x∗)eiδ(x − x∗) dx∗ = wi(x)ei or Fh =
∫
ω
w(x∗)δ(x −
x∗) dx∗ = w(x).
In the inverse problem, F = 12
∫
ω
‖u(x) − uobs(x)‖2 dx [24] and the first variation is
δF = ∫
ω
(u(x)− uobs(x)) · δu(x) dx. Let wi(x) = ui(x)− uobs,i(x) in (3.9). Then we
find that
(3.10) δF =
∫
Γb
f(Tu)Tu ·Tv˜(x) δC dx,
where
v˜(x) =
∫
ω
d∑
i=1
wi(x∗)vi∗(x) dx∗
is a solution to (3.2) with Fu = (w1, w2, w3)
T = u− uobs or Fh = w = h− hobs.
If we are interested in solving the inverse problem and determine δF in (3.9) to
iteratively compute the optimal solution, then we solve (3.2) directly with Fu =
u− uobs or Fh = h− hobs to obtain v˜ without computing vi∗.
3.1.3. Steady state solution to the adjoint height equation in 2D. In
2D, with u(x, z) = (u1, u3)
T , the stationary equation for ψ in (3.2) is
(3.11) (u1ψ)x = Fh + (hψ + Fu) · uz, z = h, 0 ≤ x ≤ L.
When x > x∗, where Fh = 0 and Fu = 0, then ψ(x) = 0 since the right boundary
condition is ψ(L) = 0.
If u1 is observed at Γs then F (u, h) = u1(x)χ(x) and Fu = (χ(x), 0)
T and Fh = 0.
The weight χ on u1 may be a Dirac delta, a Gaussian, or a constant in a limited
interval. On the other hand, if F (u, h) = h(x)χ(x) then Fh = χ(x) and Fu = 0.
Let g(x) = u1z(x) when Fu 6= 0 and let g(x) = 1 when Fh 6= 0. Then by (3.11)
(3.12) (u1ψ)x − h · uzψ = g(x)χ(x).
The solution to (3.12) is
(3.13)
ψ(x) = − 1
u1(x)
∫ x∗
x
exp
(
−
∫ ξ
x
h · uz(y)
u1(y)
dy
)
g(ξ)χ(ξ) dξ, 0 ≤ x < x∗,
ψ(x) = 0, x∗ < x ≤ L.
In particular, if χ(x) = δ(x− x∗) then F = u(x∗) or F = h(x∗) and the multiplier is
(3.14) ψ(x) = − g(x∗)
u1(x)
exp
(
−
∫ x∗
x
h · uz(y)
u1(y)
dy
)
, 0 ≤ x < x∗,
which has a jump −g(x∗)/u1(x∗) at x∗. With a small h · uz(y) ≈ 0 above, an
approximate solution is ψ(x) ≈ −g(x∗)/u1(x). This may often be the case. For
instance, in SIA in (2.12) u1z(x, y, h) = 0 and in SSA by assumption u1z(x) = 0.
SENSITIVITY ANALYSIS OF ICE SHEET MODELS 11
3.2. Shallow shelf approximation. The adjoint equations for SSA are given
and analyzed in this section. A Lagrangian L of the SSA equations is defined with
the same technique as in [24] for the FS equations. By evaluating L at the forward
solution (u, h) and the adjoint solution (v, ψ), the effect of perturbed data at the
ice base can be observed at the ice surface as a perturbation δL. The details of the
derivations are found in Appendix A. In 2D steady state, the equations are simpler
and analytical solutions for the forward and adjoint equations are derived later in this
section.
After insertion of the forward solution, partial integration in L, and applying the
boundary conditions, the adjoint SSA equations are obtained as
(3.15)
ψt + u · ∇ψ + 2ηB(u) : D(v)− ρgH∇ · v + ρgv · ∇b = Fh, in ω,
ψ(x, T ) = 0, in ω, ψ(x, t) = 0, on γw,
∇ · ς˜(v)− Cf(u)(I + Fω(u))v −H∇ψ = −Fu, in ω,
t · ς˜(v)n = −Cγfγ(t · u)(1 + Fγ(t · u))t · v, on γg, t · ς˜(v)n = 0, on γw,
n · v = 0, on γ,
where the adjoint viscosity η˜ and adjoint stress ς˜ are defined by
(3.16)
η˜(u) = η(u)
(
I + 1−nnB(u):D(u)B(u)⊗D(u)
)
,
ς˜(v) = 2Hη˜(u) ?B(v),
cf. η˜ and σ˜ of FS in (3.3). The adjoint equation derived in [16] is the stress equation
in (3.15) with a constant H, Fω = 0 and η˜(u) = η(u).
The adjoint SSA equations have the same structure as the adjoint FS equations (3.2).
There is one stress equation for the adjoint velocity v and one equation for the mul-
tiplier ψ corresponding to the height equation in (2.10). However, the advection
equation in (3.15) depends on the adjoint velocity v which leads to a fully coupled
system for v and ψ.
The equations are solved backward in time with a final condition on ψ at t = T . As
in (2.10), there is no time derivative in the stress equation. With a Weertman friction
law, f(u) = ‖u‖m−1 and fγ(t · u) = |t · u|m−1, it is shown in Appendix A.1 that
Fω(u) =
m− 1
u · u u⊗ u, Fγ = m− 1.
If the friction coefficient C at the ice base is changed by δC, the bottom topography
is changed by δb, and the lateral friction coefficient Cγ is changed by δCγ , then it
follows from Appendix A.2 that the Lagrangian is changed by
(3.17)
δL =
∫ T
0
∫
ω
(2ηB(u) : D(v) + ρgv · ∇h+∇ψ · u) δb− f(u)u · v δC dx dt
−
∫ T
0
∫
γg
fγ(t · u)t · u t · v δCγ dsdt.
The weight in front of δC in (3.17) is actually the same as in (3.6).
Suppose that h is observed with Fu = 0 in (3.15). Then the adjoint height equation
must be solved for ψ 6= 0 to have a v 6= 0 in the adjoint stress equation and a
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perturbation in the Lagrangian in (3.17). The same conclusion followed from the
adjoint FS equations.
The SSA model is obtained from the FS model in [6, 15] under some simplifying
assumptions in the stress equation. An alternative derivation of the adjoint SSA
would be to simplify the stress equation for v in the adjoint FS equations (3.2) under
the same assumptions. The resulting adjoint equation would be different from (3.15)
since the advection equation there depends on the adjoint velocity.
3.2.1. SSA in 2D. The forward and adjoint SSA equations in 2D are derived
from (2.10) and (3.15) by letting H and u1 be independent of y and taking u2 = 0.
There is no lateral force so that Cγ = 0. The position of the grounding line, where the
ice starts floating on water, is denoted by xGL as in Figure 1 and Γb = [0, xGL], Γw =
(xGL, L]. Let C be a positive constant on the bedrock and C = 0 on the water.
Simplify the notation with u = u1 and v = v1. The forward equation is
(3.18)
ht + (uH)x = a, 0 ≤ t ≤ T, 0 ≤ x ≤ L,
h(x, 0) = h0(x), h(0, t) = hL(t),
(Hηux)x − Cf(u)u− ρgHhx = 0,
u(0, t) = ul(t), u(L, t) = uc(t),
where ul is the speed of the flux of ice at x = 0 and uc is the so-called calving rate at
x = L. By the stress balance in (2.11), the calving front boundary satisfies
ux(L, t) = A
[
ρgH(L, t)
4
(1− ρ
ρw
)
]n
.
Assume that u > 0 and ux > 0, then η = 2A
− 1nu
1−n
n
x and the friction term with a
Weertman law is Cf(u)u = Cum. The adjoint equations for v and ψ follow either
from simplifying the adjoint equations (3.15) or deriving the adjoint equations from
the 2D forward SSA (3.18)
(3.19)
ψt + uψx + (ηux − ρgH)vx + ρgbxv = Fh, 0 ≤ t ≤ T, 0 ≤ x ≤ L,
ψ(x, T ) = 0, ψ(L, t) = 0,
( 1nηHvx)x − Cmf(u)v −Hψx = −Fu,
v(0, t) = 0, v(L, t) = 0.
The coefficient 1/n in front of η in the equation for v is a result of the adjoint viscosity
η˜, which was 1 in the inexact adjoint SSA formulation in [16].
The effect on the Lagrangian of perturbations δb and δC is obtained from (3.17)
(3.20) δL =
∫ T
0
∫ L
0
(ψxu+ vxηux + vρghx) δb− vf(u)u δC dxdt.
The results are almost identical with the SSA model when the friction coefficient is
perturbed temporally as in Figure 2 with the FS model.
3.2.2. The forward steady state solution. The viscosity terms in (3.18) and
(3.19) are often small and the longitudinal stress can be ignored in the steady state
solution, see e.g. [27]. The approximations of both the forward and adjoint equations
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can then be solved analytically on a reduced computational domain with x ∈ [0, xGL].
The simplified forward steady state equation in (3.18) with f(u) = um−1 is written
as
(3.21)
(uH)x = a, 0 ≤ x ≤ xGL,
H(0) = H0,
−Cum − ρgHhx = 0,
u(0) = 0,
and the adjoint equation in (3.19) is simplified when bx is small
(3.22)
uψx − ρgHvx = Fh, 0 ≤ x ≤ xGL,
ψx(0) = 0, ψ(xGL) = 0,
−Cmum−1v −Hψx = −Fu,
v(0) = 0.
Numerical experiments show that a more accurate solution compared to the FS solu-
tion is obtained by calibration of H with HGL = H(xGL) in (3.21). All the assump-
tions made for the simplification in (3.21) are not valid close to the ice divide at x = 0
and the ice dynamics in this area cannot be captured accurately by SSA.
The solution to the forward equation (3.21) is determined when a and C are constant
in (B.3) and (B.4) in Appendix B by integrating (B.2) from x to xGL
(3.23)
H(x) =
(
Hm+2GL +
m+ 2
m+ 1
Cam
ρg
(xm+1GL − xm+1)
) 1
m+2
, 0 ≤ x ≤ xGL,
H(x) = HGL, xGL < x < L,
u(x) =
ax
H
, 0 ≤ x ≤ xGL, u(x) = ax
HGL
, xGL < x < L.
An example of the analytical solutions u(x) and H(x) for x ∈ [0, xGL] is given in
Figure 3. When x approaches xGL, then u increases and H decreases rapidly. The
details of this example are found in [2]. An alternative solution to (3.18) when x > xGL
is found in [6] where the assumption is that H(x) is linear in x.
0.0 0.2 0.4 0.6 0.8 1.0
x (m) ×106
0.00
0.25
0.50
0.75
1.00
1.25
u
(m
/
ye
ar
)
×103
0.0 0.2 0.4 0.6 0.8 1.0
x (m) ×106
1
2
3
4
H
(m
)
×103
Fig. 3. The analytical solutions u(x) and H(x) in (3.23) for a grounded ice in [0, xGL].
3.2.3. The adjoint steady state solution with Fu 6= 0. The analytical so-
lutions to (3.21) and (3.22) are derived in Appendix B to Appendix D by assuming
bx small, bx  Hx, and a and C constant. The expressions for ψ and v are found in
(D.1)-(D.4). A variable with the subscript ∗ is evaluated at x∗. When u is observed
at x∗, then F and F (u, h) are
F =
∫ L
0
u(x)δ(x− x∗) dx = u∗, Fu = δ(x− x∗), Fh = 0,
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and the adjoint solutions are
(3.24)
ψ(x) =
Camx∗
ρgHm+3∗
(xmGL − xm), x∗ < x ≤ xGL,
ψ(x) = − 1
H∗
+
Camx∗
ρgHm+3∗
(xmGL − xm∗ ), 0 ≤ x < x∗,
v(x) =
ax∗
ρgHm+3∗
Hm, x∗ < x ≤ xGL,
v(x) = 0, 0 ≤ x < x∗,
with discontinuities at the observation point x∗ in ψ(x) and v(x). The analytical
solutions ψ(x) and v(x) of the ice sheet in Figure 3 at different x∗ positions are shown
in the left panels of Figure 4 and Figure 5. In all figures, m = 1.
The perturbation of the Lagrangian in (3.20) is derived in (D.5)-(D.6) in Appendix D
(3.25)
δu∗
u∗
= u−1∗ δL = u−1∗
∫ xGL
0
(ψxu+ vxηux + vρghx) δb− vum δC dx
=
∫ xGL
x−∗
Hm
Hm+2∗
[(m+ 1)HxH(x− x∗) +Hδ(x− x∗)] δb− (ax)
m
ρgHm+2∗
δC dx
=
δb∗
H∗
− 1
ρgHm+2∗
∫ xGL
x∗
C(ax)m
(
(m+ 1)
δb
H
+
δC
C
)
dx,
and the weights with respect to δC and δb are shown in the left panels of Figure 6
and Figure 7 for the same ice sheet geometry as in Figure 3. The weight in front of
δC increases when x∗ → xGL. This is an effect of the increasing velocity u∗ and the
decreasing thickness H∗, see Figure 3. A perturbation δC with support in [x∗, xGL]
will cause larger perturbations at the surface the closer x∗ is to xGL and the closer
δC(x) is to xGL. The change in u∗ due to δb in (3.25) is simplified based on the
assumption Hx  H such that δu∗ = u∗δb∗/H∗. Consequently, the main effect on u∗
from the perturbation δb is localized at each x∗. In Figure 7, the weight functions of δb
are shown in the same range as the weights of δC in Figure 6, although the coefficient
multiplying the Dirac delta term in (D.6) is several magnitudes larger (∼ 109 in this
case) which exceeds the ordinate limit of this figure.
Perturb C by δC =  cos(kx/xGL) in (3.25) for some wave number k and let δb = 0
and m = 1. Then
(3.26)
δu∗ = −
∫ xGL
x∗

a2x∗
ρgH4∗
x cos
(
kx
xGL
)
dx
= − a
2x∗
ρgH4∗
xGL
k
(
xGL sin(k)− x∗ sin
(
kx∗
xGL
)
+
xGL
k
(
cos(k)− cos
(
kx∗
xGL
)))
.
When k grows at the ice base, the amplitude of the perturbation at the ice surface
decays as 1/k. The effect of high wave number perturbations of C will be difficult to
observe at the top of the ice. This is in contrast to the SIA model in (3.36) where
all perturbations at the base, regardless of the wave number, will be propagated
undamped to the surface.
Let the friction coefficient C be perturbed by a constant δC in [0, xGL] and take
δb = 0. Then it follows from (3.25) that
(3.27) δu∗ = δC
∫ xGL
x∗
−vum dx = a
m+1x∗(xm+1∗ − xm+1GL )
(m+ 1)ρgHm+3∗
δC
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Computing the derivative of u(x,C) with respect to C in the explicit expression in
(3.23) at x∗ yields the same result.
The sensitivity of surface data to changes in b and C is estimated in [9] with a
linearized model. The conclusion is that differences of short wavelength in the bedrock
topography can be observed at the surface but only differences with long wavelength
in the friction coefficient propagate to the top of the ice. This is in agreement with
(3.25) and (3.26).
0.0 0.2 0.4 0.6 0.8 1.0
x (m) ×106
−3
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−1
0
1
ψ
×10−4 F (u, h) = uδ(x− x∗)
0.0 0.2 0.4 0.6 0.8 1.0
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−1.0
−0.8
−0.6
−0.4
−0.2
0.0
ψ
×10−2 F (u, h) = hδ(x− x∗)
Fig. 4. The analytical solutions of ψ in (3.22) of the observations of u (left panel) and h (right
panel) at different locations x∗ = 0.25×106, 0.5×106, 0.7×106 and 0.9×106 m (blue, orange, green
and red). The expression of ψ with respect to the observation of u is in (3.24) and the h response
is in (3.28).
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Fig. 5. The analytical solutions of v in (3.22) of the observations of u (left panel) and h (right
panel) at different locations x∗ = 0.25×106, 0.5×106, 0.7×106 and 0.9×106 m (blue, orange, green
and red). The expression of v with respect to the observation of u is in (3.24) and the continuous
part of the h response is in (3.28).
3.2.4. The adjoint steady state solution with Fh 6= 0. In the case when h
is observed at x∗ and Fu = 0 and Fh = δ(x− x∗), the expressions for ψ and v are
(3.28)
ψ(x) = − Ca
m−1
ρgHm+1∗
(xmGL − xm), x∗ < x ≤ xGL,
ψ(x) = − Ca
m−1
ρgHm+1∗
(xmGL − xm∗ ), 0 ≤ x < x∗,
v(x) = − H
m
ρgHm+1∗
, x∗ < x ≤ xGL,
v(x) = 0, 0 ≤ x < x∗.
There is a discontinuity at the observation point x∗ in v(x), see Figure 5, but ψ(x) is
continuous in the solution of (3.22). Actually, ψ(x) ∼ −δ(x−x∗) in the neighborhood
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of x∗ due to the second derivative term ( 1nηHvx)x which is neglected in the simplified
equation (3.22) but is of importance at x∗. A correction ψˆ of ψ at x∗ is therefore
introduced to satisfy
(
1
nηHvx
)
x
−Hψˆx = 0. With vx(x∗) = −δ(x− x∗)/(ρgH∗), the
correction is ψˆ(x) = −δ(x−x∗)η∗/(nρgH∗). The solution ψ is corrected at each x∗ in
Figure 4 with ψˆ which is a Dirac delta with a multiplying coefficient approximately
1000 times larger than ψ. The perturbation in h is as in (3.25) with ψ and v in (3.28)
and the additional term ψˆ
(3.29)
δh∗
H∗
=
∫ xGL
x−∗
− uη∗
nρgH2∗
δx(x− x∗)δb dx+
∫ xGL
x∗
C(ax)m
ρgHm+2∗
(
(m+ 1)
δb
H
+
δC
C
)
dx
=
η∗
nρgH2∗
(uδb)x(x∗) +
1
ρgHm+2∗
∫ xGL
x∗
C(ax)m
(
(m+ 1)
δb
H
+
δC
C
)
dx,
where (uδb)x(x∗) represents the x-derivative of uδb evaluated at x∗. When δb = 0 then
δu∗ in (3.25) and δh∗ = δH∗ in (3.29) satisfy δu∗H∗ = −δH∗u∗ as in the integrated
form of the advection equation in (3.21) and in (B.1). The contribution from the
integrals in (3.25) and (3.29) is identical except for the sign.
The adjoint variable v and the weights for δC in the right panels where Fh 6= 0 of
Figures 5 and 6 behave in the same manner as in the left panels where Fu 6= 0 but
with a change of sign.
In Figure 7, as uψx dominates the weights for δb in (3.29), ψˆ contributes with a term
proportional to −δx(x−x∗) at x∗ whose coefficient is several magnitudes (∼ 108 in this
case) larger than the remaining weight function. Therefore, the main perturbation in
h is due to the x-derivative of uδb at x∗. If uδb is constant, then δh is determined by
the continuous weight in x ∈ [x∗, xGL] which has a shape similar to the δC weight in
Figure 6. A perturbation of b at the base is directly visible locally in u at the surface
while the effect of δC is non-local in (3.25).
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Fig. 6. The analytical solution of the weights −vum on δC in (3.20) for the observations of
u (left panel) and h (right panel) at different locations x∗ = 0.25 × 106, 0.5 × 106, 0.7 × 106 and
0.9× 106 m (blue, orange, green and red). The expressions are given in (D.5).
3.3. Shallow ice approximation. With Cb = 0 and no sliding at the ice base,
it follows from (2.12) that
(3.30)
Q(x, y, t) = − 2
n+ 2
A(ρg)n‖∇h‖n−1∇hHn+2
=
n+ 1
n+ 2
u(x, y, h, t)H(x, y, t),
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Fig. 7. The analytical solution of the weights ψxu + vxηux + vρghx on δb in (3.20) for the
observations of u (left panel) and h (right panel) at different locations x∗ = 0.25×106, 0.5×106, 0.7×
106 and 0.9× 106 m (blue, orange, green and red). The expressions are given in (D.6).
and at the steady state in (2.13) the flux satisfies
(3.31) ∇ ·Q = a
In this case, there is no need to solve an adjoint equation to estimate the perturbation
when Cb is increased by δCb > 0.
Consider the steady state solution of (3.31) in 2D with the unknown u1(x, h) and
H(x) in [xL, xR]. By (3.30) and (3.31) with Cb = 0
(3.32) Qx =
n+ 1
n+ 2
(u1H)x = a(x), x ∈ [xL, xR].
The solution of (3.32) is
(3.33) u1H(x) = u1H(xL) + α(x), α(x) =
n+ 2
n+ 1
∫ x
xL
a(ξ) dξ.
After division by u1(x, h)
H(x) =
u1H(xL) + α(x)
u1(x, h)
= −n+ 1
2
u1H(xL) + α(x)
A(ρg)n|hx|n−1hxHn+1
and solving for H(x) we obtain
(3.34) H(x) =
(
−n+ 1
2
u1H(xL) + α(x)
A(ρg)n|hx|n−1hx
) 1
n+2
.
Perturbations δu1 and δH in u1 and H at the steady state in (3.33) satisfy
(3.35) Hδu1 + u1δH = 0.
Introduce sliding at z = b with δCb > 0. Then directly by (2.12), (3.35), and the
definition of H
(3.36)
δu1 = −(ρgH)θ−λ|hx|θ−1hxδCb,
δH = −H
u1
δu1 = −n+ 1
2A
(ρgH)θ−λ−n|hx|θ−n δCb.
A perturbation in Cb at x will perturb u1 and H at the ice surface only at x in the
SIA model.
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4. Conclusions. The sensitivity of the flow of ice on basal conditions is analyzed
for time dependent and steady state solutions of the FS, SIA, and SSA equations
including the advection equation for the height. Perturbations at the base of the ice
are introduced in the friction coefficient C and the topography b. The analysis is
based on the adjoint equations of the FS and SSA stress and advection equations.
The adjoint FS and SSA equations follow from the Lagrangians of the forward FS
and SSA equations.
The adjoint equations are derived for observations of the velocity u and height h on
the top surface of the ice. The adjoint height equation in the FS model is solved
analytically in 2D. The relation between the inverse problem to find parameters from
data and the sensitivity problem is established. If the perturbations in the basal
conditions are time dependent then time cannot be ignored in the inversion. The
wrong conclusions may be drawn with only static snapshots of u and h. It is necessary
to include the adjoint height equation if h is observed.
The adjoint equations of the FS and SSA models are similar and the analytical so-
lutions based on the SSA equations in 2D show that the sensitivity grows as the
observation point x∗ is approaching the grounding line separating the grounded and
the floating parts of the ice. The reason is that the velocity increases and the thickness
of the ice decreases.
In SSA, there is a non-local effect of a perturbation δC in C in the sense that δC(x)
affects both u(x∗) and h(x∗) even if x 6= x∗, but δb has a strong local effect concen-
trated at x∗. Nevertheless, the shapes of the two sensitivity functions for δb and dC
are very similar except for the neighborhood of x∗. It is possible to separate the effect
of δb and δC in the steady state SSA model thanks to the localized influence of δb
in δu and δh in (3.25) and (3.29). In the steady state SSA solution, an increase of
the friction coefficient C at x∗ leads to a decrease in u but an increase in h in the
domain downstream of x∗. On the other hand, an increase of the bedrock elevation b
at x∗ causes an increase in u at the same position, but in the downstream direction, it
reduces the velocity u. Perturbations in C at the base observed in u at the surface are
damped inversely proportional to the wavenumber of δC thus making high frequency
perturbations difficult to register at the top. The sensitivity in u in the SIA model is
local to basal perturbations in the sliding coefficient.
The numerical results in [2] confirm the conclusions here and are in good agreement
with the analytical solutions.
Appendix A. Derivation of the adjoint equations.
A.1. Adjoint viscosity and friction in SSA. The adjoint viscosity η˜(u) in
SSA in (3.3) is derived as follows. The SSA viscosity for u and u + δu is
(A.1)
η(u + δu)
≈ η(u)
(
1 + 1−n2n
(2u1x+u2y)δu1x+
1
2 (u1y+u2x)δu2x+(2u2y+u1x)δu2y+
1
2 (u1y+u2x)δu1y
ηˆ
)
.
Determine B(u) such that
%(u, δu)B(u) = B(u) ?B(δu).
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First note that
B(u) : D(δu) = (D(u) +∇ · uI) : D(δu) = D(u) : D(δu) + (∇ · u)(∇ · δu)
= D(u) : (B(δu)−∇ · δuI) + (∇ · u)(∇ · δu) = D(u) : B(δu).
Then use the ? operator in (3.5) to define B
1−n
2nηˆ
∑
klBkl(u)Dkl(δu)Bij(u) =
1−n
2nηˆ
∑
klDkl(u)Bkl(δu)Bij(u)
=
∑
kl Bijkl(u)Dkl(δu) = (B ? D)ij .
Thus, let
Bijkl = 1− n
2nηˆ
Bij(u)Dkl(u), η˜ijkl(u) = η(u)(Iijkl + Bijkl(u)),
or in tensor form
(A.2) B = 1− n
nB(u) : D(u)
B(u)⊗D(u), η˜(u) = η(u) (I + B) .
Replacing B in (A.2) by D we obtain the adjoint FS viscosity in (3.3).
The adjoint friction in SSA in ω and at γg in (3.15) with a Weertman law is derived
as in the adjoint FS equations (3.2) and (3.3). Then in ω with ξ = u, ζ = v, c =
C,F = Fb, and at γg with ξ = t · u, ζ = t · v, c = Cγ , f = fγ ,F = Fγ , we arrive at
(A.3) cf(ξ) (I + F(ξ)) ζ, F(ξ) =
m− 1
ξ · ξ ξ ⊗ ξ.
A.2. Adjoint equations in SSA. The Lagrangian for the SSA equations is
with the adjoint variables ψ,v, q
(A.4)
L(u, h; v, ψ; b, Cγ , C) =
∫ T
0
∫
ω
F (u, h) + ψ(ht +∇ · (uH)− a) dx dt
+
∫ T
0
∫
ω
v · ∇ · (2HηB(u))− Cf(u)v · u− ρgHv · ∇h dx dt
=
∫ T
0
∫
ω
F (u, h) + ψ(ht +∇ · (uH)− a) dx dt
+
∫ T
0
∫
ω
−2Hη(u)(D(v) : D(u) +∇ · u∇ · v)
−Cf(u)v · u− ρgHv · ∇h dx dt− ∫ T
0
∫
γg
Cγfγ(t · u)t · u t · v dsdt
after partial integration and using the boundary conditions. The perturbed SSA
Lagrangian is split into the unperturbed Lagrangian and three integrals
(A.5)
L(u + δu, h+ δh; v + δv, ψ + δψ; b+ δb, Cγ + δCγ , C + δC)
=
∫ T
0
∫
ω
F (u + δu, h+ δh)
+
∫ T
0
∫
ω
(ψ + δψ)(ht + δht +∇ · ((u + δu)(H + δH))− a) dx dt
+
∫ T
0
∫
ω
−2(H + δH)η(u + δu)D(v + δv) : B(u + δu)
−(C + δC)f(u + δu)(u + δu) · (v + δv)
−ρg(H + δH)∇(h+ δh) · (v + δv) dx dt
− ∫ T
0
∫
γg
(Cγ + δCγ)fγ(t · (u + δu))t · (u + δu) t · (v + δv) dsdt
= L(u, h; v, ψ; b, Cγ , C) + I1 + I2 + I3.
The perturbation in L is
(A.6) δL = I1 + I2 + I3.
20 G. CHENG, AND P. LO¨TSTEDT
Terms of order two or more in δL are neglected. Then the first term in δL satisfies
(A.7)
I1 =
∫ T
0
∫
ω
F (u + δu, h+ δh)− F (u, h) dx dt
=
∫ T
0
∫
ω
Fuδu + Fhδhdx dt.
Using partial integration, Gauss’ formula, and the initial and boundary conditions on
u and H and ψ(x, T ) = 0,x ∈ ω, and ψ(x, t) = 0, x ∈ γw, in the second integral we
have
(A.8)
I2 =
∫ T
0
∫
ω
δψ(ht +∇ · (uH)− a)
+ψ(δht +∇ · (δuH) +∇ · (uδH)) dx dt
=
∫ T
0
∫
ω
δψ(ht +∇ · (uH)− a) dx dt
+
∫ T
0
∫
ω
−ψtδh−H∇ψ · δu−∇ψ · uδH dx dt.
The first integral after the second equality vanishes since h is a weak solution and I2
is
(A.9) I2 =
∫ T
0
∫
ω
−(ψt + u · ∇ψ)δh−H∇ψ · δu + u · ∇ψδbdx dt.
Using the weak solution of (2.10), the adjoint viscosity (3.16), (A.2), the friction
coefficient (A.3), Gauss’ formula, the boundary conditions, and neglecting the second
order terms, the third and fourth integrals in (A.5) are
(A.10)
I3 = I31 + I32,
I31 =
∫ T
0
∫
ω
−2(H + δH)η(u + δu)D(v + δv) : B(u + δu)
−(C + δC)f(u + δu)(u + δu) · (v + δv)
−ρg(H + δH)∇(h+ δh) · (v + δv)) dx dt
− ∫ T
0
∫
γ
(Cγ + δCγ)fγ(t · (u + δu))t · (u + δu) t · (v + δv) dsdt
= I311 + I312 − I313,
where
(A.11)
I311 =
∫ T
0
∫
ω
−2HD(v) : (η(u + δu)B(u + δu))
+2HD(v) : (η(u)B(u)) dx dt
=
∫ T
0
∫
ω
−2HD(v) : (η˜(u) ?B(δu)) dx dt
I312 =
∫ T
0
∫
ωg
−δCf(u)u · v dx dt
+
∫ T
0
∫
ωg
−C(f(u + δu)v · (u + δu)− f(u)v · u) dx dt
=
∫ T
0
∫
ωg
−δCf(u)u · v + Cf(u)(I + Fb(u))δu · v dx dt
I313 =
∫ T
0
∫
γg
(Cγ + δCγ)(fγ(t · (u + δu))t · v t · (u + δu)
−fγ(t · u)t · v t · u) dsdt
=
∫ T
0
∫
γg
(Cγ + δCγ)(fγ(t · u)t · u t · v
+Cγfγ(t · u)(I + Fγ(t · u))t · δu t · v dsdt
I32 =
∫ T
0
∫
ω
−ρgH∇h · v − 2ηD(v) : B(u)δH
−ρg∇h · vδH − ρgHv · ∇δhdx dt
=
∫ T
0
∫
ω
−ρgH∇h · v − (2ηD(v) : B(u) + ρg∇h · v)δH
+ρg∇ · (Hv)δhdx dt.
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Collecting all the terms in (A.7), (A.9), and (A.10), the first variation of L is
(A.12)
δL = I1 + I2 + I3
=
∫ T
0
∫
ω
Fuδu− 2HD(v) : (η˜(u) ?B(δu))−H∇ψ · δu dx dt
− ∫ T
0
∫
ωg
Cf(u)(I + Fb(u))v · δu dx dt
− ∫ T
0
∫
γg
Cγfγ(t · u)(I + Fγ(t · u))t · v t · δu dsdt
− ∫ T
0
∫
γg
δCγfγ(t · u)t · u t · v dsdt
+
∫ T
0
∫
ω
(Fh − (ψt + u · ∇ψ + 2ηD(v) : B(u)
−ρg∇b · v + ρgH∇ · v))δhdx dt
+
∫ T
0
∫
ω
−δCf(u)v · u
+(2ηD(v) : B(u) + ρg∇h · v + u · ∇ψ)δbdx dt.
The forward solution (u∗, p∗, h∗) and adjoint solution (v∗, q∗, ψ∗) satisfying (2.10) and
(3.15) are inserted into (A.4) resulting in
(A.13) L(u∗, p∗; v∗, q∗;h∗, ψ∗; b, Cγ , C) =
∫ T
0
∫
ω
F (u∗, h∗) dx dt.
Then (A.12) yields the variation in L in (A.13) with respect to perturbations δb, δCγ ,
and δC in b, Cγ , and C
(A.14)
δL = ∫ T
0
∫
ω
(2ηD(v∗) : B(u∗) + ρg∇h∗ · v∗ + u∗ · ∇ψ∗)δbdx dt
− ∫ T
0
∫
γg
δCγfγ(t · u∗)t · u∗ t · v∗ dsdt
− ∫ T
0
∫
ω
δCf(u∗)v∗ · u∗ dx dt.
A.3. Adjoint equations in FS. The FS Lagrangian is
(A.15)
L(u, p, h; v, q, ψ;C) = ∫ T
0
∫
Γs
F (u, h) + ψ(ht + h · u− a) dx dt
+
∫ T
0
∫
ω
∫ h
b
−v · (∇ · σ(u, p))− q∇ · u− ρg · v dx dt
=
∫ T
0
∫
Γs
F (u, h) + ψ(ht + h · u− a) dx dt
+
∫ T
0
∫
ω
∫ h
b
2η(u)D(v) : D(u)− p∇ · v − q∇ · u− ρg · v dx dt
+
∫ T
0
∫
Γb
Cf(Tu)Tu ·Tv dx dt.
In the same manner as in (A.5), the perturbed FS Lagrangian is
(A.16)
L(u + δu, p+ δp; v + δv, q + δq;h+ δh, ψ + δψ;C + δC)
= L(u, p, h; v, q, ψ;C) + I1 + I2 + I3.
Terms of order two or more in δu, δv, δh are neglected. The first integral I1 in (A.16)
is
(A.17)
I1 =
∫ T
0
∫
Γs
F (u(x, h+ δh, t) + δu, h+ δh)− F (u(x, h, t), h) dx dt
=
∫ T
0
∫
Γs
Fu(δu + uzδh) + Fhδhdx dt.
Partial integration, the conditions ψ(x, T ) = 0 and ψ(x, t) = 0 at Γs, and the fact
that h is a weak solution simplify the second integral
(A.18)
I2 =
∫ T
0
∫
Γs
δψ(ht + h · u− a)
+ψ(δht + u · δh + uz · hδh+ h · δu) dx dt
=
∫ T
0
∫
Γs
δψ(ht + h · u− a) dx dt
+
∫ T
0
∫
Γs
(−ψt −∇ · (uψ) + h · uzψ)δh+ h · δuψ dx dt.
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Define Ξ, ξ, and Υ to be
(A.19)
Θ(u, p; v, q;C) = 2η(u)D(v) : D(u)− p∇ · v − q∇ · u− ρg · v,
θ(u; v;C) = Cf(Tu)Tu ·Tv,
Υ(u, p; v, q) = −v · (∇ · σ(u, p))− q∇ · u− ρg · v.
Then a weak solution, (u, p), for any (v, q) satisfying the boundary conditions, fulfills
(A.20)
∫ T
0
∫
ω
∫ h
b
Θ(u, p; v, q;C) dx dt−
∫ T
0
∫
Γb
θ(u; v;C) dx dt = 0.
The third integral in (A.16) is
(A.21)
I3 = I31 + I32,
I31 =
∫ T
0
∫
ω
∫ h
b
Θ(u + δu, p+ δp; v + δv, q + δq;C + δC) dx dt
− ∫ T
0
∫
Γb
θ(u + δu; v + δv;C + δC) dx dt,
I32 =
∫ T
0
∫
ω
∫ h+δh
h
Υ(u, p; v, q) dx dt.
The integral I31 is expanded as in (A.10) and (A.11) or [24] using the weak solution,
Gauss’ formula, and the definitions of the adjoint viscosity and adjoint friction coef-
ficient in Section A.1. When b < z < h we have Υ(u, p; v, q) = 0. If Υ is extended
smoothly in the positive z-direction from z = h, then with z ∈ [h, h + δh] for some
constant c > 0 we have |Υ| ≤ cδh. Therefore,
|
∫ h+δh(x,t)
h
Υ(u, p; v, q) dz| ≤
∫ h+δh(x,t)
h
sup |Υ| dz ≤ c|δh(x, t)2|,
and the bound on I32 in (A.21) is
(A.22) |I32| ≤ ct|ω|max |δh(x, t)|2,
where |ω| is the area of ω. This term is a second variation in δh which is neglected
and I3 = I31.
The first variation of L is then
(A.23)
δL = I1 + I2 + I3
=
∫ T
0
∫
Γs
(Fu + ψh) · δu dx dt
+
∫ T
0
∫
Γs
(Fh + Fuuz − (ψt +∇ · (uψ)− h · uψ))δhdx dt
+
∫ T
0
∫
ω
∫ h
b
2D(v) : (η˜(u) ?D(δu))− δp∇ · v − q∇ · δu dx dt
+
∫ T
0
∫
Γb
Cf(Tu)(I + Fb(u))Tv ·Tδu dx dt
+
∫ T
0
∫
Γb
δCf(Tu) Tu ·Tv dx dt.
With the forward solution (u∗, p∗, h∗) and the adjoint solution (v∗, q∗, ψ∗) satisfying
(2.5) and (3.2), the first variation with respect to perturbations δC in C is (cf. (A.14))
(A.24) δL =
∫ T
0
∫
Γb
f(Tu∗) Tu∗ ·Tv∗ δC dx dt.
Appendix B. Simplified SSA equations.
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The forward and adjoint SSA equations in (3.21) and (3.22) are solved analytically.
The conclusion from the thickness equation in (3.21) is that
(B.1) u(x)H(x) = u(0)H(0) + ax = ax,
since u(0) = 0. Solve the second equation in (3.21) for u on the bedrock with x ≤ xGL
and insert into (B.1) using the assumptions for x > 0 that bx  Hx and hx ≈ Hx to
have
(B.2)
ρg
C
Hm+1Hx =
ρg
C(m+ 2)
(Hm+2)x = −(ax)m.
The equation for Hm+2 for x ≤ xGL is integrated from x to xGL such that
(B.3)
H(x) =
(
Hm+2GL +
m+ 2
m+ 1
Cam
ρg
(xm+1GL − xm+1)
) 1
m+2
,
u(x) =
ax
H
, Hx = −Ca
m
ρg
xm
Hm+1
.
For the floating ice at x > xGL, ρgHhx = 0 implying that hx = 0 and Hx = 0. Hence,
H(x) = HGL. The velocity increases linearly beyond the grounding line
(B.4) u(x) = ax/H(x) = ax/HGL, x > xGL.
By including the viscosity term in (3.18) and assuming that H(x) is linear in x, a
more accurate formula is obtained for u(x) on the floating ice in (6.77) of [6].
Appendix C. Jumps in ψ and v in SSA.
Multiply the first equation in (3.22) by H and the second equation by u to eliminate
ψx. We get
(C.1) − Cmumv − ρgH2vx = HFh − uFu.
Use the expression for u and Hx in (B.3). Then
(C.2) ρgH(mHxv −Hvx) = HFh − uFu,
or equivalently
(C.3)
( v
Hm
)
x
= − 1
ρgHm+2
(HFh − uFu).
The solutions ψ(x) and v(x) of the adjoint SSA equation (3.19) have jumps at the
observation point x∗. For x close to x∗ in a short interval [x−∗ , x
+
∗ ] with x
−
∗ < x∗ < x
+
∗ ,
integrate (C.3) to receive
(C.4)
∫ x+∗
x−∗
( v
Hm
)
x
dx = −
∫ x+∗
x−∗
HFh − uFu
ρgHm+2
dx.
Since H is continuous and u and v are bounded, when x−∗ → x+∗ , then
(C.5) v(x+∗ )− v(x−∗ ) = −
1
ρgH2∗
(
H∗
∫ x+∗
x−∗
Fh dx− u∗
∫ x+∗
x−∗
Fu dx
)
.
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A similar relation for ψ can be derived
(C.6) ψ(x+∗ )− ψ(x−∗ ) =
1
H∗
∫ x+∗
x−∗
Fu dx.
With Fu = 0 and Fh = 0 for x < x∗ and v(0) = ψx(0) = 0, we find that
(C.7) v(x) = ψx(x) = 0, ψ(x) = ψ(x
−
∗ ), 0 ≤ x < x∗.
If F (u, h) = uδ(x− x∗), then by (C.5) and (C.6)
(C.8) v(x+∗ ) =
u∗
ρgH2∗
, ψ(x+∗ )− ψ(x−∗ ) =
1
H∗
,
and if F (u, h) = hδ(x− x∗), then
(C.9) v(x+∗ ) = −
1
ρgH∗
, , ψ(x+∗ )− ψ(x−∗ ) = 0.
Appendix D. Analytical solutions in SSA.
By Appendix C, v(x) = 0 for 0 ≤ x < x∗. Use equations in (3.22) with Hx in (B.3)
for x∗ < x ≤ xGL to have
vx
v
= −axCmu
m−1
ρgH3
= −Cmu
m
ρgH2
=
mHx
H
.
Let H(x− x∗) =
∫ x−x∗
−∞ δ(s) ds be the Heaviside step function at x∗. Then
(D.1) v(x) = CvH(x)
mH(x− x∗), 0 ≤ x ≤ xGL.
To satisfy the jump condition in (C.8) and (C.9), the constant Cv is
(D.2) Cv =

ax∗
ρgHm+3∗
, F (u, h) = uδ(x− x∗),
− 1
ρgHm+1∗
, F (u, h) = hδ(x− x∗).
Combine (D.1) with the relation ψx = (Fu − Cmum−1v)/H and integrate from x to
xGL to obtain
(D.3) ψ(x) = Cva
m−1C (xmGL − xm) , x∗ < x ≤ xGL.
With the jump condition in (C.8) and (C.9), ψ(x) at 0 ≤ x < x∗ is
(D.4) ψ(x) =

− 1
H∗
+
Camx∗
ρgHm+3∗
(xmGL − xm∗ ), F (u, h) = uδ(x− x∗),
− Ca
m−1
ρgHm+1∗
(xmGL − xm∗ ), F (u, h) = hδ(x− x∗).
The weight for δC in the functional δL in (3.20) is non-zero for x∗ < x ≤ xGL
(D.5) − vum = −Cv(ax)m.
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Use (D.1) and (3.22) in (3.20) to determine the weight for δb in δL,
(D.6)
ψxu+ vxηux + vρghx = ρg(Hv)x+Fh
= CvρgH
m [(m+ 1)HxH(x− x∗) +Hδ(x− x∗)] + Fh.
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