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Abstract
This work is concerned with the minimization of quantum entropies under lo-
cal constraints of density, current, and energy. The problem arises in the work of
Degond and Ringhofer about the derivation of quantum hydrodynamical models
from first principles, and is an adaptation to the quantum setting of the moment
closure strategy by entropy minimization encountered in kinetic equations. The
main mathematical difficulty is the lack of compactness needed to recover the
energy constraint. We circumvent this issue by a monotonicity argument involv-
ing energy, temperature and entropy, that is inspired by some thermodynamical
considerations.
1 Introduction
This work is motivated by a series of papers by Degond and Ringhofer about the deriva-
tion of quantum hydrodynamical models from first principles. In [3], their main idea
is to transpose to the quantum setting the entropy closure strategy that Levermore
used for kinetic equations [7]. Degond and Ringhofer starting point is the quantum
Liouville-BGK equation of the form
i~∂t̺ = [H, ̺] + i~Q(̺), (1)
∗Romain.Duboscq@math.univ-tlse.fr
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where ̺ is the density operator (a self-adjoint nonnegative trace class operator), H is
a given Hamiltonian, [·, ·] denotes the commutator between two operators, and Q is
BGK-type collision operator that reads, for some relaxation time τ ,
Q(̺) =
1
τ
(̺eq[̺]− ̺) .
The corner stone of the model is the definition of the quantum statistical equilibrium
̺eq[̺], that is obtained by minimizing a quantum entropy under constraints. This is
the quantum equivalent of Levermore’s approach of minimization of a classical entropy
under constraints of density, velocity, and energy. The well-posedness of the classical
minimization problem was addressed in [6], and our main motivation here is to inves-
tigate that of the quantum minimization problem. We will focus on the von Neumann
entropy, defined by
S(̺) = Tr
(
s(̺)
)
, s(x) = x log x− x,
for a density operator ̺. In [3], ̺eq[̺] is formally introduced as the unique minimizer of S
under local constraints of density, current, and energy. The latter are defined as follows
(we give further an equivalent definition better suited for the mathematical analysis):
to any density operator ̺, we can associate a Wigner function W [̺](x, p), see e.g. [9], so
that the particle density n[̺], the current density n[̺]u[̺], and the energy density w[̺]
of ̺ are given by similar formulas as in the classical picture,

n[̺](x) =
∫
W [̺](x, p)dp
n[̺](x)u[̺](x) =
∫
pW [̺](x, p)dp
w[̺](x) =
1
2
∫
|p|2W [̺](x, p)dp.
In the statistical physics terminology, fixing the density, current, and energy amounts
to consider equilibria in the microcanonical ensemble.
Degond and Ringhofer theory raises many interesting mathematical questions, and,
to the best of our knowledge, only a few have been answered so far. In [11], it was
proved that the free energy FT (̺), defined (formally) as, for some T > 0,
FT (̺) = Tr
(
H̺
)
+ TTr
(
s(̺)
)
,
where s is the Boltzmann entropy s(x) = x log x− x, admits a unique minimizer under
the first two local constraints defined on Rd, that is n[̺] = n0, u[̺] = u0, for given
functions n0(x) and u0(x) with x ∈ Rd and appropriate regularity assumptions.
In [10], the minimizer of FT with the density constraint n[̺] = n0 only, was charac-
terized in a one dimensional periodic domain. In the case of the Boltzmann entropy, the
minimizer has the form ̺ = exp(−(H +A)/T ) (a “Quantum Maxwellian”), where A(x)
is a function, the so-called chemical potential, i.e. the Lagrange parameter associated
with the local density constraint. Under minimal assumptions on n0, it is shown in [10]
that the potential A belongs to H−1 (the Sobolev space), which is sufficient to define the
Hamiltonian H +A in the sense of quadratic forms in 1D, but poses problems in higher
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dimensions. The characterization of the minimizer of FT as a quantum Maxwellian in
dimensions greater than one is then still an open problem.
In [12] and still in a one dimensional periodic setting, it was shown that the Liouville-
BGK equation (1), with equilibrium defined as the unique minimizer of FT under the
local density constraint only, admits a solution that converges for long time to the unique
minimizer of FT under a global density constraint, i.e. the L
1 norm of n[̺] and not n[̺]
is prescribed.
The question of existence and uniqueness of a minimizer of S under the constraints
n[̺] = n0, u[̺] = u0, and w[̺] = w0, for n0, u0, w0 given functions, has been open
since the formal derivations of Degond and Ringhofer. We provide in this paper a
first result in a one dimensional setting, and show that S admits a unique minimizer
satisfying the constraints. We are limited to 1D since it is not possible at the present
time to characterize the minimizer as a quantum Maxwellian in dimensions greater than
one. We nevertheless believe our method is sufficiently general to be used in higher
dimensions when a proper construction of the quantum Maxwellian is available. Note
that the minimization problem can be recast as an inverse problem: given appropriate
n0, u0, w0, what is the most likely equilibrium density operator (most likely in the sense
that it minimizes a given entropy) that yields such local density, current, and energy?
The main mathematical difficulty in the minimization of S is to handle the energy
constraint. It is indeed direct to show that minimizing sequences (̺n)n∈N satisfy in the
limit n → ∞ the density and current constraints, see [11], but there is not sufficient
compactness to recover the energy constraint. More explicitly, we know that w[̺n]
converges weakly in L1 some w[̺], but we cannot conclude that w[̺] = w0. A standard
technique such as the concentration-compactness principle [8] does not seem to apply
here since it typically requires some uniform estimates on the sequence (w[̺n])n∈N in
addition to the one imposed by the constraint, see e.g. the example provided in [4,
Chapter 4], while we only know in our problem that the sequence is uniformly bounded
in L1. Hence, the recovery of compactness has to come entirely from the properties of
the entropy S since no better uniform estimates are available.
Our method goes schematically as follows, and is inspired by the physical principle
that, in the canonical ensemble, the (mathematical) entropy decreases with the temper-
ature. Since there is no explicitly defined temperature at this stage in the minimization
problem with constraints n0, u0 and w0 (there is a kinetic energy though, so we can
expect some implictly defined temperature via the energy), we will artificially introduce
it by considering the free energy FT , that we will minimize under the local constraints
n0 and u0 for all T > 0. Having in mind the elementary monotonic relation E = 3/2kBT
between the kinetic energy E and the temperature T of a perfect gas in 3D (kB is the
Boltzmann constant), we will show, and this is the core argument of the proof, that the
kinetic energy of the constrained minimizer ̺T,n0,u0 of FT is a strictly increasing function
of the temperature. At least from a mathematical point of view, this is by no means
a straightforward result since ̺T,n0,u0 is only defined via an intricate implicit relation
and not explicitly. From the strict increase of the kinetic energy, a standard calculus
of variations argument then shows that the entropy of ̺T,n0,u0 is strictly decreasing as
T increases. This monotonic relation between entropy and temperature subsequently
allows us to minimize S under the local constraints n0, u0, and a global energy con-
straint. The local energy constraint is then recovered by an argument of the type weak
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convergence plus convergence of the norm in the space of trace class operators implies
strong convergence, together with strict decrease of the entropy.
The article is structured as follows: the functional setting is introduced in Section
2. We work in a one-dimensional periodic domain, and our proofs carries over directly
to a bounded 1D domain with Neumann boundary conditions. Our main result and an
outline of its proof are given in Section 3. Section 4 is devoted to the proof the main
theorem, and some technical lemmas are stated in an Appendix.
Acknowledgment. OP’s work is funded by NSF CAREER grant DMS-1452349.
2 Preliminaries
Notation. Our domain Ω is the 1-torus [0, 1]. We will denote by Lr(Ω) , r ∈ [1,∞],
the usual Lebesgue spaces of complex-valued functions, and by W k,r(Ω) the standard
Sobolev spaces. We introduce as well Hk(Ω) = W k,2(Ω), and (·, ·) for the Hermitian
product on L2(Ω) with the convention (f, g) =
∫
Ω
fgdx. We will use the notations
∇ = d/dx and ∆ = d2/dx2 for brevity. The free Hamiltonian −1
2
∆ is denoted by H0,
with domain
H2per =
{
u ∈ H2(Ω) : u(0) = u(1), ∇u(0) = ∇u(1)} .
We denote by H1per the space of H
1(Ω) functions u that satisfy u(0) = u(1). Its dual
space is H−1per. Moreover, L(L2(Ω)) is the space of bounded operators on L2(Ω), J1 ≡
J1(L2(Ω)) is the space of trace class operators on L2(Ω), and J2 the space of Hilbert-
Schmidt operators on L2(Ω). With Tr(·) the operator trace, we will extensively use the
facts that, for the duality product (A,B) → Tr(A∗B), J1 is the dual of the space of
compact operators on L2(Ω), and that L(L2(Ω)) is the dual of J1, see [14]. In the sequel,
we will refer to a density operator as a nonnegative, trace class, self-adjoint operator on
L2(Ω). For |̺| = √̺∗̺, we introduce the following space:
E =
{
̺ ∈ J1 :
√
H0|̺|
√
H0 ∈ J1
}
,
where
√
H0|̺|
√
H0 denotes the extension of the operator
√
H0|̺|
√
H0 to L
2(Ω). We will
drop the extension sign in the sequel to ease notation. The space E is a Banach space
when endowed with the norm
‖̺‖E = Tr
(|̺|)+ Tr(√H0|̺|√H0).
Finally, the energy space is the following closed convex subspace of E :
E+ = {̺ ∈ E : ̺ ≥ 0} .
The constraints. The first three moments of a density operator ̺ are defined as
follows: for any smooth function ϕ on Ω, and identifying a function with its associated
multiplication operator, the (local) density n[̺], current n[̺]u[̺] and energy w[̺] of ̺
are uniquely defined by duality by
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∫
Ω
n[̺]ϕdx = Tr
(
̺ϕ
)
∫
Ω
n[̺]u[̺]ϕdx = −iTr
(
̺
(
ϕ∇+ 1
2
∇ϕ
))
∫
Ω
w[̺]ϕdx = −1
2
Tr
(
̺
(
∇ϕ∇+ 1
4
∆ϕ
))
.
We will recast the energy constraint as follows. Denote by (ρp, φp)p∈N the spectral
elements of a density operator ̺ (eigenvalues counted with multiplicity), and let
k[̺] =
1
2
∑
p∈N
ρp|∇φp|2.
A short calculation shows that
w[̺] = k[̺]− 1
8
∆n[̺].
Hence, since n[̺] is prescribed, we can equivalently set a constraint on w[̺] or on k[̺],
and we choose k[̺] since it is nonnegative. Note also the classical (formal) relations
n[̺] =
∑
p∈N
ρp|φp|2, n[̺]u[̺] = ℑ
(∑
p∈N
ρpφ
∗
p∇φp
)
. (2)
For ̺ ∈ E+, we denote the kinetic energy of ̺ by
E(̺) = Tr
(√
H0̺
√
H0
)
.
We introduce below various admissible sets for the minimization problem. The first
three impose local constraints on the density, current and energy, while the last one
imposes a global constraint on the energy:
A(n0) =
{
̺ ∈ E+ : n[̺] = n0
}
A(n0, u0) =
{
̺ ∈ E+ : n[̺] = n0, u[̺] = u0
}
A(n0, u0, k0) =
{
̺ ∈ E+ : n[̺] = n0, u[̺] = u0, k[̺] = k0
}
Ag(e0) =
{
̺ ∈ E+ : E(̺) = e0
}
.
Remark 2.1 We will use the following equivalence: let ̺ be a density operator, then
E(̺) < ∞ (and therefore ̺ ∈ E+) if and only if k[̺] ∈ L1 (in the sense that the
series defining k[̺] is absolutely convergent in L1). This follows for instance from the
observation that E(̺) < ∞ if and only if √H0√̺ ∈ J2 and from [14, Theorem 6.22,
item (g)]. We then have, for all ̺ ∈ E+,
E(̺) = ‖k[̺]‖L1 . (3)
Remark 2.2 A simple calculation shows that, for any ̺ ∈ E+, we have 2k[̺] =
−n[∇̺∇].
Throughout the paper, C will denote a generic constant that might differ from line
to line.
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3 Main result
We state in this section our main result and give an outline of the proof. We introduce
first the set of admissible constraints M as
M =
{
(n0, u0, k0) ∈
(
L1(Ω)
)3
: n0 = n[̺], u0 = u[̺], k0 = k[̺], for some ̺ ∈ E+
}
.
The set M is just the set of constraints (n0, u0, k0) that are the moments of at least
one density operator in E+. Its characterization in the kinetic case was adressed in [5]
and is not completely straightforward. The question is still open in the quantum case
and we expect the problem to be significantly harder than in the classical case. It is
nevertheless direct to construct many (n0, u0, k0) inM: for any V ∈ L∞(Ω) real-valued,
consider for instance σ = f(H0 + V ) for f smooth, positive, and decreasing sufficiently
fast at the infinity (e.g.
∫∞
0
x2f(x)dx < ∞), and equip H0 + V with the domain H2per;
then, for g(x) =
∫ x
0
u0(y)dy, the moments of ̺ = e
igσe−ig are in M. Moreover, the
density n[̺] is in H2per, u[̺] ∈ L2(Ω), k[̺] ∈ L1(Ω), k[̺] ≥ 0, and the Krein-Rutman
theorem shows that the ground state is strictly positive and as a consequence that n[̺]
is bounded below.
Recalling that S(̺) = Tr(s(̺)) with s(x) = x log x− x, our main result is the
Theorem 3.1 Suppose that (n0, u0, k0) ∈M, where n0 ∈ H2per with n0 > 0, u0 ∈ L2(Ω),
and k0 ∈ L1(Ω). Then, the constrained minimization problem
min
A(n0,u0,k0)
S(̺)
admits a unique solution.
The form of the minimizer is characterized formally in [2], and it reads
̺ = exp(−H(A,B,C)),
where, for some functions (A,B,C) called respectively the generalized chemical poten-
tial, the generalized mean velocity, and the generalized temperature, we have
H(A,B,C) = −
(
∇ ·
(
1
2C
∇
)
+
1
4
∆
(
1
C
))
+ i
(
B
C
· ∇+ 1
2
(
∇ · B
C
))
+ A+
|B|2
2C
.
When the energy constraint is global, i.e. when ‖k[̺]‖L1 is prescribed, then the Lagrange
parameter C is constant and the Hamiltonian takes the more familiar form
H(A,B,C) =
1
2C
(i∇−B)2 + A.
The rigorous justification of the formulas above will be done in a future work.
We only considered here the Boltzmann entropy since it encodes the main difficulties
of the proof. The analysis carries over directly to the Fermi-Dirac entropy of the form
s(x) = x log x + (1 − x) log(1 − x), x ∈ [0, 1]. More generally, the main properties
of the entropy required for Theorem 3.1 to hold true are the following, supposing that
‖n0‖L1 ≤ 1 for simplicity: s ∈ C0([0, 1])∩C1((0, 1)), s is strictly convex, (s′)−1 is a strictly
positive and strictly decreasing function (this is crucial for the monoticity of the kinetic
energy) with
∫∞
0
x2(s′)−1(x)dx < ∞, S(̺) is bounded below in E+ and continuous for
the weak-∗ topology of E+.
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Outline of the proof. We proceed as explained in the introduction. For (̺n)n∈N a
minimizing sequence in A(n0, u0, k0), the main difficulty is to show that k[̺n] converges
weakly in L1 to k0. There are, for this, several steps. The first one is to introduce the
free energy FT , defined by, for any ̺ ∈ E+ and any T > 0,
FT (̺) = E(̺) + TS(̺).
We minimize FT under two local constraints n0 and u0, and prove the following theorem:
Theorem 3.2 Suppose that n0 ∈ H1per with n0 > 0, and that u0 ∈ L2. Then, for any
T > 0, the constrained minimization problem
min
A(n0,u0)
FT (̺) (4)
admits a unique solution that reads
̺T,n0,u0 = e
if̺T,n0e
−if , f(x) =
∫ x
0
u0(x)dx,
where ̺T,n0 is the unique solution to the problem
min
A(n0)
FT (̺). (5)
The proof of Theorem 3.2, given in Section 4.2, follows from a simple change of gauge
and the fact that (5) is well-posed. The core to the proof of Theorem 3.1, and the most
difficult part, is Theorem 3.3 below.
Theorem 3.3 For any T > 0, let ̺T,n0,u0 be the minimizer of Theorem 3.2 with the
additional condition that n0 ∈ H2per, and consider
ET = E(̺T,n0,u0), ST = S(̺T,n0,u0).
Then, ET and −ST are strictly increasing continuous functions on R∗+ and
lim
T→0+
ET =
1
2
(∫
Ω
|∇√n0|2dx+
∫
Ω
n0|u0|2dx
)
:= m0. (6)
The proof of Theorem 3.3, given in Section 4.4, is based on a calculation of ∂TET
that raises various difficulties. First, the minimizer ̺T,n0 in (5) admits an implicit
representation of the form ̺T,n0 = exp(−(H0 + AT )/T ), where AT is a function that
depends on T and on ̺T,n0 via a complex relation. When differentiating ET , one needs
to differentiate ̺T,n0 and therefore AT . Due to the intricacy of the relation between
̺T,n0 and AT , it is difficult to apply the implicit function theorem in order to obtain the
differentiability in the variable T . We therefore proceed by approximation, and consider
a penalized version of the problem (5) in which the relation between the minimizer and
the corresponding potential AT is straightforward. It is then possible to the use the
implicit function theorem to justify the differentiation with respect to T . The price to
pay is the need for non-trivial uniform estimates in the penalization parameter to pass
to the limit. The second difficulty is the calculation of ∂TET per se for the penalized
7
problem: we will see that each terms need to be carefully expressed in order to take
advantage of some compensations and show the positivity of the derivative. The last
difficulty is to show the strict increase of ET for the nonpenalized problem: while there
is a strict inequality in the penalized problem, it does not pass to the limit. We fix this
by using some results from calculus of variations that allow us to relate ∂TET and ∂TST ,
which, together with the uniqueness of solutions to (5), yield the strict increase by a
contradiction argument.
With Theorem 3.3 at hand, we can then show in Theorem 3.4 below that the min-
imization problem with two local constraints n0, u0 and a global constraint E(̺) = e0
admits a unique solution, which is of the form ̺T0,n0,u0, for some implicitly defined
temperature T0 that depends on n0, u0 and e0.
Theorem 3.4 Suppose that n0 ∈ H2per with n0 > 0, that u0 ∈ L2(Ω), and that e0 ≥ m0
for the m0 of Theorem 3.3. Then, the constrained minimization problem
min
A(n0,u0)∩Ag(e0)
S(̺) (7)
admits a unique solution. When e0 > m0 and with the notation of Theorem 3.2, the
solution has the form ̺T0,n0,u0, where T0 ≡ T0(n0, u0, e0). When e0 = m0, the set
A(n0, u0) ∩ Ag(e0) is reduced to the operator eif |√n0〉〈√n0|e−if .
The proof of Theorem 3.4 is given in Section 4.3. The proof of Theorem 3.1, given in
Section 4.1, is concluded by setting e0 = ‖k0‖L1 and by exploiting Theorem 3.4, with the
observation that the L1 norm of the limit of k[̺n] has to be equal to e0 otherwise there
is a contradiction with the strict decrease of the entropy. This, with classical arguments
about the convergence of positive operators in J1, allows us to conclude that the limit
of k[̺n] is k0. Note that the condition e0 = ‖k0‖L1 ≥ m0 is automatically verified for
(n0, u0, k0) ∈M. We will see indeed that, for k0 = k[̺] with ̺ ∈ E+,
‖k0‖L1 = E(̺) ≥ min
A(n0)
E(σ) +
1
2
∫
Ω
n0|u0|2dx
≥ 1
2
(∫
Ω
|∇√n0|2dx+
∫
Ω
n0|u0|2dx
)
= m0.
The rest of the paper is devoted to the proof of our main theorem.
4 Proofs
We start with the proof of Theorem 3.1.
4.1 Proof of Theorem 3.1
We remark first that the set A(n0, u0, k0) is not empty by construction and address the
case ‖k0‖L1 > m0 first. Second, (3) and item (i) of Lemma 5.3 show that the entropy
S(̺) is bounded below by−C‖k0‖1/2L1 for any ̺ ∈ A(n0, u0, k0). We can therefore consider
a minimizing sequence (̺n)n∈N ⊂ A(n0, u0, k0) such that
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lim
n→∞
S(̺n) = inf
A(n0,u0,k0)
S. (8)
The sequence is bounded in E since
‖̺n‖E = Tr (̺n) + Tr
(√
H0̺n
√
H0
)
= ‖n0‖L1 + ‖k0‖L1 . (9)
According to Lemma 5.2 (i), it follows that, up to a subsequence, (̺n)n∈N converges
strongly in J 1 to a certain limit ̺. Then, item (ii) of Lemma 5.3 shows that S is
continuous for the weak-∗ topology on E+, that is, combining with (8),
S(̺) = lim
n→∞
S(̺n) = inf
A(n0,u0,k0)
S. (10)
Note in passing that the continuity of S for the minimizing sequences, and not just
the semi-lower continuity, is an important ingredient of the proof. The true question
following (10) is therefore whether ̺ ∈ A(n0, u0, k0) or not. This is clear for the first
two moments n[̺] and u[̺] as there is sufficient compactness, see e.g. [11, Theorem 2.1
and Theorem 4.3], and we have
n[̺] = n0 and u[̺] = u0.
The main difficult is therefore to show that k[̺] = k0. For this, the key ingredients are
Theorems 3.3 and 3.4. The starting point is the fact that, since
√
H0̺n
√
H0 is positive
and uniformly bounded in J 1 according to (9),√
H0̺n
√
H0 −→
√
H0̺
√
H0, weak-∗ in J 1, (11)
which is not enough to obtain k[̺] = k0, we would need for this weak convergence in J1
and not weak-∗ convergence. We will actually prove that (11) holds strongly in J1. To
this end, we have first from (3) and (11), together with Lemma 5.2,
‖k[̺]‖L1 ≤ lim inf
n→∞
‖k[̺n]‖L1 = ‖k0‖L1 .
If ‖k[̺]‖L1 = ‖k0‖L1 , we claim that we are done. In order to prove this, we will need
the following result:
Lemma 4.1 (Theorem 2.21 and addendum H of [16]) Suppose that Ak → A weakly
in the sense of operators and that ‖Ak‖J1 → ‖A‖J1. Then ‖Ak − A‖J1 → 0.
Then, since by hypothesis∥∥∥√H0̺n√H0∥∥∥
J 1
= ‖k[̺n]‖L1 = ‖k0‖L1 = ‖k[̺]‖L1 =
∥∥∥√H0̺√H0∥∥∥
J 1
,
and (11) holds, it follows from Lemma 4.1 that (we use here the fact that weak-∗
convergence in J1 implies the weak convergence in the sense of operators),√
H0̺n
√
H0 −→
√
H0̺
√
H0, strongly in J 1. (12)
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Then, according to Remark 2.2,
2‖k0 − k[̺]‖L1 = 2‖k[̺n]− k[̺]‖L1 = ‖∇̺n∇−∇̺∇‖J 1. (13)
Finally, it is not difficult to conclude from (12) and the strong convergence of ̺n to ̺
in J1, that the last term in (13) converges to zero as n→∞. Hence, we have obtained
that k0 = k[̺] if ‖k[̺]‖L1 = ‖k0‖L1. We therefore assume from now on that
e1 := ‖k[̺]‖L1 < ‖k0‖L1 =: e0,
and will prove a contradiction. To this end, since we assumed here that ‖k0‖L1 > m0,
it follows from Theorem 3.4, for j ∈ {0, 1}, that there exist Tj > 0, and a unique
̺j := ̺Tj ,n0,u0 , such that
̺j = argmin
A(n0,u0)∩Ag(ej)
S(σ).
Therefore, by construction,
e1 = E(̺1) = ET1 < e0 = E(̺0) = ET0 .
Theorem 3.3 then implies that T1 < T0, and also that S(̺1) > S(̺0). Since e1 =
‖k[̺]‖L1 , we have that ̺ ∈ A(n0, u0) ∩Ag(e1). Together with (10), this yields
S(̺1) ≤ S(̺) = inf
A(n0,u0,k0)
S(σ).
We will see that there is a contradiction above: by taking the infimum over nonnegative
functions k0 ∈ L1 (we denote this set by L1+) such that ‖k0‖L1 = e0, and by using
Lemma 4.2 below, we find
min
A(n0,u0)∩Ag(e1)
S(σ) = S(̺1) ≤ inf
k0∈L1+
‖k0‖L1=e0
inf
A(n0,u0,k0)
S(σ) = min
A(n0,u0)∩Ag(e0)
S(σ) = S(̺0),
which contradicts S(̺1) > S(̺0). Therefore, our starting hypothesis, namely ‖k0‖L1 >
‖k[̺]‖L1 , is false and we must have ‖k0‖L1 = ‖k[̺]‖L1 . As we have seen, this implies
that k0 = k[̺] and completes the proof of Theorem 3.1 in the case ‖k0‖L1 > m0 provided
we establish Lemma 4.2 below.
Lemma 4.2 Let e0 > m0. We have the equality
inf
k0∈L1+
‖k0‖L1=e0
inf
A(n0,u0,k0)
S(σ) = min
A(n0,u0)∩Ag(e0)
S(σ).
Proof. We will prove the two opposite inequalities to obtain the equality and start
with the direction ≤. First, by Theorem 3.4, there exists ̺0 := ̺T0,n0,u0 such that
̺0 = argmin
A(n0,u0)∩Ag(e0)
S(̺).
We show below the intuitive result that ̺0 minimizes S in A(n0, u0) with the local
energy constraint k[̺] = k[̺0], namely
inf
A(n0,u0,k[̺0])
S(σ) = min
A(n0,u0,k[̺0])
S(σ) = S(̺0). (14)
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Indeed, since ‖k[̺0]‖L1 = e0 and as a consequence A(n0, u0, k[̺0]) ⊂ A(n0, u0)∩Ag(e0),
we obtain
S(̺0) = min
σ∈A(n0,u0)∩Ag(e0)
S(σ) ≤ inf
σ∈A(n0 ,u0,k[̺0])
S(σ). (15)
Moreover, we have clearly ̺0 ∈ A(n0, u0, k[̺0]) and, hence,
inf
σ∈A(n0,u0,k[̺0])
S(σ) ≤ S(̺0). (16)
Combining (15) and (16), we obtain (14). Consider now the mapping G : L1+ → R,
given by, ∀k ∈ L1+,
G(k) := inf
A(n0,u0,k)
S(σ).
Using the fact that ‖k[̺0]‖L1 = e0 together with (14) and the definition of ̺0, we deduce
the inequality
inf
k0∈L1+
‖k0‖L1=e0
inf
A(n0,u0,k0)
S(σ) = inf
k0∈L1+
‖k0‖L1=e0
G(k0) ≤ G(k[̺0]) = S(̺0) = min
A(n0,u0)∩Ag(e0)
S(σ).
(17)
We now prove the reverse inequality to conclude the proof. For ‖k0‖L1 = e0, we have
A(n0, u0, k0) ⊂ A(n0, u0) ∩Ag(e0) and, thus,
min
A(n0,u0)∩Ag(e0)
S(σ) ≤ inf
A(n0,u0,k0)
S(σ).
By taking the infimum over k0, this leads to the following inequality
min
A(n0,u0)∩Ag(e0)
S(σ) ≤ inf
k0∈L1+
‖k0‖L1=e0
inf
A(n0,u0,k0)
S(σ),
which, combined with (17), concludes the proof of the Lemma.
We conclude the proof of Theorem 3.1 with the case ‖k0‖L1 = m0. Let σ ∈
A(n0, u0, k0) such that k0 = k[σ]. According to Theorem 3.4, there is only one such
σ, which reads σ = eif |√n0〉〈√n0|e−if , where f is defined in Theorem 3.2. This ends
the proof.
4.2 Proof of Theorem 3.2
Consider first the minimization problem (5) for any fixed T > 0. According to [10,
Theorem 2.1], the problem admits a unique solution that reads
̺T,n0 = exp
(
−HA
T
)
, HA = H0 + A, A ∈ H−1per, A real-valued. (18)
Above, the Hamiltonian HA is defined in the sense of quadratic forms on H
1
per. Denoting
by (ρp, φp)p∈N the spectral elements of ̺T,n0 , we can choose the eigenfunctions φp to be
real-valued since the chemical potential A is real. Besides, it is a classical fact, see e.g.
[1, Theorem A.2], that if ̺ ∈ E+, then the series defining u[̺] in (2) converges in L2.
Then, by (2),
n0u[̺T,n0] = 0. (19)
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We claim that the unique minimizer of FT in A(n0, u0) is
̺T,u0,n0 = e
if̺T,n0e
−if ,
for the f defined in the theorem. We prove this in two steps.
Step 1: ̺T,u0,n0 is admissible. We verify first that ̺T,u0,n0 ∈ E+. It is clear by
construction that ̺T,u0,n0 is a density operator if ̺T,n0 is one as well. We then check
that E(̺T,u0,n0) is finite. For this, we remark that if (ρp, φp)p∈N are the spectral elements
of ̺T,n0 , then (ρp, e
ifφp)p∈N are those of ̺T,u0,n0. By Remark 2.1, it suffices to verify that∑
p∈N
ρp‖∇(eifφp)‖2L2 <∞
to conclude that E(̺T,u0,n0) <∞. This is direct since∑
p∈N
ρp‖∇(eifφp)‖2L2 =
∑
p∈N
ρp‖∇φp‖2L2 +
∫
Ω
n0|u0|2dx, (20)
which is finite as ̺T,n0 ∈ E+ and u0 ∈ L2, n0 ∈ H1 ⊂ L∞. It is also clear that
n[̺T,u0,n0] = n[̺T,n0 ] = n0, and it remains to address the current contraint. This is
straightforward since
n[̺T,u0,n0]u[̺T,u0,n0] = ℑ
∑
p∈N
ρpe
−ifφ∗p∇(φpeif) = n[̺T,n0 ]u[̺T,n0] + n[̺T,n0]u0
= n0u0, (21)
thanks to (19). Hence, ̺T,u0,n0 belongs to A(n0, u0).
Step 2: ̺T,u0,n0 is the minimizer. Take any ̺ ∈ A(n0, u0). We can write
̺ = eife−if̺eife−if := eifσe−if ,
where by construction σ ∈ E+, n[σ] = n[̺], and u[σ] = 0 by a calculation similar as
(21). Furthermore, following (20), we have the relation
FT (̺) = FT (σ) +
1
2
∫
Ω
n0|u0|2dx.
Hence,
min
̺∈A(n0,u0)
FT (̺) = min
σ∈A(n0,0)
FT (e
ifσe−if )
≥ min
σ∈A(n0)
FT (e
ifσe−if)
= min
σ∈A(n0)
FT (σ) +
1
2
∫
Ω
n0|u0|2dx.
Since ̺T,n0 is the unique minimizer of FT in A(n0), it follows that
min
̺∈A(n0,u0)
FT (̺) ≥ F (̺T,n0) +
1
2
∫
Ω
n0|u0|2dx = FT (eif̺T,n0e−if )
≥ FT (̺T,u0,n0).
Since FT has a unique minimizer in A(n0, u0) and ̺T,u0,n0 ∈ A(n0, u0), this shows that
̺T,u0,n0 is this minimizer and ends the proof.
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4.3 Proof of Theorem 3.4
We start by fixing the local constraints n0 ∈ H2per, with n0 > 0, u0 ∈ L2(Ω), and
e0 > m0. For any T > 0, the minimization problem (4) admits a unique solution ̺T,n0,u0
thanks to Theorem 3.2. Then, it follows from Theorem 3.3 that E(̺T,n0,u0) is a strictly
increasing continuous function of T with limit m0 as T → 0. Hence, for any e0 > m0,
there exists a unique T0 > 0 such that
E(̺T0,n0,u0) = ET0 = e0.
We remark that T0 implicitly depends on e0, n0 and u0. By considering the minimization
problem (4) with T = T0, we deduce that
min
A(n0,u0)
FT0(̺) = FT0(̺T0,n0,u0) = e0 + T0S(̺T0,n0,u0).
Moreover, we have by construction that ̺T0,n0,u0 ∈ A(n0, u0) ∩ Ag(e0) and, hence,
FT0(̺T0,n0,u0) = min
A(n0,u0)
FT0(̺) ≤ inf
A(n0,u0)∩Ag(e0)
FT0(̺) ≤ FT0(̺T0,n0,u0),
which leads to the fact that
argmin
A(n0,u0)∩Ag(e0)
FT0(̺) = argmin
A(n0,u0)
FT0(̺) = ̺T0,n0,u0.
Thus, we obtain
argmin
A(n0,u0)∩Ag(e0)
S(̺) = argmin
A(n0,u0)∩Ag(e0)
(e0 + T0S(̺)) = argmin
A(n0,u0)∩Ag(e0)
FT0(̺) = ̺T0,n0,u0,
which gives a solution to the minimization problem (7). The uniqueness then follows
from the strict convexity of S in E+.
We conclude the proof with the case e0 = m0. Proceeding as in Step 2 of the proof
of Theorem 3.2, we can show that
min
A(n0,u0)
E(̺) = min
A(n0)
E(̺) +
1
2
∫
Ω
n0|u0|2dx.
Since E(·) and the constraints are linear in ̺, the minima above are unique. Then, a
direct calculation based on the Cauchy-Schwarz inequality shows that, for any ̺ ∈ E+,
1
2
‖∇
√
n[̺]‖2L2 ≤ E(̺). (22)
Finally, according the hypotheses on n0, we have that
√
n0 ∈ H1, so that the operator
|√n0〉〈√n0| is in A(n0). Together with (22), this means that
min
A(n0)
E(̺) =
1
2
‖∇√n0‖2L2 .
Therefore, for any σ ∈ A(n0, u0) with ‖k[σ]‖L1 = m0, we have
m0 = ‖k[σ]‖L1 = E(σ) ≥ min
A(n0)
E(̺) +
1
2
∫
Ω
n0|u0|2dx = m0.
Since the minimizer of E(·) in A(n0) is unique, there is only one such σ that reads, for
the f defined in Theorem 3.2, σ = eif |√n0〉〈√n0|e−if . This ends the proof of Theorem
3.4.
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4.4 Proof of Theorem 3.3
The proof comprises several steps that we list below:
1. Continuity of ET and ST .
2. Limit of ET as T → 0.
3. Penalization and uniform bounds.
4. Application of the implicit function theorem to obtain the differentiability with
respect to T .
5. Calculation of ∂TET and a proof that ET is nondecreasing.
6. Derivation of a relation between ∂TET and ∂TST , proof that ST is nonincreasing.
7. Strict increase of ET and −ST .
Step 1: ET and ST are continuous. For any T > 0, let ̺T := ̺T,u0,n0 be the unique
solution to problem (4), and consider a sequence {Tn}n≥0 ⊂ R∗+ such that Tn → T as
n → ∞. Without loss of generality, we assume that Tn ∈ [T−, T+], ∀n ≥ 0. We will
show first that
̺Tn −→
n→∞
̺T , strongly in J1, (23)
and will do so by bounding uniformly ̺Tn in E+. For this, denote by (ρp, φp)p∈N the spec-
tral elements of a density operator ̺ ∈ E+, where the eigenvalues ρp form a decreasing
sequence with limit zero. Then,
Tr
(
̺ log ̺
)
=
∑
p∈N
ρp log ρp ≤
∑
ρp≥1
ρp log ρp ≤ log ρ0
∑
ρp≥1
ρp
≤ ‖̺‖J1 log ‖̺‖L(L2) ≤ ‖̺‖J1 log ‖̺‖J1 . (24)
This, together with the facts that ̺Tn is the minimizer of FTn in A(n0, u0) and that
̺T+ ∈ A(n0, u0), leads to
FTn(̺Tn) ≤ FTn(̺T+) ≤ E(̺T+) + T+‖n0‖L1 log ‖n0‖L1. (25)
Furthermore, we have according to estimate (61) of Lemma 5.3,
E(̺Tn)− T+CE(̺Tn)1/2 ≤ E(̺Tn)− TnCE(̺Tn)1/2 ≤ E(̺Tn) + TnS(̺Tn) = FTn(̺Tn).
(26)
Combining (25) and (26), we deduce that E(̺Tn) is uniformly bounded. Thus, up to a
subsequence and following Lemma 5.2, ̺Tn converges strongly in J1 to a σ ∈ E+, which
remains to be identified. To do so, we use again Lemmas 5.2 and 5.3 to obtain that
E(σ) ≤ lim inf
n→∞
E(̺Tn) and TS(σ) = lim
n→∞
TnS(̺Tn).
The latter result shows that ST is continuous. For the continuity of ET , we deduce from
what is above that
FT (σ) ≤ lim inf
n→∞
FTn(̺Tn) ≤ lim sup
n→∞
FTn(̺Tn) ≤ lim sup
n→∞
FTn(̺T ) = FT (̺T ).
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Above, we used the fact that ̺Tn is the minimizer of FTn in A(u0, n0), which shows that
FTn(̺Tn) ≤ FTn(̺T ) since ̺T ∈ A(n0, u0). Since the minimizer of FT in A(n0, u0) is
unique, we conclude that σ = ̺T , and that the entire sequence converges, which yields
(23). Finally, the previous string of inequalities implies the continuity of FT (̺T ), which,
since we have seen above that ST is continuous, yields that ET is continuous.
Step 2: The limit T → 0. The first part is to show that the free energy of a minimizer
over A(n0, u0) converges as T → 0 to the minimum of the kinetic energy over A(n0, u0).
For this, estimate (24), together with item (i) of Lemma 5.3 and the use of the Young
inequality, yields, for some C1 and C2 positive and independent of ̺,
E(̺)(1− C1T )− C2T ≤ FT (̺) ≤ E(̺) + T‖̺‖J1 log ‖̺‖J1, ∀̺ ∈ E+.
Then,(
min
A(n0,u0)
E(̺)
)
(1−C1T )−C2T ≤ min
A(n0,u0)
FT (̺) ≤
(
min
A(n0,u0)
E(̺)
)
+T‖n0‖L1 log ‖n0‖L1,
and, as a consequence,
lim
T→0
min
A(n0,u0)
FT (̺) = min
A(n0,u0)
E(̺).
Furthermore, if (Tn)n∈N is any decreasing sequence with limit zero and Tn ≤ 1, we
can show as in Step 1 that (̺Tn,n0,u0)n∈N is uniformly bounded in E+, which implies in
particular that
lim
n→∞
min
A(n0,u0)
FTn(̺) = lim
n→∞
FTn(̺Tn,n0,u0) = lim
n→∞
E(̺Tn,n0,u0) = min
A(n0,u0)
E(̺).
It thus remains to characterize the minimum of the energy over A(n0, u0), which, as we
have seen at the end of the proof of Theorem 3.4, is m0. This concludes the proof of
(6).
Step 3: The penalized problem. We remark once again that, according to (20),
we have
E(̺T,n0,u0) = E(̺T,n0) +
1
2
∫
Ω
n0|u0|2dx,
which means that we only need to consider ̺T,n0 to study the monoticity of E(̺T,n0,u0)
since n0 and u0 are independent of T . Consider now the penalized functional
Fε(̺) := FT (̺) +
1
2ε
‖n[̺]− n0‖2L2 .
The main properties of Fε that we need are the following, see [10] for the details: first,
Fε admits a unique minimizer in E+ that we denote by ̺ε; furthermore, for all T > 0
and all n0 ∈ H1per, ̺ε converges to ̺T,n0 strongly in E as ε → 0. Also, ̺ε admits the
expression
̺ε = exp
(
−H0 + Aε
T
)
, Aε =
n[̺ε]− n0
ε
∈ H1per.
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Note that the relation between Aε and ̺ε is linear and fairly simple. This is the main
reason for introducing the penalized problem, and will allow us to establish the differ-
entiability of ̺ε with respect to T . We have also an estimate of the form (this follows
from a similar calculation as (26)),
‖̺ε‖E ≤ C(1 + T 2), (27)
which also holds for ̺T,n0 . We have finally
‖n[̺ε]− n[̺T,n0 ]‖2L2 ≤ Cε(1 + T 2). (28)
With the purpose of deriving estimates uniform in ε, it is shown in [12, Proposition
4.1], that the chemical potential Aε can be written as (accounting for T and the factor
1/2 in the free Hamiltonian), with nε = n[̺ε],
Aε =
1
nε
(
1
4
∆n[̺ε] +
1
2
n[∇̺ε∇] + Tn[̺ε log ̺ε]
)
. (29)
The latter expression has to be understood in H−1per since we only know at this stage
that ̺ε ∈ E+ and therefore that nε ∈ H1per by (58). The main result of this section is
the estimate below, that will be crucial when passing to the limit: for all T ∈ [T1, T2],
‖Aε‖L2 ≤ C. (30)
The constant C depends on the interval [T1, T2] but not on T . In order to prove (30),
we write n[̺ε] = εAε + n0 and find from (29),∫
Ω
nε(Aε)
2dx+
ε
4
∫
Ω
(∇Aε)2 dx =
(
1
4
∆n0 +
1
2
n[∇̺ε∇] + Tn[̺ε log ̺ε], Aε
)
. (31)
Since ̺ε converges strongly to ̺ in E , we can conclude from (58) and a Sobolev em-
bedding that the respective local densities converge strongly in C0([0, 1]). In particular,
with the Gagliardo-Nirenberg estimate
‖u‖C0([0,1]) ≤ C‖u‖1/2L2 ‖u‖1/2H1 ,
we find from (28), (58) and (27),
‖nε − n0‖C0([0,1]) ≤ C(1 + T 2)1/4+3/8ε1/4.
For T ≤ T2, and since n0 is uniformly bounded from below by a strictly positive constant,
we have, for ε sufficiently small,
nε(x) ≥ C > 0, ∀x ∈ [0, 1], (32)
where C does not depend on T . Besides, for (ρp,ε, φp,ε)p∈N the spectral elements of ̺ε,
‖n[∇̺ε∇]‖L2 ≤
∑
p∈N
ρp,ε‖∇φp,ε‖2L4 ,
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that we need to control uniformly. For this, we realize first that ̺ε is uniformly bounded
in E since it converges to ̺ in E . Then, according to Lemma 5.5,
Tr (H0̺εH0) ≤ C(1 + T 2)
(
1 + (1 + ‖Aε‖2L2)‖̺ε‖E
) ≤ C(1 + T 2)(1 + ‖Aε‖2L2). (33)
By the Gagliardo-Nirenberg inequality
‖ϕ‖L4 ≤ C‖ϕ‖3/4L2 ‖ϕ‖1/4H1 ,
we find, together with (33) and the Cauchy-Schwarz inequality, that
‖n[∇̺ε∇]‖L2 ≤ C‖̺ε‖3/4E (‖̺ε‖E + Tr (H0̺εH0))1/4
≤ C(1 + T 2)1/4 (1 + ‖Aε‖2L2)1/4 . (34)
In the same way,
‖n[̺ε log ̺ε]‖L2 ≤
∑
p∈N
|ρp,ε log ρp,ε|‖φp,ε‖2L4 (35)
≤
(∑
p∈N
ρp,ε| log ρp,ε|4/3
)3/4(∑
p∈N
ρp,ε‖∇φp,ε‖2L2
)1/4
.
Since ‖̺ε‖J1 ≤ C0, we have that ρp,ε ≤ C0, ∀p ∈ N. Then, for x ∈ [0, C0], there exists
C such that x| log x|4/3 ≤ Cx2/3 for instance. According to Lemma 5.4 for the second
inequality below, we find∑
p∈N
ρp,ε| log ρp,ε|4/3 ≤ CTr(̺2/3ε ) ≤ C‖̺ε‖2/3E .
This shows that n[̺ε log ̺ε] is bounded in L
2 independently of ε. We are now ready to
conclude. Going back to (31), using (32) together with (34), yields
‖Aε‖L2 ≤ C
(
1 + ‖∆n0‖L2 + T + (1 + T 2)1/4(1 + ‖Aε‖2L2)1/4
)
.
Since ∆n0 ∈ L2 by the hypotheses, an homogeneity argument for any T ∈ [T1, T2] leads
to (30).
Step 4: ̺ε is differentiable with respect to T . We prove in this section that the
penalized solution ̺ε is differentiable w.r.t. the temperature T . Since the parameter
ε plays no role here, we set it to one to ease notation. We will also use the standard
shorthand β = 1/T . We start by recalling the implicit function theorem on Banach
spaces.
Theorem 4.3 Let X, Y, Z be three Banach spaces and f : X × Y → Z be a con-
tinuously Fre´chet differentiable mapping. If (x0, y0) ∈ X × Y , f(x0, y0) = 0 and
y 7→ Df(x0, y0)(0, y) is a Banach space isomorphism from Y onto Z, then there ex-
ist neighbourhoods U of x0 and V of y0 and a Fre´chet differentiable function g : U → V
such that f(x, g(x)) = 0, and f(x, y) = 0 if and only if y = g(x), for all (x, y) ∈ U × V .
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Consider the functional I defined formally by
I(β, ̺) := ̺− e−β(H0+A[̺]), A[̺] := n[̺]− n0.
By construction, we have I(β, ̺ε) = 0 for any β > 0, and we will show that I is contin-
uously differentiable on R∗+ × E . We start with the continuity of I.
Step 4a: The functional I is continuous from R∗+ × E to E . We prove first that I is
continuous from R∗+×E to L(L2). For this, consider a sequence (βk, ̺k)k∈N ⊂ [β0, β1]×E
such that
(βk, ̺k) −→
k→+∞
(β, ̺), in [β0, β1]× E . (36)
Estimate (58) of Lemma 5.1 shows that A[̺k] is uniformly bounded in H
1, which,
together with a Sobolev embedding, yields
A[̺k] −→
k→+∞
A[̺], strongly in L∞. (37)
For any ̺ ∈ E , define then the self-adjoint operator H [̺] := H0+A[̺] with domain H2per
(equipped with its usual norm, which is equivalent to (‖ϕ‖2L2 + ‖(H0 + A[̺])ϕ‖2L2)1/2
since A[̺] ∈ L∞). Write then
βH [̺]− βkH [̺k] = (β − βk)H [̺] + βk(H [̺]−H [̺k]) := ak + bk.
From (36) and (37), we have
sup
‖ϕ‖
H2per
=1
(‖akϕ‖L2 + ‖bkϕ‖L2) −→
k→+∞
0,
which, according to [14], Theorem 8.25, item (b), yields the convergence of βkH [̺k] to
βH [̺] in the norm resolvent sense. In turn, we conclude from [14, Theorem 8.20, item
(a)], that ∥∥e−βkH[̺k] − e−βH[̺]∥∥
L(L2)
−→
k→+∞
0, (38)
which proves the continuity of I from R∗+ × E to L(L2).
We address now the continuity in E using compactness arguments. First, the op-
erator H [̺k] has a compact resolvent and denote by (λm[̺k], φm[̺k])m∈N its spectral
elements. The min-max principle yields the inequality
γm − ‖A[̺k]‖L∞ ≤ λm[̺k] ≤ γm + ‖A[̺k]‖L∞ , (39)
where the γm are the eigenvalues of H0, which, counting muliplicities, read γ0 = 0,
γ2k = γ2k−1 = 2(πk)
2 for k ≥ 1. We also have the direct estimate, using (37),
‖∇φm[̺k]‖2L2 ≤ 2λm[̺k] + 2‖A[̺k]‖L∞ + C ≤ Cγm + C.
This then yields, for σk = exp(−βkH [̺k]),
Tr
(√
H0σk
√
H0
)
=
∑
m∈N
e−βkλm[̺k]‖∇φm[̺k]‖2L2 ≤ C
∑
m∈N
e−β0(Cγm+C)(1+γm) ≤ C. (40)
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Since σk is positive, this shows that σk is uniformly bounded in E . Using (33), we obtain
from (37) and (40) the estimate
Tr (H0σkH0) ≤ C.
This, together with Lemma 5.2 item (ii) and (38), shows that σk converges strongly
in E to e−βH[̺]. This proves the continuity from R∗+ × E to E . We address now the
differentiability.
Step 4b: Differentiability of I. With the representation
e−βH[̺] =
1
2iπ
∫
γ
e−βz(z −H [̺])−1dz,
a direct calculation shows that the Fre´chet derivative of I with respect to ̺ ∈ E , in the
direction σ ∈ E and at the point (β, ̺), reads
DI[β, ̺](σ) = σ − 1
2iπ
∫
γ
e−βz(z −H [̺])−1n[σ](z −H [̺])−1dz =: σ − Z[β, ̺](σ).
Above, γ is a smooth contour in the complex plane, symmetric around the real axis,
and defined as follows: for some M > 0, denote by BM the ball {̺ ∈ E , ‖̺‖E ≤ M}.
Then, by estimate (57), there is a constant cM > 0 such that
‖A[̺]‖L∞ ≤ ‖n[̺]‖L∞ + ‖n0‖L∞ ≤ C‖̺‖E + ‖n0‖L∞ ≤ cM .
For all ̺ ∈ BM , and denoting by Sp(H [̺]) the spectrum of H [̺] equipped with the
domain H2per, we have
Sp(H [̺]) ⊂ [−cM ,∞).
Fix r = cM + 1. The contour γ is then written as γ = γ1 ∪ γ2 ∪ γ3, where γ2 = {z ∈
C, z = reiθ, θ /∈ (−π/4, π/4)}, where γ3 is a broken line starting at reiπ/4 and going
to the infinity with an angle θ0 ∈ (0, π/2), and γ1 is the symmetric of γ3 with respect
to the real axis. The contour γ is oriented from the positive to the negative imaginary
parts. See [15, page 249] for a depiction of a similar contour. By construction of γ,
there exists then mM > 0 such that
‖(z −H [̺])−1‖L(L2) ≤ mM , ∀z ∈ γ, ∀̺ ∈ BM . (41)
We will prove that the derivative DI[β, ̺] is continuous from R∗+ × E to L(E) (the
space of bounded operator from E to E). For this, we clearly only need to work with
Z[β, ̺], and we will proceed as in the proof of continuity of I: we show first the continuity
from R∗+ × E to L(E ,L(L2)), and then prove some uniform estimates and proceed by
compactness. A key ingredient is the following lemma:
Lemma 4.4 There exists CM,β0,β1 > 0 such that, for all ̺ ∈ BM and any β ∈ [β0, β1],
we have
Tr
(
(1 +H0)
3/4|Z[β, ̺](σ)|(1 +H0)3/4
)
≤ CM,β0,β1‖n[σ]‖L∞ , ∀σ ∈ E .
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The proof is postponed to the end of the section. As announced, we start with
the continuity from R∗+ × E to L(E ,L(L2)). Consider then a sequence (βk, ̺k)k∈N ⊂
[β0, β1] × E as in (36) and such that ‖̺k‖E ≤ M0, for some M0 > 0 independent of k.
We choose the constant M in the construction of the contour γ such that M ≥ M0 and
‖̺‖E ≤M so that we can use the same contour γ for both ̺ and ̺k. We write
Z[βk, ̺k]− Z[β, ̺] = Rk,1 +Rk,2,
where
Rk,1(σ) =
1
2iπ
∫
γ
(
e−βkz − e−βz) (z −H [̺k])−1n[σ](z −H [̺k])−1dz
Rk,2(σ) =
1
2iπ
∫
γ
e−βzRk[z]dz
and
Rk[z](σ) = (z −H [̺k])−1n[σ](z −H [̺k])−1 − (z −H [̺])−1n[σ](z −H [̺])−1.
Using (57) to bound ‖n[σ]‖L∞ by ‖σ‖E , we find from (41) that
‖Rk,1(σ)‖L(L2) ≤ C‖σ‖E
∫
γ
∣∣e−βkz − e−βz∣∣ dz.
Since |e−βz − e−βkz| ≤ e−β|z| + e−β0c|z|, for all βk ∈ [β0, β1] and for some constant c that
depends on the contour γ, it follows from dominated convergence that
‖Rk,1[̺]‖L(E,L(L2)) −→
k→+∞
0.
Regarding Rk,2, we have
‖Rk,2(σ)‖L(L2) ≤ C‖σ‖E
∫
γ
∣∣e−βz∣∣ ∥∥(z −H [̺])−1 − (z −H [̺k])−1∥∥L(L2) dz.
Since βkH [̺k] converges to βH [̺k] in the norm resolvent sense as proved in Step 4a,
and as a consequence H [̺k] to H [̺], it follows that
‖(z −H [̺])−1 − (z −H [̺k])−1‖L(L2) −→
k→+∞
0, ∀z ∈ γ.
This, together with (41) and dominated convergence, shows that Rk,2 converges strongly
to zero in L(E ,L(L2)) as k →∞. We have therefore obtained the continuity of Z[β, ̺]
from R∗+ × E to L(E ,L(L2)), that is
‖Z[βk, ̺k]− Z[β, ̺]‖L(E,L(L2)) −→
k→+∞
0. (42)
We now prove the continuity from R∗+×E to L(E). Lemma 4.4 implies that, ∀k ∈ N,
Tr
(
(I +H0)
3/4|Z[βk, ̺k](σ)|(1 +H0)3/4
)
≤ CM,β0,β1‖σ‖E , ∀σ ∈ E .
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Fix σ ∈ E . Applying item (ii) of Lemma 5.2 together with (42), we can conclude that
Z[βk, ̺k](σ) converges to Z[β, ̺](σ) strongly in E . This holds for all σ ∈ E , and provides
us with the pointwise convergence of Z[βk, ̺k].
The convergence in L(E) follows from a standard ε/3 argument: denote by BE the
unit ball of E , which is compact for the the weak-∗ topology. It is metrizable since
the space of compact operators on L2 is separable, and denote by dE an associated
metric. From the pointwise convergence, one can construct by a diagonal argument a
subsequence such that Z[βk, ̺k](σ) → Z[β, ̺](σ) strongly in E for all σ in a countable
dense subset of BE for the metric dE . Since we have some equicontinuity from Lemma
4.4, i.e.
‖Z[β, ̺](σ)‖E ≤ CM,β0,β1‖n[σ]‖L∞ , ∀̺ ∈ BM , ∀β ∈ [β0, β1],
it suffices to show that the map σ → n[σ] is continuous from BE equipped with dE to
the space L∞ to conclude the ε/3 argument. This is direct: take σ ∈ BE and a sequence
σp ∈ BE such that dE(σ, σp) → 0. The sequence n[σp] is then uniformy bounded in H1
by (58), and as a consequence of classical Sobolev embeddings, there is a subsequence
such that n[σp] converges to some n strongly in L
∞. According to Lemma 5.2 (i),
there is a subsequence such that σp converges to σ strongly in J1, which implies that
n[σp] → n[σ] strongly in L1. Hence, n = n[σ], and we have obtained a subsequence
such that n[σk] → n[σ] in L∞ when dE(σk, σ) → 0. The fact that the entire sequence
converges follows from the uniqueness of the limit. As a conclusion of the ε/3 argument,
we have just obtained that
sup
σ∈BE
‖Z[βk, ̺k](σ)− Z[β, ̺](σ)‖E −→
k→+∞
0,
which ends the proof of continuity of DI.
The proof that ∂βI(β, ̺) = −H [̺]e−βH[̺] is continuous from R∗+ × E to E is similar
to the proof of continuity of I and is omitted.
Step 4c: the implicit function theorem. Recalling that ̺ε is the unique minimizer of Fε
with temperature T = 1/β, it remains to prove that σ → DI[β, ̺ε](σ) is an isomorphism
in E in order to apply the implicit function theorem. For this, set the constant M in the
definition of the contour γ such that ̺ε ∈ BM , and remark that Lemma 5.2 (ii) together
with Lemma 4.4 imply that the operator σ → Z[β, ̺ε](σ) is compact in E . We can then
apply the Fredholm alternative, and we only need to show the injectivity to obtain the
invertibility. Suppose then that for some non zero σ ∈ E ,
DI[β, ̺ε](σ) = 0. (43)
Assume for the moment that, with n[σ] ∈ L∞,
Tr (Z[β, ̺ε](σ)n[σ]) ≤ 0, ∀σ ∈ E . (44)
Then,
0 = Tr (DI[β, ̺ε](σ)n[σ]) = ‖n[σ]‖2L2 − Tr (Z[β, ̺ε](σ)n[σ]) ≥ ‖n[σ]‖2L2 .
This shows that n[σ] = 0, and as a consequence Z[β, ̺ε](σ) = 0, and by (43), σ = 0.
This yields that σ → DI[β, ̺ε] is an isomorphism in E . An application of the implicit
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function theorem then shows that ̺ε is differentiable in a neighborhood of β. Since
β is arbitrary and ̺ε is uniquely defined for all β ∈ R∗+, we can finally conclude that
̺ε ∈ C1(R∗+, E).
It remains to prove (44) and Lemma 4.4 to conclude this section.
Proof of (44). Using standard complex analysis, one finds that Z[β, ̺ε] admits the
expression, for all σ ∈ E and all ϕ ∈ L2,
Z[β, ̺ε](σ)ϕ =
+∞∑
m,k=0
ςm,kφk
(
φk, n[σ]φm
)(
φm, ϕ
)
, (45)
where
ςm,k :=

 −βe
−βλk , if λk = λm,
e−βλk−e−βλm
λk−λm
, if λk 6= λm,
and (λk, φk)k∈N are the spectral elements of H [̺ε]. According to Lemma 5.6, the series
above is absolutely convergent in L2. Since Z[β, ̺ε](σ) is trace class and n[σ] ∈ L∞,
then (45) shows that
Tr (Z[β, ̺ε](σ)n[σ]) =
+∞∑
m,k=0
ςm,k[̺]
∣∣(φk[̺], n[σ]φm[̺])∣∣2 ,
which is nonpositive.
Proof of Lemma 4.4. First of all, for all σ ∈ E , the operator Z[β, ̺](σ) is self-adjoint on
L2, and its definition shows that
Z[β, ̺](σ) = Z+ − Z−,
where
Z± =
1
2iπ
∫
γ
e−βz(z −H [̺])−1n∓[σ](z −H [̺])−1dz ≥ 0,
for n±[σ] the positive and negative parts of n[σ]. Then, for W = Z+ + Z− ≥ 0 with
W = − 1
2iπ
∫
γ
e−βz(z −H [̺])−1|n[σ]|(z −H [̺])−1dz,
we have
Tr
(
(I +H0)
3/4|Z[β, ̺](σ)|(I +H0)3/4
) ≤ Tr ((I +H0)3/4W (I +H0)3/4) .
The last inequality is simply a consequence of the triangle inequality in the space
J 1(H3/2) when H3/2 is equipped with the norm
‖ϕ‖H3/2 = ‖(I +H0)3/4ϕ‖L2 .
In order to justify some calculations, we will work with the operator Zη that is introduced
below:
Zη := RηWRη, Rη = (I + ηH0)
−2.
22
Note first that the operator
Wη := (I +H0)
3/4Rη(z −H [̺])−1|n[σ]|(z −H [̺])−1Rη(I +H0)3/4
is trace class, uniformly in z ∈ γ, as, using (41),
‖Wη‖J1 ≤ ‖n[̺]‖L∞‖(z −H [̺])−1‖2L(L2)‖(I +H0)3/4Rη‖2J2 ≤ Cη.
This will allow us to exchange operator traces and integrals over z. Since Rη(I +H0)
3/4
is a bounded operator and Rη and H0 commute, we have
Tr
(
(I +H0)
3/4Zη(I +H0)
3/4
)
= − 1
2iπ
∫
γ
e−βzTr
(
R2η(I +H0)(z −H [̺])−1|n[σ]|(z −H [̺])−1
√
I +H0
)
dz
:= F1 + F2,
where
F1 =
1
2iπ
∫
γ
e−βzTr
(
R2η|n[σ]|(z −H [̺])−1
√
I +H0
)
dz
F2 =
1
2iπ
∫
γ
e−βzTr
(
R2η(A[̺]− z − 1)(z −H [̺])−1|n[σ]|(z −H [̺])−1
√
I +H0
)
dz.
For u = exp(−βH [̺]) and exchanging again trace and integral, F1 admits the simple
expression
F1 = Tr
(
R2η|n[σ]|u
√
I +H0
)
,
that can be controlled by
|F1| ≤ ‖n[σ]‖L∞‖R2η‖L(L2)‖u
√
I +H0‖J1 ≤ C‖n[σ]‖L∞‖u‖E .
With ̺ ∈ BM , a similar estimate as (40) shows that ‖u‖E can be bounded by some
constant that depends on M , so that |F1| ≤ CM‖n[σ]‖L∞ . Regarding F2, we have
|F2| ≤ C
∫
γ
dz|e−βz|‖A[̺]−z−1‖L∞‖n[σ]‖L∞‖(z−H [̺])−1‖J1‖(z−H [̺])−1
√
I +H0‖L(L2).
Following (39), we have that λm[̺] behaves like m
2 for large m. As a consequence, for
any z ∈ γ and any ̺ ∈ BM ,
‖(z −H [̺])−1‖J1 =
∑
m≥0
|z − λm[̺]|−1 ≤ CM ,
where CM is independent of z. Also, since z ∈ γ, ̺ ∈ BM and A[̺] ∈ L∞, the operator
(z − H [̺])−1 is bounded from L2 to H2per uniformly in z and in ̺. This shows that
(z − H [̺])−1√I +H0 is bounded in L(L2) independently of z and ̺ when z ∈ γ and
̺ ∈ BM . As a consequence, for any β ∈ [β0, β1],
|F2| ≤ CM‖n[σ]‖L∞
∫
γ
dz|e−βz|(1 + |z|) ≤ CM,β0,β1‖n[σ]‖L∞ .
At this point, we have therefore proven that
Tr
(
(I +H0)
3/4Zη(I +H0)
3/4
) ≤ CM,β0,β1‖n[σ]‖L∞ .
Since Zη converges to W strongly in L(L2) as η → 0, the above bound ends the proof
of the lemma by semi-lower continuity of the trace norm.
Everything is now in place to study to the monotonicity of the kinetic energy.
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Step 5: The kinetic energy is increasing. We use the notation of Step 3, namely
̺ε is the unique minimizer of the penalized functional Fε with ̺ε = exp(−Hε/T ), Hε =
H0 +Aε. We will keep implicit the dependency of ̺ε and Aε on T to simplify notation,
and introduce
Eε,T := E(̺ε).
We know from Step 4 that the derivative of ̺ε with respect to T is continuous and
belongs to E . We will need to regularize though to properly use the cyclicity of the
trace and introduce for this the operator Rη = (I + ηH0)
−2. We have first
Eε,T = Tr
(√
H0̺ε
√
H0
)
= lim
η→0
Tr
(
Rη
√
H0̺ε
√
H0Rη
)
:= lim
η→0
Eη.
Indeed, since ∂T̺ is self-adjoint, we can decompose it into positive and negative parts,
i.e. ∂T̺ = B+ − B−, with B± ≥ 0, B+B− = B−B+ = 0, and |∂T̺| = B+ + B−. Since
B± ∈ E+ for all T > 0, it then follows easily that
Tr
(√
H0B±
√
H0
)
= lim
η→0
Tr
(
Rη
√
H0B±
√
H0Rη
)
.
Using the cyclicity of the trace and the fact that Rη and H0 commute, we find
∂TEη = Tr
(
R2ηH0∂T̺ε
)
= Tr
(
R2ηHε∂T̺ε
)− Tr (R2ηAε∂T̺ε)
= Tr
(
R2η (Hε − T∂TAε) ∂T̺ε
)− Tr (R2η (Aε − T∂TAε) ∂T̺ε) .
Above, ε∂TAε = n[∂T̺ε] is well-defined in L
∞ thanks to (57) since ∂T̺ε ∈ E . Our
first task is to pass to the limit η → 0 to recover ∂TEε,T . Since Aε and ∂TAε belong
to L∞ and ∂T̺ε is trace class, the only term requiring attention is the first one in the
r.h.s. above. For this, and following the expression of the differential of the functional
I defined in Step 4, we have
∂T̺ε =
1
T 2
Hε̺ε − 1
2πi
∫
γ
e−
z
T (z −Hε)−1∂TAε(z −Hε)−1dz
=: G1,ε +G2,ε.
The first term G1,ε is such that HεG1,ε ∈ J1 and therefore poses no issue in the limit
η → 0. Regarding the second one, we write
HεG2,ε = − 1
2πi
∫
γ
e−
z
T (G1(z) + G2(z)) dz,
with
G1(z) = −∂TAε(z −Hε)−1
G2(z) = z(z −Hε)−1∂TAε(z −Hε)−1.
Both G1 and G2 are trace class since ∂TAε ∈ L∞ and (z−Hε)−1 is trace class as we saw
in the proof of Lemma 4.4. Besides, G1 is uniformly bounded in J1 w.r.t. z and G2 is
bounded by |z| in J1. This shows that HεG2,ε ∈ J1, and as a consequence we can pass
to the limit η → 0 and obtain that
∂TEε,T = Tr ((Hε − T∂TAε) ∂T̺ε)− Tr ((Aε − T∂TAε) ∂T̺ε) .
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By using
Tr
(
Aε∂T̺ε
)
=
(
Aε, n[∂T̺ε]
)
= ε∂T‖Aε‖2L2
Tr
(
∂TAε∂T̺ε
)
=
(
∂TAε, n[∂T̺ε]
)
= ε‖∂TAε‖2L2 ,
we deduce that
∂TEε,T + ε∂T‖Aε‖2L2 − εT‖∂TAε‖2L2
= Tr (HεG1,ε) + Tr (HεG2,ε)− TTr (∂TAεG1,ε)− TTr (∂TAεG2,ε)
=: T1,ε + T2,ε + T3,ε + T4,ε.
The key observation is that T2,ε + T3,ε = 0, while T1,ε + T4,ε ≥ 0. Indeed, with the
definition of G1 and G2 above, we have first that
− 1
2πi
Tr
(∫
γ
e−
z
T G1(z)dz
)
= Tr
(
∂TAε̺ε
)
.
On the other hand, since we have seen that G2 has sufficient regularity, we can exchange
trace and integral to arrive at
− 1
2πi
Tr
(∫
γ
e−
z
T G2(z)dz
)
= − 1
2πi
∫
γ
ze−
z
T Tr
(
(z −Hε)−1∂TAε(z −Hε)−1
)
dz
= − 1
2πi
∫
γ
ze−
z
T Tr
(
∂TAε(z −Hε)−2
)
dz
= − 1
2πi
Tr
(
∂TAε
∫
γ
ze−
z
T (z −Hε)−2dz
)
. (46)
If f(x) = xe−x/T , then standard complex analysis shows that the complex integral above
is just f ′(Hε), that is ̺ε −Hε̺ε/T . This means that
Tr
(
HεG2,ε
)
=
1
T
Tr
(
∂TAεHε̺ε
)
= TTr
(
∂TAεG1,ε
)
,
which proves the claim that T2,ε + T3,ε = 0. The fact that T 2T1,ε = Tr (H2ε̺ε) ≥ 0 is
clear. The fact that T4,ε ≥ 0 is an easy consequence of (44) with σ = ∂T̺ε. At this
stage, we have therefore arrived at
∂TEε,T ≥ −ε∂T ‖Aε‖2L2. (47)
Integrating the previous inequality and expliciting the dependency of Aε on T , we find,
∀T2 ≥ T1 > 0,
Eε,T2 − Eε,T1 ≥ −ε
(‖Aε,T2‖2L2 − ‖Aε,T1‖2L2) .
As claimed at the beginning of Step 3, we have, for all T > 0 and all n0 ∈ H1per,
Eε,T −→
ε→0
E(̺T,n0),
which, thanks to the crucial uniform bound (30), leads to
E(̺T2,n0) ≥ E(̺T1,n0), ∀T2 ≥ T1 > 0. (48)
Note that there is no information about ∂TE(̺T,n0) since we do not have the uniform
estimates required to pass to the limit in (47). We derive in the next step a relation
between the energy and the entropy that will allows us to prove that the energy is
strictly increasing and the entropy strictly decreasing.
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Step 6: Relation between the derivatives of the kinetic energy and the en-
tropy, and decrease of the entropy. For any T > 0 and ̺ε,T the unique minimizer
of the penalized problem (we make explicit here the dependency of ̺ε, Fε and Aε w.r.t.
T since it will be needed further), the goal of this section is to prove the following
relation,
d
dT
E(̺ε,T ) = T
d
dT
S(̺ε,T ) + ε
d
dT
‖Aε,T‖2L2, (49)
or more exactly an integrated version of it that will be more useful when passing to the
limit ε → 0. We will see that expression (49) is a consequence of standard calculus of
variations arguments. Consider first the penalized free energy Fε,T (̺ε,T ) that we aim
to differentiate w.r.t. T . Since we have proved in Step 4 that for any T > 0, ̺ε,T
is continuously differentiable w.r.t. T with values in E , it follows that E(̺ε,T ) and
‖n[̺ε,T ]− n0‖2L2 are differentiable, and we have
d
dT
E(̺ε,T ) = Tr
(√
H0∂T̺ε
√
H0
)
<∞
1
2ε
d
dT
‖n[̺ε,T ]− n0‖2L2 =
1
ε
(n[∂T̺ε], n[̺ε]− n0) <∞.
In particular, the last term can be recast as, using the definition of Aε,
1
2ε
d
dT
‖n[̺ε,T ]− n0‖2L2 =
ε
2
d
dT
‖Aε,T‖2L2 .
We have the following lemma, whose proof is postponed to the end of the section:
Lemma 4.5 The derivative of S(̺ε,T ) with respect to T is well-defined for all T > 0.
The above lemma shows that the Gaˆteaux derivative of S at ̺ε,T in the direction ∂T̺ε,T
is well-defined, as a consequence so does that of Fε,T . We are now ready to conclude.
We have first on the one hand,
d
dT
Fε,T (̺ε,T ) =
d
dT
E(̺ε,T ) + T
d
dT
S(̺ε,T ) + S(̺ε,T ) +
1
2
d
dT
‖n[̺ε,T ]− n0‖2L2 . (50)
On the other hand, since ̺ε,T is the minimizer of Fε,T , we have DFε,T [̺ε,T ](∂T̺ε,T ) = 0,
and as a consequence
d
dT
Fε(̺ε,T ) = DFε[̺ε,T ](∂T̺ε,T ) + S(̺ε,T ) = S(̺ε,T ). (51)
Combining (51) with (50), we find (49). After integration, the latter becomes
E(̺ε,T2)−E(̺ε,T1) = T2S(̺ε,T2)−T1S(̺ε,T1)−
∫ T2
T1
S(̺ε,T )dT + ε‖Aε,T2‖2L2 − ε‖Aε,T1‖2L2.
We have already mentioned that ̺ε,T converges to ̺T,n0 strongly in E for all T > 0,
so that E(̺ε,T ) converges to E(̺ε,T ) for all T > 0. An application of Lemma 5.3 (ii)
shows that S(̺ε,T ) converges to S(̺ε,T ). We then pass to the limit in the integral using
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dominated convergence and estimate (53) further. Using (30), we arrive at, for all
T2, T1 > 0,
E(̺T2,n0)− E(̺T1,n0) = T2S(̺T2,n0)− T1S(̺T1,n0)−
∫ T2
T1
S(̺T,n0)dT. (52)
This is one of the main results of this section. The other one concerns the fact that the
entropy is nonincreasing. Indeed, combining (49) and (47), we arrive at
d
dT
S(̺ε,T ) ≥ −2ε 1
T
d
dT
‖Aε,T‖2L2 .
Integrating, we find, for all T2 ≥ T1 > 0,
S(̺ε,T2)− S(̺ε,T1) ≥ −2ε
[‖Aε,T‖2L2
T
]T2
T1
− 2ε
∫ T2
T1
‖Aε,T‖2L2
T 2
dT.
Sending ε to zero with estimate (30) yields the desired result.
We conclude with the proof of Lemma 4.5.
Proof of Lemma 4.5. We need to differentiate the entropy term, and have to be a little
careful since log x has a singularity at x = 0. For η > 0, we hence regularize the entropy
as
sη(x) = (x+ η) log(x+ η)− x− η log η.
For any ̺ ∈ E+, the operator log(̺ + η) is bounded. Then, the Gaˆteaux derivative of
Sη(̺) := Tr(sη(̺)) in the direction u ∈ E+ is well-defined and reads, see [11, Lemma
5.3] for a proof,
DSη[̺](u) = Tr
(
log(η + ̺)u
)
.
Hence, since ∂T̺ε,T ∈ E ,
d
dT
Sη(̺ε,T ) = −Tr
(
log(η + ̺ε,T )∂T̺ε,T
)
.
We sent now η to zero by observing that, for β = 1/T ,
Tr
(
log(η + ̺ε,T )∂β̺ε,T
)
= −Tr( log(η + ̺ε,T )Hε,T̺ε,T )+ Tr( log(η + ̺ε,T )Z[β, ̺ε,T ](∂β̺ε,T ))
:= G1.η(T ) +G2,η(T ),
where Hε,T = H0 + Aε,T equipped with D(Hε,T ) = H
2
per, and Z[β, ̺](σ) is defined in
Step 4b. The first term G1,η is just
G1,η(T ) = −
∑
p∈N
log(η + e−βλp,ε)λp,εe
−βλp,ε ,
where the λp,ε are the eigenvalues of Hε,T . Moreover, calculations close to (46) using
the cyclicity of the trace and the fact that log(η+ ̺ε,T ) and (z−Hε,T )−1 commute show
that the second term G2,η is equal to
G2,η(T ) = Tr
(
log(η + ̺ε,T )̺ε,Tn[∂T̺ε,T ]
)
.
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At that point, we therefore have obtained that, for all T1, T2 > 0,
Sη(̺ε,T2)− Sη(̺ε,T1) =
∫ T2
T1
(−G1,η(T )/T 2 +G2,η(T )) dT,
and we need some estimates to pass to the limit. The term G1,η is treated directly
using the min-max principle and estimate (39). Its limit is denoted by G1 and satisfies
supT∈[T1,T2] |G1| ≤ C. For the other terms, a similar calculation as (35) with the L2
norm replaced by the L1 norm, shows that, together with (27), ∀a ∈ [0, 1],
‖ log(a+ ̺ε,T )̺ε,T‖J1 ≤ C + C‖̺ε,T‖E ≤ C + CT 2, (53)
where C does not depend on a. We then claim that log(η + ̺ε,T )̺ε,T converges to
log(̺ε,T )̺ε,T strongly in J1 for all T > 0. Indeed, on the one hand, for (ρp)p∈N the
eigenvalues of ̺ε,T ,
‖ log(η+ ̺ε,T )̺ε,T‖J1 =
∑
p∈N
ρp| log(η+ ρp)| →
∑
p∈N
ρp| log(ρp)| = ‖ log(̺ε,T )̺ε,T‖J1, (54)
while, on the other, a similar calculation as above shows that log(η+̺ε,T )̺ε,T converges
to log(̺ε,T )̺ε,T strongly in L(L2). Lemma 4.1 then yields the desired result. As a
consequence, ∀T > 0,
lim
η→0
Sη(̺ε,T ) = S(̺ε,T ), lim
η→0
G2,η = G2 = Tr
(
log(̺ε,T )̺ε,Tn[∂T̺ε,T ]
)
.
Finally, the fact that ̺ε,T ∈ C1(R∗+, E), together with (53)-(54) yields
sup
T∈[T1,T2]
|G2,η| ≤ sup
T∈[T1,T2]
‖ log(η + ̺ε,T )̺ε,T‖J1 sup
T∈[T1,T2]
‖n[∂T̺ε,T ]‖L∞
≤ C sup
T∈[T1,T2]
‖∂T̺ε,T‖E ≤ C.
which allows us to use dominated convergence and obtain
S(̺ε,T2)− S(̺ε,T1) =
∫ T2
T1
(G1 +G2)dT, ∀T2 ≥ T1 > 0.
Since ̺ε,T is continuous w.r.t. T in E , it can be shown with similar proofs as above that
G1 and G2 are continuous in T as well, we omit the details. This then concludes the
proof of the lemma since T1 and T2 are arbitrary.
Step 7: ET and ST are strictly increasing. The aim of this step is to prove that
we have the strict inequality
ET1 > ET0 , ∀T1 > T0 > 0.
In Step 5, we have proved the non strict inequality (48), and it therefore only remains
to prove that if T1 6= T0, then
ET1 6= ET0 .
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Since the energy is nondecreasing and continuous, we proceed by contradiction and
assume that there exists a non empty open subset I = (T0, T1) of R
∗
+ such that Eu = Ev,
∀u, v ∈ I. From (52), it follows that
uS(̺u,n0)− vS(̺v,n0) =
∫ u
v
S(̺T,n0)dT, ∀u, v ∈ I. (55)
Since we have seen in Step 1 that ST is continuous on R
∗
+, this shows that (uSu)
′ exists,
is continuous and equal to Su for all u ∈ I. As a consequence, S′u = 0 for all u ∈ I. We
then deduce that, ∀u, v ∈ I,
Fu(̺u,n0) = Eu + uSu = Ev + uEv = Fu(̺v,n0).
Since the minimizer of Fu is unique, we have ̺u,n0 = ̺v,n0 which, by (18), leads to the
equality
H [̺u,n0]
u
=
H [̺v,n0 ]
v
, H [̺v,n0 ] = H0 + A[̺v,n0 ]. (56)
For A[̺v,n0 ], expression (29) becomes
A[̺v,n0 ] =
1
n0
(
1
4
∆n0 +
1
2
n[∇̺v,n0∇] + vn[̺v,n0 log ̺v,n0 ]
)
.
Since ̺u,n0 = ̺v,n0 , we can write
A[̺v,n0 ] = f + ug, A[̺v,n0 ] = f + vg, f, g ∈ L2.
It finally follows from (56),
H0 + f
u
=
H0 + f
v
,
which implies u = v for all u, v ∈ I. This is in contradiction with the fact that I
is open. Hence, ET is strictly increasing. The fact that ST is strictly decreasing is
now straightforward. Indeed, we already know from Step 6 that ST is nonincreasing.
Supposing that it is constant for all u, v ∈ I for some open interval I, we find from (52)
that Eu = Ev, for all u, v ∈ I, which contradicts the fact that ET is strictly increasing.
Hence, ST is strictly decreasing. This ends the proof of Theorem 3.3.
5 Appendix
We give here a few technical lemmas that are used throughout the paper. The simple
proof of the first one can be found in [12, Lemma 5.3].
Lemma 5.1 Suppose ̺ is self-adjoint and belongs to E . Then, the following estimates
hold:
‖n[̺]‖L∞ ≤ C‖̺‖1/4J2 ‖̺‖
3/4
E (57)
‖∇n[̺]‖L2 ≤ C‖̺‖1/4J1 ‖̺‖
3/4
E . (58)
The second lemma provides us with important compactness results.
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Lemma 5.2 ([10], Lemma 3.1) (i) Let (̺k)k∈N be a bounded sequence of E+. Then,
up to an extraction of a subsequence, there exists ̺ ∈ E+ such that
̺k → ̺ in J1 as k → +∞
and
Tr
(√
H0̺
√
H0
) ≤ lim inf
k→+∞
Tr
(√
H0̺k
√
H0
)
.
(ii) Let (̺k)k∈N be a sequence of operators such that ̺k → ̺ strongly in L(L2) and
Tr
(
(I +H0)
α|̺k|(I +H0)α
) ≤ C for some α > 1/2. Then, ̺k converge to ̺ strongly in
E .
Item (ii) is not stated in [10] and we detail here a proof for completeness. First, there
exists B and a subsequence such that (I +H0)
α|̺k|(I +H0)α converges to B weakly-∗
in J1. Since |̺k| → |̺| in L(L2) as ̺k → ̺ in L(L2), and (I + H0)α is injective, this
implies that B = (I +H0)
α|̺|(I + H0)α. Write then, since (I + H0)1−2α is a compact
operator on L2,
Tr
(
(I +H0)
1/2|̺k|(I +H0)1/2
)
= Tr
(
(I +H0)
α|̺k|(I +H0)α(I +H0)1−2α
)
→ Tr((I +H0)α|̺|(I +H0)α(I +H0)1−2α) (59)
= Tr
(
(I +H0)
1/2|̺|(I +H0)1/2
)
.
When H1 is equipped with the norm
‖u‖H1 = ‖(I +H0)1/2u‖L2,
we have the identification
Tr
(
(I +H0)
1/2|̺|(I +H0)1/2
)
= ‖̺‖J1(H1) = ‖̺‖E . (60)
In order to apply Lemma 4.1, it remains to prove that ̺k converges weakly to ̺ in the
sense of bounded operator in H1, that is
((I +H0)
1/2̺ku, (I +H0)
1/2v)→ ((I +H0)1/2̺u, (I +H0)1/2v), ∀u, v ∈ H1.
From the observation that ̺k and ̺ are uniformly bounded in L(H1) according to (60)
and (59), we can actually consider test functions v above in H2. The result then follows
since (I + H0)
1/2 is self-adjoint and ̺n → ̺ in L(L2). Lemma 4.1 finally yields the
strong convergence of ̺n to ̺ in J1(H1) and therefore in E .
The lemma below provides us with important properties of the entropy.
Lemma 5.3 ([10], Lemma 5.2) The application ̺ 7→ Tr(̺ log ̺ − ̺) possesses the
following properties.
(i) There exists a constant C > 0 such that, for all ̺ ∈ E+, we have
Tr
(
̺ log ̺− ̺) ≥ −C (Tr(√H0̺√H0))1/2 . (61)
(ii) Let ̺k be a bounded sequence of E+ such that ̺k converges to ̺ in J1, then ̺k log ̺k−
̺k converges to ̺ log ̺− ̺ in J1.
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The next two lemmas state some regularity results for density operators. The second
one is adapted from [13] to account for the dependency in T .
Lemma 5.4 ([10], Lemma A.1) Let ̺ ∈ E+. Then, we have the estimate
Tr
(
̺2/3
) ≤ C (Tr(√H0̺√H0))2/3 .
Lemma 5.5 ([13], Lemma 4.4) Let V ∈ L2(Ω) and define ̺ = exp(−(H0 + V )/T ),
where D(H0 + V ) = H
2
per
. Then ̺ ∈ E+ and H0̺H0 ∈ J1, with the estimate
Tr
(
H0̺H0
) ≤ C(1 + T 2) (1 + (1 + ‖V ‖2L2)‖̺‖E) .
The last lemma is a technical result.
Lemma 5.6 Let H = H0 + A, with A ∈ L∞ and domain H2per. Denote by (λk[H ])k∈N
the nondecreasing sequence of eigenvalues of H counted with multiplicity. Then,
+∞∑
m,k=0
−ςm,k[H ] < +∞,
where
ςm,k[H ] =

 −e
−λk [H], if λk[H ] = λm[H ],
e−λk[H]−e−λm[H]
λk[H]−λm[H]
, if λk[H ] 6= λm[H ],
Proof. We first remark that, by symmetry,
+∞∑
m,k=0
−ςm,k[H ] =
+∞∑
m=0
−ςm,m[H ] + 2
+∞∑
k=0
k−1∑
m=0
−ςm,k[H ] =: I1 + I2 + I3,
where
I2 =
+∞∑
k=0
k−1∑
m=0,λm[H]=λk[H]
−ςm,k[H ], I3 =
+∞∑
k=0
k−1∑
m=0,λm[H] 6=λk[H]
−ςm,k[H ].
The min-max principle yields
γm − ‖A‖L∞ ≤ λm[H ] ≤ γm + ‖A‖L∞ , (62)
where the γm are the eigenvalues of H0, which, counting muliplicities, read γ0 = 0,
γ2k = γ2k−1 = 2(πk)
2 for k ≥ 1. Concerning I1, we then immediately have
I1 =
+∞∑
m=0
e−λm[H] < +∞.
We now turn to I2 and I3. From (62) and the expression of γm, we can see that, for
n ≥ 1 and m = 2p,
λm+n[H ]− λm[H ] ≥ γ2p+n − γ2p − 2‖A‖L∞
≥ 2π2
(
np+
n2
4
− ‖A‖L∞/π2
)
≥ 2π2
(
p+
1
4
− ‖A‖L∞/π2
)
.
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Denoting by ℓ0 the integer part of ‖A‖L∞/(2π2), the r.h.s. above is positive provided
p ≥ ℓ0. When m = 2p − 1, a similar estimate as above holds now for n ≥ 2 due
to the multiplicity of γm. Thus, for k ≥ 2(ℓ0 + 1), the indices m ≤ k − 1 such that
λm[H ] = λk[H ] are at most m = k − 1. Hence,
+∞∑
k=2(ℓ0+1)
k−1∑
m=0,λm[H]=λk[H]
−ςm,k[H ] ≤
+∞∑
k=2(ℓ0+1)
−e−λk−1[H] <∞,
which shows that I2 is finite. LetN = min {n ∈ N : λn[H ] ≥ 0} andN0 = max(N, 2(ℓ0+
1)). Consider now
I4 =
+∞∑
k=N0
k−2∑
m=N0
−ςm,k[H ], I5 =
+∞∑
k=N0
N0−1∑
m=0
−ςm,k[H ].
For k > m ≥ N such that λm[H ] < λk[H ],
−ςm,k[H ] ≤ 1
λk[H ]
e−
λm[H]
T
1− λm[H ]/λk[H ] ≤
1
λk[H ]
λm+ℓ(m)[H ]e
−λm[H]
T
λm+ℓ(m)[H ]− λm[H ] ,
where
ℓ(m) = min {n ∈ N : λm+n[H ] > λm[H ]} .
According to the discussion above, ℓ(2p) = 1 and ℓ(2p+ 1) = 2 for p ≥ ℓ0. Hence,
I4 ≤
+∞∑
k=N0
1
λk[H ]
∞∑
m=N0
λm+ℓ(m)[H ]e
−
λm[H]
T
λm+ℓ(m)[H ]− λm[H ] < +∞.
Finally,
I5 ≤
∞∑
k=0
N0−1∑
m=0
C
λk+N0 − λm
≤
∞∑
k′=0
∞∑
k=0
CN0
λk+N0 − λN0−1
≤
∞∑
k=0
C
1 + k2
<∞,
which shows that I5 is finite and ends the proof.
References
[1] A. Arnold, Self-consistent relaxation-time models in quantum mechanics, Comm. Partial Differ-
ential Equations, 21 (1996), pp. 473–506.
[2] P. Degond, S. Gallego, and F. Me´hats, On quantum hydrodynamic and quantum energy
transport models, Commun. Math. Sci., 5 (2007), pp. 887–908.
[3] P. Degond and C. Ringhofer, Quantum moment hydrodynamics and the entropy principle, J.
Statist. Phys., 112 (2003), pp. 587–628.
[4] L. C. Evans, Weak Convergence Methods for Nonlinear Partial Differential Equations, 1990.
[5] M. Junk, Domain of definition of Levermore’s five-moment system, J. Statist. Phys., 93 (1998),
pp. 1143–1167.
[6] , Maximum entropy for reduced moment problems, Mathematical Models and Methods in
Applied Sciences, 10 (2000), pp. 1001–1025.
32
[7] C. D. Levermore, Moment closure hierarchies for kinetic theories, J. Statist. Phys., 83 (1996),
pp. 1021–1065.
[8] P. L. Lions, The concentration-compactness principle in the calculus of variations. the locally
compact case, part 1, Annales de l’I.H.P. Analyse non linaire, 1 (1984), pp. 109–145.
[9] P.-L. Lions and T. Paul, Sur les mesures de Wigner, Rev. Mat. Iberoamericana, 9 (1993),
pp. 553–618.
[10] F. Me´hats and O. Pinaud, An inverse problem in quantum statistical physics, J. Stat. Phys.,
140 (2010), pp. 565–602.
[11] F. Me´hats and O. Pinaud, A problem of moment realizability in quantum statistical physics,
Kinet. Relat. Models, 4 (2011), pp. 1143–1158.
[12] , The quantum Liouville–BGK equation and the moment problem, to appear in the Journal
of Differential Equations, (2017).
[13] O. Pinaud, The quantum drift-diffusion model: existence and exponential convergence to the
equilibrium, preprint arXiv:1611.04962, (2016).
[14] M. Reed and B. Simon, Methods of modern mathematical physics. I. Functional analysis, Aca-
demic Press, Inc., New York, second ed., 1980.
[15] , Methods of modern mathematical physics. II. Fourier Analysis, Self-Adjointness, Academic
Press, Inc., New York, second ed., 1980.
[16] B. Simon, Trace ideals and their applications, vol. 120 of Mathematical Surveys and Monographs,
American Mathematical Society, Providence, RI, second ed., 2005.
33
